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Abstract

I-V and C-V curves are crucial measurements required to characterise Silicon sensors. They
must be performed at reception and at several steps of particle detector module assembly
to spot potential damages. High-voltage (1kV) biasing of those sensors and accurate cur-
rent measurements (50µA max) are mandatory for sensor characterization. High-voltage
electrometers and LCR meters with proper decoupling are the typical instruments used to
perform those measurements. Those instruments are rather expensive (10k euros range)
and are often over-specified for this precise task. We developed a system tailored to per-
form both I-V and C-V measurements of sensors in one compact, low-cost instrument.
The instrument is built around a PCB that implements a low ripple (100mV) 1kV high-
voltage power supply, a high-side AC/DC current measurement circuit and a capacitance
measurement circuit. The instrument is coupled to an external signal generator, a com-
puter that extracts electrical parameters and the I-V/C-V curves, and a Programmable
System-On-Chip (PSOC) which handles source control in addition to current, voltage and
voltage/current phase measurements. On top of that, temperature and relative humidity
are monitored. Finally, low-voltage DC regulators can power readout electronics of fully
assembled modules to provide a standalone test station usable in sensor/module charac-
terisation or in thermal cycling.
Keywords: Silicon sensor, particle detection, embedded system design.
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Chapter 1

Introduction
The work presented in this master thesis is part of the upgrade of the Large Hadron Col-

lider (LHC) for CERN.

In order to enhance its performances, the LHC needs an upgrade. This upgrade will

lead to the so-called high-luminosity phase of the LHC (HL-LHC) which will allow a finer

study of particles such as the Brout-Englert-Higgs boson, enabling the discovery of new

phenomena. The HL-LHC is expected to be operating in 2026. As part of this project,

the Compact Muon Solenoid (CMS) experiment, one of the four particle detectors located

around the LHC, will also undergo a major upgrade to cope with the HL-LHC luminosity.

The CMS detector is composed of a plethora of sub-detectors like various particle trackers

and calorimeters. This work focuses on the so-called phase-2 upgrade of the CMS Silicon

tracker.

The Inter-university Institute for High Energies (IIHE, ULB/VUB) is at the epicentre

of this upgrade as it is expected to produce more than 2500 Silicon tracker modules. A

clean room furnished for that purpose is currently being installed at the IIHE. At the

core of this large-scale production, an electronics testing set-up used to characterize and

approve each Silicon sensor before mounting them on the modules is strongly needed.

Those Silicon sensors are formed by a few thousand P-N junctions in parallel. Thus,

this characterization will consist in the identification of the full-depletion voltage of each

sensor through the measurement of leakage current v.s. reverse-bias voltage and sensor

capacitance v.s. reverse-bias voltage (so-called I-V and C-V curves).

The design of such testing equipment is subject to numerous constraints. First, the

sensor modules will operate at the low temperature of �35�C. Consequently the test-stand

that will be designed should ideally work at this temperature (reached using an industrial

fridge), minimizing the cabling between the outside and the inside of the fridge. Secondly,

the design of the testing device is subject to tight time constraints as it needs to be ready

when the production of the new modules will be launched next year. Finally, pricing con-

straints are also present as the instrument should cost no more than a few hundred euros

in parts. Due to the nature of the tests that would need to be conducted, high precision

measurement circuits operating at high-voltages and low temperatures are needed which

makes the design of such low-cost system harder.

The design of an automated silicon sensor testing set-up from the ground-

up under the constraints cited above is thus a considerable challenge.

The instrument to design will be composed of a low-voltage power-supply, a high-

voltage generator (to reverse-bias the sensors), a current meter, a capacitance meter,

temperature sensors and humidity sensors. The targeted specifications are given below.

1
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• High-Voltage range: 0 to ±1000V

• Maximum ripple amplitude: 100mV

• Two current measurement ranges: ±7µA and ±50µA with a precision of ⇠ 6nA

and ⇠ 30nA respectively

• Current measurement sampling rate: 4kHz

• Capacitance range: 1-60nF

• Capacitance estimation error on whole range: < 1%

• Working temperature range of components: �35�C to 65�C

• Dimensions: 30cm ⇥15cm.

• Price : < 300 euro (PCB in Europe ⇠ 50 euro, components ⇠ 250 euro).

This thesis aims to present the design and experimental validation of a complete testing

system for the Silicon tracker sensors that will be produced at the IIHE. First, the context

in which the thesis takes place will be explained. Then, the working principle of the

Silicon sensors will be detailed, followed by the high-level description of the complete

testing system. After that, the design of the numerous electronic circuits used within

the system will be explained. Finally, the experimental validation of the system will be

detailed.



Chapter 2

The Large Hadron Collider update
project
In this chapter, the context of the project is detailed before emphasizing on the project

itself and technical developments.

2.1 The Large Hadron Collider Upgrade Project

The Large Hadron Collider (LHC) is the largest and most powerful particle accelerator in

the world [1] which can achieve a centre-of-mass energy of 13TeV. The LHC can accelerate

protons and heavy ions and is formed by a 27-km ring of superconductor magnets (needed

to generate high magnetic fields) and accelerating equipments used to boost the energy

of the particles along the ring. The superconductor magnets are used to guide the two

high-energy particle beams traveling in opposite directions in two separated vacuumed

tubes at nearly the speed of light before collision. The collisions are made to occur at

four di↵erent locations around the ring, corresponding to four distinct particle detectors:

ALICE, LHCb, ATLAS and CMS.

The LHC agenda is composed of periods of runs, where the accelerator is used to

produce collisions and generate data, and long shut-downs (LS), where the accelerator is

upgraded to enhance its performances. The calendar from 2015 onward is shown in figure

2.1.

Figure 2.1 – LHC project planning from 2015 onward, showing the run phases and long
shut-downs (LS) [1].

3
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The High-Luminosity LHC (HL-LHC) project aims to increase the performances of the

LHC by increasing the luminosity factor of the accelerator, which is a key indicator of its

performance as this factor is proportional to the number of generated particle interactions

over time. This increase in luminosity should allow the observation of new phenomena.

LS3 is expected to induce peak luminosities of 5.1034 cm�2s�1 to 7.5.1034 cm�2s�1 in the

ultimate performance scenario [1], [8]. The evolution of the luminosity factor across the

years is shown in figure 2.2.

Figure 2.2 – Evolution of the peak luminosity and the integrated luminosity of the LHC
across the years [2].

As part of the HL-LHC project, the CMS detector will be upgraded. This thesis

falls under the phase-2 upgrade of the CMS detector towards the so-called high-luminosity

phase of the LHC planned for 2026.

2.2 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) detector is a general purpose particle detector which

is operated at the LHC at CERN. The CMS detector has been designed to study the

Standard Model of particle physics and to search for new phenomena, beyond the Standard

Model [3]. In 2012 CMS, with ATLAS, led to the discovery of the Brout-Englert-Higgs

boson, the last missing piece of the Standard Model. As the name implies, the CMS

detector utilizes a solenoid magnet in order to generate a magnetic field of 4T. The detector

exhibits a length of 28.7m and a diameter of 15m and encompass a plethora of sub-detectors

composed of particle tracking sensors and calorimeters. The CMS detector and its di↵erent

layers are shown in figure 2.3.
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Figure 2.3 – The CMS detector and its di↵erent layers [3].

2.2.1 The Superconducting Magnet

The superconducting magnet used in the CMS detector is designed to provide a uniform

magnetic field of 4T in a free bore of 6m of diameter and 12.5m of length, storing a maximal

energy of 2.6GJ at full current [3]. The magnetic field generated by the solenoid is used to

bend the trajectory of the charged particles generated by the collision. By reconstructing

the trajectory of the particles using the tracker sensors (focus of this thesis), it is possible

to determine the momentum p of the charged particles [9]. This is seen in figure 2.4.

Figure 2.4 – Bending the trajectory of charged particles in the transverse plane to the
magnetic field.

[9]
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In the transverse plane to the magnetic field, p is given by equation 2.1 [9]:

p = qBR (2.1)

Where q is the charge of the particle, B the intensity of the magnetic field and R the

radius drawn by the particle. Equation 2.1 shows that by tracking the trajectory of the

particles, their momentum can be derived.

2.2.2 The CMS trigger system

As the LHC runs at a frequency of 40MHz (collisions occur every 25ns), acquiring all the

events is not viable in terms of computational resources and this high rate needs to be

reduced by selecting only the relevant events. A two-level trigger system is used to judge

whether if an event is relevant or not based on the properties of the sensed particles. The

Level-1 trigger (LV1) is controlled at the front-end side, in the electronics of the particles

detectors. If the collision has been considered as relevant, a Level-1 Accept signal is sent

to acquire the complete data from the sensors, else the data is erased. This allows a

reduction of the event rate from 40MHz down to several hundred kHz [10]. Then, as the

event rate has been reduced, a High-Level Trigger (HLT) process can be applied, using

more complex sub-sampling schemes to reduce the event rate even more, down to 100Hz.

2.2.3 The sub-detectors

The CMS detector is composed of four sub-detection stages: the tracker, the electro-

magnetic calorimeter, the hadron calorimeter and the muon tracker. A schematic cross-

section of the CMS detector is shown in figure 2.5.

Figure 2.5 – Cross-section of the CMS detector showing the sub-detection stages.
[11]

Starting from the collision point, the particles cross the Silicon Tracker, designed to

provide a precise measurement of the charged particle trajectories. Then, the electromag-

netic calorimeter measures the energy of electrons and photons while the hadron calorime-

ter measures the energy of hadrons (protons, neutrons,...). Finally, located outside the
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solenoid, the last sub-detector is the Muon Tracker, which exclusively detects muons which

are the sole particles able to pass through the previous layers [10]. The Silicon Tracker,

which is the subject of this master thesis, is made of several layers of Silicon sensors [1].

Like the other sub-detectors, it is composed of a barrel part closed by two endcaps. An

inside view of the current CMS Silicon Tracker is shown in figure 2.6.

Figure 2.6 – Inside view of the current CMS Silicon tracker

2.2.4 The Phase-2 upgrade of the CMS Silicon tracker

As part of the HL-LHC project, the Silicon tracker of the CMS detector needs to be

upgraded. The previous Silicon tracker was operating at instantaneous luminosities of

1034 cm�2s�1. However, its performance is expected to degrade due to radiation damage

induced by the luminosity levels that the HL-LHC will exhibit. Before the start of HL-

LHC, this Silicon tracker must be replaced due to the significant degradation that the

current Silicon tracker would su↵er in those extreme conditions. Among the di↵erent

types of Silicon sensors used in CMS, the present project studies the so-called 2S Silicon

strip sensors, which will operate at �35�C in order to limit the e↵ect of radioactivity on

their performances [1].

2.2.5 The new 2S sensor modules

As said earlier, this thesis studies the Two-Strip (2S) sensor modules which are strip Silicon

sensors. The 2S modules operate in the outermost layers of the Silicon tracking region of

the CMS detector, called the outer tracking region. They are composed of two Silicon strip

sensors separated by a spacer and are controlled by the so-called service hybrid (flexible

PCB) [1]. A mechanical view of the 2S module in shown in figure 2.7.
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Figure 2.7 – Mechanical view of a CMS 2S module.

[1]

Each 2S Silicon sensor is composed of 2032 P-N junction strips with a total active area

(depleted region at nominal reverse-bias voltage) of 90cm2. The upper and lower sensors

are read-out by eight ASICs (called the CBC3 chips) used to correlate the signals from the

upper and the lower sensors to form trace segments called stubs. Their data is collected by

the so-called Concentrator IC (CIC) chip and sent through optical fibre to the L1 trigger

system and the computational facilities.

2.3 Contribution of this thesis to the new 2S modules

The IIHE is expected to build more than 2500 2S modules in their new class-7 clean room.

As the 2S modules operate at a temperature of �35�C, their robustness to temperature

cycles must be validated after the assembly of the modules. In particular, it is of interest to

characterize the current versus voltage (I-V) and capacitance versus voltage (C-V) curves

of the silicon sensors to verify if the full-depletion voltages are within specifications. In

order to proceed to those characterizations, a custom testing system for the new 2S

modules must be designed to enable an automated testing of the 2S Silicon

sensors.

The design of such electronics system is a challenge as the measurement device should,

in the ideal scenario, be operated at low temperatures (�35�C) inside industrial fridges

(to minimize the amount of cabling through the fridge walls), the design must be finished
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under tight time constraints and the produced equipment must remain low-cost while ex-

hibiting the precision performances needed to characterize the sensors. This thesis aims

to design, implement and experimentally validate such automated testing system that will

be used at the IIHE to measure, under controlled temperature constraints, the I-V and

C-V curves of the 2S sensors in order to approve their deployment for the phase-2 upgrade

of the CMS detector at CERN.

2.4 Conclusion

This chapter described the overall context in which the thesis takes place. It has been seen

that the CMS detector needs an upgrade to attain the performances expected from the HL-

LHC project. As part of this upgrade, the new state-of-the-art 2S tracker modules will be

assembled at the IIHE, asking for the development of an automated testing system enabling

the characterization of the modules via I-V and C-V curve measurements. This master

thesis project aims to build such system which will allow an automated characterization

of the produced modules which is a key step towards their deployment at CERN.



Chapter 3

Working principle of Silicon strip
sensors
In this chapter, the working principle of Silicon strip sensors and the layout of the CMS

2S modules will be described.

3.1 General overview

Figure 3.1 shows an example of a previous generation CMS Silicon strip sensor module

(so-called phase-0 sensor).

Figure 3.1 – An old phase-0 Silicon strip sensor module. Dimensions: 30⇥ 10cm

The sensor modules are composed of the Silicon sensors themselves, a biasing circuit and

the read-out ASICs which will read the charge accumulated on each strip due to charged

particles passing by. Figure 3.2 shows the cross-section of a Silicon strip sensor.

Figure 3.2 – Cross-section of a Silicon strip sensor [4].

10
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The sensing principle is the following: the sensor is composed of P-N junctions, formed

by p+ strips in a n bulk for the example of figure 3.2. Each P-N junction is reverse-biased

by applying a voltage VFD between the bias ring and the backplane. When a charged par-

ticle crosses the sensor, electron-hole pairs are produced. Those charges are then collected

on the strip terminals and are AC-coupled to the read-out electronics.

In the next sections, the physical properties of the sensors will be detailed.

3.2 Silicon properties

3.2.1 Why using Silicon?

In particle physics, Silicon is not the sole material used for particle detection as gaseous

detectors also exist. But using Silicon for particle tracking is highly desired as Silicon

exhibit a higher material density than gaseous detectors, leading to orders of magnitude

more electron-hole pair generated within the same volume (⇠ 3⇥ 104 e-h pairs in 300µm

thick wafer) [5]. In addition, Silicon detectors have a higher energy resolution than gaseous

detectors (⇠ 3.6 eV to produce an electron-hole pair v.s ⇠ 30 eV in gaseous detectors) [4].

Furthermore, the particle signal detection in Silicon sensors is faster (⇠ 10 ns) due to the

higher mobility of electrons and holes [4]. From a technological point of view, fabrication

methods are standardised and allow the forming of strip and pixel shapes on the wafers.

They also allow the deployment of the bias resistors and decoupling capacitors on the

sensor wafer.

3.2.2 Intrinsic properties

Silicon wafers can be modelled as single crystal materials exhibiting a highly periodic

arrangement in their entire volume, resulting in a periodic potential throughout the ma-

terial. By solving Schrödinger’s equation in conjunction with a periodic potential model

(e.g Kronig-Penney), allowed and forbidden energy bands for the electrons and holes are

derived [12]. The low-energy band with the outermost electrons is called the valance band

and the next energy band with the free electrons is called the Conduction band. Those

two bands are separated by a forbidden energy band called the band gap (1.12 eV for Sil-

icon). In an intrinsic Silicon material, the electron and hole concentration (ni and pi) are

equal. Furthermore, the product of electron and hole concentration is constant at thermal

equilibrium, even if doping atoms are introduced (equation 3.1).

nipi = n2
0 (3.1)

Also, the occupation probability for an electronic state is given by the Fermi-Dirac

distribution (equation 3.2), following Pauli’s exclusion principle [13]. Doping the semicon-

ductor will shift the Fermi energy level and the probability of state occupancy accordingly.

f(E) =
1

1 + e
E�Ef
kbT

(3.2)

In order to have P-N junctions, doping must be introduced.
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3.2.3 Introducing doping

Doping is introduced by adding donor or acceptor impurity atoms. Donor atoms from

group V will make the free electron concentration larger than hole concentration and vice-

versa for group III acceptor atoms. Adding donor atoms will shift the Fermi energy level

towards the conduction band and form a N-type semiconductor material while adding

acceptor atoms will shift the Fermi energy level towards the valence band and form a

P-type semiconductor. Figure 3.3 shows the introduction of an Arsenic atom into the

Silicon lattice. At su�ciently high thermal energies, a conduction electron is liberated.

Figure 3.3 – Introducing Arsenic into the Silicon lattice.

[13]

3.3 The P-N junction

3.3.1 Abrupt change model

The Silicon strip sensors of the phase-2 upgrade are composed of P-N junction strips

formed by n-type implants in a p bulk. Without any biasing, electrons from the n side

di↵use to the p side and holes from the p side di↵use to the n side such that the net

positive and negative charges in the ionized region induce an electric field (and hence a

voltage barrier) which counteracts the di↵usion process. Figure 3.4 shows the P-N junction

abrupt change model.
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Figure 3.4 – P-N junction following the abrupt change model. From top to bottom:
geometric model of the junction, charge density ⇢, electric field E and electric potential
V .

[13]

Positive and negative charge densities (⇢) are induced in the depletion region (whereNa

and Nd are the acceptor and donor concentrations). By integrating Gauss’s law (r ~E = ⇢
✏ ),

the electric field inside the space-charge zone is found [5]. The potential barrier is then

derived by integrating the electric field along the depletion region.

Using this model, equation 3.3 gives the potential barrier at thermal equilibrium with-

out the application of a bias voltage (where ni is the intrinsic carrier concentration).

Vbi =
kbT

e
ln

NaNd

n2
i

(3.3)

When a reverse-bias voltage VR is applied, the widthW of the depletion region increases

following equation 3.4.

W =

s
2✏(Vbi + VR)

e

Na +Nd

NaNd
(3.4)

3.3.2 Determining the reverse-bias voltage needed to attain full-depletion

The sensors must be operated at full depletion as the space charge zone is at maximal

widthW in this condition, leading to a maximal particle sensing volume. The P-N junction

can be seen as a parallel plate capacitance as the space-charge zone acts as an insulator

between the terminals of the device. Using the junction width W , a capacitance Cj is

associated to the P-N junction following equations 3.4 and 3.5.

Cj /
1

W
/ 1p

Vbi
(3.5)

Furthermore, the electron-hole pairs thermally created in the depletion region volume

(/ W ) induce a reverse-bias leakage current Ileak following equation 3.6.
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Ileak / W /
p
Vbi (3.6)

When increasing the reverse-bias voltage, the width W stops increasing at a certain

point corresponding to full-depletion. At this point, a plateau appears in the C-V and I-V

curves. Thus, by measuring the evolution of Cj and Ileak in function of the reverse-bias

voltage, it is possible to determine the reverse-bias voltage needed to reach full-depletion.

Figure 3.5 shows the C-V curves of typical Silicon sensors. Full-depletion is achieved when

the plateaus are reached.

Figure 3.5 – C-V curves of typical Silicon sensors

[4]

3.3.3 Deviation from the ideal P-N junction model

Real-world sensors deviate from those ideal properties due to several factors. At higher

reverse-bias voltages, junction breakdown takes place due to the Zener and the avalanche

e↵ects. The Zener e↵ect can be understood as the tunneling between the valance and the

conduction band due to the high electric field and the avalanche e↵ect is due to electrons

and holes moving across the depletion region with enough energy to create other electron-

hole pairs by colliding with atomic electrons [12].

Furthermore, the sensor bulk is contacted using a metallic backplane which could form

an undesired Shottky diode. To counter this e↵ect, the contacting zone of the bulk is

highly doped to allow good Ohmic contact between the metallic backplane and the bulk.

Other unwanted e↵ects can be noted such as the parasitic capacitances between the

strips or the non-uniformity of the electric field inside the sensor at lower reverse-bias

voltages (see figure 3.6 and appendix E) [4].
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Figure 3.6 – Typical electric field inside a Silicon strip sensor. The maximal electric
field is reached at the strip implant locations (red regions). [4]

3.4 Forming a tracking detector

Figure 3.7 shows the typical arrangement of a track detector. P-N junctions are formed by

implanting parallel strips into the bulk. Each strip is connected through a polysilicon bias

resistor to a bias ring in order to isolate the induced charge generated on each strip by

particles passing by. The bulk is connected to an aluminium backplane. The reverse-bias

voltage is then applied between the backplane and the bias ring.

Figure 3.7 – Typical arrangement of a track detector [4].
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The induced charge on the surface of each strip is then converted to a voltage signal by

a charge-to-voltage amplifier. The leakage current is also filtered using coupling capacitors

as seen on figure 3.8.

Figure 3.8 – Charge to voltage conversion circuit.

[5]

For the CMS tracker upgrade, the voltage signal from each strip is then read by

readout ASICs (eight CBC3 chips and one concentrator CIC chip for each 2S module).

By combining an upper and a lower sensor, stubs, which are linear approximation of the

curved particle trajectory can be formed (see figure 3.9). Depending on the slope of each

stub, trigger signals can be generated. Finally, the information from all the sensors is

relayed to higher-level units which process the data.

Figure 3.9 – Stub-forming principle used by the CMS 2S modules [5].

3.5 Conclusion

In this chapter, an overview of the working principle of Silicon strip sensors and the

structure of tracking detectors has been detailed. The link between the junction width

(determining the active volume of the sensor) and the junction capacitance and leakage

current has also been given. This theoretical background will be used to model the sensor

under test and to determine the full-depletion voltage of the sensors.



Chapter 4

High-level view of the system
In this chapter, a bird’s eye view of the complete sensor characterization set-up will be

detailed and the motivation behind each sub-system will be explained.

4.1 System architecture

The needed macro-blocks are the following:

• An industrial fridge (figure 4.1) to provide a light-tight environment and to perform

experiments at di↵erent working temperatures, down-to �35�C.

• An integrated electronics system called the Slow Control Board (SCB, figure 4.2)

allowing:

– The monitoring of environmental data (temperature and humidity).

– The generation of the high reverse bias voltage to deplete the Silicon sensors.

– The measurement of the reverse-bias leakage current.

– The measurement of the junction capacitances (using an external sine-wave

generator).

– The powering of the ASICs mounted on the sensor modules.

– The real-time communication of the measurements to an external computer.

• An interface software that will be deployed on the external computer.

Figure 4.1 – The industrial fridge.

17
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Figure 4.2 – Final design of the Slow Control Board used to characterize the Silicon sensors

Regarding the control software, an interface program must be written in C++ in order

to be compatible with the so-called phase2ACF software suite from CERN [14]. The

interconnection between the di↵erent macro-blocks is shown in figure 4.3.

Figure 4.3 – Interconnection between the macro-blocks composing the complete
system. The SCB and the tracker sensor to be characterized are placed inside the fridge,
an external sine wave is provided by an isolated signal generator, the SCB communicates
with the external software suite in real-time.

4.2 Slow Control Board Topology

4.2.1 Temperature and humidity sensors

The design of the SCB is expected to provide a complete monitoring of the environment

inside the fridge during the characterization of the sensor modules. As the Silicon sen-

sors are placed inside the fridge during the tests, condensation must be avoided during
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the characterization process of the sensors because of the damage that it could induce on

them. Condensation can be prevented by monitoring the humidity and the temperature

of the air inside the fridge. The design of the SCB incorporates a pair of temperature and

humidity sensors in order to predict any potential condensation.

Condensation can appear if the temperature inside the fridge drops below the dew

point temperature. Assuming a constant air pressure inside the fridge, the dew point

temperature Tdp can be found using the Magnus equation [15]:

Tdp =
�(ln[�] + �T

�+T )

� � (ln[�] + �T
�+T )

(4.1)

where � is the relative humidity at the temperature T . The Magnus parameters for a

temperature range of �45�C to 60�C are given in table 4.1.

� �

17.62 243.12�C

Table 4.1 – The Magnus parameters. For a temperature range of �45�C to 60�C.

4.2.2 High-voltage generator circuit

The SCB needs to incorporate a low-ripple high-voltage generation circuit in order to

reverse bias the Silicon sensors upto and beyond full depletion. The Silicon sensors need

to be characterized by their I-V and C-V curves. This high-voltage generator circuit will

thus be expected to be settable, demanding the deployment of a regulator in the micro-

controller firmware for the high-voltage generation circuit.

4.2.3 Current and capacitance measurement circuits

A current measurement circuit must be implemented to monitor the current consumed by

the sensors in function of the reverse bias voltage which is applied. This will allow the

generation of the I-V curves. Furthermore, the current measurement circuit will also

be used to proceed to the capacitance measurements. The capacitance measurement

circuit will be comprised of a external sine wave generator and a phase-shift measurement

circuit which will provide a full capacitance measurement solution when combined with

the current measurement circuit stated above.

4.2.4 Power management blocks

In order to power the ASICs mounted on the sensor modules, a power management circuit

that will generate the power rails (�3.3V, �2.3V, 1.4V and 3.3V) needed for the ASICs

must be deployed on the board. In addition to that, a voltage and current measurement

circuit needs to be implemented to monitor the power consumed by the ASICs.

4.2.5 Block diagram of the slow control board

A block diagram of the slow control board is shown in figure 4.4. The circuit blocks are

controlled by a micro-controller (CY8C5888LTI, see appendix F for more details).
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Figure 4.4 – Block diagram of the SCB. The central micro-controller manages the
hardware blocks. The diagram also shows the interconnection between the high voltage
generator and the current and capacitance measurement circuit.

4.3 Interface software

An interface software has been written during the project (figure 4.5) and is used to con-

trol the SCB and to write the measurements to user-defined .csv files. The software core

is written in C++ and the Graphical User Interface (GUI) is written in Python. The GUI

provides text fields where the user can specify the name of the files to which the mea-

surements are saved. It also provides temperature, humidity and dew point temperature

monitoring. Finally, it provides a view of the acquired C-V or I-V curves to enable a fast

visual analysis by the user.

Figure 4.5 – View of the acquisition software. An IV curve has been measured and
plotted for the sake of illustration. The six temperature readings (in degree Celsius), the
two relative humidity readings (in %) and the dew point temperature reading (in degree
Celsius) are also shown.
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4.4 Conclusion

In this chapter, a high-level overview of the test system that needs to be designed has

been given. The functionalities expected to be implemented by the SCB have also been

shown. The interface software has also been presented.

At the start of this thesis, a first version of the SCB was already available [16] although

untested, with no firmware and without a capacitance measurement circuit (for

C-V curves). After board assembly and debugging, it was found that the current mea-

surement circuit (for I-V curves) already available was not appropriated and further

modifications needed to be made all over the board.

Regarding the SCB hardware design, the author of this master thesis mainly

contributed to:

• The high-voltage generator regulation.

• The current measurement circuit (for I-V curves).

• The capacitance measurement circuit (for C-V curves).

• The debugging and repair of existing design mistakes in the first version of the SCB.

• The re-design of a second version of the board (figure 4.2).

In addition, the author conducted:

• Complete firmware design.

• Complete interface software design.

• Experimental validation of the system using real-world tracking sensors.

• Presentation of the project during internal CMS meetings.

• Presentation of the project to the community at an international level (TREDI

2020 ”Trento” Workshop, Vienna, Austria. See appendix H).

In the next chapter, the design of the high-voltage generator circuit deployed on the

SCB will be presented.



Chapter 5

Design of the low-ripple high-voltage
generator
The Silicon sensors to characterize are expected to reach their full depletion state at

reverse-bias voltages of several hundred Volts. As the sensor characterization is done

through the generation of I-V and C-V curves, the reverse-bias voltage needs to be arbi-

trary settable by the central micro-controller unit. Furthermore, a low output ripple is

desired in order to generate reliable characterization curves.

This chapter presents the design of a digitally regulated, low-ripple, high-voltage gen-

erator that will be used to reverse-bias the Silicon sensors.

5.1 Circuit design

The high-voltage generator circuit is composed of three blocks (in addition to the micro-

controller): an isolated pulse-width modulation (PWM) to high-voltage conversion circuit,

an output low-pass filter and an attenuator/anti-aliasing filter circuit allowing the acqui-

sition of the high-voltage by the ADC peripheral of the micro-controller. Figure 5.1 shows

a block diagram of the high-voltage generator circuit.

Figure 5.1 – High-voltage generator block diagram.

In the following sections, the implementation of each block will be described.

5.1.1 PWM to high-voltage converter circuit

Figure 5.2 shows the schematic of the isolated PWM to high-voltage converter circuit. The

HV PWM (PWM command) signal is generated by the micro-controller. By modulating

the width of this signal, the base voltage provided to the transistor Q6 can be changed

22
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(through to the low-pass filter formed by R29, R31, C17 and C54 ) which results in a

change in the HV CTRL voltage value. This latter signal is provided to the CNTRL pin

of the A10P-12 high-voltage generator module which allows the setting of the positive and

negative high-voltage outputs (HV+ and HV-). Isolation is provided by the opto-coupler

TLP351 (U21 ) and the DC to DC converter ISH1212A (U19 ). The A10P-12 high-voltage

generator module is internally composed of an oscillator coupled to a transformer and

rectifier and can provide up to 1mA of current which is enough as the maximum leakage

current of the sensors is expected to be in the order of micro-amps.

Figure 5.2 –The isolated PWM to high-voltage generator circuit. Isolation against
the high-voltage side is provided by the TLP351 (U21 ) opto-coupler and the ISH1212A
(U19 ) DC to DC converter.

The low-pass filter formed by R29, R31, C17 and C54 is used to convert the PWM

signal into a DC voltage depending on its duty cycle. Therefore, the PWM frequency must

fall way after the cut-o↵ frequency of the low-pass filter in order to minimize any induced

ripple on the CNTRL line which would directly result in a ripple on the high-voltage

output. Figure 5.3 shows the magnitude Bode plot of the low-pass filter.

By choosing a frequency of 25kHz for the PWM signal, the attenuation is �48dB

which is enough in the present application.
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Figure 5.3 – Magnitude Bode plot of the low-pass filter The cut-o↵ frequency is
found to be around 600Hz.

5.1.2 Output ripple low-pass filter

In order to provide additional attenuation to any ripple that could occur, the filter shown

in figure 5.4 has been used at the output of the high-voltage converter circuit.

Figure 5.4 – Ripple filter.

The 260M⌦ resistor is used to provide slow discharge of the filter capacitor while

the 330nF capacitor is used to provide a low-impedance path to ground for any higher-

frequency ripple.

5.1.3 Attenuator/Anti-aliasing circuit

In order to sense the high-voltage output by the ADC peripheral present in the micro-

controller, the output voltage must be attenuated. Figure 5.5 shows the attenuator/anti-

aliasing circuit.
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Figure 5.5 – Attenuator circuit.

The first stage of the circuit (R49, R50 and U11 ) is composed of an inverting amplifier

providing a gain of 1
1000 . The inverted and attenuated signal is then fed to a di↵erential

amplifier (U14 ) that acts as a bu↵er to drive a 16-bit �⌃ ADC integrated in the micro-

controller (see appendix G). The di↵erential amplifier also provides another inversion to

the signal which compensates the first stage, and an o↵set of 2.5V (using R52 and R56 )

in order to meet the single-rail ADC coverage range. Input protection is also provided

using two Schottky clamping diodes (D16 and D17 ). Finally, a RC low-pass filter is also

present (R60, R61 and C51 ) with a time constant ⌧filter given by equation 5.1.

⌧filter = 2k⌦⇥ 1µF = 0.002s (5.1)

5.1.4 Digital regulation using the micro-controller

The micro-controller provides the analogue to digital conversion, the regulator and the

PWM control signal. Using the ADC peripheral, the di↵erential pair (HV MEAS N and

HV MEAS P) on figure 5.5) carrying the attenuated high-voltage signal is fed to a 16-bit

Delta-Sigma ADC. This latter has been chosen for its high-precision [17] as a fast sample

rate is not required in the acquisition of a predominantly DC signal (other types of ADCs

provide larger sample rates at the expense of precision).

Before designing the regulator, a model for the PWM to voltage system must be ac-

quired. It has been experimentally found that providing PWM step-like commands to the

converter circuit always resulted in first-order type responses Y (t) which can be modelled

using equation 5.2 (where A is the amplitude term, ⌧ is the characteristic time constant
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corresponding to the moment when the output reaches 63% of its final value and t is the

time).

Y (t) = A(1� e�
t
⌧ ) (5.2)

By providing step commands starting at di↵erent equilibrium points, it has been also

found that the PWM to voltage system became faster as the equilibrium point was set at

a higher voltage (⌧ became smaller). This results in the fact that the pole of the system is

pushed further to the negative side (left half-plane) in the complex plane as the equilibrium

point is set to a higher voltage, making the system more and more stable in closed loop.

A step response shown in figure 5.6 has thus been conducted by starting at an equilibrium

point of 0V to take the worst-case scenario.

Figure 5.6 – Step response of the PWM to voltage system. Waveforms were acquired
using an oscilloscope and exported in .csv into MATLAB. ⌧ has been identified as 2.042
seconds.

A ⌧ value of 2.042 seconds has been identified for the first order model. For the reg-

ulation, a classical proportional–integral–derivative (PID) filter has been selected because

of its properties: the presence of an integrator allows the system to exactly reach the com-

mand value and the presence of a derivative channel provides a fast response to changes

in the output error. Furthermore, as the PID controller is quite generic, it will be possible

to fine-tune the controller to counteract behaviours omitted by the first-order model. The

transfer function (Laplace domain) of a PID controller is given by equation 5.3.

G(s) =
Kds

2 +Kps+Ki

s
(5.3)

The final coe�cients of table 5.1 were experimentally found by tuning each parameters

while looking at the output ripple histogram via an oscilloscope.
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Kp Ki Kd

0.002 [1/V] 0.1074 [1/s.V] 0.002 [s/V]

Table 5.1 – PID coe�cient values.

A theoretical approach such as pole-zero cancellation gives a similar set of coe�cients.

Indeed, G(s) (equation 5.3) has two zeros and one pole. When put in series with the first

order model, equation 5.4 is found.

Y (s)G(s) =
A

⌧s+ 1

Kds
2 +Kps+Ki

s
(5.4)

The two zeros of G(s) are given by equation 5.5.

z1,2 =
�Kp ±

q
K2

p � 4KdKi

2Kd
(5.5)

To cancel the pole of Y (s), equation 5.6 must be satisfied.

(
Kp

2Kd
= 1

⌧

Ki =
K2

p

4Kd

(5.6)

By fixing Kd to 0.002 sV �1, Kp and Ki are respectively found as 0.002 V �1 and

0.00048 s�1V �1. Those coe�cients are thus the same as found experimentally apart from

Ki. In practice, a higher Ki value of 0.1074 s�1V �1 has been used as it gave rise to a

lower ripple across the high-voltage range, in the expense of response speed. Figure 5.7

shows the gain and phase margins of the system with the coe�cients of table 5.1. The

gain margin is theoretically infinite and the phase margin is higher than 60� (good rule of

practice).

Figure 5.7 – Gain and Phase margin of the regulated system. Gm = 1, Pm =
78�.
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Furthermore, figure 5.8 shows the Bode diagram of the system in closed loop. As

expected, the system behaves as a low-pass filter with strong attenuation (�60dB) near

DC.

Figure 5.8 – Bode diagrams of the system in closed-loop.

This digital regulator has thus been implemented in the micro-controller firmware. In

the next section, the ripple performances of the high-voltage generator are discussed.

5.2 Ripple performance

The ripple performance of the regulator used within the high-voltage circuit can be eval-

uated by setting the high-voltage generator to a typical voltage that will be used during

the sensor characterization (e.g 300 V) and acquiring the AC-coupled output voltage. The

output ripple is found to be predominantly contained inside the 50mV amplitude range

as shown in figure 5.9.
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Figure 5.9 – Probability Density Function (PDF) of the output ripple at a DC
voltage of 300 Volts. The output ripple is found to be predominantly contained inside
the 50mV amplitude range. The PDF has been generated using 10000 measurement
samples. The distribution has a mean of zero Volt (relative to the 300V DC) and a
standard deviation of 6.5 mV.

The ripple spectrum is shown in figure 5.10. As it will be explained in the next chapters,

a sine wave at frequencies above 500 Hz will be used for capacitance measurements. Figure

5.10 shows that there is only the e↵ect of the noise floor at frequencies above 500 Hz. The

e↵ect of the ripple on the capacitance measurement can thus be ignored.

Figure 5.10 – Resulting ripple spectrum after the introduction of the output filter.
Horizontal scale: 125Hz per division, vertical scale: 10dB per division.
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The specifications on the ripple amplitude have thus been reached: the

ripple amplitude is experimentally found to be around 50 mV which is smaller

than the maximum tolerated ripple of 100 mV imposed in the specifications.

5.3 Conclusion

In this chapter, the design of the high-voltage generator that will be used to reverse-bias

the Silicon sensors has been detailed. As the generator is digitally regulated, the voltage

can be set by the external interface software through the Slow Control Board firmware.

The PID coe�cients have been derived. The low-ripple aspect of the generator has also

been demonstrated and the initial specification on the ripple has been attained. This

circuit will be used during I-V and C-V curve measurements. The reader will find the

complete schematic of the high-voltage generator circuit in Appendix I.
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Design of the current measurement
circuit
In order to measure I-V and C-V curves, current measurements must be done. In the case

of I-V curves, the DC high-voltage is applied to a sensor to reverse-bias it and the DC

leakage current is measured. In the case of C-V curve measurements, the sensor under

test is reverse-biased and excited using a sinusoidal signal on top of the high-voltage line.

In this latter case, the current must also be sampled to measure the amplitude of the

resulting excitation current in order to derive the capacitance of the sensor.

This chapter presents the design of an isolated current measurement circuit that will

be used to measure the leakage and excitation currents consumed by the sensor under test,

which will enable I-V and C-V curve measurements.

6.1 Circuit Specifications

The current measurement is done at high-side (i.e. between the high-voltage supply and

the sensor). Two ranges are required: ±7µA with resolution < 6nA for the DC leakage

current measurement and ±50µA with resolution < 30nA for the AC excitation current

measurement used during capacitance measurement.

The range specification for the DC leakage current was directly deduced from the

sensor data-sheet (internal CMS document). The current range for the AC measurement

is chosen knowing that the capacitance of the sensors without biasing is of the order of

50nF and the shunt resistor should be in the order of 10k⌦ to achieve acceptable resolutions

(< 30nA) on the current measurement (this point will be detailed in section 6.2). The

sinusoidal excitation will have a peak-to-peak amplitude of ⇠ 1V and a frequency ⇠ 1kHz.

Using those orders of magnitude, the maximal current amplitude is derived in equation

6.1 (which is an over-estimation as the series resistor of the sensor has been ignored).

Imax =
0.5Vq

( 1
2⇡1kHz50nF )

2 + (10k⌦)2
⇠ 47µA (6.1)

Equation 6.1 gives the current amplitude flowing in a series RC circuit for an excitation

voltage amplitude of 0.5V at 1kHz. The capacitance is set to 50nF and the shunt resistor

is set to 10k⌦. A range of 50µA is thus well suited.

6.1.1 Modification to the leakage current range specification

During the experimental validation of the SCB, only old Silicon sensors were available at

the IIHE. Most of those sensors were consuming less leakage current than the 2S sensors.

For this reason, the range specification for the leakage current has been reduced to ±1.3µA

to reach a better resolution of ⇠ 1nA. This tradeo↵ between range and resolution will be

31
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detailed in the next section.

6.2 Circuit Design

Figure 6.1 shows the block diagram of the current measurement circuit.

Figure 6.1 – Block diagram of the current measurement circuit

Two current ranges can be selected using the range selector relay by changing the shunt

resistor used in the circuit. The voltage source (either DC high-voltage or AC sinusoidal

voltage superimposed on top of the DC high-voltage) is connected to the high-side of the

shunt resistor. The sensor is then connected to the low-side of the shunt resistor such that

the consumed current induces a voltage drop across the shunt resistor.

A di↵erential amplifier with gain ⇥5 is then used to convert the di↵erential voltage

drop to a single-ended voltage signal. This signal is then passed to an anti-aliasing filter

of order 4 with a cuto↵ frequency of 1.8kHz. The filtered signal is converted to the digital

domain (SPI bus) by a 12-bit ADC. As the whole circuit operate at the high-voltage side,

the SPI bus must be isolated with regard to the MCU using opto-couplers.

The MCU samples the current measurement at a rate of 4kHz using the chip select

line. The SPI clock is also provided by the MCU. The data coming from the ADC is then

read by the MCU. The current is thus sampled and stored for further processing.

Using this circuit gives rise to a tradeo↵ between current range and current resolu-

tion. Indeed, if the shunt resistance is made larger, the current measurement resolution
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becomes finer but the voltage drop across the shunt resistor becomes larger which limits

the range as the output of the di↵erential amplifier is limited to ±2.5V (due to the ±2.5V

power-rails), the amplifier will thus reach saturation at smaller voltage drops for larger

shunt resistors.

The absolute best resolution on the measurement can be derived using equation 6.2,

taking into account the maximum voltage span of the signal given to the ADC (2.5V�(�2.5)V

= 5V), the bit width of the ADC (12-bit), the gain of the di↵erential amplifier (⇥5) and

the shunt resistor R.

�I =
2.5� (�2.5)

4096

1

5R
(6.2)

The final parameters for the current measurement ranges are given in table 6.1.

Mode Shunt resistance Range absolute �I

I-V range 300k⌦ ±1.66µA 0.8nA
C-V range 10k⌦ ±50µA 24.4nA

Table 6.1 – Parameters of the current measurement ranges.

During the design, the choice of filter order and cuto↵ frequency were derived by forcing

the noise to fall below the quantization level of the ADC given by equation 6.3.

�q =
5V

4096
= 1.2mV (6.3)

The high-voltage generator is by far the dominant noise source in the system, with a

standard deviation of 6.5mV (see figure 5.9) and the stop band of the filter is chosen to

be 2.5kHz in order to avoid aliasing of frequencies from 500Hz onward (as the sinusoidal

excitation used to measure capacitance will be higher than 500Hz).

The anti-aliasing filter is built using two cascaded Butterworth filters of order 2 to

provide a gain as constant as possible in the passband region. Figure 6.2 shows the anti-

aliasing filter built around the Sallen-Key topology.

Figure 6.2 – Anti-aliasing filter.
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Using SPICE simulation, the Bode diagrams of the filter have been generated (figure

6.3). The attenuation at 2.5kHz is found to be �15dB. A noise component z at this

frequency with an amplitude of 6.5mV (standard deviation of high-voltage ripple) will be

attenuated following equation 6.4.

z =
0.0065V

10
15
20

= 1.15mV (6.4)

Thus, the noise contribution z falls below the quantization level �q which validates

the design. It is still important to note that other sources of noise are also present such

as the noise from the sine wave generator. Furthermore, the standard deviation of the

high-voltage ripple has been solely considered here instead of the maximum amplitude of

the noise. Nevertheless, the noise is strongly attenuated by the filter and averaging over

the measurements will attenuate the e↵ect of the noise even more.

Figure 6.3 – Bode diagrams of the anti-aliasing filter.

For the DC current measurement, averaging over measurements will attenuate

the e↵ect of the ripple and noise. The reader will find the complete schematic of the

current measurement circuit in Appendix I.

6.3 Estimation error on the leakage current measurement

After PCB tape-out and system validation, the standard deviation of the leakage current

measurement has been estimated by acquiring the I-V curve of a very large resistor (⇠
4000M⌦) by spanning a voltage range of 0� 800V. For each voltage step, the mean over

1024 current measurements has been computed. Then, the least-square-error line has been

fitted to the measured I-V curve. The standard deviation of the leakage current estimation

is found as the standard deviation of the error between the measured I-V curve and the

fitted line. Figure 6.4 shows the measured I-V curve and the fitted line.
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Figure 6.4 – I-V curve of a ⇠ 4000M⌦ resistor with least-square fitted line.

The standard deviation � of the leakage current estimation is 1.14nA. The leakage

current resolution can then be found using equation 6.5 [17] (see appendix C for a proof).

�2 =
�q2

12
(6.5)

The current measurement resolution �q is thus equal to
p
12� = 4nA which is five

times higher than the best achievable resolution of 0.8nA (see table 6.1). This experimen-

tal analysis holds for the leakage current measurement range but can be used to estimate

the e↵ective resolution of the AC current measurement used for capacitance estimation.

Indeed, the resolution is expected to be five times higher than the best achievable reso-

lution of 24.4nA. The standard deviation on the capacitance estimate using this

circuit is discussed in the next chapter.

In practice, the proposed circuit was totally capable of measuring I-V and C-V curves

of real-world sensors (see section 9.1.2) even if the precise specification on current mea-

surement resolution was not exactly met. The maximal error of the capacitance estimation

using this circuit was measured to be 0.32% on the specified capacitance range (see section

7.4) while a maximal error of 1% (given in the initial specifications) was already satisfy-

ing. This indicates that the specification on AC current measurement resolution

was stronger than needed. The same can be said for the specification on DC current

measurement as I-V curves with satisfying granularity can be acquired using the circuit

(see section 9.1.2).

It is worth noting that by taking longer averaging over the current measurements, bet-

ter resolutions are expected to be reached as the noise contribution is attenuated more and

more (a mean over N samples will attenuate the noise power �2
z as �2

z
N ). This measurement
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length parameter could be later changed in the firmware and software if needed.

Recalling section 6.1.1, the specification on the leakage current measurement

range was changed to make the system capable of measuring so-called phase-0 sensors

(older generation of Silicon sensor), as the new 2S sensor were not available at the IIHE

during the project. The original specification for leakage current measurement range can

be easily met by changing back the leakage current shunt resistor from 300k⌦ to a 71k⌦

resistor.

6.4 Acquiring I-V curves

The I-V curve of a sensor is defined as the evolution of its leakage current in function of

the reverse-bias voltage at the sensor terminals. The circuit described above measures

the leakage current at high-side using a 300k⌦ shunt resistor such that a significant voltage

drop across the shunt resistor occurs due to the leakage current. Because of this voltage

drop, the reverse-bias voltage at the terminals of the sensor is not exactly equal to the

voltage imposed by the high-voltage generator (see figure 6.1).

During the I-V measurements, a sequence of leakage current I = [I1, ..., IN ] is acquired

for a sequence of voltages V = [V1, ..., VN ] generated by the high-voltage circuit. The

voltage drop across the shunt resistor will be compensated after the current acquisition by

subtracting the voltage drop across the shunt from the voltage sequence V (equation 6.6).

V comp = V � 300k⌦⇥ I (6.6)

By doing so, the sequence of leakage current I will correctly correspond to the sequence

of reverse-bias voltage at the sensor terminals V comp such that correct I-V curves will

be displayed by plotting I in function of V comp.

6.5 Conclusion

In this chapter, the specifications for the current measurement circuit have been motivated,

the circuit design has been detailed and the e↵ective resolutions for the leakage current

and the AC current measurement ranges have been discussed by experimentally acquiring

an I-V curve for a 4000M⌦ resistor. This current measurement circuit will be used during

I-C and C-V curve acquisition.
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Design of the capacitance measure-
ment circuit
In order to estimate the full-depletion voltage of the sensors under test, an isolated ca-

pacitance measurement circuit must be designed. First, the sensors under test will be

modelled. Then, using this model, a capacitance measurement circuit will be designed.

The theoretical and experimental estimation errors will then be discussed and compared.

7.1 Modelling of the device under test

In order to optimize the design of the capacitance measurement circuit, it is of interest to

model the device under test (DUT). Table 7.1 shows the electrical parameters of the 2S

sensor modules at full depletion.

Number of strips Active width w Active length l Active height h Bias resistor per strip Rbias

2032 91440 µm 100548 µm 290 µm 1.5 M⌦ ± 0.5M⌦

Table 7.1 – Electrical parameters of the 2S sensor modules.

An order of magnitude for the equivalent capacitance Ceq of the sensor can be found

using the planar capacitance model (equation 7.1).

Ceq ⇡ 2032⇥ ✏r✏0wl

h
= 3.28nF (7.1)

where ✏r is the relative permittivity of Silicon.

As Ceq is inversely proportional to the square root of the reverse-bias voltage [5], the

value of Ceq (found at full depletion and computed in equation 7.1) represents the min-

imal capacitance that will be measured on the C-V curves. Therefore, the capacitance

measurement circuit must be able to measure capacitance values as low as the one found

in equation 7.1.

Each Silicon strip is connected to a polysilicon bias resistor. An equivalent bias resis-

tance Req for the whole sensor, formed by connecting in parallel all the Silicon strips can

be derived (equation 7.2).

Req ⇡
Rbias

2032
= 738.2⌦± 246.1⌦ (7.2)

Furthermore, each Silicon strip is subject to a leakage current. A maximum leakage

current of 7.25µA for the whole sensor is specified at a reverse-bias voltage of 600 V in the

sensor data-sheet (available during the project). This leakage current will be modelled by

a leakage resistor Rleak in parallel with Ceq.
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As explained in the previous chapter, the current measurement circuit has two ranges:

one for leakage current measurements and another one for measuring currents of higher

amplitudes. This second range will be used to measure the excitation current resulting

from the sinusoidal voltage signal that will be applied to the DUT during capacitance

measurement. The shunt resistor of this current measurement range (10 k⌦) must be

included in the equivalent circuit that will be measured.

Figure 7.1 – Equivalent circuit. Ceq, Req and Rleak model the DUT and Rshunt denotes
the shunt resistor used in the current measurement circuit.

It is of interest to know the order of magnitude of Rleak in function of the reverse bias

voltage. In first-order approximation, the leakage current is proportional to the square

root of the reverse bias voltage Vbias [5]. Using the fact that a total maximal leakage

current Ilm of 7.25µA is expected for a reverse bias voltage of 600V, Rleak can be found

as the following:

Rleak =
Vbias

Ilmp
600

p
Vbias

�Req (7.3)

Using equation 7.3, the first-order evolution of Rleak in function of Vbias can be found

in figure 7.2.

Figure 7.2 – Evolution of Rleak in function of Vbias. Using the first-order approximation
Ileak ⇠

p
Vbias.
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Figure 7.2 shows that Rleak > 1M⌦. When feeding a sine wave excitation to the

equivalent circuit of figure 7.1, the e↵ect of Rleak could be ignored if the impedance of Ceq

is smaller than a worst-case scenario of Rleak ⇠ 1M⌦. This is depicted in equation 7.4.

1

2⇡feC
<< 106⌦ (7.4)

Replacing the lowest expected value of Ceq (3.28nF) in equation 7.4, a condition on

the excitation frequency fe is found (equation 7.5).

fe >> 50Hz (7.5)

It must be noted that equation 7.5 depicts a worse-case scenario. Indeed, the lowest

expected value of Ceq (3.28nF) is obtained at full depletion, where Rleak ⇠ 10 M⌦, making

the presence of Rleak even more insignificant. An excitation frequency of at least one

order of magnitude higher than equation 7.5 can be safely used, leading to the simplified

equivalent circuit of figure 7.3.

Figure 7.3 – Simplified equivalent circuit.

The design of the capacitance measurement circuit will be done around the simpli-

fied model shown in figure 7.3 with the constraint that the excitation frequency used to

characterize the DUT will need to satisfy equation 7.5.
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7.2 Capacitance measurement strategy

As said earlier, the capacitance of the sensors will be measured by reverse-biasing the

sensors and feeding a sinusoidal voltage on top of it. As the equivalent circuit is composed

of a resistor in series with a capacitor (figure 7.3), measuring the amplitude and the phase-

shift of the resulting excitation current (with regard to the sinusoidal excitation voltage)

will enable the measurement of Ceq. Figure 7.5 shows the measurement circuit topology.

Figure 7.4 – Measurement circuit block diagram. When measuring capacitance, the
C-V curve mode is selected. The Sensor under test is reverse-biased by the high-voltage
generator and is excited by a sinusoidal voltage signal coupled on top of the high-voltage
line. Then, a high-side current and phase-shift measurement circuit is used to derive the
value of the sensor capacitance. The phase-shift is measured between the resulting
excitation current and the input excitation voltage.

Equation 7.6 shows the relation between the resulting excitation current and the excita-

tion voltage. V (j!) and I(j!) respectively denote the Fourier transform of the excitation

voltage and the Fourier transform of the resulting excitation current.

I(j!) =
j!Ceq

j!(Rshunt +Req)Ceq + 1
V (j!) (7.6)

Using equation 7.6, the phase-shift and amplitude of the excitation current can be

derived (equation 7.7 and 7.8).

\I(j!) = ⇡

2
� arctan(!(Rshunt +Req)Ceq) (7.7)

|I(j!)| = |V (j!)|!Ceqq
!2(Rshunt +Req)2C2

eq + 1
(7.8)

Next, saturation of the current amplitude measurement circuit must be avoided during

the measurements (range of ±50µA). Figure 7.5 shows the current amplitude in function

of the capacitance to measure for di↵erent excitation frequencies (equation 7.8). The

peak-to-peak amplitude of the excitation sine wave is set to 1V.
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Figure 7.5 – Current amplitude in function of the capacitance to measure. Ex-
citation voltage amplitude of 1 Vp�p.

Figure 7.5 shows that the current amplitude measurement circuit can be close to sat-

uration at frequencies above 800 Hz. Thus, excitation frequencies from 500 Hz to 800

Hz must be used during measurements in order to avoid saturation of the current-meter,

while respecting equation 7.5. The final parameters for the sinusoidal excitation are given

by table 7.2.

Peak-to-peak amplitude Frequency fe
1 V 500-800 Hz

Table 7.2 – Sinusoidal excitation parameters

In practice, a sinusoidal excitation (with frequency of 600Hz) will be generated by an

external function generator coupled to the high-voltage generated on the SCB using the

circuit of figure 7.6. HV0, HV-2.5 and HV+2.5 respectively denote the high-voltage line

and the isolated ±2.5V source coupled to HV0 (generated on the SCB). The input sine

wave from the signal generator is first connected to an isolation transformer to avoid short-

ing the high-voltage line to the common ground reference (GNDREF). On the secondary

side, one tap of the transformer is connected to the high-voltage line and the other one is

connected to a voltage follower which will remove the series inductance of the transformer

from the capacitance measurement circuit. The SINE output is then fed to the sensor

through the current-meter to measure sensor capacitance.
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7.3. DESIGN OF A PHASE-SHIFT AND FREQUENCY MEASUREMENT

CIRCUIT

Figure 7.6 – Sine wave coupling circuit.

7.3 Design of a phase-shift and frequency measurement cir-

cuit

As stated in the previous section, the excitation sine wave will be generated by a function

generator coupled to an isolation transformer. The induced excitation current will present

a phase-shift that must be measured. Additionally, the excitation frequency will also be

measured to make the capacitance calculation more precise.

The proposed circuit is shown in figures 7.7 and 7.8. The excitation sine wave and the

resulting sinusoidal excitation current will first be converted to binary pulse signals using

two comparators with a threshold at ground level. When the sine waves have positive

values, the outputs of the comparators will become high.

As the excitation sine wave will be generated on top of the high-voltage line, the com-

parators must be isolated using two opto-couplers. The binary pulse trains coming from

the opto-couplers will then be given as input to the micro-controller. Using an integrated

timer in capture-compare mode, the frequency of the pulse trains (corresponding to the

frequency of the sine waves) and the phase-shift between the pulse trains (corresponding

to the phase-shift between the two sine waves) will be retrieved.

Figure 7.7 shows the isolated sine wave to pulse converter circuit, implemented on the

PCB. Additional care has been given to the power supply decoupling of the comparators

and opto-couplers in order to generate sharp pulses. The analog ground level (AGND on

the schematic) corresponds to the voltage level of the high-voltage line while VDDA and

GNDD are generated by an isolated 5V regulator and corresponds to the ±2.5V rails.

Two rail-to-rail op-amps (U31 and U32) have been used as comparators. The circuit is

isolated using the two opto-couplers (U34 and U35).

The two outputs of the isolated sine wave to pulse converter circuit (Excpulse and

Ipulse) are then given as input to the circuit shown in figure 7.8, implemented inside the

micro-controller. If the frequency must be measured, the multiplexer routes the pulse
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signal corresponding to the excitation sine wave to the trigger and capture inputs of the

timer. Else, if the phase-shift needs to be measured, the pulse signal corresponding to the

resulting excitation current is routed to the trigger input. By triggering and capturing on

the rising edges of the signals, the frequency and the phase shift can be found. When a

capture has occurred, an interrupt routine is fired to read the timer register and to reset

it for the next acquisition.

Figure 7.7 – Isolated sine wave to pulse converter circuit. TODUT and ANADUT
are respectively the excitation and current sine waves. Excpulse and Ipulse are the corre-
sponding pulse signals given as inputs to the PSOC micro-controller.
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Figure 7.8 – Frequency and phase-shift measurement circuit.

7.4 Estimation error on the capacitance measurement

Using the measurement parameters and circuits proposed in the previous sections, the

capacitance estimation error can be evaluated by back-propagating the uncertainties on

the phase-shift and current measurements. By re-arranging equations 7.7 and 7.8, equation

7.9 is derived. � denotes \I(j!) and I denotes |I(j!)|

C(I,�) =
I
p
cot2 �+ 1

!V
(7.9)

The error on the capacitance estimate Ĉ is derived using equation 7.10.

�Ĉ =
@C

@�
|(I0,�0)��+

@C

@I
|(I0,�0)�I +

@2C

@�@I
|(I0,�0)���I (7.10)

By replacing C(I,�) (equation 7.9) in equation 7.10, the expression for �Ĉ is derived

(equation 7.11).

�Ĉ = � I cot�

!V sin2 �
p
cot2 �+ 1

��+

p
cot2 �+ 1

!V
�I � cot�

!V sin2 �
p
cot2 �+ 1

���I (7.11)

�� is derived using the micro-controller timer parameters. The timer period is set

to 1.875ms and the number of counts during the period is 90000 which leads to a time

estimation uncertainty of �⌧ = 0.001875
90000 = 20.83ns. �� is then found using equation 7.12

(where fe = 800Hz).
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�� = 2⇡fe�⌧ = 0.00104rad (7.12)

The uncertainty on the current measurement was derived in the previous chapter

(�I = 24.4nA). By introducing ±�� and ±�I in equation 7.11, four curves showing �Ĉ

in function of C (the ground truth capacitance value) are found (discontinued blue and

orange lines, continued yellow and green lines in figure 7.9).

Figure 7.9 – Estimation error on the capacitance measurement.

The estimation error simulation shows that a theoretical maximum error of 70pF is

expected on the measurement range. This simulation validated the proposed circuits for

tape-out. After PCB tape-out and system validation, the real-world standard de-

viation of the capacitance estimation using 40 measurements on 6 dummy capacitors has

been measured (red stars in figure 7.9). Those measurements show that the simulation

is accurate for lower capacitance values (red stars are close to simulation curves) while

for higher capacitance values, the simulation is still close to the measured order of mag-

nitude on the full capacitance range even if the deviation becomes significant. Using

the measurements, the maximum relative estimation error for the capacitance

measurement has been found to be 0.32%, the desired specification (capaci-

tance estimation error < 1 %) has thus been attained.
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7.5 Conclusion

In this chapter, a model for the sensors under test has been derived, the approach behind

the capacitance measurement circuit has also been detailed. The proposed circuit has been

approved by simulating the error on the capacitance estimate in function of the capacitance

to measure. After PCB tape-out, the estimation error has been measured experimentally

and was found to be of the same order of magnitude than the simulation, giving a maximum

relative error of 0.32% on the capacitance estimate. The desired specification has thus been

reached. The reader will find the complete schematic of the capacitance measurement

circuit in Appendix I.



Chapter 8

Processing cues used within the in-
terface software

In this section, the two most important data processing cues used within the interface

software will be presented, namely excitation current measurement (used for C-V curve

measurement) and full-depletion voltage identification.

It should be noted that a plethora of other processing and control schemes have been

implemented in the C++ core of the interface software and in the Python user interface

code such as hand-shake communication between the interface software and the SCB, dew

point temperature calculation, capacitance estimation and so-on.

8.1 Excitation current amplitude measurement via spectral

analysis

In order to derive the capacitance of the depleted sensors, the excitation current result-

ing from the sinusoidal excitation voltage superimposed on the high-voltage line must be

measured with optimum signal-to-noise ratio (SNR).

After the acquisition of the sinusoidal excitation current by the SCB, 1024 current sam-

ples are sent to the interface software. The interface software must then be able to retrieve

the amplitude of this sinusoidal current. As the excitation current amplitude is in the order

of micro-Amps, a significant noise contribution is expected on the measurements making

the precise acquisition of the amplitude by the mean of a simple maximum-minimum

tracking algorithm unreliable.

Thus, spectral analysis has been used to de-correlate as more as possible the excitation

current amplitude measurement from the noise. Indeed, the acquired signal in the time-

domain is dense while its representation in the frequency domain is sparse. An N-point

spectral analysis (N-point DFT) will thus provide a processing gain of at most N on

the SNR during measurement (see figure 5.10). The spectrum of the acquired excitation

current signal is generated using a 1024-point FFT algorithm [18] with a Blackman window

as a single-tone is expected [19]. Figure 8.1 shows a spectrum generated by the interface

software during a capacitance acquisition on an older generation of particle tracking sensor.
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8.1. EXCITATION CURRENT AMPLITUDE MEASUREMENT VIA SPECTRAL

ANALYSIS

Figure 8.1 – Excitation Current Spectral amplitude plot. This spectrum has been
generated by the interface software during a capacitance acquisition on an older phase-0
sensor.

In figure 8.1, it is possible to remark the strong peak at the frequency of 609Hz due

to the sine wave excitation. As the excitation frequency is measured through the use of

the frequency and phase-shift measurement circuit explained in the previous chapter, it is

possible to localise the sine wave component in the generated spectrum (independently of

the spectrum itself) and to derive its amplitude.

The spectral amplitude S[k] can be written as follows [20].

S[k] = | 1
N

N�1X

n=0

w[n].s[n]e�j2⇡ nk
N | (8.1)

Where N is the number of samples (1024 in this case), w[n] is the Blackman window

and s[n] is the acquired excitation current.

In order to derive the sine wave amplitude, the energy Es of the frequency band around

the measured frequency k0 is calculated using equation 8.2.

Es = 2
k0+�X

k=k0��

S̃2[k] (8.2)

Where � defines the spread of the summation (set to 2) to take into account the spread

of the peak imposed by the loss of frequency resolution due to the use of the Blackman

window [19] and S̃[k] is defined by equation 8.3 to compensate for the attenuation imposed

by the Blackman window [21].
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S̃[k] =
N

PN�1
n=0 w[n]

S[k] (8.3)

The amplitude A of the sine wave is finally derived using equation 8.4, by definition

of the sine wave energy.

A =
p
2Es (8.4)

The interested reader will find a discussion on windowing in appendix A and a

discussion on the processing gain provided by the DFT in appendix B.

8.2 Full-depletion voltage identification

The full-depletion voltage is defined as the minimum reverse-bias voltage for which the

sensor has reached full depletion (the active area of the sensor is the widest possible). The

full-depletion voltages can be identified by measuring the C-V curve of the sensors. As

the sensor capacitance follows equation 3.5, the C-V curve is expected to reach a plateau

where full depletion is attained. In practice, the 1
C2 in function of V curve will be preferred

as it will linearize the graphs in their C ⇠ 1p
V

region (before the plateau). For the sake

of clarity, figure 8.2a shows a toy example of a C-V curve with its 1
C2 in function of V

representation (figure 8.2b) where the linearized region appears.

(a) A toy example C-V curve with plateau. (b) A toy example 1
C2 in function V represen-

tation.

Figure 8.2

The full-depletion voltage is found by fitting a line to the linearly increasing region

and another line on the plateau and by taking their intersection. The line fitting for the

plateau is done by taking the mean over the plateau samples. For the linearly increasing

region, the line fitting is done using least squares, a linear model of the form 1
C2 = aV + b

is learned using equation 8.5 [22] (proof given in appendix D) where the matrices A and

C are defined in equation 8.6 and 8.7 (V1 to Vn denote the voltage steps of the linear

region and C1 to Cn denotes the corresponding capacitance measurements).

"
a

b

#
= (AtA)�1AtC (8.5)
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A =

2

666664

V1 1

. .

. .

. .

Vn 1

3

777775
(8.6)

C =

2

6666664

1
C2

1

.

.

.
1
C2

n

3

7777775
(8.7)

Figure 8.3 shows the application of the full-depletion voltage estimation algorithm on

a CMS phase-0 Silicon sensor measurement using the system built during this project.

Figure 8.3 – Full-depletion voltage estimation of a Silicon sensor. The plateau is
fitted by its average value and the linearly increasing region is fitted using least squares
regression. The intersection of the two lines is the estimate of the full-depletion voltage of
the sensor.

In the example of figure 8.3, the full-depletion voltage is estimated to be 177.8V. The

method described above will also be used to estimate the full-depletion voltage in all the

measurements shown in the next chapter.
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8.3 Conclusion

In this chapter, the algorithms behind excitation current measurement and full-depletion

voltage identification have been detailed. Measuring in the frequency domain has been in-

troduced in order to provide an additional processing gain on the SNR during current mea-

surements and the 1
C2 in function V representation has been introduced for full-depletion

voltage estimation. Those techniques will be used during the measurements described in

the next chapter.



Chapter 9

Experimental validation of the sys-
tem
9.1 Phase-0 tracking sensor characterization

In this section, Silicon sensors found on previous generation CMS tracker modules are

characterized by generating their C-V and I-V curves.

9.1.1 Experimental set-up

A general view of the experimental set-up for the Phase-0 tracking sensor characterization

is shown in figure 9.1.

Figure 9.1 – Vue of the experimental set-up The SCB is connected to the sensor
through its high-voltage output port. The power supply and function generator used to
generate the sine waves are placed outside the fridge.

Figure 9.2 shows the electrical connections to the tracker sensor using a pair of KarlSuss

PH120 micrometer probe-heads with the associated KarlSuss needles (circled in green on
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the picture). The two environmental sensors for humidity and temperature acquisition

can also be seen in figure 9.2 (circled in blue).

Figure 9.2 – View focusing on the sensor electrical connections. The needles
connecting the SCB to the sensor are circled in green and the two environmental sensors
are circled in blue.

9.1.2 Measurement results

Three phase-0 sensors have been measured to validate the system. Sensors 1 and 2 are

modules connected via their service hybrid and ASIC GND whereas sensor 3 is

a bare sensor connected via the bias ring and the back-plane. Three C-V and I-V

curves have been measured for each sensor. The measurements have been conducted at

room temperature. It should be also noted that the three sensors have di↵erent geometries

leading to di↵erent C-V and I-V curves.

(a) C-V curves for sensor nbr. 1 (b) C-V curves for sensor nbr. 2

Figure 9.3
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(a) C-V curves for sensor nbr. 3 (b) C-V curves for all sensors

Figure 9.4

For comparison purposes, the C-V curves for each sensor are shown simultaneously

in figure 9.4b (one measurement per sensor). Showing the C-V curves as 1
C2 in function

of V allows the identification of the full-depletion voltage using the method described in

section 8.2. The temperature and relative humidity of the environment before starting the

acquisition are also reported.

(a) Full-depletion voltage: 177.8 V (b) I-V curves of sensor nrb. 1

Figure 9.5 – C-V and I-V curves of phase-0 sensor nbr. 1
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(a) Full-depletion voltage: 155.3 V (b) I-V curves of sensor nrb. 1

Figure 9.6 – C-V and I-V curves of phase-0 sensor nbr. 2

(a) Full-depletion voltage: 234.5 V (b) I-V curves of sensor nrb. 3

Figure 9.7 – C-V and I-V curves of phase-0 sensor nbr. 3

9.1.3 Results discussion

In each case, I-V and C-V curves have been successfully acquired, which validates the

system design. The exact specifications of each sensor was not available during the mea-

surements hence quantitative comparison cannot be done. A qualitative analysis is thus

proposed. Sensor 1 has a smaller active volume than sensor 2 (smaller physical dimen-

sions) which in turn has a smaller active volume than sensor 3. Sensor 1 will thus have a

larger capacitance at full depletion compared to sensor 2 (the same can be said for sensor 2

with regard to sensor 3). This e↵ect can be seen in figure 9.4b. The I-V curves also reflect

this di↵erence in sensor dimension: sensor 1 exhibits less leakage current than sensor 2

which in turn exhibits less leakage current than sensor 3 (see figure 9.8). Additionally, the

breakdown of the sensors 1 and 2 can be seen in figures 9.5b and 9.6b.
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Figure 9.8 – I-V curve for all sensors

In the C-V curves of figure 9.4b, an interesting e↵ect occurs at low reverse-bias voltage

values: the curves do not follow the ⇠ 1p
V

behaviour. This e↵ect is due to the strip

nature of the sensors and can be explained as follows: at low reverse-bias voltages, the

electric field magnitude cannot be considered one-dimensional along the sensor (constant

magnitude along the x-dimension in figure 3.6) such that the planar capacitance model

of equation 3.5 does not fully hold at low reverse-bias voltages (the interested reader will

find a justification of this hypothesis in appendix E). But this e↵ect is not present at

higher reverse-bias voltages, where the capacitance plateau occurs. Thus, the estimation

of the full-depletion voltage is not a↵ected by this e↵ect.

For each sensor, the full-depletion voltage was found using the algorithm described in

section 8.2 (see table 9.1). The full-depletion voltages are within specifications

(must be between 100 and 250V) [23].

Sensor 1 Sensor 2 Sensor 3
177.8V 155.3V 234.5V

Table 9.1 – Full-depletion voltages measured for each sensor

9.2 Testing the SCB at �35�C

For the CMS tracker, the sensors must be characterized at low-temperature (cycles from

ambient to �35�C). In most sensor characterization set-ups, the testing instruments are

placed outside the industrial fridge (figure 4.1) used to reach the low temperatures and

hooked-up to the sensors via wire-passing holes because of two main reasons:

• When submitting printed circuit boards to wide temperature cycles, the solder joints

holding each component in place could break, shortening the lifetime of the instru-

ment (e.g. this is a common e↵ect in valve amplifiers as vacuum tubes dissipate a

lot of heat, the solder joints of the tube sockets are notorious to crack).
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• Even if the selected components used in the instrument are all able to work at low-

temperatures, mismatch in amplifiers and comparators could occur which could in

turn degrade the measurement performances [24].

Clearly, additional complexity when it is not necessary should be avoided: the instru-

ment built during this project should be placed outside the fridge and should be connected

to the sensor under test (inside the fridge) by using the wire-passing holes designed for

that purpose. Doing so eliminates risks and expands the lifetime of the SCB.

But one could also want to place the SCB inside the fridge during the tests (e.g. to

pass less wires through the wholes in the fridge and to use shorter wires to reduce noise

and wire capacitance). To cover this scenario, the board has been tested at �35�C inside

the fridge. All the circuits were working correctly apart from the current measure-

ment circuit because of one op-amp chip (LM358A). Those chips were used as they were

already available at the IIHE. Unfortunately, it was found later on that the ”A” version

of the chip is rated from 0� to 70� C.

This problem can be easily solved by replacing the component with the ”B”

version (LM358B) which is pin-to-pin compatible and rated from �40� to 85� C. Still,

all the other blocks worked: the ADC sampled correctly, the phase-shift measurement

circuit was also working, the high-voltage generator was functioning, temperature and

humidity sensors were all working and communication with the board was working as

before. Additional testings at low-temperatures were not conducted because of limited

time.

9.3 Total measurement time

As explained in the introduction, the IIHE is expected to produce more than 2500 sen-

sor modules, each module embedding two Silicon strip sensors connected in parallel and

measured simultaneously (a total of Nmeas ⇠ 2500 measurements). In the future, an ex-

perimental set-up, built around the system developed during this thesis will be deployed

to characterize all 5000 Silicon strip sensors.

It is of interest to estimate the time that the complete measurement campaign will

take. The time to acquire the I-V and C-V curve Tiv,cv of one sensor is approximately

Tiv,cv = 20 minutes with a voltage step of 1V (finest voltage step that the system o↵ers).

The sensors must preferably be measured at �35�C: the industrial fridge (figure 4.1) takes

approximately 2 hours to reach �35�C and a similar time to reach room temperature

again (Tfridge ⇠ 4 hours in total). This is a considerable bottleneck as the sensors

to characterize must be placed inside the fridge at room temperature, characterized at

�35�C and then be removed at room temperature (one cannot open the fridge at �35�C

because condensation will damage the sensors).

The measurement process can be accelerated by measuring Nbatch sensors in the same

temperature cycle. Considering Nbatch = 5 sensors measured at the same time, the total

measurement time Ttotal can be estimated using equation 9.1 (table 9.2 summarizes the

parameter values).
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Nmeas Nbatch Tiv,cv Tfridge

2500 5 20 min 4 h

Table 9.2 – Measurement campaign parameters.

Ttotal =
Nmeas

Nbatch
(Tiv,cv + Tfridge) (9.1)

Dividing Ttotal by the typical number of hours in a workday (⇠ 8 hours), it will

take 271 days to finish characterization for all the 2500 sensor modules. As

said earlier, the time taken by the fridge is the bottleneck such that the measurement

time taken by the measurement instrument can be ignored (4 hours v.s. 20 minutes).

Therefore, one should maximize the number of sensors measured in parallel

(Nbatch) or relax the temperature constraints.

9.4 Conclusion

In this chapter, I-V and C-V curves acquired using the complete system designed dur-

ing the thesis were shown. The main goal of this thesis was thus successfully

achieved. The acquired C-V ad I-V curves were also compared and discussed. This

chapter experimentally validated the complete design of the system.



Chapter 10

Conclusion
The high-luminosity phase of the LHC is expected to be operating in 2026. In order to

comply with the highly radioactive environment imposed by HL-LHC, the CMS detector

needs an upgrade. CMS is composed of a plethora of sub-detectors and this thesis focused

on the phase-2 upgrade of the particle-tracking Silicon sensors.

Indeed, the IIHE department of the ULB/VUB is expected to produce more than 2500

Silicon tracker modules. Thus, the design and implementation of a custom sensor charac-

terization setup is highly desired. Having such system is crucial for the validation of each

sensor to be deployed at CERN.

The design, implementation and experimental validation of such setup under tight

time and specification constraints was a considerable challenge, although successfully

tackled during the project.

First, the thesis introduced the engineering problem to be tackled and the target spec-

ifications. Then, the LHC update project and its link with the master thesis was detailed.

After that, the working principle of Silicon sensors was introduced to set the theoretical

background needed for the design of the instrument (SCB) and for the various sensor

models used throughout the design. The link between the full depletion voltage and the

plateaus in I-V/C-V curves of sensors was also made. Then, a bird’s eye view of the

complete system composed of the SCB, the interface software and the industrial fridge

was shown, before focusing on the design of each building block (high-voltage generator,

current measurement circuit and capacitance measurement circuit). Finally, signal pro-

cessing cues used within the interface software were discussed and the complete system

was validated using three phase-0 Silicon strip sensors.

The experimental validation demonstrated that the system was capable of ac-

quiring the I-V and C-V curves with more than enough precision (leakage current

resolution: ⇠ 4 nA, relative error on capacitance measurement: < 0.32 %, measurement

time < 20 minutes). Furthermore, low temperature (�35�C) testing showed that all the

building blocks of the board were working correctly apart from one component which was

not rated for temperatures below 0�C (an issue easily solved by replacing the component

by its ”B” version).

As future perspective, the system needs to be replicated in order to measure mul-

tiple sensors at the same time, the interface software should be integrated in the existing

CMS software suite for sensor characterization (so-called phase-2 ACF ). A third revision

of the board is also needed to embed the sine wave generator in the instrument itself. For

that purpose, the firmware should be extended to support sine wave generation. Finally,

a measurement campaign should be planned and conducted for the 2500 sensor modules.
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During this master thesis project, the bulk of the work was finished ahead of time and

allowed the author to present his work during inter-university CMS meetings and at an

international workshop on Silicon sensors in Vienna (TREDI 2020 ”Trento” Work-

shop, see appendix H), on behalf of the whole team. The work even made some impact in

the community as the particle physics group of ETH Zurich took contact with the

author to gather more details about the design, in order to build their own testing set-ups.

In conclusion, the system designed during this project will be extended and integrated

into a large-scale testing set-up which will enable the characterization of more than 2500

sensor modules for their deployment at CERN.



Appendix A

Discussion on the e↵ect of window-
ing for spectral analysis
In order to proceed to a spectral analysis with an instrument such as an oscilloscope or a

spectrum analyser, the incoming signal has to be sampled and projected into the Fourier

basis using a discrete Fourier transform (DFT) which consists on the following transfor-

mation.

First, the continuous-time signal x(t) is sampled at a certain sampling period Ts which

results into the following discrete-time signal.

xd[n] = x(nTs) (A.1)

Where n is an integer and xd is the discrete-time signal obtained by sampling x(t). In

continuous-time, the Fourier transform is defined as follows.

X(f) =

Z +1

�1
x(t)e�j2⇡ftdt (A.2)

In order to obtain the discrete Fourier transform, the integral becomes a sum and the

time t gets sampled. The general definition of a N point DFT is the following.

Xd[k] =
N�1X

n=0

xd[n]e
�j2⇡ kn

N (A.3)

Where Xd[k] is the N-point result of the DFT, N is the number of samples of xd(n)

and k is the discrete frequency (between 0 and N � 1).

Of course, xd(n) has to contain an infinite number of samples to correctly represent

the continuous-time signal x(t) but it is not practical to work with infinite sequences, that

is why the sequence is truncated to N points. Truncating the sequence is equivalent to

multiplying the original sequence with a so-called rectangular window.

Thus, the N-point DFT derived above assumed the use of a rectangular window wrect.

wrect =

(
1 0  n  N � 1

0 elsewhere
(A.4)

The truncated sequence is thus given by the following equation.

xd[n] = x[n]wrect[n] (A.5)
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Which, in the frequency domain, results in the convolution of the desired spectrum

with the spectrum of the window.

Xd(!) = X(!) ⇤ sinc(!T
2

) (A.6)

Thus, the use of a regular rectangular window distorts the desired spectrum. This phe-

nomenon is called leakage. As a sinc function is placed at the location of every impulse

of the original spectrum (which is the action of convolution), each excited frequency leaks

some of its energy to other frequencies.

One of the important e↵ect of the leakage apart from the fact the spectrum is distorted

is the lowering of spectral amplitude at the excited frequencies due to Parseval’s theorem

(which states that the power of the signal after a DFT operation is conserved).

To counteract the e↵ects of leakage, it is possible to use other types of window like

the Blackman window used within this project [19]. The frequency spectrum of those

bell-shaped windows are such that their side lobes in the frequency domain decrease sig-

nificantly faster than the side lobes of the sinc function as shown in figure A.1.

Figure A.1 – Spectrum of the Rectangular and Blackman windows. The Rectan-
gular window has significantly more side lobes in the frequency domain compared to the
Blackman window.

This results in a reduced amount of leakage from one frequency bin to the others.

It is still important to note that, while bell-shaped windows reduce leakage, their main

lobe is wider than the main lobe of the sinc function which lowers the frequency resolution
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of the final spectrum. Furthermore, the use of a bell-shaped window attenuate the total

energy of the signal to analyse. This attenuation is compensated by dividing the window

by its RMS value prior to its application to a signal.



Appendix B

Discussion on the processing gain
provided by the DFT
In this project, spectral analysis has been used to provide an increase in SNR for the ex-

citation current measurement. This gain stems from the fact that the DFT of white noise

(and stationary coloured noise) is uncorrelated over the frequency bins. This is proven

below by defining vn as the noise sequence in the time domain [25].

The DFT of vn is defined as follows:

Vk =
N�1X

n=0

vne
�j2⇡ kn

N (B.1)

As vn is stochastic, the expected value of B.1 must be considered:

E{Vk} =
N�1X

n=0

E{vn}e�j2⇡ kn
N (B.2)

The covariance matrix of Vk is then defined as follows:

E{VkV
⇤
l } = E{<(Vk)<(Vl)}+E{=(Vk)=(Vl)}+E{=(Vk)<(Vl)}�E{<(Vk)=(Vl)} (B.3)

Each term of B.3 lead to equations B.4, B.5 and B.6 where �kl denotes the Kronecker

delta.

E{<(Vk)<(Vl)} =
N

2
�2
v�kl (B.4)

E{=(Vk)=(Vl)} =
N

2
�2
v�kl (B.5)

E{=(Vk)<(Vl)} = E{<(Vk)=(Vl)} = 0 (B.6)

Equations B.4 and B.5 show that the noise is uncorrelated over the frequency bins.

One can thus safely perform analysis frequency-bin per frequency-bin without loss of in-

formation. Additionally, equations B.4 and B.5 show that the standard deviation of the

noise increase as ⇠
p
N after an N-point DFT.

On the other hand, it can be proven [25] that the DFT of a periodic signal grows ⇠ N

such that the gain in SNR (compared to the SNR of a measurement in the time domain

SNR1) scales following equation B.7.

SNRN =
N2�2

sig

N�2
v

= N ⇥ SNR1 (B.7)
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This processing gain can be intuitively understood as follows: by increasing the number

of measurement samples N , the periodic signal remains unchanged after a DFT as it keeps

occupying its frequency bins. On the other hand, noise is redistributed over the available

bins in a way such that its total energy remain unchanged. In each frequency bin, the

noise amplitude become smaller by increasing N which leads to an increase of SNR when

measuring the periodic signal from its frequency bins [25].



Appendix C

Quantization noise in uniform quan-
tizers
A uniform quantizer is defined as a quantizer exhibiting the same quantization step �q

along the whole quantization range [17]. Being a non-linear operation, quantization in-

troduces an error on a sampled signal s. This error can be modelled as an additive noise

term with uniform distribution zq (equation C.1).

sq = s+ zq (C.1)

Figure C.1 shows the probability density function f(x) of the quantization noise zq.

Figure C.1 – Probability density function of uniform quantization noise.

The noise variance �2 is derived in equation .

�2 =

Z �q
2

� �q
2

x2
1

�q
dx =

�q2

12
(C.2)

The relation of equation C.2 can be used to estimate the e↵ective resolution �q of a

quantizer from the variance �2 of the quantization error.
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Appendix D

Least-squares Linear Regression
The least-squares linear estimator is defined as a function f(x0, x1, ..., xN ) : IRN 7! IR

linear in the parameters such that:

y = f(x) = X ✓t (D.1)

With:

X =
h
xt 1

i
(D.2)

and ✓ are the parameters of the linear model and t denotes the transpose operation.

Given a set of M labelled data (yi, xi), two matrices Y and X can be formed as follows:

Y =

2

66666664

y0
y1
.

.

.

yM

3

77777775

(D.3)

X =

2

66666664

xt0 1

xt1 1

.

.

.

xtM 1

3

77777775

(D.4)

The linear regression aims to approximate the relation between Y and X as follows

(where ✏ denotes the error):

Y = X✓t + ✏ (D.5)

✓̂ = argmin
✓

||Y �X✓t||22 = (Y �X✓t)t(Y �X✓t) (D.6)

The optimisation problem of equation D.6 is solved by forcing the derivative of the

error ||✏||22 with respect to ✓ to zero.

@||✏||22
@✓

= �2XtY + 2XtX✓ (D.7)

✓ = (XtX)�1XtY (D.8)

For sake of completeness, it should be pointed out that equation D.8 is non-singular if

M > N that is, if the number of training data is higher than the number of parameters to

estimate. The use of this simple regression rule was enough for this project as the relation
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between 1
C2 and reverse-bias voltage V was known to be linear upfront. If this is not the

case, a higher-order model should be selected and regularisation on the model coe�cients

should be introduced (by the mean of Ridge or LASSO regression) [22].



Appendix E

Electric field distribution along the
sensors at low reverse-bias voltage

An interesting e↵ect was seen on the C-V curve acquired using the phase-0 Silicon strip

sensors: the curves were not following a ⇠ 1p
V

behaviour at low reverse-bias voltages. For

instance, this e↵ect can be seen for sensor number 3 in figure E.1a. In this appendix, a

hypothesis for this deviation is proposed.

(a) 1
C2 in function of V for sensor 3. (b) Parallel plate model

[26]

Figure E.1

In this project, the measurements are physically interpreted using the parallel plate

model (figure E.1b) leading to equation E.1 [26].

C =
✏A

d
(E.1)

In chapter 3, the C ⇠ 1p
V

relation was derived for the equivalent capacitance of a P-N

junction under reverse-bias voltage V , assuming the parallel plate model. So, the C ⇠ 1p
V

behaviour for the Silicon strip sensors corresponds to the hypothesis that the parallel

plate model can be applied which is not the case at low reverse-bias voltages. Figure E.2

and E.3 show qualitative examples of the electric field distribution inside the depletion

zone of strip sensors at low and high reverse-bias voltage.
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Figure E.2 – Electric field distribution inside a strip sensor with a low reverse-bias
voltage.

Figure E.3 – Electric field distribution inside a strip sensor with a large reverse-bias
voltage.

In figures E.2 and E.3, the terminals of the equivalent capacitor are formed by the
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strips (N-implants) and the lower surface of the P-bulk. By applying a reverse-bias voltage,

implants become negatively charged and the P-bulk side becomes positively charged in a

uniform manner. At each implant, the charge can be considered as a point charge Q.

The electric field ~E at the implant side is thus radial and follows equation E.2.

~E ⇠ Q

r2
~1r (E.2)

When applying a small reverse-bias voltage (figure E.2), the depleted zone is small

such that the two terminals of the equivalent capacitor are close to each other. Figure E.2

shows that the distribution of ~E is bi-dimensional ( ~E = ~E(x, y)) and so, not planar.

The parallel plate model for the capacitance cannot be applied.

On the other hand, the depleted zone is large at high reverse-bias voltage such that

the two terminals of the equivalent capacitor are far from each other. Figure E.3 shows

that the distribution of ~E is bi-dimensional (i.e. ~E = ~E(x, y)) near the implant side but

quickly becomes one-dimensional (i.e. planar, ~E = ~E(y)) for the largest part of the

depleted zone (as the radius r becomes very large). In the planar part of sensor where
~E = ~E(y), the parallel plate model for the capacitance can be applied while this model

cannot be applied for the bi-dimensional part where ~E = ~E(x, y) as usual.

For the case of figure E.3 (high reverse-bias voltage), the equivalent capacitor of the

sensor can be divided into two capacitors in series C0 and C1 where C0 models the capac-

itance of the region where the parallel plate model cannot be applied and C1 models

the capacitance of the region where the parallel plate model can be applied (see figure

E.4).

Figure E.4 – Modelling the equivalent capacitor of the sensor under high reverse-bias
voltage.

The region corresponding to C0 is very small compared to the region corresponding to

C1. C0 is thus significantly larger than C1 such that equation E.3 holds for the circuit of

figure E.4.

Cseries = (
1

C0
+

1

C1
)�1 ⇡ C1 (E.3)

Thus, the capacitance of the sensor under high reverse-bias voltage is dominated by

C1 where the parallel plate model applies.
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In conclusion, the qualitative analysis discussed above showed that at low values of

reverse-bias voltage, the parallel plate model for the capacitance cannot be applies as the

field configuration is not one-dimensional. On the other hand, the analysis showed that

the parallel plate model can be applied for large reverse-bias voltages. This explains why

the C-V curve of the phase-0 Silicon strip sensors measured during the project were not

following the ⇠ 1p
V

behaviour for small values of reverse-bias voltage.



Appendix F

ARM Cortex-M3 based PSOC micro-
controller
In this project, a CY8C5888LTI Programmable System-on-Chip (PSOC) from Cypress has

been used as the central micro-controller. This PSOC features configurable analog and

digital peripherals as well as a 32-bit ARM Cortex-M3 core which make this chip well

suited for embedded data acquisition tasks.

This appendix will first give an overview of the PSOC chip and its building blocks

before going into the details of the ARM Cortex M3 architecture.

F.1 The CY8C58LP family of Cypress PSOC

The PSOC chip used within this project provides configurable analog, digital and inter-

connect circuitry, built around an ARM Cortex-M3 CPU. Figure F.1 shows the block

diagram of the chip.

Figure F.1 – Block diagram of the PSOC chip used within this project [6].
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Starting from top-left, the System Wide Resources block handles the clock genera-

tion and distribution to the processing block composed of the memory system, CPU

system and Program/Debug block. Two clocks are available: the main system clock (up-

to 80 MHz) and a low-frequency clock used for watchdog timer (resets the processor if

instruction execution is stuck), sleep timer and ultra low-power system clock for the CPU

(P ⇠ CinFclkV
2). The main system clock can use the Internal Main Clock (IMO) or an

external oscillator. The system frequency can be adjusted using the integrated PLL. The

low-frequency clock can be generated via the Internal Low-frequency Oscillator (ILO) or

by the means of an external oscillator. The Power Management System block (bottom-

left) generates the voltage rails needed for all the blocks in the chip. The chip supports a

voltage supply range of 1.71 to 5.5 V.

Moving to bottom-right in figure F.1, the Analog System block provides configurable

analog and mixed-signal circuitry which can be routed in a user-defined manner to any

GPIO pin of the chip. The Analog System features blocks such as delta-sigma and SAR

ADCs, 8-bit DACs, comparators, opamps, mixers and modulators. Figure F.3 shows the

Analog subsystem block diagram.

Figure F.2 – Analog subsystem block diagram [6].

The Digital System block (top-right) connects any peripheral (SPI, I2C, UART and so

on) to any GPIO pin. It also provides 24 User Defined Blocks (UDB). Each UDB contains
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two programmable logic arrays (figure F.3) which can be used to form state machines or to

provide combinational logic. The Digital System can be used to deploy timers, counters,

PWM blocks and so on. Figure F.4 shows the UDB block diagram.

Figure F.3 – Programmable Logic Array architecture. 12 inputs can be arbitrary AND-ed
together giving eight product terms. Each product term can then be arbitrary OR-ed
together giving four sum terms [6].

Figure F.4 – UDB block diagram. The Datapath block contains structured logic to im-
plement compare-type configurations and condition generation. The Status and Control
module allows the CPU to interact with the UDB [6].

Both the Analog System and the Digital System are controlled by the processing

block (memory system, CPU system and Program/Debug blocks in figure F.1). The

processor is built around an ARM Cortex-M3 CPU and will be detailed in the next section.
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F.2 ARM Cortex-M3 Core

The memory sub-system of the processing block is composed of the program flash

memory (256 kByte), an additional flash memory for error correcting codes (32 kByte),

64 kByte of RAM and an additional EEPROM (2 kByte) to store variables generated by

the program execution between power cycles (as the RAM is erased when the chip is not

powered anymore).

The debugging/programming sub-system supports JTAG (5-pin protocol, sup-

ports device chaining) and SWD (2-pin protocol, does not support chaining). The debug-

ging interface supports six program address breakpoints and two literal (i.e. a memory

location related to the current program counter value during execution) access breakpoints.

TheARM Cortex-M3 is 32-bit (which defines data/instruction bus widths, register sizes

and ALU width), three-stage pipelined (fetch, decode and execute) based on a Harvard ar-

chitecture (instruction and data memory separated in RAM and accessed by two distinct

buses which enhances memory-CPU bandwidth). The CPU delivers an average MIPS in

function of clock frequency of 1.25 DMIPS/MHz and implements the Thumb-2 Instruction

Set Architecture (ISA) [27].

Figure F.5 shows the block diagram of the CPU.

Figure F.5 – CPU block diagram [6].
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Starting from top-right in figure F.5, the tracing modules (used for logging of data

about program execution, data watchpoint to monitor events during debug and so on) are

tightly interconnected with the CPU.

The program flash memory (middle-right) is interfaced by the CPU through a 1 kByte

cache memory to improve instruction execution rate and reduce system power consump-

tion as less flash accesses are required. In addition, the cache is 4-way set-associative to

further reduce cache miss rate.

The bottom part of figure F.5 shows the interconnection of the CPU with the pe-

ripherals via the so-called Advanced High-performance Bus (AHB) which connects the

peripherals with the CPU system bus (S-Bus), the memory buses and the Direct Memory

Access (DMA) block via the PHUB block.

The PHUB block (hub interconnecting peripherals, memory and CPU together) can

be controlled by the CPU or by the DMA (enabling peripheral communication without

CPU intervention). The CPU always has higher priority than the DMA when accessing

the same resources and eight di↵erent levels of priority can be assigned to each DMA

channel.

The middle-left part of figure F.5 shows the interconnection between the CPU and the

RAM. As the CPU follows a Harvard architecture, the 64 kByte RAM is divided in two

32 kByte chunks for separated data and instruction memories.

Moving to the top-left part, the debugging/programming module (JTAG and SWD)

and the interrupt controller block are shown. The interrupt controller provides nested

interrupt support (i.e. interrupts can be programmed to di↵erent priority levels) as well

as vectored interrupt support (i.e. the starting address of the interrupt service routine

or ISR is read from a vector table in memory such that there is no need to specify the

starting address of the ISR in firmware, which in turn makes the interrupt request faster).

The so-called Nested Vectored Interrupt Controller (NVIC) supports 16 system exceptions

(like reset, bus fault and so-on) and 32 peripheral interrupts.

Finally, the Cortex-M3 core is shown on the top-side of figure F.5 and contains the

registers, the ALU, the data path and the bus interfaces.

F.3 Conclusion

The CY8C5888LTI PSOC is well suited for this project as it embeds configurable analog

and digital circuitry with an ARM Cortex-M3 core. The configurable analog and digital

blocks help reducing the bill of material of the design and the ARM Cortex-M3 core pro-

vides higher processing performance compared to traditional 8-bit micro-controllers.

In this project, a PSOC System On Module (SOM) (CY8CKIT-059) has been used

(see figure F.6).
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Figure F.6 – CY8CKIT-059 SOM.

The PSOC SOM has been integrated to the PCB via the MCU socket (see figure 4.2)

as the chip package (QFN) makes it hard to solder manually and as the SOM conveniently

embeds the programmer/debugger (KitProg in figure 4.2).



Appendix G

The �⌃ ADC
In this project, a �⌃ ADC has been used in the high-voltage generation and regulation

circuit. This type of ADC is used when a fine quantization resolution is needed. This

appendix details the working principle of the �⌃ ADC.

Figure G.1 shows the block diagram of the �⌃ ADC.

Figure G.1 – Block diagram of the �⌃ ADC [7].

The input signal to be quantized is first fed to a �⌃ modulator which outputs a binary

(digital) signal representing the input signal. The sampling frequency of the �⌃ modula-

tor fs is chosen higher than the desired Nyquist sampling rate fD to provide a high signal

to quantization noise ratio (which defines the e↵ective bit-count of the ADC) [7].

Then, the binary signal is fed to a digital filter (with the same sampling frequency of

fs) which will low-pass filter the binary signal coming from the �⌃ modulator and code

its output using a certain number of bits (e.g. 16-bit).

Finally, as the sampling rate fs is higher than the desired Nyquist rate fD, the output

of the digital filter is decimated and the quantized signal is obtained.

The following sections detail the background theory and the building blocks of figure

G.1.
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G.1 Signal to quantization noise ratio

Considering a sine-wave which spans the complete range of an N-bit ADC, the signal to

quantization noise (in dB) over the Nyquist bandwidth is given by equation G.1 [17].

SNR[dB] = 6.02N + 1.76dB (G.1)

Equation G.1 can be used the other way around such that for a given SNR, one can

derive the e↵ective number of quantization bit N [7].

A straight-forward way to provide a gain on the SNR is to use a higher sampling rate

(but keeping the same Nyquist bandwidth by the use of an anti-aliasing filter), as the

same noise power will be distributed over a higher amount of frequency bins such that for

a two-time oversampling, the SNR will gain 3dB. Using equation G.1, an oversampling

of four-time is approximately needed to improve the e↵ective number of bit by 1.

But in practice, one cannot improve the e↵ective number of bit by a large amount

using traditional ADCs with oversampling. For instance, if 12-bit resolution is needed

starting from a 4-bit ADC at 1GS/s, the oversampling factor should be 4(12�4) (as each

oversampling by a factor of 4 improves the e↵ective number of bits by 1). Thus, a sample

rate of 65.536 TS/s is needed which completely impractical.

The �⌃ ADC overcomes this problem by providing a higher improvement on the

number of e↵ective bits for the same oversampling ratio.

G.2 The �⌃ modulator

Figure G.2 shows the topology of a first-order �⌃ modulator. The order of the modulator

is defined as the number of integrator in the forward loop.

Figure G.2 – First order �⌃ modulator [7].

The analog signal to be quantized is first fed to the di↵erence amplifier which outputs

the error x2 between the input xi and output signal x4. This error signal x2 is then fed

to an integrator with a transfer function given by equation G.2.
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H(s) =
!p

s
(G.2)

The output of the integrator x3 is then quantized by a 1-bit ADC implemented as

a synchronous comparator working at the oversampled frequency fs. Furthermore, the

quantization noise ei is introduced at the quantizer level (1-bit ADC).

The signal transfer function Y (s) and the noise transfer function N(s) are then given

by equations G.3 and G.4 [7].

Y (s) =
H(s)

1 +H(s)
=

1

1 + s
!p

(G.3)

N(s) =
1

1 +H(s)
=

s

s+ !p
(G.4)

Therefore, Y (s) provides low-pass filtering on the input signal while N(s) acts as a

high-pass filter for the noise. N(s) provides the so-called noise-shaping of the �⌃ ADC

which pushes the noise energy towards the high-frequencies, out of the desired Nyquist

bandwidth. Thus, the noise-shaping enhances the SNR in the Nyquist bandwidth as the

high-frequency region (out of the desired Nyquist bandwidth) is rejected after low-pass

filtering (using the digital filter block) and decimation.

Using a L-order �⌃ modulator, it can be shown that a two-times oversampling will

lead to an improvement of L+ 0.5 on the e↵ective number of bits.

For a first-order �⌃ modulator, a four-times oversampling will lead to a

3-bit improvement while the same oversampling ratio will only lead to a 1-bit

improvement for traditional ADCs!

G.3 Digital filter and decimator

As the signal generated by the �⌃ modulator is binary-encoded, a digital filter can be

directly used at the output of the modulator to provide low-pass filtering in order to reject

the frequency band outside the desired Nyquist bandwidth. The digital filter also operates

at the oversampled frequency fs and encodes its output on a given number of bits (e.g.

16-bit).

Figure G.3 shows the typical arrangement of a Finite-Impulse-Response (FIR) digital

filter. Each Delay block represent the atom transfer function A(z) = z�1 used to construct

the low-pass filter transfer function. The output of each delay block is then multiplied

by a weight bi. By adjusting the weights bi, the desired FIR filter can be formed. All

the branches are then added together to form the output signal. Equation G.5 shows the

transfer function of the topology shown in figure G.3.
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Figure G.3 – Digital filter topology [7].

H(z) =
NX

i=1

biz
�(i�1) (G.5)

As shown by figure G.3, the output of the digital filter is coded on multiple bits and

sampled at the oversampled frequency fs. A decimator is then used to reduce the sampling

frequency to the Nyquist sampling rate fD as the decimated samples do not convey any

additional information according to the Shannon-Nyquist theorem [17].

Figure G.4 shows the e↵ect of the decimation block on the output signal of the digital

filter.

Figure G.4 – E↵ect of decimation [7].
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G.4 Conclusion

In this project, a �⌃ ADC available in the PSOC has been used as part of the high-voltage

regulation loop because of its higher precision (number of e↵ective bits) compared to the

SAR ADCs also available in the PSOC. Even if the SAR ADCs were able to reach higher

sampling frequencies, the �⌃ ADC available in the PSOC was able to reach the desired

sampling frequency of 10 kHz while having a higher precision, which motivated its use

within the high-voltage regulation loop.
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Slow Control Board Schematic
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