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VUB Strategic Research Programme 

Application for renewal for a 2nd term 

 

1. Application identification details 

 

TITLE 

High-Energy Physics at the VUB 

Coordinator and other group leaders 

Name of the coordinator Affiliation (research group or department) 

- Jorgen D’Hondt ELEM/IIHE 

Name(s) of the other group leader(s) Affiliation (research group or department) 

- Nick van Eijndhoven ELEM/IIHE 

- Ben Craps TENA 

- Stijn Buitink AARG 

Envisaged Scientific Advisory Board members for the 2nd term 

Name Affiliation (institute) 

- Guido Tonelli University of Pisa 

- Dieter Lust Max-Planck-Institute for Physics (Munich) 

- Francis Halzen University of Wisconsin-Madison 

-  

-  

 

Application in succession of: (Report on past activities and achievements in APPENDIX A.) 

PROJECT-ID (SRP...) 

SRP08 

TITLE 

High-Energy Physics at the VUB 

Current 1st term coordinator and other group leaders 

Name of the coordinator Affiliation (research group or department) 

- Jorgen D’Hondt ELEM/IIHE 

Name(s) of the other group leader(s) Affiliation (research group or department) 

- Nick van Eijndhoven ELEM/IIHE 

- Ben Craps TENA 

Former group leaders (if any) 

Name(s) of the succeeded group leader(s) Affiliation (research group or department) 

-  

-  

IF NOT SUCCEEDED AS A WHOLE IN THE PRESENT APPLICATION: Indicate the part 

succeeded 

Vrije Universiteit Brussel 

Pleinlaan 2 

1050 Brussel 

 

Rectoraat 
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Current Scientific Advisory Board members 

Name Affiliation 

- Guido Tonelli University of Pisa 

- Dieter Lust Max-Planck-Institute for Physics (Munich) 

- Francis Halzen University of Wisconsin-Madison 

-  

-  

 

 

2. Overall vision and strategic plan 

 

Vision: With about 50 researchers in HEP@VUB we perform fundamental research towards a profound and 

comprehensive understanding of both the largest and smallest structures around us. By combining 

theoretical and experimental research of high-energy phenomena in the universe and on the quantum scale 

we are convinced that we will be able to consolidate at the VUB our flourishing HEP@VUB research centre 

and continue to excel internationally. To achieve a coherent global picture of the reality around us, puzzling 

features that challenge the underlying basic principles in physics on large and small scales have to be 

studied and understood. The foundations of the Standard Models of particle physics and cosmology face 

problems to explain for example the omnipresence of dark matter and dark energy, as well as the apparent 

need for fine-tuning in several corners of our models and the difficulty to unite all forces. Novel theoretical 

reasoning and further experimental explorations will provide insights towards solutions. The recent creation 

and now further consolidation of our phenomenological research activities are essential to optimally connect 

theory and experiment, as well as large-scale and small-scale features. 

 

Overall strategy: Three formal research groups in the physics department are included in the HEP@VUB 

centre: AARG (Astronomy and Astrophysics Research Group), ELEM/IIHE (Elementary Particles), TENA 

(Theoretical Physics). The research is organised in four groups: Theoretical Physics, Particle Physics 

Experiments (CMS and SoLid), Astro-Particle Physics (IceCube, ARA and Auger) and High-Energy 

Astrophysics (LOFAR and SKA). An optimal setting for phenomenological research is created explicitly to 

facilitate links and collaboration among these groups. 

 

Scientific questions and objectives: The overall scientific questions relate to for example our 

understanding of dark matter, the origin and nature of high-energy phenomena in the universe, the fine-

tuning problems in the Standard Model of particle physics, very early universe cosmology and the unification 

of the forces into one theory. These questions induce specific objectives for each of the four groups of which 

many are shared through inter-group phenomenological research: 

 Theoretical Physics: Holography (entanglement and spacetime; AdS instability; holographic 

thermalization); Strings, Supergravity, Geometry and Duality (the geometric nature of spacetime 

invoked by string theory and its dualities) 

 Particle Physics Experiments: CMS experiment (precise measurements in the top quark and 

Higgs boson sectors and related searches for new physics phenomena, dark matter and 

supersymmetry searches, searches for displaced signatures of long-lived particles, development of 

efficient and robust b/c-tagging methods, towards the construction of one of the two new Outer 

Tracker endcaps for the Upgraded CMS Detector) and SoLid experiment (measurement of the 

energy spectrum from antineutrinos at a Uranium-235 reactor, confirmation or exclusion of the 

reactor antineutrino anomaly and potential discovery of neutrino oscillations at very-short baseline) 

 Astro-Particle Physics: IceCube experiment (search for cosmic sources of high-energy neutrinos; 

indirect search for dark matter; detection of neutrinos from supernovae, solar flares and 

gravitational wave events; study of neutrino oscillations at high energies, including sterile 
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neutrinos; development of new detection/analysis techniques for the IceCube-Gen2 detector 

upgrade), ARA experiment (search for ultra-high-energy (GZK) neutrinos) and Auger experiment 

(search for correlations between arrival directions of cosmic neutrinos and highest-energy cosmic 

rays) 

 High-Energy Astrophysics: LOFAR observatory (mass composition of galactic and extragalactic 

cosmic rays, search for ultra-high-energy neutrinos, interactions between air showers and 

thunderstorms), simulation (acceleration and propagation of extragalactic cosmic rays) 

With phenomenological research we develop methods and tools towards an inter-group interpretation of the 

experimental results in existing theories and to build novel models to be confronted with experimental 

observations. The explicit phenomenological research will focus on beyond the Standard Model physics 

related to supersymmetry, dark matter, cosmology and inflation, and collider physics. 

 

Essential and unique impact of the SRP in reaching these objectives: Fostering a dynamic research 

environment where in the interplay between theory and experiment on large and small scales, novel ideas 

are created, is essential to reach our objectives. The diversity of research topics embraced within the centre 

is unique for Belgium. Although our groups are very successful at attracting external funding and at creating 

a clear leverage using the available university funds, it remains important to consolidate our knowledge 

over generations of young researchers, which might be considered a risk element. The SRP budget is 

therefore typically deployed as seed investment towards the application for external funds related to 

individual grants or project oriented funding programs. In total AARG+ELEM+TENA in the physics 

department worked with 16.5M Euro external funds and 39 working years of pre- and post-doctoral grants 

directly from the FWO funding agency, compared to 1.3M Euro from the SRP in the same period (2013-

2017). The SRP funds mitigate the risks related to such funding applications and allow us to reach 

sustainable research strength as well as to react fast on worldwide scientific opportunities and 

developments. Additionally the SRP management creates incentives to seek joint PhD projects within 

HEP@VUB and deploys an attractive visitors program to strengthen our research with external partners.  

 

3. Team structure, members and group leaders 

 

Since the initial GOA (from 2010) and its transition to an SRP (from 2013) the High-Energy Physics research 

at the VUB expanded in size, depth and broadness. Over the years the team expanded due to three 

successful Odysseus applicants and one successful ERC Starting Grant applicant. Due to our increased 

scientific impact, strategic choices at the department level were made possible to hire in total 9 part-time 

professors and 1 full-time professor. Compared to the initial SRP (2013-2017) with researchers from ELEM 

and TENA, the new SRP (2018-2022) is extended to include the AARG research group of the physics 

department as well. This follows a scientific and strategic choice of the physics department in 2014 to 

refocus the research in astrophysics towards its high-energy part. The organogram on the next page shows 

the structure of our new team. To visualise our growth, the few professors present at the start of the GOA 

project in 2010 are indicated in red. Group leaders are underlined. The Phenomenology team is embedded 

in all three formal VUB research groups of the physics department, namely AARG, ELEM and TENA, and to 

avoid unnecessary division is not considered a separate group. 

 

In total we have on October 1st, 2016, 12.8 post-doctoral researchers and 24 PhD students. Averaged since 

2013, 37% of the effective postdoc years have been obtained via individual fellowships at the FWO (Flemish 

funding agency) and 20% of the effective PhD student years have been obtained via individual scholarships 

at the FWO. In absolute numbers these are respectively 8 and 7 obtained mandates since 2013 (i.e. in four 

annual funding cycles), or respectively 2 and 1.75 per funding cycle. These numbers are respectively 40% 

and 35% of the on average about 5 postdoc fellowships and about 5 PhD scholarships available per funding 

cycle at the FWO in the overall field of physics research in Flanders. Therefore, our numbers significantly 
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exceed our VUB “fair share” in the Flemish academic landscape (i.e. 10%). The SRP program was essential 

to reach these impressive numbers. 

 

The full breakdown of the groups on October 1st, 2016, is shown in the table below (excluding three active 

emeriti in experimental (astro)particle physics). Based on our numbers since 2013 (with the High-Energy 

Astrophysics part only included since 2016) we plan to continue to have on average 16 postdocs and 20 PhD 

students in HEP@VUB. Today’s postdoc dip in phenomenology is due to a strategic choice to allow the newly 

hired professor in phenomenology (whose position started in October 2016) to steer future hirings. Since 

2010 we have had in total about 12 postdoc years and about 11 PhD student years in phenomenology, 

hence an average of about 2 postdocs and 2 PhD students per year. 

 

FTE per group Theoretical Particle Physics Astro-Particle High-Energy Phenomenology 

  Physics Experiment Physics Astrophysics  

Faculty 2.4  3.1 1.1 1.2 1.1 

Postdoc 3.9 4.9 2 2  0 

PhD students 7  13 2 1  1 

Support 2.5 (2 FTE related to IT, 0.5 FTE related to technical work) 

Secretaries     2    

 

 



Situation	  of	  faculty	  in	  HEP@VUB	  anno	  2016:	  
	  

	  
	  
Situation	  in	  2010	  at	  the	  start	  of	  the	  initiatives	  to	  bring	  the	  research	  groups	  in	  
HEP	  closer	  to	  each	  other:	  
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4. Concrete planning and funding allocations [±2 pages] 

 

In each of the four HEP@VUB groups objectives are defined and dedicated methodologies are used to reach 

them. The global picture emerges when the results and insights from different groups are combined. 

Research methods in phenomenology are developed to facilitate these bridges towards potentially 

revolutionary discoveries in fundamental physics at large and small scales. Below we first describe the 

research plans (with focus on the innovative aspects) in the four HEP@VUB groups, followed by the plans in 

phenomenology. Our exploratory research combines the search for novel knowledge towards major 

breakthroughs (i.e. high risk) with incremental aspects towards more in-depth understanding of a particular 

topic (i.e. low risk). We mitigate the overall risk by balancing the human and instrumental investments in 

both strategies. 

 

Theoretical Physics: One theme in our research will be holography, also known as gauge/gravity duality. 

Our main interests are in far-from-equilibrium aspects and in the role played by quantum entanglement in 

the emergence of spacetime. First, we will study how novel forms of quantum entanglement give insight in 

the interior of a holographically dual spacetime. Second, using an analytic approach we have recently 

introduced, we will investigate the conjectured instability of anti-de Sitter spacetime, in particular the 

associated turbulent transfer of energy. Third, we will study thermalization using holographic techniques, on 

the one hand to test holography in far-from-equilibrium regimes, on the other hand to model ultrafast 

pump-probe spectroscopy.  

Another theme will be the continuing investigation of the geometric nature of spacetime invoked by string 

theory and its dualities. We will carry on the development of a systematic treatment of supersymmetric 

doubled string using techniques of superspace and its applications to e.g. mirror symmetry. Using this we 

will elucidate the underlying mathematical structures behind the doubled formalism and its connection to 

Hitchin’s generalized complex geometry. Another point will be the establishment of the connection between 

non-Abelian T-duality and DFT and the further exploitation of non-Abelian T-duality in the context of 

holography. Finally, we will develop a holographic understanding of integrable deformations based on non-

Abelian T-duality. 

 

Particle Physics Experiments: We continue to participate and observe leadership in CMS. Based on our 

recognized experience in measurements and searches in the top quark sector with the CMS experiment, our 

focus will turn to the mostly unexplored interplay between top quark physics and the Higgs sector (e.g. the 

top Yukawa coupling), as well as the interplay between top quarks and the searches for supersymmetry and 

dark matter. Precision reconstruction (e.g. b/c-tagging and boosted objects) and measurements of top 

quark processes will help the searches in those regions of the parameter space that are difficult to probe 

with traditional search strategies (e.g. the compressed spectra regions). The synergy with 

phenomenological interpretations in novel models with new physics phenomena is natural and will continue 

to be pro-actively explored. For the construction of the upgraded CMS Tracker we have expressed the 

ambition of taking the leadership to construct one Outer Tracker Endcap. The budget of about 10M euro in 

core cost is being secured by Jorgen D’Hondt as the PI of our successful Hercules application in Flanders 

with third party contributions from our Walloon colleagues. A new 120m2 clean room is being installed at 

ELEM/IIHE for this purpose (funded with an additional 250k euro budget from the VUB research council) and 

we are training our researchers and technicians to engage in this ambitious project. 

In the SoLid experiment we take the coordination role in the oscillation analysis, which is the main objective 

in the coming years and relates directly to the search for sterile neutrinos. Also Petra Van Mulders takes the 

coordination of the most important element for success, namely the precise estimation of all background 

contributions. With a first publication soon, the SoLid experiment is very well positioned to take the lead 

worldwide in this search for neutrino oscillations at a very short baseline. 
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Astro-Particle Physics: The main mission of the IceCube experiment is the observation of high-energy 

(TeV-PeV) neutrinos from astrophysical objects. In 2013 IceCube discovered these cosmic neutrinos, but so 

far no sources could yet be resolved. We will continue our IceCube analyses on the detection of neutrinos 

from Gamma Ray Bursts (GRBs) and Active Galactic Nuclei (AGN) as source candidates for both cosmic 

neutrinos and very energetic cosmic rays (CRs). In previous studies IceCube obtained upper limits on the 

GRB/AGN neutrino flux, but these apply only to the prompt emission of GRBs and a subclass of AGN. Our 

HEP@VUB team is developing an innovative analysis to investigate also the GRB precursor c.q. afterglow 

phases and we have proposed a new class of AGN to search for associated neutrino production. The 

HEP@VUB team is developing a dedicated analysis for GeV neutrinos to obtain sensitivity for solar flares and 

for this a special data-taking mode is currently being implemented at the South Pole. We will use this new 

data-taking mode also to develop a search for neutrinos related to gravitational wave events. At higher 

energies (i.e. EeV scale) our interest goes to the detection of GZK neutrinos produced in CR interactions 

with the cosmic microwave background photons. These neutrinos would indicate that the CR flux drop 

around 100 EeV, as detected by Auger, is indeed due to this GZK effect. The flux of these GZK neutrinos will 

also uniquely provide insight in the composition of the energetic CRs. The very low flux at GZK-scale 

energies calls for extensions of the current detector and even new detection techniques. Our HEP@VUB 

team will remain involved in both the feasibility studies of the so-called IceCube-Gen2 high-energy upgrade 

as well as in the development of radio detection techniques for extremely high-energy neutrinos. The latter 

allows a detector area expansion of about two orders of magnitude, needed to obtain sufficient event 

statistics. 

 

High-Energy Astrophysics: We use the LOFAR radio telescope to detect signal from particle cascades in 

the atmosphere and the lunar surface. The main focus is the measurement of the mass composition of 

cosmic rays, a crucial step in understanding the origin of galactic and extragalactic cosmic rays. Planned 

activities include an expansion of the triggering array and improvement of the triggering strategies to 

increase statistics and lower the energy threshold. This will allow high-precision composition measurement 

at energies below 1017 eV, a regime that falls outside the reach of the more traditional fluorescence 

detection technique.  

The second objective is the search for extremely energetic particles initiating cascades in the lunar regolith. 

The observation mode requires the formation of several LOFAR search beams on the Moon, a technique that 

is also used in pulsar searches. With these observations we will be sensitive to physics processes beyond 

the standard model like the decay of superheavy dark matter or cosmic strings. 

Our HEP@VUB group is also part of the Cosmic Lightning project, a collaboration with the University of 

Groningen and the CWI in Amsterdam that studies the interplay between atmospheric air showers and 

thunderstorms, and the SKA High-Energy Cosmic Particles Focus Group which is pursuing the use of the 

Square Kilometer Array to study cosmic particles using the techniques we developed at LOFAR and other 

observatories. 

 

Phenomenology: In the absence of BSM physics signals at the LHC, we will revisit the current paradigms 

for naturalness and explore novel scenarios, e.g. in non-minimal formulations of supersymmetry or in 

models where naturalness is realized through the introduction of new neutral particles. Together with the 

theory group we will study the UV completion of this class of models, while distinctive phenomenological 

signatures will be explored with the CMS group. We will also continue the investigation of simplified 

extensions of the Standard Model which provide viable dark matter candidates, studying their 

phenomenology for collider, direct and indirect detection experiments, in collaboration with the CMS and 

IceCube groups. Furthermore, the pheno team together with the theory group will investigate the interplay 

between supersymmetry breaking and the dynamics of inflation, aiming also to relate inflationary 

observables with predictions for supersymmetric signatures at colliders. Lastly, we continue our research on 

neutrino production in astrophysical sources, in collaboration with the Astro-Particle group. In particular, to 

explain the high-energy neutrino flux observed by IceCube, alternatives to AGN and GRB will be studied. We 
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will model the neutrino production and spectrum of for example hidden sources with reduced photon 

emission, such as obscured blazars. 

 

Allocation of SRP budgets: An annual budget of 297.5k euro is requested to support HEP@VUB with the 

allocation defined in the table below. The budget will continue to be used for collaborative events (20 

seminars and 3 Crosstalk Workshops per year), for an attractive international visitors program (10 visitors 

per year), and as seed money to hire new researchers and to start with new research topics. In the spirit of 

good governance, a budget for logistics, outreach and coordination is embedded and this 10% fraction 

covers as well a contingency for unexpected costs. In the absence of unexpected costs, the contingency 

budget will be re-directed to other elements of the HEP@VUB program. We plan to invite our Advisory Board 

every two years for a site visit (average cost per year is quoted in the table). The annual budget of 27.5k 

euro for each of the 8 full-time staff members is used to hire PhD students and postdocs and as such 

stimulates staff members to collaborate for example via joint PhDs or joint postdoc projects with internal as 

well as external partners. With 2 x 27.5k = 55k euro per year the salary cost of a researcher and an 

adequate bench-fee are on average covered (taking into account the fact that most of our postdocs and PhD 

students can be hired on essentially tax-exempt fellowships). 

 

 Annual Budget (kEuro) 

Seminars (20) 15 

Crosstalk Workshops (3) 15 

Visitor program (10) 15 

Logistics, Outreach & Coordination 30 

Advisory Board 2,5 

Allocation per staff member (8) 27,5 (x 8) 

 297,5 
 

 

5. Position, collaboration, and networking in the field 

 

Brussels region: Since 1972 the experimental groups in high-energy physics of both Brussels universities, 

the VUB and ULB, are united in the Interuniversity Institute for High Energies (IIHE) with today about 100 

members (http://w3.iihe.ac.be). The institute has a leading role in Belgium for experimental particle and 

astro-particle physics. The theoretical groups of the VUB and ULB collaborate in the International Solvay 

Institutes (http://www.solvayinstitutes.be). On the VUB+ULB campus, more than 100 researchers are 

involved in high-energy physics. The HEP@VUB consortium might be a first step towards an institutionalized 

collaboration uniting all Brussels research in high-energy physics. 

 

National collaborations and recognitions: HEP@VUB is the only consortium in Belgium where via 

phenomenological work theoretical research is confronted with experimental observations at collider 

experiments (CMS), neutrino experiments (SoLid), astro-particle (IceCube, ARA, Auger) and high-energy 

astrophysics (LOFAR) experiments or observations. The extension of the HEP@VUB research in depth and 

scope has consolidated this position, and with the continuation of the SRP program we can guarantee to 

remain strong and pro-active in driving or following new developments worldwide. On the national level, 

Jorgen D’Hondt is the promoter of the main funding programs related to the Flemish participation in the 

CMS experiment (i.e. the Big Science and Hercules funds). Similarly Nick van Eijndhoven acts as a 

(co)promotor for the main funding programs related to the Flemish participation in the IceCube experiment. 

The HEP@VUB group hosts three Odysseus grant holders (1 Odysseus-I grant of about 2M euro and 2 

Odysseus-II grants of about 0.8M euro each). Alexander Sevrin is board member within the Inter-university 

Attraction Pole (IAP) network “Fundamental Interactions”; where Ben Craps is co-coordinator of the 

http://w3.iihe.ac.be/
http://www.solvayinstitutes.be/
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“Deductive approach to Fundamental Interactions” working group, Freya Blekman of the “Beyond the 

Standard Model” working group, Nick van Eijndhoven of the “High-energy Cosmic Rays” working group and 

Jorgen D’Hondt of the “Flavour Physics” working group. Stijn Buitink, Ben Craps and Catherine De Clercq 

are board members of the FNRS/FWO “CosmoParticles” network. 

 

International collaborations and recognitions: The characteristics of our research are such that 

international collaboration and mobility is natural as well as essential. Jorgen D’Hondt is the Belgian 

representative in RECFA (Restricted European Committee for Future Accelerators) and was in the period 

2006-2014 the Belgian representative in IPPOG (International Particle Physics Outreach Group). In 2014 

Alexander Sevrin was elected as member of the International Union of Pure and Applied Physics (IUPAP). 

Nick van Eijndhoven is the Belgian delegate of the High-Energy Physics board of the European Physical 

Society and a member of the Scientific Programme Committee of the International Cosmic Ray Conferences. 

Walter Van Doninck was elected as vice-president of CERN Council (2013-2016). 

 

 CMS: The financial contribution of a country in the CMS Collaboration typically relates to the 

relative number of PhD-titled CMS members in the country (2.9% for Belgium). The VUB CMS team 

has always observed a leading role in Belgium, and the Belgian excellence in the CMS experiment 

can be illustrated with the following fractions of Belgium in CMS (numbers only available on the 

country level): we have 5.3% of the PhD students, 6.6% of the physics area conveners, 8.3% of 

the major conference talks, 33% of the Best PhD Thesis Awards. These recognitions are clearly 

above the relative size of Belgium in CMS. Jorgen D’Hondt is one of the few permanent members of 

the International Advisory Committee of the annual Top Quark conferences, illustrating our 

excellent recognition in top quark physics. Within the international CMS Collaboration of over 4400 

members, he was elected Chairperson of the Collaboration Board (2014-2017) and is the 

Chairperson of the International Committee. Previously Jorgen D’Hondt was top quark convener 

(2007-2008), Freya Blekman was convener of the Beyond-two-Generation physics group (2012-

2014) and Petra Van Mulders was convener of the Heavy Flavour Tagging and Vertex physics group 

(2014-2016). Steven Lowette is the CMS delegate to the CERN LHC Dark Matter group. Several 

postdocs as well as PhD students have been selected for (sub)convener roles as well. 

 SoLid: Petra Van Mulders is responsible (convener) for all background estimations related to the 

experiment, which is the most critical part to reach a competitive sensitivity. Leonidas Kalousis 

(postdoc) is responsible (convener) for the oscillation analysis itself, which is the main result of the 

experiment. Petra Van Mulders acts as resources manager for the budgets related to the 

construction of the experiment from three countries (10 institutions). 

 IceCube: Nick van Eijndhoven is co-PI for the Belgian groups in IceCube and member of the 

IceCube collaboration board. The HEP@VUB IceCube team has taken a lead in combining data from 

the IceCube, Pierre Auger and Telescope Array experiments. Concerning the studies of GRB 

precursor and afterglow emission as well as the investigations of Dust Obscured AGN, our team has 

developed the basic ideas and consequently represents the key investigators. The IceCube search 

for Earth WIMPs was lead by members of our HEP@VUB group and we also coordinate the studies 

concerning neutrinos related to solar flares. In view of future detector extensions, the VUB team is 

leading the InIce self-veto studies for the IceCube-Gen2 high-energy extension as well as the 

development of radio detection techniques.   

 LOFAR: Stijn Buitink is co-PI of the LOFAR Cosmic Ray Key Science Program. The HEP@VUB 

LOFAR team takes the lead in simulation production, detector upgrade and analysis pipeline design. 

In 2016, LOFAR had a Nature publication with Stijn Buitink as first author. He is also a member of 

the International Astronomical Union. 

 Theory: Alexander Sevrin is Deputy Director and Scientific Secretary and Ben Craps is Assistant to 

the Director of the International Solvay Institutes for Physics and Chemistry. Alexander Sevrin is 



 

 

 

 

Oproep 2016 tot indiening van een aanvraag tot SRP-verlenging, Bijlage VI. Stramien voor het aanvraagdossier  - 9 / 40 - 

 

national coordinator of the EU COST network “MPNS COST Action MP1210: The String Theory 

Universe”, http://www.cost.eu/COST_Actions/mpns/Actions/MP1210.  

 Pheno: Kentarou Mawatari is a member of the LHC Higgs Cross Section working group. 

 

For theory and phenomenology, the author lists of the publications illustrate their strong international 

collaboration. Several of our HEP@VUB doctoral and postdoctoral researchers obtained excellent and in 

many cases permanent positions abroad, for example at IN2P3 Lyon, Princeton, Harvard, Durham, Mainz, 

DESY, CERN, Perimeter Institute, …   

 

6. External funding 

 

In the period 2013-2016 we obtained or had running projects for a total of 16.5M euro of external 

funds, as well as obtained 7 doctoral and 8 postdoctoral mandates directly from funding 

agencies (equivalent with an additional about 2.7M euro). The annual 0.26M euro SRP funds, or 1.3M 

euro total fund over 5-year, have been used mainly to continue initiating our phenomenological work and as 

seed-budget for additional research in HEP@VUB. Recently we have been able to consolidate these 

investments with the hiring of a first faculty member in phenomenology. With 74 candidates applying we 

had a very strong short list including for example an ERC grant holder. A selection of key budgets provided 

to HEP@VUB members is mentioned below. Although in several cases we are the promoter of interuniversity 

projects, only budgets provided to the VUB part of the projects are quoted. Not mention are the VUB-

internal budgets we received. 

 

Jointly HEP@VUB is partner in the IUAP Fundamental Interactions 

A total budget for pre-doc and post-doc hirings: 500k euro (total of 5 years, 2013-2017) 

 

Funding obtained for the Phenomenology group 

2 FWO 4-year PhD mandates (including a total bench fee of 30k euro) 

1 FWO 1-year Pegasus postdoc mandate (including a total bench fee of 4k euro) 

 

Funding obtained for the CMS experiment 

Big Science program (2013-2017): 1950k euro (total of 5 years, 2013-2017) 

Hercules equipment for the CMS Tracker Upgrade (2016-2020): 5190k euro (2016-2020) 

4 FWO 4-year projects: 1120k euro personnel, 316k euro running budget (total budgets of projects) 

Odysseus 2 (Freya Blekman): 867k euro (2011-2015) 

Odysseus 2 (Steven Lowette): 763k euro (2013-2017) 

4 FWO 3-year post-doc mandates (including a total bench fee of 48k euro) 

1 FWO 4-year PhD mandate (including a total bench fee of 15k euro) 

 

Funding obtained for the SoLid experiment 

2 FWO 4-year projects: 420k euro personnel, 15k euro running budget (total budgets of projects) 

Hercules funding of 50k euro equipment (quoted VUB part only in a UA-UGent-VUB consortium) 

 

Funding obtained for the IceCube, ARA and Auger experiment 

Big Science program (2013-2017): 366k euro (total of 5 years, 2013-2017) 

2 FWO 4-year projects: 320k euro personnel, 60k euro running budget (total budgets of projects) 

Odysseus 1 (Nick Van Eijndhoven): 2000k euro (2009-2014) 

1 FWO 3-year post-doc mandate (including a total bench fee of 12k euro) 

 

Funding obtained for the LOFAR observatory and the AARG research group 

ERC Starting Grant (Stijn Buitink): 1500k euro (5 years, 2015-2020) 

http://www.cost.eu/COST_Actions/mpns/Actions/MP1210
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1 FWO 3-year post-doc mandate (including a total bench fee of 12k euro) 

 

Funding obtained for theoretical high-energy physics research 

2 FWO 4-year projects: 480k euro personnel, 80k euro running budget (total budget of projects) 

5 FWO 4-year PhD mandates (including a total bench fee of 45k euro) 

6 FWO postdoc mandates (a total of 21 person years, including a total bench fee of 84k euro) 

Joint Groningen-VUB PhD position: 4 person years, of which two spent at the VUB 

Solvay Institutes funding for PhD position: 2 person years 

 

Some of the additional obtained external funding for networks 

COSPA network funded by FWO (12k euro per year for the network) and FNRS: funding for organizing 

scientific meetings on cosmoparticle physics. 

EU COST network “MPNS COST Action MP1210: The String Theory Universe”, 

http://www.cost.eu/COST_Actions/mpns/Actions/MP1210: provides ad hoc travel funding for young 

scientists in our group and organizes regularly high level scientific meetings on topics closely related to our 

research interests. Budget for the network: 128k euro per year. 

ESF HoloGrav network, http://www.fc.up.pt/cfp/HoloGrav/: encourages and promotes research in 

gauge/gravity duality, including its applications across particle, nuclear, condensed matter and gravitational 

physics. The network supports staff and student exchanges, workshops, conferences and summer schools. 

Budget for the network: 134k euro per year. 

 

ERC funding requested by HEP@VUB researchers: 

 Stijn Buitink (group leader): obtained an ERC starting grant 

 Petra Van Mulders (FWO post-doc, and 3-year 10% ZAP, Collider Physics): applied for an ERC 

starting grant (reached the interview stage, not selected) 

 Laura Lopez Honorez (FWO post-doc, and 3-year 10% ZAP, Theoretical Physics): applied for an 

ERC starting grant (not selected) 

 Alexey Koshelev (FWO post-doc, Theoretical Physics): applied for an ERC consolidator grant (not 

selected) 

 Alberto Mariotti (FWO post-doc, Theoretical Physics): applied for an ERC starting grant (not 

selected) 

 Ben Craps (group leader): applied for an ERC advanced grant (result not yet known) 

 

Future plans: In the Odysseus program we had in addition to the three successful candidates, six other 

candidates applying (of which one Odysseus-I position was approved but finally not taken by the candidate 

due to a competing offer in Germany, and one Odysseus-II was selected by the Odysseus jury but not 

funded by the university because of budget constraints). In the future the HEP@VUB staff members will 

continue to apply and to seek outstanding internal and external candidates to apply through these national 

and international channels. Several faculty members and researchers in HEP@VUB have indeed very 

concrete plans to apply soon for ERC grants. 

 

7. Goals for added value outside the academic community 

 

In the period 2013-2016 HEP@VUB initiated and was strongly involved in a vast range of successful 

valorisation projects, mostly in the science communication part of valorisation. Some recent highlights 

mentioned below provide us with an outstanding experience to continue to deliver also in the future 

prosperous valorisation outcomes. Some concrete plans are mentioned for the near future; other 

opportunities and activities will surely appear in the 2018-2022 period. 

 

http://www.cost.eu/COST_Actions/mpns/Actions/MP1210
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Jorgen D’Hondt was awarded the annual prize for Science Valorisation of the VUB in 2014 (value of 150k 

euro) as well as one of the year prizes in 2013 of the Royal Academy of Belgium (KVAB) for Science 

Communication. He obtained as well two external funds (2 x 5k euro) from the Brussels region dedicated to 

outreach events. One of these grants was to sponsor the documentary “Kwantumrevolutie” which was 

selected for the 360° Science Film Festival in Moscow. Petra Van Mulders is member of the jury of CanSat 

Belgium (2015-2017), and provided workshops for about 80 children aged 8 to 12 at Technopolis as well as 

a keynote speech on curiosity-driven research at the first VUB conference with over 600 participants. For 

her continuous science communication via social media Freya Blekman was awarded one of the year prizes 

in 2016 of the Royal Academy of Belgium (KVAB) for Science Communication. She organised as well a 

“Career in Industry” seminar for our PhD students and postdocs. Freya Blekman and Steven Lowette are 

regularly judges during the yearly wetenschaps-ExpoSciences Science fair in Brussels. Freya Blekman was 

the invited CERN speaker at the prestigious London International Youth Science Forum in 2013, 2015 and 

2016 (http://www.liysf.org.uk/). In 2014, our HEP@VUB team in IceCube organised several presentations 

of an IceCube 3D movie at the Brussels planetarium. In the same year they produced as well a short movie 

explaining our GRB research. Via the International Solvay Institutes, Ben Craps and Alexander Sevrin are 

involved in the organization of yearly high-profile Public Lectures attracting audiences of many hundreds. To 

celebrate the discovery of gravitational waves, Simona Toscano and Gwen de Wasseige organized in 2016 a 

public lecture (more than 200 participants), followed by a dedicated symposium. We organized an IceCube 

exhibition at the "Printemps des Sciences" in 2014. HEP@VUB members are active in valorisation activities 

on social media such as YouTube videos, Google hangouts and twitter, with particularly the video activities 

regularly reaching tens of thousands of views. Alexander Sevrin was and Ben Craps is a board member of 

the Belgian Physical Society, which among other things promotes physics in society. Stefaan Tavernier is 

member of and was previously spokesperson (1995-2010) of Crystal Clear, an international collaboration 

active on research and development on inorganic scintillation materials for novel ionizing radiation 

detectors, for high-energy physics, medical imaging and industrial applications. Recent publications are 

“Validation of a highly integrated SiPM readout system with a TOF-PET demonstrator” (just accepted in 

JINST) and “A new method for depth of interaction determination in PET detectors” (Phys.Med.Biol. 

61(12):4679-98, 2016). 

 

Towards the future we are committed to remain very active and successful in reaching out to the society at 

large with high-energy physics results and our achievements in general. A substantial and novel outreach 

program is planned in view of the South Pole trip of Gwen de Wasseige in the period Dec 2016 to Jan 2017. 

The program involves a scientific competition among classes at schools and pedagogical exhibitions 

illustrating life at the South Pole and scientific activities at the IceCube observatory. We will continue to 

participate in the International Masterclasses organised by IPPOG for LHC collisions physics as well as 

organise Masterclasses for IceCube related physics. We have advanced plans to refurbish the astrophysics 

observation dome on the roof of building E on the campus. The HEP@VUB group will organize observation 

nights for schools and general audiences that will include a telescope tour and lectures on topics in 

astronomy and cosmology. 

 

On a national and international scale we are strongly involved in training (typically young) researchers in 

our methodologies. These skills can be used in academia as well as outside academia. Jorgen D’Hondt was 

the organiser of the 2016 CERN Computing School (Aug-Sept 2016, at Mol, Belgium) and is member of the 

advisory board of the CMS Data Analysis Schools of which the training model was published in conference 

proceedings. He was the president of the Young Academy of Belgium that initiates several new interactions 

between young academics and external stakeholders. Today he is member of the Art&Science steering 

group of the national Center for Fine Arts (BOZAR) exploring new cultural synergies between artists and 

scientists. He was invited to participate in a national (informal) steering group to explore the possibilities of 

initiating novel interdisciplinary research how physics and biology can unite to challenge the fundaments of 

http://www.kwantumrevolutie.be/
http://www.innoviris.be/nl/promotie/cansat-belgium
http://www.innoviris.be/nl/promotie/cansat-belgium
https://www.technopolis.be/en/
http://www.vub.ac.be/en/events/2016/we-are-vub-congres/programma
http://www.liysf.org.uk/
https://drive.google.com/file/d/0B8g69KtNJ35tOHd4X083S1huMXc/view?usp=docslist_api
https://drive.google.com/file/d/0B8g69KtNJ35tOHd4X083S1huMXc/view?usp=docslist_api
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cancer. This might soon result in joint projects where with our methodologies in physics (and our specialist 

use of distributed computing) we can seek valorisation in understanding a key component in public health. 

 

8. SRP management 

 

Management of SRP: HEP@VUB is managed by the coordinator who organises meetings, typically every 4 

months, involving all HEP@VUB staff members (cfr. organogram). At these meetings we discuss the 

progress as well as reach consensus on how to act on novel opportunities in research and research funding. 

On an annual basis the SRP coordinator presents to the staff members the financial situation as well as the 

budget planning for the upcoming years. These HEP@VUB meetings are supplemented with frequent 

meetings within and across the various groups. 

 

Scientific events with international visibility: To enhance our research opportunities we will continue to 

invest in stimuli for our researchers to reach new fundamental insights (seminars and workshops) and in 

attracting outstanding external researchers to work with us (visitors program). 

 Visitors program: Typically once a month, an external colleague is invited and supported for a 

short visit of 2-5 days. In order to initiate new research all HEP@VUB members can propose 

visitors to be invited. The visit is widely announced in the HEP@VUB community (and potentially 

beyond) such that all interested researchers can participate in discussions with the invited visitor. 

We put special emphasis on visitors that help us making bridges among the different HEP@VUB 

groups. This is not only a scientifically sound but also a cost effective strategy to broaden our 

research potential. Recently we hosted one International Francqui Chair (Francis Halzen, 2013-

2015) and one National Francqui Chair (Antoine Van Proeyen, 2014), and we will continue to 

explore these external opportunities. 

 Seminar program: Every two weeks either a topical or general HEP@VUB seminar is organised, 

with invited speakers as well as HEP@VUB researchers presenting new developments. These 

meetings have been successful in initiating concrete collaborative research projects across groups, 

with results published in international journals. 

 International workshops: Two or three times per year we foresee to organise one-day 

“HEP@VUB Crosstalk Workshops” with a focus on contemporary topics on the interplay between 

HEP@VUB groups. This is complementary to the typically mono-disciplinary workshops organised 

by each of the groups. The HEP@VUB Crosstalk Workshops will foster discussion among experts 

and help us to be pro-active and fast in our developments of new research on hot topics. They will 

bring major international researchers on the topic to Brussels. We expect to have about 50 (mostly 

expert and/or interested) participants per workshop. Previous workshops have been organised on 

the topics of Gauge-Mediated Supersymmetry Breaking (GMSB), and a near future HEP@VUB 

Crosstalk Workshop is being organised on the topic of sterile neutrinos. The recent results from 

IceCube will be presented and the Spokesperson of the SoLid experiment will highlight the 

expectations for very-short baseline neutrino oscillations. Additional phenomenological and 

theoretical talks will make the link with model building and dark matter, and stimulate new 

research at the HEP@VUB in collaboration with worldwide the most prominent scientists in the field 

of sterile neutrinos. Another HEP@VUB Crosstalk Workshop is being planned in 2017 on the status 

of naturalness after LHC13. 

 

Hiring policy: Most of our PhD students are hired from outside our university, and at the postdoctoral level 

almost all are non-Belgian. Whenever possible, we make use of essentially tax-exempt fellowships. Over the 

years we achieved an excellent balance between junior postdocs and more independent senior postdoctoral 

researchers who typically start steering the research of a small team of PhD students. For each researcher 

an adequate bench-fee is budgeted which they can use to participate in conferences and workshops. Long-

term stays at for example CERN, Wisconsin-Madison or the South Pole (IceCube) are options. 
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Gender: While we have a reasonable gender balance in our HEP@VUB cohort of PhD students (38% 

female), the balance is broken towards the postdoctoral level (23% female) and even further to the 

professor level (19% female, taking into account all staff members in our HEP@VUB organogram). We are 

aware that this is an international trend not unique to HEP@VUB. In the latest science-wide round of the 

prestigious Odysseus calls in Flanders, which when successful would lead to a staff position for the 

candidate, we submitted in total five candidates of which three were female. One of the female candidates 

was successful and received an offer in the highest grade, but accepted a competing offer from abroad. 

 

Website: At the overall university level a new VUB logo and website design were very recently endorsed. 

We will take the opportunity to explore how we can further professionalize our HEP@VUB website: 

https://we.vub.ac.be/en/HEPVUB . 

 

 

9. Concise SWOT analysis 

 

Strengths:  

 The field of high-energy physics research achieved groundbreaking discoveries 

 We are very well recognized in this international community 

 A broad scope of high-energy physics research is established in HEP@VUB 

 Strong international focus for the recruitment of PhD students and postdoc researchers 

 Leading position nationally to obtain external funding 

 Established a dynamic environment with young faculty members 

 Established a phenomenological link among all HEP@VUB groups 

 For the experimental research the FWO funding agency has a Big Science program to support the 

participation in large international collaborations 

 

Weaknesses: 

 Given the recent strong increase in the number of faculty members in HEP@VUB, it becomes 

increasingly difficult to hire additional full-time faculty members. In order to facilitate additional 

research links in this context, we count in part on part-time faculty members, on our extensive 

visitors program and on Odysseus and ERC opportunities. 

 

Opportunities: 

 Our HEP@VUB consortium is an excellent basis to apply for Odysseus and ERC grants 

 We do attract collaborators from nearby high-energy physics groups 

 Research in high-energy physics faces many relevant scientific questions or problems, and the 

solutions might have a groundbreaking impact 

 The SRP budget allows us to react fast on new developments, and this would not be possible if we 

first needed to apply for a specific research project at funding agencies 

 With the participation of the High-Energy Astrophysics group we will be able to seek external 

funding from a broader set of funding agency panels and programs 

 

Threats: 

 Current individual grants (Odysseus and ERC) will run out, as well as the application eligibility for 

junior faculty, hence we will have to aim for the more advanced (ERC) grants 

 A significant fraction of the technical staff retired over the last decade, but based on our scientific 

success and the recently obtained large construction budgets we are in a fortunate position to find 

new opportunities 

 

https://we.vub.ac.be/en/HEPVUB
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10. Additional information 

 

The international trend to evolve from community oriented funding with a long-term vision towards project 

oriented funding with a typically short-term vision does not fit the research in high-energy physics. 

Addressing the key scientific questions about fundamental interactions requires important investments in 

people and infrastructure, as well as a long-term management vision. The SRP program is the only funding 

program that provides continuity of our high-energy research at the VUB. It allows consolidating the 

knowledge over generations of young researchers and is the essential basis for further successful 

applications for external national and international funding. 

 

11. Information per group leader 

Provide a brief description of the career path and the lists below for each of the group leaders of the 

present SRP-application, starting with the coordinator. 

 

- 10 most important scientific publications (any document type) from the five years preceding the 

application (five full years + year of application). 

Clearly label the 5 most important scientific publications, and submit a hard copy or digital version 

of these together with the application. 

- Most important scientific reviews (if applicable). 

- Applications for international research funding (including ERC-grants), and VUB-promotorships of 

applications for Odysseus funding. 

- Promotorships of awarded PhD's. 

- Realisations of added value outside the academic community, and of technology transfer. 

 

For each group leader, a research cv including scientific publications and research project funding 

from the five years preceding the application (five full years + year of application), drawn from the 

university research database (PURE), will be added to the submitted application by the R&D 

department. 

 

ATTACHED TO THIS DOCUMENT: 

- file of Jorgen D’Hondt (p42 of this PDF file) 

- file of Ben Craps (p428 of this PDF file) 

- file of Nick van Eijndhoven (p533 of this PDF file) 

- file of Stijn Buitink (p597 of this PDF file) 
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APPENDIX A. Report on past activities and achievements 

 

a. Major scientific results 

 

In this section, as well as the remainder of this report, only publications are quoted in which HEP@VUB 

members are co-authors. Citations are taken from Spires, the High-Energy Physics information system, 

during the month of November 2016. 

 

Our research is curiosity driven fundamental research. Scientific breakthroughs are therefore not planned on 

an exact timeline. Creating optimal opportunities and attracting excellent researchers to collaborate in our 

research is our main vision to stimulate global breakthroughs. At the first site visit of our Advisory Panel, 

Prof. Guido Tonelli mentioned that the success of the HEP@VUB program is to be gauged on our ability to 

create this setting, as well as our achievements to obtain crosstalk between disciplines in high-energy 

physics. 

 

Our strategic extension of the HEP@VUB organogram since its start is an illustration of our successful 

deployment of SRP (and other) funding to reach this objective. This has not only extended the diversity of 

our research opportunities but also facilitated the creation of effective bridges among groups. In the 

paragraph below we briefly illustrate this diversity.  

 

Shortly after the presentation of the HEP@VUB program to the selection committee we discovered the 

Higgs particle with the CMS experiment as well as the ATLAS experiment at CERN (Phys.Lett. B716 (2012) 

30-61, 6448 citations). Since then, a vast new research in the scalar sector of particle physics opened 

quickly and strongly, including a strong phenomenological exploration of the Higgs sector (JHEP 1311 

(2013) 043 with 89 citations). National and international prizes have been awarded to the experimentalists 

discovering the new scalar particle and to the theorists inventing the theoretical mechanism behind it (Nobel 

Physics 2013). At the same time this discovery imposed important constraints on the diversity of 

supersymmetric models in high-energy physics (JHEP 1307 (2013) 109 with 29 citations). This is very 

interesting and perfectly timed because supersymmetry was, based on this expectation, chosen as the main 

topic for which the SRP budgets were deployed. Despite this focus, our phenomenological research is ready 

to act on new developments at the LHC (JHEP 1603 (2016) 157 with 202 citations). With leadership in 

experimental research in amongst others top quark physics (Phys.Rev.Lett. 112 (2014) 23, 231802 with 

105 citations), dark matter searches (Eur.Phys.J. C75 (2015) 5, 235 with 264 citations), displaced 

supersymmetry searches (Phys.Rev.Lett. 114 (2015) 6, 061801 with 33 citations) and supersymmetry 

searches (Eur.Phys.J. C73 (2013) 12, 2677 with 283 citations) we further marked our contributions with 

the CMS experiment. A year after the Higgs particle discovery this highlight was followed by the IceCube 

discovery of cosmic high-energy neutrinos (Science 342 (2013) 1242856 with 483 citations; 

Phys.Rev.Lett. 111 (2013) 021103 with 399 citations; Phys.Rev.Lett. 113 (2014) 101101 with 503 

citations), which opened a new window on the Universe and triggered new research across various 

disciplines, in both theory and experiment. The year 2016 started with the announcement of the discovery 

of gravitational waves, for which the IceCube neutrino telescope is very well placed to discover the 

potential multi-messenger signals towards a more complete understanding of these high-energy cosmic 

phenomena (Phys.Rev. D93 (2016) 12, 122010 with 22 citations). Despite the fact that the 2015 Nobel 

Prize was awarded for the discovery of neutrino oscillations, an anomaly remains for these oscillations at 

very short distances. With the SoLid detector we successfully initiated a novel experiment to confirm or 

exclude for the first time this reactor antineutrino anomaly and to potentially discover neutrino 

oscillations at very-short baseline. This might be related to the presence of sterile neutrinos for which 

the IceCube experiment released world-leading results (Phys.Rev.Lett. 117 (2016) 7, 071801 with 25 

citations). Our exploration of the Cosmic Microwave Background anisotropy made an important step with 

the interpretation of the new Planck satellite data in the framework of dark energy and dark matter 
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models (Phys.Rev. D88 (2013) 2, 023531 with 60 citations). Related to our High-Energy Astrophysics 

research at LOFAR, the first large-scale radio telescope, recently opened a unique radio observation 

window for the study of cosmic rays (Astron.Astrophys. 560 (2013) A98 with 41 citations) with first 

results on the mass composition of cosmic rays (Nature 531 (2016) 70-73 with 10 citations). In a key 

theoretical development, approaches have been developed in which duality symmetries of string and M-

theory are manifest (JHEP 1301 064 with 95 citations; Phys. Rept. 566 (2014) 1 with 104 citations).  

Thermalization properties of various strongly coupled systems have been studied via a dual process of black 

hole formation; we have introduced an analytic approach for investigating whether anti-de Sitter 

spacetime is unstable to the formation of small black holes (JHEP 1410 (2014) 48 with 45 citations; JHEP 

1501 (2015) 108 with 37 citations). 

 

The significance of these highlighted discoveries and other achievements in our field (and beyond) cannot 

be overrated. Our contributions have been recognized and it opened new research lines for HEP@VUB at the 

forefront of science at an international level. The HEP@VUB research is situated in a very dynamic field 

where important breakthroughs are expected as well in the near future. 

 

Since 2013 the HEP@VUB program worked simultaneously on three fronts: Collider Physics, Astro-Particle 

Physics and Theoretical Physics. A phenomenological team works at the interface of these three groups. As 

mentioned before, a natural extension was to incorporate also the field of High-Energy Astrophysics, which 

we now include and on which we report as well. We report in the section “progress made” on our successes 

in creating phenomenological bridges between all groups. Below we report on the research highlights since 

we initiated the joint HEP@VUB project. 

 

Phenomenological research: The pheno team has been studying the Higgs particle and models beyond 

the standard model, including supersymmetry, dark matter and extra dimensions. The investigation deals 

with model formulations and new physics signatures at colliders as well as developments of simulation 

tools. Below we describe few exemplifying topics where the pheno team has accomplished high-impact 

achievements that have led to publications in peer-reviewed journals. For a complete list of publications 

we refer to the section “progress made”. 

 Higgs particle characterization: We introduced a framework, based on an effective field theory 

approach, allowing us to perform characterization studies of the Higgs boson recently discovered at 

the LHC. The ATLAS and CMS experimentalists now use the framework (JHEP 11 (2013) 043 with 

89 citations, Eur.Phys.J. C74 (2014) 74 with 47 citations, Eur.Phys.J. C74 (2014) 1 with 31 

citations). Kentarou Mawatari is currently part of the LHC Higgs Cross Sections working group. 

 Unconventional SUSY phenomenology: The team has obtained important results in the study 

of supersymmetric models and their signatures at the LHC. This has been also the main topic of 

two PhD theses written in the team. We performed the first exploration of the full parameter space 

of general gauge mediation, classifying the possible supersymmetric spectra (JHEP 07 (2013) 109 

with 29 citations). The possible excess over the SM background in the multi-lepton signature 

reported by the CMS collaboration in 2013 was explained as a consequence of collider signatures 

arising in some portion of this parameter space (Phys.Lett. B731 (2014) 7 with 11 citations). We 

have also obtained important results in the study of NLO calculations for supersymmetric processes 

at colliders (Phys.Rev. D85 (2012) 114024 with 45 citations and Phys.Rev. D87 (2013) with 39 

citations). Our team has a leading role in the investigations of new LHC signatures in 

supersymmetric models with multiple goldstini (JHEP 06 (2012) 096 with 19 citations, JHEP 04 

(2014) 126 with 13 citations, Phys.Lett. B750 (2015) 539-546 with 10 citations), including e.g. 

multi-photons plus missing energy signals.  

 Dark matter simplified models: The pheno team of HEP@VUB has obtained important 

achievements in the study of simplified models for dark matter, highlighting the complementarity 

between collider searches and direct/indirect detection experiments. The phenomenology of a 
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minimal model of dark matter, the singlet doublet model, has been thoroughly investigated, 

including constraints from dark matter direct and indirect detection experiments, as well as some 

preliminary constraints from the LHC (JHEP 1510 (2015) 116 with 21 citations). A joint 

collaboration between the pheno team and the CMS group in HEP@VUB has studied models of dark 

matter that couples to the SM through flavour violating interactions involving the top quark (JHEP 

1603 (2016) 060 with 4 citations). The prospects for the sensitivity at LHC at 13 TeV on such 

models have been presented in detail, and the possibility that they can also accommodate the 

galactic center excess reported by the Fermi-LAT collaboration discussed. Recently, the pheno 

team has been the first one to propose an interpretation of the apparent di-photon resonance 

presented by the LHC experiments as a simplified model of dark matter with a scalar mediator 

(JHEP 1603 (2016) 157 with 202 citations). 

 

Collider Physics: Using the data of 7-8-13 TeV proton collisions recorded by the CMS experiment in 2011-

2012-2015-2016, several studies were performed in the field of mainly top quark physics, new physics 

connected to the 3rd generation of fermions, supersymmetry and dark matter. Below we provide some 

highlights, with leadership from members of our team. 

 Combining our discovery of the Higgs particle (Phys.Lett. B716 (2012) 30-61, 6448 citations) with 

our direct searches for 4th generation quarks (at the time of publication the best limits 

worldwide achieved with a novel analysis strategy, Phys.Rev. D86 (2012) 112003 with 41 

citations), resulted in a clear exclusion of additional chiral quarks. A fruitful collaboration with local 

phenomenologists appeared on this fourth generation quark topic. 

 New multi-variate b-tagging algorithms have been developed resulting in a 5-20% relative 

improvement in the b-tagging performance (JINST 8 (2013) P04013 with 578 citations; CMS-PAS-

BTV-15-001 with 69 citations), and therefore with a direct impact on for example H->bb and t-

>bW physics studies. For the first time in the CMS Collaboration a novel c-tagger was developed 

by our researchers (CMS-PAS-BTV-16-001). 

 Using innovative reconstruction techniques a first CMS paper on the production of four top 

quarks within the Standard Model was achieved (at the time of publication the strongest limits 

worldwide, JHEP 1411 (2014) 154 with 30 citations). In the spirit of HEP@VUB these limits were 

subsequently used to provide limits on the production of sGluons, scalar gluon particles that occur 

in many non-minimal supersymmetry models (Phys.Lett. B746 (2015) 48-52 with 7 citations). 

 A substantial fraction of supersymmetry and other physics Beyond the Standard Model scenarios 

are expected to produce particles that will travel for a short distance before producing particles 

that can be detected by the LHC experiments. The novelty of such a search for displaced 

leptons that could be originating from such displaced supersymmetry resulted in a first 

experimental publication on the topic (Phys.Rev.Lett. 114 (2015) 6, 061801 with 33 citations).  

 Grown out of a joint ATLAS/CMS working group that was setup with theorists to study the 

introduction of simplified models for dark matter searches (Phys.Dark Univ. 9-10 (2015) 8-23 

with 71 citations), a successful transition to these simplified models was implemented in CMS, in 

particular in the context of the important monojet analysis (paper submitted to JHEP), where 

currently some of the most sensitive limits at the LHC on the direct production of dark-matter 

particles were obtained. This global effort at the LHC is co-led by Steven Lowette, and the project 

fits excellently in the vision of HEP@VUB. 

 

Members of the HEP@VUB Collider Physics team contributed or have taken leadership in several other 

research efforts in the CMS collaboration; examples include: top quark mass and mass difference 

measurements (JHEP 1212 (2012) 105, 99 citations; JHEP 1206 (2012) 109, 37 citations), top quark 

pair cross section measurements (Phys.Lett. B695 (2011) 424-443, 150 citations; Phys.Lett. B728 

(2014) 496-517, 150 citations; Eur.Phys.J. C71 (2011) 1721, 78 citations; Phys.Rev. D84 (2011) 

092004, 126 citations), single-top quark production in the Wt channel (Phys.Rev.Lett. 110 (2013) 
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022003, 121 citations) and search for excited bottom quarks decaying to tW (JHEP 01 (2016) 

166, 11 citations), search for stop quark pairs (Eur.Phys.J. C73 (2013) 12, 2677, 283 citations; 

Eur.Phys.J. C76 (2016) 8, 460, 12 citations), measurement of anomalous top quark couplings 

(JHEP 1310 (2013) 167, 46 citations), leadership in Analysis Tools (Taejeong Kim as co-convener), 

Tracker Upgrade studies, jet energy calibration (JINST 6 (2011) P11002, 835 citations), new c-

tagging development, … One of our postdoctoral researcher was based at CERN to participate and 

coordinate the CMS tracker commissioning efforts towards the Run-2 of the LHC. 

 

Also a last combination publication from the LEP experiments appeared in 2013 on W physics 

(Phys.Rept. 532 (2013) 119-244, 205 citations, where Jorgen D’Hondt is a member of the LEP 

Electroweak Working Group). 

 

Astro-Particle Physics: The HEP@VUB group is involved in the detection and study of (very) high-energy 

neutrinos to search for transient events, dark matter and cosmic point sources. Below a few highlights are 

listed in which HEP@VUB members take the lead or are among the key researchers. 

 Concerning dark matter studies, we focus on neutrino signatures from WIMPs located in the center 

of the Sun or the Earth. One of the research highlights is the achievement of the most stringent 

limits on Solar WIMPS (Phys.Rev.Lett. 110 (2013) 131302 with 257 citations). This was made 

possible thanks to the excellent performance of the veto capabilities of the IceCube sensors 

surrounding DeepCore. More recently an analysis has been finalized on a search for WIMP signals 

from the center of the Earth, being the first study for Earth WIMPs performed with the IceCube 

observatory. This research has been reflected in the PhD thesis (2015) of Jan Kunnen and a paper 

(arXiv:1609.01492) has recently been submitted for publication to EPJ C which provides the most 

stringent limits on Earth WIMPs to date. 

 In a study aimed at the identification of high-energy neutrino production in relation with Gamma 

Ray Bursts, unexpected low flux limits on GRBs have been obtained (Nature 484 (2012) 351 

with 229 citations). This strengthens the mystery around the origin of the most energetic cosmic 

rays because either Gamma Ray Bursts are not the only sources of the very energetic cosmic rays 

that we observe at Earth or the associated high-energy neutrino production is well below 

theoretical expectations or the neutrino flux is (mainly) associated to the precursor and/or 

afterglow phases of the GRBs. This result ruled out a large number of theoretical models. 

Consequently, the search is now open for new (maybe yet unknown) candidates, among which are 

the Active Galactic Nuclei, or for an innovative analysis to address the GRB precursor and afterglow 

phases. Elaborating on the original idea by Nick van Eijndhoven (Astroparticle Physics 28 (2008) 

540 with 7 citations) a novel analysis method for the study of the precursor and afterglow phases 

of these cataclysmic phenomena is being developed by our HEP@VUB team to exploit the arrival 

time spectra of neutrino induced muons. A first implementation of this new approach has been 

performed on short and long duration GRBs separately and the results are reflected in the PhD 

theses (2015) of Martin Casier and Lionel Brayeur, respectively, and were published in PoS 

ICRC2015 (2016) 1048. With additional data from the full IceCube observatory we aim to increase 

the sensitivity and observe neutrinos from these objects for the first time in history in the near 

future in a follow up analysis. 

 Another highlight is the discovery of cosmic very high-energy neutrinos (Science 342 (2013) 

1242856 with 484 citations) and a subsequent more detailed study of their characteristics 

(Phys.Rev.Lett. 113 (2014) 101101 with 505 citations), which marks the birth of neutrino 

astronomy. This achievement was awarded the title "Breakthrough of the year 2013" by the 

Physics World magazine. Beyond this discovery, our HEP@VUB group has taken the lead (by 

Geraldina Golup and Olaf Scholten) in a combined study of these very energetic cosmic neutrinos 

and the ultra-high energy cosmic ray (UHECR) events observed with the Pierre Auger and 

Telescope Array observatories. The aim is to identify the sources of the highest energy particles via 
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correlation studies and the initial results have recently been published (JCAP 1601 (2016) 037, 

with 12 citations). 

 

In addition to the topics mentioned above, our HEP@VUB team has also taken the lead in studies related to 

neutrinos from Active Galactic Nuclei (AGN) and solar flares. Concerning the AGN we focus on the ones for 

which the relativistic jet is aligned along our line of sight, called Blazars. However, instead of selecting the 

sources which are brightest in gamma rays as was done in previous analyses, we search for dust obscured 

Blazars via a combined radio and gamma ray flux investigation. The dust provides an additional target for 

high-energy neutrino production, which will enhance the detection potential with IceCube. An initial 

investigation of radio and X-ray spectra of nearby Blazars has been performed by Giuliano Maggi et al. (PoS 

ICRC2015 (2016) 1050) and several potential candidates for these dust-obscured objects have recently 

been identified. The results of this study (arXiv:1608.00028) have been accepted for publication in 

Phys.Rev. D. 

Triggered by indications of an apparent correlation between low-energy neutrino fluxes and major solar 

flares, we have proposed a new analysis to study the feasibility of using IceCube to search for neutrinos in 

coincidence with solar flares, using X-ray and gamma ray fluxes observed by satellites as a time window 

template (PoS ICRC2015 (2016) 1049). For this our HEP@VUB team (with Gwen de Wasseige as lead) is 

developing a dedicated analysis for which we also have proposed a special data-taking mode for the 

IceCube detector, which is currently being implemented at the South Pole. In doing so we realized that this 

new data taking mode would also be beneficial to a search for neutrinos related to gravitational wave events 

and consequently we will also pursue this approach in our analyses. 

 

Concerning detector upgrades and commissioning, three of our team members (M. Casier (2013), L. 

Brayeur (2015) and G. de Wasseige (2016)) were selected by the IceCube collaboration to actually travel to 

the South Pole to install and test new detector hardware. 

 

High-energy astrophysics: The high-energy astrophysics group started in October 2014. We use the 

LOFAR radio telescope to study the radio pulses of extended air showers. In recent years the following 

results have been achieved: 

 Mass composition of cosmic rays. Radio detection of air showers is a rapidly developing 

technique that can be used to study the mass composition of cosmic rays, a crucial ingredient in 

understanding their origin. Using a novel reconstruction technique based on two-dimensional 

radiation profiles developed by Stijn Buitink (Phys.Rev. D 90 (2014) 082003 with 25 citations) it 

was shown that LOFAR achieves the same precision as the fluorescence detection technique 

employed by the Pierre Auger Observatory. The first composition results were published in Nature 

and are in agreement with existing world data (Nature 531 (2016) 70-73 with 10 citations). The 

LOFAR energy range (1017 eV – 1018 eV) is of particular interest as it may harbour a transition from 

galactic to extragalactic origin, which is reflected in the mass composition. Current research 

focuses on further studies of systematic effects (Astropart. Phys. (2016) submitted) and an 

extension to lower energies. 

 Properties of air shower radio signals. The LOFAR core consists of hundreds of dipole antennas 

within an area of ~2 km2. This allows a study of the characteristics of radio pulses from air showers 

in very high detail. LOFAR has demonstrated that the pulse polarization (JCAP 10 (2014) 14 with 

18 citations) and frequency spectrum (Astropart. Phys. 65 (2015) 11 with 18 citations) are in 

agreement with state-of-the-art simulation codes. A new time calibration method for short raw 

voltage time-series data was developed (Astron. & Astrophys. 590 (2015) A41 with 1 citation) in 

order to be able to study the shape of the radiation front and to achieve a 0.1 degree angular 

resolution (Astropart. Phys. 61 (2015) 22 with 19 citations). The detailed knowledge was used to 

develop parameterizations (Astropart. Phys. 60 (2014) 13 with 21 citations) and fast reconstruction 

tools (JCAP 05 (2015) 018 with 7 citations). 
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 Interaction between air showers and thunderstorms. It has been known for some time that 

the radio signals of air showers can be amplified in the presence of an atmospheric electric field. 

Recently we have shown that the polarization and power profiles of the radio emission hold 

information on the strength and direction of such a field and can thus be used to probe 

thunderstorm fields (Phys.Rev.Lett. 114 (2015) 165001 with 14 citations, Phys.Rev. D 93 (2016) 

70 with 3 citations). By studying the full Stokes parameters an additional component of circular 

polarization has been found offering new possibilities of localizing charge layers in clouds 

(Phys.Rev. D (2016) accepted). Together with the University of Groningen and the CWI in 

Amsterdam we have formed a “cosmic lightning” collaboration in which we also study the influence 

of the deposit of low-energy air shower electrons on electrical processes in thunderstorms – and 

possible the initiation of lightning (Phys.Rev.Lett 115 (2015) 015002 with 7 citations).  

 

Theoretical Physics: Our work on theoretical high-energy physics has mainly focused on geometric 

aspects of string theory and supersymmetry, applications of gauge/gravity duality, and cosmology.  A few 

selected highlights are discussed below. 

 Geometric aspects of string theory. Recent years have seen rapid development in the ideas of 

duality symmetric formalisms of string and M-theory.  These approaches promote U-dualities to 

manifest symmetries and refine our understanding of geometry from the point of view of a string. 

The HEP@VUB group played a key role in e.g. elucidating the gauge structure of these theories 

(JHEP 1301 064, 95 citations) and contributed an influential review (Phys.Rept. 566 (2014) 1, 104 

citations). The theory of supersymmetric chiral bosons and their application to the duality 

symmetric string has been formulated (JHEP 1307 086, 6 citations; arXiv 1609.03315 submitted) 

and is currently further developed in realistic string backgrounds with the final aim to understand 

the role being played by generalized Kähler geometry. C. Blair joined the group in October 2015 

and already made incisive contributions providing an F-theory interpretation of these ideas (CQG 

33 (2016) no.19, 195009, 6 citations, and recent preprints applying these ideas to black hole 

thermodynamics and negative strings).   

A key development has been notions of generalized T-duality and the HEP@VUB group has led the 

way in their applications in holography (NPB 873 (2013) 1, 47 citations).  Critical recent progress 

has been made in the application of non-Abelian and Poisson Lie T-duality in the construction of 

new so-called eta and lambda integrable string theory supergravity backgrounds that are 

conjectured to holographically encode long sought quantum group deformations of gauge theories 

(JHEP 1412 164, 33 citations; JHEP 1507 019, 34 citations).  Most recent progress has been in 

applying the ideas of resurgence analysis to examine the quantum behavior of these theories (JHEP 

1607 088, 2 citations).  

Together with two Cambridge University collaborators, Alexander Sevrin discovered a completely 

novel way (“the third way”) to obtain consistent continuity relations in gauge theories. In addition, 

this elucidated the intricate relation between Yang-Mills theories and massive Chern-Simons 

theories in three dimensions (Phys.Rev.Lett. 114 (2015) 181603, 2 citations). This is currently 

being extended to higher dimensional field theories.  

 Applications of gauge/gravity duality. Gauge/gravity duality refers to a remarkable 

equivalence between certain strongly coupled quantum field theories and weakly coupled gravity 

theories in a negatively curved Anti-de Sitter (AdS) spacetime with one extra dimension. In a 

series of papers that started with (Phys.Rev.Lett. 106 (2011) 191601, 196 citations; Phys.Rev. 

D84 (2011) 026010, 202 citations), Ben Craps and collaborators made use of holography to study 

the behavior of strongly coupled quantum systems when taken out of equilibrium and then allowed 

to thermalize. We have found that in these models thermalization happens very fast (which is 

encouraging from the point of view of heavy ion collisions) and short-wavelength modes thermalize 

first. Our HEP@VUB group wrote pioneering papers on the effects of confinement (JHEP 1402 

(2014) 120, 27 citations; Phys.Rev. D90 (2014) no.8, 086004, 17 citations; JHEP 1512 (2015) 
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116, 6 citations) and inhomogeneities (Phys.Rev.Lett. 111 (2013) 231602, 29 citations; JHEP 1310 

(2013) 082, 26 citations) in far-from-equilibrium holography. The thermalization of spectral 

functions (JHEP 1304 (2013) 069, 46 citations; JHEP 1410 (2014) 172, 5 citations) may lead to 

links with condensed matter physics. Further links with condensed matter theory, in particular with 

charge density waves, superfluids and superconductors, were studied in a series of papers by H. 

Zhang (including Phys.Rev.Lett. 113 (2014) 091602, 33 citations). 

In a recent series of papers, we have introduced an analytic approach for studying whether AdS is 

nonlinearly stable to arbitrarily small perturbations. Numerical work from 2011 suggested that 

spherically symmetric scalar field perturbations of arbitrarily small amplitude could lead to black 

hole formation in global AdS, often after many reflections from the AdS boundary, and secular 

growth in weakly nonlinear perturbation theory was identified to be responsible for the onset of 

energy transfer to short-wavelength modes. It was later observed, however, that other initial 

profiles do not lead to collapse. We have resummed the secular terms that invalidate naive 

perturbation theory, leading to equations describing the energy flow between modes. Key results 

include, among others, the absence of most secular terms (JHEP 1410 (2014) 48, 45 citations) and 

the construction of three conserved charges of the flow equations (JHEP 1501 (2015) 108, 37 

citations). 

 Cosmology. In the year 2013 the Planck experiment released the data relevant for constraining 

cosmological scenarios including the dark matter and dark energy components. L. Lopez Honorez 

has been involved in providing new analyses using CMB experiments results (1) on the dark matter 

annihilation cross-section and life-time including for the first time realistic halo models from N-body 

simulations (JCAP 1307 (2013) 046, 47 citations & JCAP 1402 (2014) 017, 27 citations), and (2) on 

coupled dark matter-dark energy models (Phys.Rev. D88 (2013) 2, 023531, 60 citations). In 

addition, she has shown that the scalar nature of certain dark matter candidates could be of 

particular interest for dark matter searches (JHEP 1506 (2015) 154, 10 citations and JCAP 1602 

(2016) no.02, 002, 12 citations) and has determined imprints of dark matter on future 

cosmological probes such as the 21cm line signal (JCAP 1608 (2016) no.08, 004, 2 citations). In a 

series of papers (including JCAP 1208 (2012) 024, 83 citations and CQG 31 (2014) 015022, 49 

citations), A. Koshelev and collaborators have constructed string-field-theory-inspired nonlocal 

gravity models and applied them to various cosmological questions. 

 

New directions: 

The SoLid experiment based at SCK-CEN (Mol, Belgium) near the BR2 nuclear reactor studies very short 

baseline neutrino oscillations. The aim is to zoom in into the so-called reactor anomaly observed by other 

experiments for neutrino oscillations at very short distances. A novel technique was tested successfully on 

a proto-type setup, and in 2015 deployed in a larger detector placed between 5 meter and 10 meter from 

the reactor core. Together with a very dense and homogeneous reactor core this is unique worldwide. As a 

technical breakthrough we managed to collect in early 2015 the first rounds of reactor-on and reactor-off 

data. Early 2017 we will install the full-scale detector, and after 2-3 years of data taking we expect to 

either exclude or confirm the reactor anomaly. At the VUB the project is led by Petra Van Mulders (FWO 

post-doc and 3-year 10% professor), who is responsible in the collaboration for the estimation of all 

background contributions and acts as the resources manager. One of her postdocs takes the leadership 

and coordination role in the oscillation analysis itself. The first journal papers from this experiment will 

appear soon. After numerous conference contributions (e.g. ICHEP, IEEE and Neutrino) with preliminary 

results the national and international community attributes great attention to the project. Recently the 4th 

era (since the 1960s) of the BR2 reactor started and will run for at least 10 years. 

The ARA experiment based on the South Pole deploys an innovative radio detection technique in order to 

detect showers of the extremely low flux of very energetic neutrinos beyond the reach of the current 

IceCube observatory. The most energetic cosmic ray particles will be destroyed by interactions with the 

Cosmic Microwave Background radiation on their journey through the Universe. These interactions should 



 

 

 

 

Oproep 2016 tot indiening van een aanvraag tot SRP-verlenging, Bijlage VI. Stramien voor het aanvraagdossier  - 22 / 40 - 

 

be a source of very energetic (GZK) neutrinos and their flux will provide insight in the composition of the 

most energetic cosmic rays. However, on the basis of cosmic ray flux measurements by the Pierre Auger 

Observatory and the Telescope Array, the associated neutrino flux is expected to be extremely low and 

consequently large detector areas are required. The astro-particle physics group of HEP@VUB has taken 

the lead (by Olaf Scholten and Krijn de Vries) to investigate the opportunities using radio detection and 

radar reflection techniques in ice in order to detect a substantial amount of particles in the high-energy 

range which is currently not covered by any detector. In view of this, an initial study of several aspects of 

radio detection of particle showers has been performed by our HEP@VUB team and the results have 

recently been published (Astroparticle Physics 74 (2016) 96). With recent beam tests of prototype 

detectors and the commissioning of the first stations of the Askaryan Radio Array (ARA), initial data are 

now available for analysis.  

The IceCube-Gen2 experiment will be an extension of the current IceCube observatory. Due to the very 

low particle flux at very high energies, extensions of the current detector volume and even new detection 

techniques have to be investigated. Our VUB team has taken the lead in both the feasibility studies of 

InIce self-veto procedures (by Simona Toscano and Nick van Eijndhoven) for the high-energy upgrade of 

the IceCube observatory as well as in the development of radio detection techniques (by Olaf Scholten and 

Krijn de Vries), as indicated above. The former studies are performed in order to reduce the energy 

threshold for the identification of cosmic neutrinos in the existing IceCube detector as well as to provide a 

clean environment for the event selection in the foreseen IceCube-Gen2 configuration. This will increase 

the efficiency for the detection of cosmic neutrinos and might also enable a hybrid InIce-radio analysis 

which could reduce the energy threshold for the radio detection. The radio detection techniques will allow 

an expansion of the current IceCube detector area by about two orders of magnitude, which is required to 

obtain sufficient event statistics at these high energies. It is the intention that the above-mentioned ARA 

experiment will become a radio component of the future IceCube-Gen2 observatory. 

The Square Kilometer Array is an expansive radio telescope array for which construction will start in 

2020. The low frequency component will be built in Australia and consists, like the LOFAR low-band 

antennas, of omni-directional receivers suitable for radio detection of air showers. Together with scientists 

from Germany, the UK, the Netherlands, and other countries we have formed a High Energy Cosmic 

Particle Focus Group that explores the possibility of detecting atmospheric air showers and particle 

cascades in the lunar surface with the SKA, building on the experience with LOFAR and other 

observatories. The SKA design team is currently considering engineering change proposals that will make 

it possible to install a particle triggering array and signal buffering capability for individual antennas. The 

high-energy astrophysics group in HEP@VUB is one of the driving forces of this effort.     

 

b. External funding 

Copied from Section 6 in the Application for Renewal (i.e. page 9-11 of this document) 

 

In the period 2013-2016 we obtained or had running projects for a total of 16.5M euro of external 

funds, as well as obtained 7 doctoral and 8 postdoctoral mandates directly from funding 

agencies (equivalent with an additional about 2.7M euro). The annual 0.26M euro SRP funds, or 1.3M 

euro total fund over 5-year, have been used mainly to continue initiating our phenomenological work and as 

seed-budget for additional research in HEP@VUB. Recently we have been able to consolidate these 

investments with the hiring of a first faculty member in phenomenology. With 74 candidates applying we 

had a very strong short list including for example an ERC grant holder. A selection of key budgets provided 

to HEP@VUB members is mentioned below. Although in several cases we are the promoter of interuniversity 

projects, only budgets provided to the VUB part of the projects are quoted. Not mention are the VUB-

internal budgets we received. 

 

Jointly HEP@VUB is partner in the IUAP Fundamental Interactions 

A total budget for pre-doc and post-doc hirings: 500k euro (total of 5 years, 2013-2017) 
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Funding obtained for the Phenomenology group 

2 FWO 4-year PhD mandates (including a total bench fee of 30k euro) 

1 FWO 1-year Pegasus postdoc mandate (including a total bench fee of 4k euro) 

 

Funding obtained for the CMS experiment 

Big Science program (2013-2017): 1950k euro (total of 5 years, 2013-2017) 

Hercules equipment for the CMS Tracker Upgrade (2016-2020): 5190k euro (2016-2020) 

4 FWO 4-year projects: 1120k euro personnel, 316k euro running budget (total budgets of projects) 

Odysseus 2 (Freya Blekman): 867k euro (2011-2015) 

Odysseus 2 (Steven Lowette): 763k euro (2013-2017) 

4 FWO 3-year post-doc mandates (including a total bench fee of 48k euro) 

1 FWO 4-year PhD mandate (including a total bench fee of 15k euro) 

 

Funding obtained for the SoLid experiment 

2 FWO 4-year projects: 420k euro personnel, 15k euro running budget (total budgets of projects) 

Hercules funding of 50k euro equipment (quoted VUB part only in a UA-UGent-VUB consortium) 

 

Funding obtained for the IceCube, ARA and Auger experiment 

Big Science program (2013-2017): 366k euro (total of 5 years, 2013-2017) 

2 FWO 4-year projects: 320k euro personnel, 60k euro running budget (total budgets of projects) 

Odysseus 1 (Nick Van Eijndhoven): 2000k euro (2009-2014) 

1 FWO 3-year post-doc mandate (including a total bench fee of 12k euro) 

 

Funding obtained for the LOFAR observatory and the AARG research group 

ERC Starting Grant (Stijn Buitink): 1500k euro (5 years, 2015-2020) 

1 FWO 3-year post-doc mandate (including a total bench fee of 12k euro) 

 

Funding obtained for theoretical high-energy physics research 

2 FWO 4-year projects: 480k euro personnel, 80k euro running budget (total budget of projects) 

5 FWO 4-year PhD mandates (including a total bench fee of 45k euro) 

6 FWO postdoc mandates (a total of 21 person years, including a total bench fee of 84k euro) 

Joint Groningen-VUB PhD position: 4 person years, of which two will be spent at the VUB 

Solvay Institutes funding for PhD position: 2 person years 

 

Some of the additional obtained external funding for networks 

COSPA network funded by FWO (12k euro per year for the network) and FNRS: funding for organizing 

scientific meetings on cosmoparticle physics. 

EU COST network “MPNS COST Action MP1210: The String Theory Universe”, 

http://www.cost.eu/COST_Actions/mpns/Actions/MP1210: provides ad hoc travel funding for young 

scientists in our group and organizes regularly high level scientific meetings on topics closely related to our 

research interests. Budget for the network: 128k euro per year. 

ESF HoloGrav network, http://www.fc.up.pt/cfp/HoloGrav/: encourages and promotes research in 

gauge/gravity duality, including its applications across particle, nuclear, condensed matter and gravitational 

physics. The network supports staff and student exchanges, workshops, conferences and summer schools. 

Budget for the network: 134k euro per year. 

 

ERC funding requested by HEP@VUB researchers: 

 Stijn Buitink (group leader): obtained an ERC starting grant 

http://www.cost.eu/COST_Actions/mpns/Actions/MP1210
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 Petra Van Mulders (FWO post-doc, and 3-year 10% ZAP, Collider Physics): applied for an ERC 

starting grant (reached the interview stage, not selected) 

 Laura Lopez Honorez (FWO post-doc, and 3-year 10% ZAP, Theoretical Physics): applied for an 

ERC starting grant (not selected) 

 Alexey Koshelev (FWO post-doc, Theoretical Physics): applied for an ERC consolidator grant (not 

selected) 

 Alberto Mariotti (FWO post-doc, Theoretical Physics): applied for an ERC starting grant (not 

selected) 

 Ben Craps (group leader): applied for an ERC advanced grant (result not yet known) 

 

Future plans: In the Odysseus program we had in addition to the three successful candidates, six other 

candidates applying (of which one Odysseus-I position was approved but finally not taken by the candidate 

due to a competing offer in Germany, and one Odysseus-II was selected by the Odysseus jury but not 

funded by the university because of budget constraints). In the future the HEP@VUB staff members will 

continue to apply and to seek outstanding internal and external candidates to apply through these national 

and international channels. Several faculty members and researchers in HEP@VUB have indeed very 

concrete plans to apply soon for ERC grants. 

 

c. International mobility 

 

Because of the international character of our research the HEP@VUB group leaders as well as all other 

members of HEP@VUB spend in general a significant fraction of their time at laboratories and institutions 

abroad. Group leaders finance this mobility on their research grants external to the SRP budget. 

 

Jorgen D’Hondt: In his role as Chairperson of the CMS Collaboration Board, as well as national delegate in 

RECFA and as member of other boards, Jorgen D’Hondt will typically have one or two travels abroad per 

week. This allows him to participate in several management meetings and discussions of the CMS 

Collaboration with more than 4000 members, to act on the policy making and advisory level worldwide and 

to interact with CMS team leaders from more than 200 institutions. 

 

Ben Craps: In the period 2013-2016, the international mobility of Ben Craps included several extended 

stays (including Visiting Professor at École Normale Supérieure, Paris, France, 1-31 May 2014, and the 

Nordita program on “Black Holes and Emergent Spacetime’’, Stockholm, Sweden, 7-21 August 2016), 10 

invited conference talks, 11 invited seminars or colloquia, an invited lecture series as well as other 

conferences and collaboration visits. 

 

Nick van Eijndhoven: In view of his role as Belgian representative in the HEP board of the European 

Physical Society, co-PI for the Belgian groups in IceCube, membership of international committees and 

various invitations to conferences, Nick van Eijndhoven spends a considerable fraction of his time abroad. 

However, this obviously is limited by his commitments at the home institute. On average in the period 

2013-2016 Nick van Eijndhoven spent about 10% of his time abroad. 

 

Only about 20% of our PhD students obtained their Master degree at the VUB, another 20% at another 

Belgian university and finally the remaining 60% obtained their Master degree abroad. Less than 10% of 

our postdocs did obtain a PhD at the VUB. 

 

In the period 2013-2016, only for researchers in the phenomenological team was the mobility financed from 

the SRP budget. The SRP management has agreed on a general policy for our non-tenured researchers 

concerning mobility budgets. Those researchers with an individual FWO grant use their FWO bench fee, 

while those without an FWO grant are provided a budget equal to the FWO bench fee. This comes with the 
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agreement that for each trip and whenever applicable the individual researcher will explore the 

opportunities at the FWO, VUB, doctoral school, Erasmus, etc. We are typically very successful in these 

applications. Our policy is that PhD students will in general participate in at least two international schools in 

high-energy physics. 

 

For the experimental groups mobility is intrinsic in the research program because the instrument is installed 

elsewhere. Our researchers within the CMS Collaboration will typically participate several weeks per year at 

CERN and work on detector related operations. Several of our IceCube researchers spent an extended time 

period at the South Pole. Our researchers typically participate in some of the international collaboration 

weeks of the CMS, SoLid, IceCube and LOFAR collaborations. The above costs related to the participating in 

large international experiments are covered by the research budgets of the corresponding group. Budgets 

for the operational travels are foreseen within the FWO Big Science program. On these same budgets, 

dedicated apartments have been rented since the 1980s for accommodation around CERN. 

 

As mentioned above, the HEP@VUB project embeds a dedicated visitors program. This is to enhance 

strongly the incoming mobility to the VUB and to strengthen the international position of the HEP@VUB 

program. Therefore with a modest financial investment our researchers can join and initiate excellent 

projects leading to important journal publications and new insights that stimulate the whole HEP@VUB team 

of currently more than 50 individual researchers. Since the start of the visitors program we have had in 

total more than 25 short to medium term visits. For instance, in the last years, HEP@VUB was visited by 

world leading researchers such as Alejandro Ibarra (Munich, MPI), Giovanni Villadoro (Trieste, ICTP), Adam 

Falkowski (Orsay, LPT), Steven Abel (Durham, IPPP), Michael Spannowsky (Durham, IPPP). These visits 

were very fruitful also for boosting joint projects (Eur. Phys. J. C75 (2015) no.12, 583 with 14 citations; 

JHEP 1608 (2016) 018 with 3 citations). Other aspects of incoming mobility are the Francqui Chairs in 

Belgium. We were the host of the International Francqui Chair 2013-2015, Prof. Francis Halzen, as well as 

the National Francqui Chair 2014, Prof. Antoine Van Proeyen. 

 

Several of the PhD students and postdoctoral fellows who joined our team, have found excellent permanent 

positions, often abroad. Some examples over the last years: Stephanie Beauceron (CNRS researcher at 

IN2P3-Lyon, France), Taejeong Kim (professor at Chonbuk National University, Korea), Stijn Buitink 

(professor at VUB, after postdoc positions at Lawrence Berkeley National Laboratory, VUB and Universiteit 

Nijmegen), Steven Lowette (professor at VUB, after a postdoc at UCSB, USA), Geraldina Golup (staff 

researcher at the Bariloche Atomic Center, Argentina), Jonathan Miller (professor at the University of 

Valparaiso, Chile), Laura Lopez Honorez (faculty ULB), Alberto Mariotti (professor at VUB, after a postdoc at 

Durham, UK), Daniel Thompson (faculty at Swansea, UK) and Hongbao Zhang (faculty at Beijing Normal 

University, China), …  

 

Also several have obtained excellent postdoctoral positions abroad. Some examples: Alice Bernamonti and 

Federico Galli obtained (3+2)-year postdoc positions at Perimeter Institute (Canada), Nele Callebaut a 

postdoc positions at Princeton University and Columbia University (USA), Piotr Surowka a postdoc position 

at Harvard (USA), Alexey Koshelev a 5-year postdoc position in Portugal, Wieland Staessens postdoc 

positions at Mainz (Germany) and Madrid (Spain), Alexis Kalogeropolous a postdoc position at DESY 

(Germany), Rebeca Suarez a postdoc position at the University of Nebraska (USA), Nadjieh Jafari an FNRS 

postdoc position at the UCLouvain (Belgium) and a CERN fellowship, James Keaveney a postdoc position at 

DESY (Germany), … 

 

Examples of mobility of the phenomenological researchers hired on the SRP budget are noted below from a 

PhD student, Karen De Causmaecker (for the full period of her PhD project), and from a post-doctoral 

fellow, Kentarou Mawatari (for the period 2013-2014). 
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Karen De Causmaecker (PhD student, PhD started in October 2011, and defended in August 2016): 

 

1. Research stay; Strasbourg, France; 3 days; 2012 

2. FeynRules Workshop; Mont St-Odile, France; 1 week; 2012 

3. MCnet-LPCC School; CERN, Geneva, Switzerland; 4 days; 2012 

4. International School Cargese, Across the TeV Frontier with the LHC; Cargese, France; 2 weeks; 

2012 

5. Research stay; Strasbourg, France; 1 week; 2012 

6. FeynRules/MadGraph School/Workshop; Natal, Brasil; 2 weeks; 2012 

7. MC4BSM Workshop; DESY, Hamburg, Germany; 3 days; 2013 

8. Theoretical Advanced Study Institute in Elementary Particle Physics (TASI); Boulder, Colorado; 4 

weeks; 2013 

9. Research stay; CERN, Geneva, Switzerland; 6 months; 2013-2014 

10. GDR Terascale Workshop; Paris, France; 3 days; 2014 

11. FeynRules Workshop; Durham, UK; 1 week; 2014 

12. SUSY2014 Conference; Manchester, UK; 1 week; 2014 

13. PSI Zuoz Summerschool; Zuoz, Switzerland; 1 week; 2014 

14. Research stay; CERN, Geneva, Switzerland; 1 week; 2014 

15. MadAnalysis5 Workshop; Grenoble, France; 2 weeks; 2014 

16. MadAnalysis5 Workshop; Grenoble, France; 1 week; 2015 

 

Kentarou Mawatari (post-doctoral researcher, period 2013-2014): 

 

1. Higgs as a Probe of New Physics 2013 / seminar / KEK Phenomenology meeting 2013; Toyama / 

Kobe / Tsukuba (Japan); 1 month; 2013 

2. MC4BSM Workshop; DESY, Hamburg, Germany; 5 days; 2013 

3. Seminar and research stay; Gothenburg, Sweden; 4 days; 2013 

4. Seminar; Bonn Germany; 2 days; 2013 

5. Kavli IPMU School on the Future of Collider Physics / Toyama ILC summer camp / Yukawa Institute 

PPP2013 / seminar; Kashiwa / Toyama / Kyoto / Osaka (Japan); 1 month; 2013 

6. SUSY2013 Conference; Trieste, Italy; 1 week; 2013 

7. HEFT2013 / Higgs couplings 2013; Geneva (Switzerland) / Freiburg (Germany); 1 week; 2013 

8. SM@LHC2014; Madrid, Spain; 1 week; 2014 

9. Research stay; Heidelberg, Germany; 1 week; 2014 

10. MC4BSM2014 / seminar and research stay / seminar and research stay; Daejeon / Seoul / Suwon 

(Korea); 2 weeks; 2014 

11. VBF Workshop; Warwick, UK; 1 day; 2014 

12. FeynRules Workshop / SUSY2014; Durham / Manchester (UK); 2 weeks; 2014 

13. CKM2014; Vienna, Austria; 1 week; 2014 

14. Higgs couplings 2014; Torino, Italy; 1 week; 2014 

15. ERC Meeting; Geneva, Switzerland; 3 days; 2014 

16. FCC-ee (TLEP) Physics Workshop; Paris, France; 3 days; 2014 

17. ILC Workshop; Grenoble, France; 3 days; 2014 

 

Conference, workshop and school organization: 

Members of HEP@VUB take part in the organization of national and international conferences, workshops 

and schools. Ben Craps is an organizer of the yearly Amsterdam-Brussels-Geneva-Paris 9-week doctoral 

school on “Quantum Field Theory, Strings and Gravity” for first-year PhD students, and of the yearly 

Solvay/APC/PI workshop on “Cosmological Frontiers in Fundamental Physics”. Alexander Sevrin is an 

organizer of the yearly CERN Winter School on Supergravity, Strings, and Gauge Theory. Ben Craps and 
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Alexander Sevrin were organizers of “The String Theory Universe; 21st European string workshop”, Leuven, 

Belgium (September 2015). Daniel Thompson was an organizer of the Simons workshop on “Generalized 

Geometry and T-dualities”, Stony Brook, USA (May 2016). Hongbao Zhang was an organizer of the 

International Workshop on condensed matter physics and AdS/CFT, University of Tokyo, Japan (May 2015) 

and of a workshop on “Numerical Relativity and Holography”, Santiago de Compostela, Spain (June 2016). 

Nick van Eijndhoven is coordinator of the neutrino section within the Science Program Committee of the 

International Cosmic Ray Conferences. As the Belgian representative in the High-Energy Physics board of 

the European Physical Society he is also involved in defining the program and organization of the related 

EPS conferences. Olaf Scholten is the chair of the 2016 issue of the international ARENA conference in 

Groningen, The Netherlands (June 2016). Jorgen D’Hondt is a permanent member in the International 

Advisory Board of the series of International Top Quark workshops. In his mandate as Chairperson of the 

CMS Collaboration Board, he also takes part in the organization and/or advisory boards of several schools 

and workshops, and is member of several research steering boards. He was the main co-organizer of the 

CERN School of Computing in Belgium (Aug-Sept 2016). Steven Lowette is coordinating for the VUB the 

annual international Netherlands-Belgium-Germany school on particle physics with typically around 50 

participating PhD students. Freya Blekman was the co-organiser of the "Physics Beyond Precision workshop" 

at CERN, a workshop focusing on BSM sensitivity in Top and SM physics at the Future Circular Collider (Febr 

2016). Petra Van Mulders organized the international SoLid collaboration days in Brussels in September 

2014 and February 2016. 

 

Key international representations: 

Jorgen D’Hondt represents Belgium in the Restricted European Committee for Future Accelerators (RECFA) 

and until recently also in the International Particle Physics Outreach Group (IPPOG). He is the chairperson of 

the International Scientific Advisory Panel of the Institute of Physics at the University of Amsterdam. Jorgen 

D’Hondt is the FWO delegate in the International Oversight Funding Group of the IceCube experiment 

organized by the NSF (USA). Alexander Sevrin is Deputy Director and Scientific Secretary and Ben Craps is 

Assistant to the Director of the International Solvay Institutes for Physics and Chemistry. Alexander Sevrin 

is national coordinator of the EU COST network “MPNS COST Action MP1210: The String Theory Universe”, 

http://www.cost.eu/COST_Actions/mpns/Actions/MP1210. Nick van Eijndhoven is the Belgian representative 

in the High-Energy Physics board of the European Physical Society. He also acts as Adviser for the National 

Research Foundation (NRF) of South Africa. Catherine De Clercq is the FWO representative in the ApPEC 

General Assembly as well as the FWO representative in the CERN Resources Review Board. In 2014 

Alexander Sevrin was elected a member of the International Union of Pure and Applied Physics (IUPAP). 

 

d. Progress made 

 

The original goals of the HEP@VUB program were to bring together various physics disciplines at the VUB in 

a united effort to study the key fundamental questions in high-energy physics. The understanding and 

search for supersymmetry was highlighted in the original proposal as a first topic around which this cross-

group research can be initiated. From the organisational point of view the main aim was to establish an 

additional research team on phenomenological studies that connects scientifically the existing groups in 

collider physics, astro-particle physics and theoretical physics, and makes them stronger to address the 

above-mentioned fundamental questions. 

 

The phenomenology team has now been established, with since the start of the project in total 5 post-

doctoral researchers (of whom 2 obtained a temporary 10% faculty position) and 3 PhD students. Two PhD 

students graduated successfully in the phenomenology research. This academic year, a new tenure-track 

professor has been hired (Alberto Mariotti) in this research area to consolidate the work and investment, 

and to further strengthen the applications for additional external funding for phenomenological research. 

This is a milestone in the evolution of our HEP@VUB project. 

http://www.cost.eu/COST_Actions/mpns/Actions/MP1210
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Having consolidated the phenomenological team, we have extended our scope by including high-energy 

astrophysics. It is considered rare in the field of high-energy physics to establish a research centre that 

incorporates about 50 researchers in: theoretical physics, astro-particle physics, High-Energy Astrophysics, 

phenomenology, neutrino physics, and collider physics. The HEP@VUB budget was adequate to create the 

phenomenology team, and will in the future be essential to guarantee the sustainability of our knowledge 

and skills. High-energy physics projects run over long periods beyond the typical timescale of regular 

research projects. With the HEP@VUB budget we will continue to be able to make bridges between research 

projects as well as continue to be able to react timely on new developments in the very dynamic and 

international field of high-energy physics. 

 

We are convinced that the phenomenological research in HEP@VUB has evolved successfully on a solid and 

diverse platform of experimental and theoretical research. This has opened novel possibilities not only for 

the phenomenological research, but also for the established theoretical and experimental groups. Several 

aspects of our research would not have been possible without the direct or indirect crosstalk between the 

phenomenological, theoretical and experimental researchers. Some examples are highlighted below with 

links to the publication list further on. 

 

 In Gauge Mediated Supersymmetry models we have investigated together the possible excess 

observed by the CMS experiment in multi-lepton channels ([1] a clear 

experimental/phenomenological/theoretical collaboration) and have studied the phenomenology in 

light of the 125 GeV Higgs discovery ([2] a theoretical/phenomenological collaboration). 

 Currently new Dark Matter models are being investigated between experimental and 

phenomenological groups. Simplified models for SIMPs are defined for the new 13 TeV LHC run ([3] 

a clear experimental/phenomenological collaboration) as well as novel models in the top quarks 

sector involving flavour changing dark matter couplings (a further experimental/phenomenological 

collaboration [4]). Moreover, members of both the pheno team and the CMS group have 

contributed to the recent document about Dark Matter searches at LHC [5]. 

 A direct collaboration between phenomenological and experimental researchers made possible a 

novel interpretation of four-top quark searches at the LHC in supersymmetric models with top-

philic gluons [6]. 

 For the development of new numerical tools it is important to collaborate between theoretical, 

phenomenological and experimental researchers. A clear example emerged from our HEP@VUB 

team in collaboration with international partners [7]. 

 In a recent collaboration between the pheno group and the IceCube group it has been proposed for 

the first time that obscured Active Galactic Nuclei are the astrophysical sources responsible for the 

observed high energy cosmic neutrino flux [8]. 

 

New research directions have been explored. Members of HEP@VUB have joined and initiated the SoLid 

experiment at SCK-CEN in Mol (Belgium) on very short baseline neutrino oscillations, we established a joint 

project with the Auger experiment on high energetic-cosmic rays (Argentina) and initiated our involvement 

in SKA (Australia and South Africa). 

 

The full HEP@VUB realized about 750 publications since the start of 2012 (the year of 

application). Since 2012, the phenomenology group has pursued excellent research activity in 

beyond standard model physics and collider physics. The group has published 36 papers in peer-

reviewed international journals as well as 14 preprints and proceedings, collecting in total 

around 920 citations. Data from SPIRES on November 4, 2016: 

 

Papers Published in international peer reviewed journals 
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Cornering diphoton resonance models at the LHC 

M. Backović, S. Kulkarni, A. Mariotti, E. M. Sessolo and M. Spannowsky 

JHEP 1608 (2016) 018 

3 citations 

 

Characterising the 750 GeV diphoton excess 

J. Bernon, A. Goudelis, S. Kraml, K. Mawatari and D. Sengupta 

JHEP 1605 (2016) 128 

25 citations 

 

Diphoton excess in phenomenological spin-2 resonance scenarios 

A. Martini, K. Mawatari and D. Sengupta 

Phys. Rev. D 93 (2016) no.7, 075011 

33 citations 

 

Di-photon excess illuminates Dark Matter 

M. Backovic, A. Mariotti and D. Redigolo 

JHEP 1603 (2016) 157 

202 citations 

 

[4] Signatures of top flavour-changing dark matter 

J. D'Hondt, A. Mariotti, K. Mawatari, S. Moortgat, P. Tziveloglou and G. Van Onsem 

JHEP 1603 (2016) 060 

4 citations 

 

General squark flavour mixing: constraints, phenomenology and benchmarks 

K. De Causmaecker, B. Fuks, B. Herrmann, F. Mahmoudi, B. O'Leary, W. Porod, S. Sekmen and N. Strobbe 

JHEP 1511 (2015) 125 

6 citations 

 

Rosetta: an operator basis translator for Standard Model effective field theory 

A. Falkowski, B. Fuks, K. Mawatari, K. Mimasu, F. Riva and V. Sanz 

Eur.Phys. J. C 75 (2015) no.12, 583 

14 citations 

 

Higher-order QCD predictions for dark matter production at the LHC in simplified models with s channel 

mediators 

M. Backović, M. Krämer, F. Maltoni, A. Martini, K. Mawatari and M. Pellen 

Eur. Phys. J. C 75 (2015) no.10, 482 

17 citations 

 

Z-peaked excess in goldstini scenarios 

S. P. Liew, A. Mariotti, K. Mawatari, K. Sakurai and M. Vereecken 

Phys.Lett.B 750 (2015) 539 

10 citations 

 

Singlet-Doublet Model: Dark matter searches and LHC constraints 

L. Calibbi, A. Mariotti and P. Tziveloglou 

JHEP 1510 (2015) 116 

21 citations 
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Signs of Tops from Highly Mixed Stops 

M. Backović, A. Mariotti and M. Spannowsky 

JHEP 1506 (2015) 122 

13 citations 

 

Higgs production in association with a single top quark at the LHC 

F. Demartin, F. Maltoni, K. Mawatari and M. Zaro 

Eur. Phys. J. C 75 (2015) no.6, 267 

35 citations 

 

Search for Kaluza-Klein gravitons in extra dimension models via forward detectors at the LHC 

G. C. Cho, T. Kono, K. Mawatari and K. Yamashita 

Phys. Rev. D 91 (2015) no.11, 115015 

2 citations 

 

Signals of a superlight gravitino at the LHC 

F. Maltoni, A. Martini, K. Mawatari and B. Oexl 

JHEP 1504 (2015) 021 

4 citations 

 

[6] Probing top-philic sgluons with LHC Run I data 

L. Beck, F. Blekman, D. Dobur, B. Fuks, J. Keaveney and K. Mawatari 

Phys. Lett. B 746 (2015) 48 

7 citations 

 

[3] Simplified SIMPs and the LHC 

N. Daci, I. De Bruyn, S. Lowette, M. H. G. Tytgat and B. Zaldivar 

JHEP 1511 (2015) 108 

3 citations 

 

Higgs characterisation at NLO in QCD: CP properties of the top-quark Yukawa interaction 

F. Demartin, F. Maltoni, K. Mawatari, B. Page and M. Zaro 

Eur.Phys.J.C 74 (2014) no.9, 3065 

47 citations 

 

Dirac Gauginos in Low Scale Supersymmetry Breaking 

M. D. Goodsell and P. Tziveloglou 

Nucl. Phys. B 889 (2014) 650 

18 citations 

 

Automated third generation squark production to next-to-leading order 

D. Goncalves, D. Lopez-Val, K. Mawatari and T. Plehn 

Phys. Rev. D 90 (2014) no.7, 075007 

13 citations 

 

Monophoton signals in light gravitino production at e+e- colliders 

K. Mawatari and B. Oexl 

Eur. Phys. J. C 74 (2014) no.6, 2909 

4 citations 
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Flavour models with Dirac and fake gluinos 

E. Dudas, M. Goodsell, L. Heurtier and P. Tziveloglou 

Nucl. Phys. B 884 (2014) 632 

30 citations 

 

Multiphoton signatures of goldstini at the LHC 

G. Ferretti, A. Mariotti, K. Mawatari and C. Petersson 

JHEP 1404 (2014) 126 

13 citations 

 

Higgs characterisation via vector-boson fusion and associated production: NLO and parton-shower effects   

F. Maltoni, K. Mawatari and M. Zaro 

Eur. Phys. J. C 74 (2014) no.1, 2710 

31 citations 

 

[1] Multilepton signals of gauge mediated supersymmetry breaking at the LHC 

J. D'Hondt, K. De Causmaecker, B. Fuks, A. Mariotti, K. Mawatari, C. Petersson and D. Redigolo 

Phys. Lett. B 731 (2014) 7 

11 citations 

 

Simulating spin-3/2 particles at colliders 

N. D. Christensen et al. 

Eur. Phys. J. C 73 (2013) no.10, 2580 

21 citations 

 

A framework for Higgs characterisation 

P. Artoisenet et al. 

JHEP 1311 (2013) 043 

89 citations 

 

[2] Phenomenology of General Gauge Mediation in light of a 125 GeV Higgs 

P. Grajek, A. Mariotti and D. Redigolo 

JHEP 1307 (2013) 109 

29 citations 

 

Looking for leptogluons 

D. Goncalves-Netto, D. Lopez-Val, K. Mawatari, I. Wigmore and T. Plehn 

Phys. Rev. D 87 (2013) 094023 

12 citations 

 

[7] Automated mass spectrum generation for new physics 

A. Alloul, J. D'Hondt, K. De Causmaecker, B. Fuks and M. Rausch de Traubenberg 

Eur. Phys. J. C 73 (2013) no.2, 2325 

21 citations 

 

Negative Refractive Index in Hydrodynamical Systems 

A. Amariti, D. Forcella and A. Mariotti 

JHEP 1301 (2013) 105 

13 citations 
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TauDecay: a library to simulate polarized tau decays via FeynRules and MadGraph5 

K. Hagiwara, T. Li, K. Mawatari and J. Nakamura 

Eur. Phys. J. C 73 (2013) 2489 

11 citations 

 

Higgs Quantum Numbers in Weak Boson Fusion 

C. Englert, D. Goncalves-Netto, K. Mawatari and T. Plehn 

JHEP 1301 (2013) 148 

62 citations 

 

Field Theory Interpretation of N=2 Stringy Instantons 

R. Argurio, D. Forcella, A. Mariotti, D. Musso and C. Petersson 

JHEP 1302 (2013) 002 

5 citations 

 

Automated Squark and Gluino Production to Next-to-Leading Order 

D. Gonçalves-Netto, D. López-Val, K. Mawatari, T. Plehn and I. Wigmore 

Phys. Rev. D 87 (2013) no.1, 014002 

39 citations 

 

Light Gravitino Production in Association with Gluinos at the LHC 

P. de Aquino, F. Maltoni, K. Mawatari and B. Oexl 

JHEP 1210 (2012) 008 

14 citations 

 

Sgluon Pair Production to Next-to-Leading Order 

D. Goncalves-Netto, D. Lopez-Val, K. Mawatari, T. Plehn and I. Wigmore 

Phys. Rev. D 85 (2012) 114024 

45 citations 

 

Integrability on the Master Space 

A. Amariti, D. Forcella and A. Mariotti 

JHEP 1206 (2012) 053 

7 citations 

 

Soft Spectrum in Yukawa-Gauge Mediation 

F. Galli and A. Mariotti 

JHEP 1206 (2012) 055 

4 citations 

 

Preprints and proceedings 

Handbook of LHC Higgs Cross Sections: 4. Deciphering the Nature of the Higgs Sector 

D. de Florian et al. [LHC Higgs Cross Section Working Group Collaboration] 

arXiv:1610.07922 [hep-ph] 

 

An MCMC Study of General Squark Flavour Mixing in the MSSM 

B. Herrmann, K. De Causmaecker, B. Fuks, F. Mahmoudi, B. O'Leary, W. Porod, S. Sekmen and N. Strobbe 

PoS EPS HEP2015 (2015) 576 
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Signs of Tops from Highly Mixed Stops 

A. Mariotti, M. Backovic and M. Spannowsky 

PoS PLANCK 2015 (2015) 080 

 

[5] Dark Matter Benchmark Models for Early LHC Run-2 Searches: Report of the ATLAS/CMS Dark Matter 

Forum 

D. Abercrombie et al. 

102 citations 

 

Higgs characterisation: NLO and parton-shower effects 

F. Demartin, E. Vryonidou, K. Mawatari and M. Zaro 

arXiv:1505.07081 [hep-ph] 

 

Characterising a Higgs-like resonance at the LHC 

P. de Aquino and K. Mawatari 

arXiv:1307.5607 [hep-ph] 

 

Handbook of LHC Higgs Cross Sections: 3. Higgs Properties 

S. Heinemeyer et al. [LHC Higgs Cross Section Working Group Collaboration] 

doi:10.5170/CERN-2013-004 

782 citations 

 

MadGolem: automating NLO calculations for New Physics 

D. Lopez-Val, D. Goncalves-Netto, T. Plehn, K. Mawatari and I. Wigmore 

PoS LL 2012 (2012) 048 

 

MadGolem: automated NLO predictions for Beyond-the-Standard Model searches 

D. Lopez-Val, D. Goncalves-Netto, T. Plehn, I. Wigmore and K. Mawatari 

PoS CHARGED 2012 (2012) 025 

 

Electroweak Higgs boson production in the standard model effective field theory beyond leading order in 

QCD 

C. Degrande, B. Fuks, K. Mawatari, K. Mimasu and V. Sanz, 

arXiv:1609.04833 

Submitted 

   

tWH associated production at the LHC 

F. Demartin, B. Maier, F. Maltoni, K. Mawatari and M. Zaro, 

arXiv:1607.05862 

Submitted 

 

A comprehensive approach to dark matter studies: exploration of simplified top-philic models 

C. Arina et al., 

arXiv:1605.09242 

Submitted 

 

[8] Obscured flat spectrum radio AGN as sources of high-energy neutrinos 

G. Maggi et al. 

arXiv:1608.00028 [astro-ph.HE] 

Submitted 
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Several of our non-tenured members have obtained national and international recognition; examples are 

best thesis prizes, best presentation prizes, top-level positions in our scientific community, etc. Some 

examples are listed below. Awards for the tenured HEP@VUB members are noted in Section (e) of this 

report, as well as in the short CVs of the group leaders. 

 

 Saskia Demulder – received the Robert Brout Award (2015), the Prize of the Belgian Physical 

Society (2016) and the Solvay Award for her Master thesis “Integrability in the AdS/CFT 

correspondence” 

 Sibylle Driezen – received the Prize of the Belgian Physical Society (2016) for her Master Thesis “T-

dualiteit en N = (4,4) supersymmetrie op het wereldvlak”  

 Federico Galli – received the Solvay Award (2014) for his PhD Thesis “Applications of the AdS/CFT 

correspondence to non-equilibrium physics at strong coupling” 

 Jonathan Lindgren – received the John Ericsson medal 2014 (awarded to the top 6 out of the 750 

civil engineering students who graduated during year 2013 at Chalmers University of Technology) 

 Annik Olbrechts – second prize for best poster presentation at the TOP2013 conference (Sept 

2013, Durbach, Germany), “Measurement of the W polarization in ttbar production in lepton+jets 

events at 7 TeV” (2013) 

 Jan Kunnen – second prize for best poster presentation at the Belgian Physics Society meeting 

“Search for Dark Matter in our Solar System with IceCube” (2012) 

 Abideh Jafari (joint PhD VUB and IPM in Tehran, Iran) won the prestigious "Ali-Mohammadi Prize" 

for the most outstanding PhD dissertation in Iran (2012) 

 Seth Moortgat – received the Robert Brout Award (2015) 

 Dennis Diederix – received the Prize of the Belgian Physical Society for his Master thesis “Model 

Independent Search for Neutrinos from Gamma Ray Bursts with the IceCube Detector” (2012) 

 Jan Kunnen – received the prize of the EuroPhysics Journal Best Poster Contest “Searching for 

neutrinos from Dark Matter annihilation in the Earth with the IceCube detector” (2012) 

 Jan Kunnen – received the public award poster prize at the ISAPP Summer School "Search for Dark 

Matter Signatures with the IceCube detector", Paris, France (2012) 

 Lionel Brayeur - received the prize of the EuroPhysics Journal Best Poster Contest “Bayesian 

Approach for low counting experiments applied to a Neutrino Point Source Analysis” (2013) 

 

e. Scientific output 

 

Quantitative overview of the output (since January 1, 2012): 

 Number of finished PhD projects in 2012-2016 (i.e. including the year of application): in total 15 

PhDs defended in HEP@VUB since 2012, namely Alice Bernamonti, Stijn Blyweert, Michael Maes, 

Gerrit Van Onsem, Alexis Kalogeropoulos, Annik Olbrechts, Karen De Causmaecker, Bettina Oexl, 

Dimitri Terryn, Federico Galli, Nele Callebaut, Martin Casier, Jan Kunnen, Lionel Brayeur, Joris 

Vanhoof 

 Number of journal papers in 2012-2016 (i.e. including the year of application) from researchers 

today in HEP@VUB: about 750 peer-reviewed publications with over 47000 citations (together with 

preprints and publications in the reviewing process this becomes a total of above 900 citeable 

papers) 

 The vast majority of these publications appeared in top-level international journals 

 

All publications relate to topics in high-energy physics and as demonstrated in the recent past the collection 

of all insights might lead to novel knowledge and discoveries about the fundamental nature of the smallest 

and largest structures around us. Our HEP@VUB phenomenological work has been essential to integrate 

theoretical and experimental insights into general physics models. Most of our publications are within one 

group which is according to international practices. For example in large experimental collaborations firm 
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rules exist concerning the author lists of publications. Our HEP@VUB cross-group collaborations are not only 

reflected in joint publications, but also materialize in joint discussions towards a global experimental and 

theoretical understanding of the smallest and largest structures in nature. 

 

Most of the publications can be found using the following links. 

 

IceCube collaboration 

http://inspirehep.net/search?ln=en&as=1&m1=o&p1=eijndhoven&f1=&op1=a&m2=o&p2=Brussel&f2=&op

2=a&m3=o&p3=2012+2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0

&of=hb  

 

CMS collaboration 

http://inspirehep.net/search?ln=en&as=1&m1=o&p1=CMS&f1=collaboration&op1=a&m2=o&p2=Vrije+U.&f

2=&op2=a&m3=o&p3=2012+2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=2

5&sc=0&of=hb  

 

Theoretical High-Energy Physics 

http://inspirehep.net/search?p2=IIHE+Mawatari+CMS&p3=2012+2013+2014+2015+2016&p1=Vrije+U+B

russels+Intl+Solvay+Inst+Brussels&jrec=76&op1=n&op2=a&ln=en&as=1&m1=a&m3=o&m2=o 

 

High-Energy Astrophysics 

http://inspirehep.net/search?ln=en&as=1&m1=o&p1=s.buitink.1&f1=author&op1=a&m2=o&p2=Vrije+U.&f

2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=

0&of=hb 

http://inspirehep.net/search?ln=en&as=1&m1=o&p1=g.gentile.4&f1=author&op1=a&m2=o&p2=&f2=&op2

=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb 

http://adsabs.harvard.edu/cgi-bin/nph-

abs_connect?return_req=no_params&author=Blommaert,%20J.%20A.%20D.%20L.&db_key=PRE 

http://inspirehep.net/search?ln=en&as=1&m1=o&p1=D.Vanbeveren.1&f1=author&op1=a&m2=o&p2=&f2=

&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&o

f=hb 

 

Phenomenological High-Energy Physics 

https://inspirehep.net/search?ln=en&ln=en&p=f+a+mariotti%2Ca+or+a+mawatari+or+a+de+causmaecke

r+or+a+tziveloglou+or+a+vereecken+and+aff+Brussels+and+date+after+2011+and+not+t+selectron+a

nd+not+arxiv%3A1211.5609&of=hb&action_search=Search&sf=earliestdate&so=d&rm=&rg=100&sc=0 

 

Publications related to the H1 and DELPHI experiments have appeared as well, as have publications by 

experimentalists outside the context of the large international collaborations. 

 

Qualitative aspects of the output: 

The level and impact of our research illustrated with highlights in the section on “scientific breakthroughs” 

reflects the quality. Our excellent visibility in the international research in High-Energy Physics resulted in a 

series of (typically invited and plenary) talks at conferences and workshops, of which several are published 

into conference proceedings. Below we highlight few of our most important presentations on experimental 

results by our HEP@VUB members. 

 

 Jorgen D’Hondt, “Status of Top Quark Physics”, invited plenary talk presented during the 26th 

Rencontre de Blois, 18-13 May 2014, Blois, France 

http://inspirehep.net/search?ln=en&as=1&m1=o&p1=eijndhoven&f1=&op1=a&m2=o&p2=Brussel&f2=&op2=a&m3=o&p3=2012+2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=eijndhoven&f1=&op1=a&m2=o&p2=Brussel&f2=&op2=a&m3=o&p3=2012+2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=eijndhoven&f1=&op1=a&m2=o&p2=Brussel&f2=&op2=a&m3=o&p3=2012+2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=CMS&f1=collaboration&op1=a&m2=o&p2=Vrije+U.&f2=&op2=a&m3=o&p3=2012+2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=CMS&f1=collaboration&op1=a&m2=o&p2=Vrije+U.&f2=&op2=a&m3=o&p3=2012+2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=CMS&f1=collaboration&op1=a&m2=o&p2=Vrije+U.&f2=&op2=a&m3=o&p3=2012+2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?p2=IIHE+Mawatari+CMS&p3=2012+2013+2014+2015+2016&p1=Vrije+U+Brussels+Intl+Solvay+Inst+Brussels&jrec=76&op1=n&op2=a&ln=en&as=1&m1=a&m3=o&m2=o
http://inspirehep.net/search?p2=IIHE+Mawatari+CMS&p3=2012+2013+2014+2015+2016&p1=Vrije+U+Brussels+Intl+Solvay+Inst+Brussels&jrec=76&op1=n&op2=a&ln=en&as=1&m1=a&m3=o&m2=o
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=s.buitink.1&f1=author&op1=a&m2=o&p2=Vrije+U.&f2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=s.buitink.1&f1=author&op1=a&m2=o&p2=Vrije+U.&f2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=s.buitink.1&f1=author&op1=a&m2=o&p2=Vrije+U.&f2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=g.gentile.4&f1=author&op1=a&m2=o&p2=&f2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=g.gentile.4&f1=author&op1=a&m2=o&p2=&f2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://adsabs.harvard.edu/cgi-bin/nph-abs_connect?return_req=no_params&author=Blommaert,%20J.%20A.%20D.%20L.&db_key=PRE
http://adsabs.harvard.edu/cgi-bin/nph-abs_connect?return_req=no_params&author=Blommaert,%20J.%20A.%20D.%20L.&db_key=PRE
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=D.Vanbeveren.1&f1=author&op1=a&m2=o&p2=&f2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=D.Vanbeveren.1&f1=author&op1=a&m2=o&p2=&f2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
http://inspirehep.net/search?ln=en&as=1&m1=o&p1=D.Vanbeveren.1&f1=author&op1=a&m2=o&p2=&f2=&op2=a&m3=o&p3=2013+2014+2015+2016&f3=&action_search=Search&sf=&so=d&rm=&rg=25&sc=0&of=hb
https://inspirehep.net/search?ln=en&ln=en&p=f+a+mariotti%2Ca+or+a+mawatari+or+a+de+causmaecker+or+a+tziveloglou+or+a+vereecken+and+aff+Brussels+and+date+after+2011+and+not+t+selectron+and+not+arxiv%3A1211.5609&of=hb&action_search=Search&sf=earliestdate&so=d&rm=&rg=100&sc=0
https://inspirehep.net/search?ln=en&ln=en&p=f+a+mariotti%2Ca+or+a+mawatari+or+a+de+causmaecker+or+a+tziveloglou+or+a+vereecken+and+aff+Brussels+and+date+after+2011+and+not+t+selectron+and+not+arxiv%3A1211.5609&of=hb&action_search=Search&sf=earliestdate&so=d&rm=&rg=100&sc=0
https://inspirehep.net/search?ln=en&ln=en&p=f+a+mariotti%2Ca+or+a+mawatari+or+a+de+causmaecker+or+a+tziveloglou+or+a+vereecken+and+aff+Brussels+and+date+after+2011+and+not+t+selectron+and+not+arxiv%3A1211.5609&of=hb&action_search=Search&sf=earliestdate&so=d&rm=&rg=100&sc=0
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 Freya Blekman, “Standard Model measurements and general agreement SM predictions in CMS”, 

invited plenary talk at SEARCH, August-Sept 2016, Oxford, UK 

 Freya Blekman, “Searches for BSM in final states with 3rd Generation Particles”, invited plenary 

talk presented during the 26th Rencontre de Blois, 18-13 May 2014, Blois, France 

 Freya Blekman, “Non-resonant and unusual BSM signatures”, invited plenary talk at EPS-HEPP 

2013, Stockholm, Sweden 

 Petra Van Mulders, “CMS status report”, plenary talk presented during the open session of the 

127th LHCC meeting, Sept 2016, CERN, Geneva (Switzerland)  

 Petra Van Mulders, “Status and recent highlights from CMS”, opening plenary talk of the LHCP2016 

conference, June 2016, Lund University, Lund (Sweden). 

 Petra Van Mulders, “Higgs at the LHC”, opening plenary talk providing a full overview of Higgs 

physics shortly after its discovery at WIN2013, Sept 2013, Natal (Brazil). 

 Steven Lowette, "Accelerator searches for new physics in the context of dark matter", invited 

plenary talk at the 14th International Conference on Topics in Astroparticle and Underground 

Physics (TAUP 2015), September 2015, Torino, Italy 

 

 Nick van Eijndhoven, “The Birth of Neutrino Astronomy”, invited plenary opening talk at the "4th 

Quantum Universe Symposium", Groningen, The Netherlands, April 2014. 

 Olaf Scholten, “From the Earth to the Moon”, invited plenary talk at the “5th International 

Conference on Acoustic and Radio EeV Neutrino Detection Activities (ARENA2014)”, Annapolis MD, 

USA, June 2014. 

 Nick van Eijndhoven, “Exploring the Universe with Neutrinos”, invited plenary review talk at the 

“27th International Lepton-Photon Symposium”, Ljubljana, Slovenia, Aug 2015.  

 Olaf Scholten, “Cosmic rays as probes of atmospheric electric fields”, invited plenary talk at the 

American Geophysical Union, San Francisco CA, USA, Dec 2015. 

 Catherine De Clercq, “IceCube: Cosmic Neutrinos Caught in Ice”, invited highlight talk at the 

Belgian Senate, March 2014. 

 Geraldina Golup, “Latest results from the IceCube Neutrino Telescope”, plenary talk at the “15th 

International conference on Frontier Objects in Astrophysics and Particle Physics (VULCANO2014)”, 

Vulcano Island, Italy, May 2014. 

 Geraldina Golup, “Towards a Joint Analysis of Data from the IceCube Neutrino Telescope, The 

Pierre Auger Observatory and Telescope Array”, plenary talk at the “International conference on 

Ultra-High Energy Cosmic Rays (UHECR2014)”, Springdale (Utah), USA, Oct 2014. 

 Krijn de Vries, “On the radar detection of neutrino induced particle cascades in ice”, plenary talk at 

the “7th International Conference on Acoustic and Radio EeV Neutrino Detection Activities 

(ARENA2016)”, Groningen, The Netherlands, June 2016. 

 Krijn de Vries, "Detecting High-Energy neutrinos with RADAR", plenary talk at the IPA conference, 

Madison WI, USA, May 2015. 

 Simona Toscano, “Neutrino astronomy at the South Pole: latest results from the IceCube neutrino 

observatory and its future development”, plenary talk at the “9th International conference on Ring 

Imaging Cherenkov Detectors (RICH2016)”, Bled, Slovenia, Sept 2016. 

 

 Stijn Buitink, "Radio detection of cosmic rays with LOFAR", invited plenary talk, TeV Particle 

Astrophysics, August 2013, Irvine California, USA 

 Stijn Buitink, "Measuring the cosmic ray mass composition with LOFAR", talk presented at 34th 

International Cosmic Ray Conference, July 2015, The Hague, Netherlands 

 Stijn Buitink, "Cosmic-ray mass composition with LOFAR", invited plenary talk, 7th International 

Conference on Acoustic and Radio EeV Neutrino Detection Activities, June 2016, Groningen, 

Netherlands 
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Additionally, HEP@VUB members provided numerous presentations on experimental results at ICHEP, ICRC, 

ARENA, RICAP, TAUP, EPS-HEPP, LHCP, Moriond, Lepton-Photon, Neutrino, Physics in Collision (PIC), SUSY, 

International Top Quark Workshop,…  In his role as Chairperson of the CMS Collaboration Board, Jorgen 

D’Hondt was invited to present as well at several international workshops and conferences general status 

reports of the CMS experiment. 

 

Based on our theoretical research we have been invited to present our results at several venues. Below we 

present a sample of the most important presentations. 

 

 Ben Craps, “Entwinement in discretely gauged theories”, invited talk at Nordita program on Black 

Holes and Emergent Spacetime, Stockholm, Sweden, 15 August 2016 

 V. Balasubramanian, “Novel forms of entanglement and spacetime geometry”, invited talk at 

Quantum Information in String Theory and Many-body Systems, YITP, Kyoto University, Japan, 24 

June 2016 

 Ben Craps, “AdS (in)stability: an analytic approach and its interplay with numeric”, invited talk at 

Numerical Relativity and Holography, Santiago de Compostela, Spain, 27 June 2016 

 Alexander Sevrin, “Supersymmetry and the Doubled Formalism from a Worldsheet Perspective”, 

invited talk at International Workshop “Generalized Geometry & T-dualities”, Simons Center for 

Geometry and Physics, Stony Brook, New York, 9 -13 May 2016 

 C. Blair, “The SL(2) \times R^+ exceptional field theory and F-theory”, invited talk at Duality and 

Novel Geometry in M-theory, Pohang University of Science and Technology, Pohang, South Korea, 

3 February 2016 

 Ben Craps, “AdS (in)stability: an analytic approach”, invited talk at the String Theory Universe, 

21st European String Workshop and 3rd COST MP1210 Meeting, Leuven, Belgium, 7 September 

2015 

 Hongbao Zhang, “Numerical holography”, invited talk at 2015 International School on Numerical 

Relativity and Gravitational Waves, KISTI & KAIST, Daejeon, Korea, 31 July 2015 

 O. Evnin, “Nonlinear perturbations of AdS spacetime: an analytic approach”, invited talk at Solvay-

Perimeter-APC Workshop on "Cosmological Frontiers in Fundamental Physics", Brussels, Belgium, 

July 2015 

 Alexander Sevrin, “Physics in low dimensions”, invited talk at Workshop “About Various Kinds of 

Interactions”, Mons, Belgium, 4 June 2015 

 Ben Craps, “Holographic thermalization and AdS (in)stability”, invited talk at International 

Workshop on Condensed Matter Physics and AdS/CFT, Kavli IPMU, Kashiwa, Japan, 28 May 2015 

 H. Zhang, “Metal insulator transition by holographic charge density waves”, invited talk at CERN-

CKC TH Institute on Numerical Holography, Geneva, Switzerland, 9 December 2014 

 Ben Craps, “AdS (in)stability, secular term resummation and the renormalization group”, invited 

talk at Holograv 2014, Reykjavik, Iceland, 20 August 2014 

 Koshelev, “What does gravity learn from SFT”, invited talk at String Field Theory and Related 

Aspects VI, SFT 2014, Trieste, Italy, 31 July 2014 

 Ben Craps, “Infalling shells in hard wall models”, invited talk at Workshop on holography, gauge 

theory and black holes, Southampton, UK, 9 April 2014 

 Alexander Sevrin, “Towards a Supersymmetric Doubled Worldsheet Formalism”, invited talk at EU-

Russia-JINR@Dubna Round Table on Theoretical and Experimental Physics after the discovery of 

the Brout-Englert-Higgs boson, Dubna, Russia, 4 March 2014 

 Alexander Sevrin, “A Walk on the Supersymmetric Worldsheet”, invited talk at workshop Aspects of 

Supergravity, Simons Center for Geometry and Physics, Stony Brook, NY, USA, 10 January 2014 

 Ben Craps, “Holographic entanglement entropy”, invited lecture series at Nordic Network meeting 

on Strings, Fields and Branes, Stockholm, Sweden, 8-9 November 2013 
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 Anastasios Taliotis, “QGP in central collisions for sufficiently large energy”, talk at Holography and 

QCD - Recent progress and challenges, Kavli IPMU, Tokyo, Japan, 26 September 2013  

 Ben Craps, “Inhomogeneous Holographic Thermalization”, invited talk at Gauge/Gravity Duality 

Conference, Munich, Germany, 29 July 2013 

 Dan Thompson, “Duality invariant approaches to String Theory” invited talk at Strong Fields, 

Strings and Holography, Swansea, UK, 19 July 2013 

 Ben Craps, “Strings in Compact Cosmological Spaces”, invited talk at PI/APC/Solvay Workshop on 

Cosmological Frontiers in Fundamental Physics, Waterloo, Canada, 11 July 2013 

 Ben Craps, “Inhomogeneous Holographic Thermalization”, invited talk at Erasmus IP Non-

Perturbative Quantum Field Theory, Heraklion, Greece, 28 April 2013 

 Koshelev, “p-adic limit of SFT inspired non-local gravity models”, invited talk at p-Adic Methods for 

Modelling of Complex Systems, Bielefeld, Germany, 18 April 2013 

 Ben Craps, “Holographic thermalization and energy density fluctuations”, invited talk at ESF 

Holograv 2013 Workshop Helsinki, Finland, 7 March 2013 

 

Also the HEP@VUB phenomenological members presented their work at several international venues, of 

which a representative selection is listed below. 

 

 Kentarou Mawatari, “BEH characterization with FeynRules and MadGraph5”, MC4BSM (Monte Carlo 

for Physics Beyond Standard Model), DESY (2013) 

 Kentarou Mawatari, “Effective models for spin and CP studies”, HC2013 (Higgs Couplings 2013), 

Friburg U. 

 Kentarou Mawatari, “Higgs characterisation -- beyond leading order”, SUSY13, Trieste ICTP 

 Karen De Causmaecker, “Multilepton signals of gauge mediated supersymmetry breaking at the 

LHC”, SUSY14 Manchester 

 Kentarou Mawatari, “CP violation in ttH”, CKM2014 Vienna 

 Alberto Mariotti, “Gauge mediation of exact scale breaking”, SUSY14 Manchester 

 Pantelis Tzivelologu, “Indirect Searches Illuminate Singlet - Doublet Dark Matter”, Invisibles15 

Workshop, Madrid 

 Kentarou Mawatari, “Higgs Characterisation at NLO in QCD”, Pheno2015, Pittsburgh (USA) 

 Alberto Mariotti, “Signs of tops in highly mixed stops”, Planck 2015, Ioannina 

 Kentarou Mawatari, “Dark matter study in the FeynRules/MadGraph5_aMC@NLO framework”, 

DSU2015, Kyoto YITP 

 Alberto Mariotti, “Goldstini and the Z-peaked ATLAS excess”, “Gearing Up for LHC13” Workshop, 

GGI Florence (2015) 

 Alberto Mariotti, “Diphoton excess illuminates dark matter”, Planck 2016, Valencia  

 

In the CMS collaboration our research involvement and achievements led to the selection or election of 

several top-level managerial positions. These are relevant indications of the quality of our research. In the 

CMS experiment our researchers are selected or elected for key managerial positions, for example: Freya 

Blekman as co-convener of the Beyond-2-Generators (B2G) group (2012-2014), Petra Van Mulders as co-

convener of the b-tagging and vertexing (BTV) group (2014-2016), Steven Lowette as co-convener of the 

joint ATLAS/CMS dark matter working group and of the CMS Exotica MET+X group, James Keaveny co-

coordinates the top quark cross-section group (2014-2015), Natalie Heracleous co-coordinates in the Offline 

and Computing/Reconstruction group for Electrons and Photons (2014-2015), Jorgen D’Hondt has been 

elected as chairperson of the Collaboration Board (2014-2017) and therefore participates in all managerial 

and financial boards, committees and meetings of the CMS Collaboration.  

 

In the IceCube experiment our colleagues Geraldina Golup (postdoctoral researcher in our team until 2015) 

and Olaf Scholten have taken a lead in combining data from the IceCube, Pierre Auger and Telescope Array 
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experiments. Concerning the studies of GRB precursor and afterglow emission Martin Casier, Lionel Brayeur 

and Nick van Eijndhoven are the leading investigators, whereas the project on dust obscured AGN is 

coordinated by Giuliano Maggi, Krijn de Vries and Nick van Eijndhoven. Concerning the lower energy 

studies, the leading investigators in the search for Earth WIMPs are Catherine De Clercq, Jan Luenemann 

and Jan Kunnen, whereas the coordination for Solar Flare studies is performed by Gwen de Wasseige and 

Nick van Eijndhoven. The InIce self-veto studies for the IceCube-Gen2 high-energy extension are led by 

Simona Toscano and Nick van Eijndhoven, whereas the development of radio detection techniques are 

coordinated by Krijn de Vries and Olaf Scholten. In addition to the above, Nick van Eijndhoven is co-PI for 

the Belgian groups in IceCube and member of the IceCube collaboration board, being the panel that 

coordinates the construction, physics research and policy of the experiment. 

 

Since 2012, the Theoretical High-Energy Physics team (excluding the pheno group) has produced about 84 

peer-reviewed papers in international journals (with about 1751 citations in total) and a number of 

proceedings articles and recent preprints, on a broad variety of topics. Some of the highlights were 

mentioned before, and a slightly more detailed overview of the research topics can be found at 

http://we.vub.ac.be/nl/theoretical-particle-physics. 

 

Stijn Buitink is co-PI of the LOFAR Cosmic Ray Key Science Project. The ERC-funded group in HEP@VUB 

takes the lead in cosmic-ray mass composition analysis, detector upgrade (including a low energy 

extension) and the development of a new observation mode to search for cosmic particles hitting the Moon.  

 

Awards and recognitions: Several of our tenured researchers received strong national and international 

recognition for their achievements, illustrating the quality of our research. Some examples are highlighted 

below.  

 Jorgen D’Hondt – “Young Scientist 2013” by the World Economic Forum 

 Jorgen D’Hondt – Annual prize in 2014 for Valorisation by the VUB 

 Jorgen D’Hondt – Prize for Science Communication by the Royal Academy of Belgium (KVAB, 2013) 

 Ben Craps – Guest professor at Ecole Normale Supérieure (Paris, France, May 2014) 

 Nick van Eijndhoven – Guest professor at the University of Lund (Sweden) 

 Nick van Eijndhoven – Guest professor at the University of Cape Town (South Africa) 

 Freya Blekman – LPC Distinguished Researcher 2013 (Fermilab, USA) 

 Freya Blekman – Prize for Science Communication by the Royal Academy of Belgium (KVAB, 2016) 

 Alberto Mariotti – awarded in 2015 with a Rita Levi Montalcini Fellowship (equivalent to a 

permanent position in an Italian University, declined) 

 

Valorisation: 

In the period 2013-2016 HEP@VUB initiated and was strongly involved in a vast range of successful 

valorisation projects, mostly in the science communication part of valorisation. Some recent highlights 

mentioned below provide us with an outstanding experience to continue to deliver also in the future 

prosperous valorisation outcomes. Jorgen D’Hondt was awarded the annual prize for Science Valorisation of 

the VUB in 2014 (value of 150k euro) as well as one of the year prizes in 2013 of the Royal Academy of 

Belgium (KVAB) for Science Communication. He obtained as well two external funds (2 x 5k euro) from the 

Brussels region dedicated to outreach events. One of these grants was to sponsor the documentary 

“Kwantumrevolutie” selected for the 360° Science Film Festival in Moscow. Several HEP@VUB members 

collaborated to and appeared in this documentary. Petra Van Mulders is member of the jury of CanSat 

Belgium (2015-2017), and provided workshops for about 80 children aged 8 to 12 at Technopolis as well as 

a keynote speech on curiosity-driven research at the first VUB conference with over 600 participants. For 

her continuous science communication via social media Freya Blekman was awarded one of the year prizes 

in 2016 of the Royal Academy of Belgium (KVAB) for Science Communication. She organised as well a 

“Career in Industry” seminar for our PhD students and postdocs. Freya Blekman and Steven Lowette are 

http://we.vub.ac.be/nl/theoretical-particle-physics
http://www.kwantumrevolutie.be/
http://www.innoviris.be/nl/promotie/cansat-belgium
http://www.innoviris.be/nl/promotie/cansat-belgium
https://www.technopolis.be/en/
http://www.vub.ac.be/en/events/2016/we-are-vub-congres/programma
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regularly judges during the yearly wetenschaps-ExpoSciences Science fair in Brussels. Freya Blekman was 

the invited CERN speaker at the prestigious London International Youth Science Forum in 2013, 2015 and 

2016 (http://www.liysf.org.uk/). In 2014, our HEP@VUB team in IceCube organised several presentations 

of an IceCube 3D movie at the Brussels planetarium. In the same year they produced as well a short movie 

explaining our GRB research. Via the International Solvay Institutes, Ben Craps and Alexander Sevrin are 

involved in the organization of yearly high-profile Public Lectures attracting audiences of many hundreds. To 

celebrate the discovery of gravitational waves, Simona Toscano and Gwen de Wasseige organized in 2016 a 

public lecture (more than 200 participants), followed by a dedicated symposium. Several of the HEP@VUB 

members have been highlighted in the Belgian and international press for their achievements, and featured 

in leading newspapers, national television news and programs, as well as on large stages for science 

outreach. On an almost monthly basis we receive classes from schools at the university and present them in 

a workshop our research. We also participate in the International Masterclasses organised by IPPOG for LHC 

collisions physics as well as for IceCube. We organized an IceCube exhibition at the "Printemps des 

Sciences" in 2014. HEP@VUB members are active in valorisation activities on social media such as YouTube 

videos, Google hangouts and twitter, with particularly the video activities regularly reaching tens of 

thousands of views. Jorgen D’Hondt, Freya Blekman and Steven Lowette participated to “Bright Club” or 

similar event bringing science to society via stand-up comedy. Alexander Sevrin was and Ben Craps is a 

board member of the Belgian Physical Society, which among other things promotes physics in society. 

Stefaan Tavernier is member of and was previously spokesperson (1995-2010) of Crystal Clear, an 

international collaboration active on research and development on inorganic scintillation materials for novel 

ionizing radiation detectors, for high-energy physics, medical imaging and industrial applications. Recent 

publications are “Validation of a highly integrated SiPM readout system with a TOF-PET demonstrator” (just 

accepted in JINST) and “A new method for depth of interaction determination in PET detectors” 

(Phys.Med.Biol. 61(12):4679-98, 2016). We made the initial steps to refurbish the astrophysics observation 

dome on the roof of building E on the campus. The HEP@VUB group will organize observation nights for 

schools and general audiences that will include a telescope tour and lectures on topics in astronomy and 

cosmology. 

 

f. Additional information 

 

N/A 

http://www.liysf.org.uk/
https://drive.google.com/file/d/0B8g69KtNJ35tOHd4X083S1huMXc/view?usp=docslist_api
https://drive.google.com/file/d/0B8g69KtNJ35tOHd4X083S1huMXc/view?usp=docslist_api


Short CV of Prof. Dr. Jorgen D’Hondt 
Hoogleraar at Vrije Universiteit Brussel (Belgium) 

 

 

 
 
 
Professor D’Hondt is the VUB-director of the Inter-University Institute for High 
Energies (IIHE) in Brussels. He is elected as chairperson of the collaboration board of 
the CMS experiment at the Large Hadron Collider at CERN (Geneva, Switzerland), an 
experiment with 4400 scientific collaborators from more than 200 institutions in 43 
countries worldwide. With this experiment the Higgs particle was discovered in 2012, an 
achievement that was internationally recognised as one of the major discoveries of our 
times. Towards the start of the LHC he was as well the first coordinator of the top quark 
physics program for the CMS experiment, one of the key research lines in particle 
physics worldwide. For his contributions Professor D’Hondt was rewarded Young 
Scientist 2013 by the World Economic Forum, and received prizes for the 
communication and valorisation of these achievements. In Flanders he was the first 
president of the Young Academy, is promoter of several large-scale projects and 
promoted numerous PhD’s that obtained international prizes. Internationally he serves 
in major panels and committees for scientific assessments, advises, reviews and/or 
organisations. He is also member of the SoLid collaboration to measure the properties of 
neutrinos with an experiment deployed at the BR2 reactor in SCK-CEN (Mol, Belgium). 
 
 
CAREER PATH 
IWT-Vlaanderen PhD scholarship (1999-2003), PhD obtained at the VUB in 2003 on W boson 
physics with the DELPHI experiment at LEP2 
FWO Fellowship (1st term 2003-2006,  2nd term 2006-2009) 
Professorship at the VUB, since 2006 
Promotion to Hoogleraar at the VUB in 2014 
 
FELLOWSHIPS AND AWARDS 
 “Young Scientist 2013” by the World Economic Forum (2013) 
Prize for Science Communication by the Royal Flemish Academy of Belgium (2013, Belgium) 
Annual Prize for Science Valorisation by the Vrije Universiteit Brussel (2014, Belgium) 
 

IMPORTANT COLLECTIVE AWARDS:  
Science Magazine quoted “Breakthrough of the Year 2012” the discovery of the Higgs boson 
The European Physics Society HEPP prize was awarded to the CMS Collaboration in 2013 
 



INSTITUTIONAL AND RESEARCH RESPONSIBILITIES, among others: 
President of the Collaboration Board of the CMS experiment (2014-now, CERN), ~4300 members 
Director of the Inter-university Institute for High Energies (2011-now, VUB part), ~100 members 
President of the Young Academy of Belgium (Flanders) (2013-2015) 
President of the Department of Physics (2012-2014 and 2016-now, VUB, Belgium) 
President of the Education Council of the Faculty of Science and Bioengineering (2013-2015, VUB) 
President of the CMS International Committee (2013-now, CERN) 
Promoter of 19 PhD students and 13 master students, several winning international awards 
 

COMMISSIONS OF TRUST, among others: 
Belgian delegate to the Restricted European Committee for Future Accelerators (2013-now, CERN) 
Belgian delegate to the International Particle Physics Outreach Group (2006-2014, CERN) 
Member of the FWO Committee for International Collaboration (Belgium) 
Member of the NWO Committee for selecting VICI individual grants (Netherlands) 
Member and chairperson of the Scientific Advisory Committee of the Institute of Physics at the 
Universiteit van Amsterdam (Netherlands) 
Member of the Scientific Advisory Committee of the Institute for Physics and Mathematics (Iran) 
Representing the FWO-Flanders funding agency in the International Oversight and Finance Group of 
the IceCube Neutrino Observatory (NSF, USA) 
Permanent member of the International Advisory Board of the annual series of Top Quark 
Conferences (typical 130-150 participants per year) 
Member of the Advisory Board for CMS Data Analysis Schools (Italy, Germany, USA, India, Taiwan) 
Invited to steering groups: Honours Program (VUB), Education for the Future (VUB), Workload 
balance academic staff (VUB), Science and Arts at BOZAR (Center for Fine Arts, Brussels), et al. 
Member of several PhD committees local, national and international 
 

SCIENTIFIC ACHIEVEMENTS, among others: 
Participation in ALEPH, DELPHI, CMS, SoLid experiments 
In total 716 papers of which 697 are citable (h-index 115) and 643 already published 
In total more than 200 presentations at conferences, workshops, seminars, and international meetings 
Co-author of more than 100 internal publications in large international collaborations 
As first coordinator of the top quark study group in the CMS experiment at CERN (2007-2008) with 
~150 members world-wide I was at the basis of ~60 publications directly on the topic by CMS, the 
first edited by myself has today 150 citations, and several publications are achieved on related topics 
 

RESEARCH FUNDING AND MANAGEMENT, among others: 
PI of the Hercules project for the CMS Phase-2 upgrade (construction of Silicon Tracker Endcap) 
PI of the largest FWO Big Science project in Flanders (CMS experiment at CERN) 
PI of a VUB Strategic Research Program uniting theoretical and experimental “High-Energy Physics” 
PI (or co-PI) of many other projects, for in total 27.5 M euro funding obtained as co-PI of which 17.2 
M euro as main PI (excluding individual grants for PhD and post-doc scholarships, as well as running 
budgets from the university) 
 

SCIENCE COMMUNICATION AND VALORISATION, among others:  
Several key articles/interviews appeared on myself in magazines (eg. New Scientist, EOS) 
Keynote talks at academic, career, outreach and political events, debates, academic openings, et al. 
In total more than 150 presentations on science for the general public 
In total more than 100 media contacts/appearances (television, radio, national newspapers) 
 

ORGANISATION OF SCIENTIFIC EVENTS, among others:  
Organiser of the International Top Quark Conference in Bruges (Belgium, 2010, 130 participants) 
Organiser of the International CMS Collaboration Week in Brussels (Belgium, 2011, 350 participants) 
Organiser of about 10 sessions during international conferences or workshops 
Organiser of about 5 topical workshops at CERN on different scientific themes 
Organiser of 3 symposia at the university to celebrate individuals or scientific achievements 
Member of the organising or advisory committee of ~15 other international conferences or workshop 



Information from Prof. Dr. Jorgen D’Hondt (section 11) 
 
Most	  important	  scientific	  publications	  (*:	  5	  most	  important	  publications):	  
• Precise	  determination	  of	  the	  mass	  of	  the	  Higgs	  boson	  and	  tests	  of	  compatibility	  of	  its	  

couplings	  with	  the	  standard	  model	  predictions	  using	  proton	  collisions	  at	  7	  and	  8	  
TeV,	  by	  CMS	  Collaboration	  (Vardan	  Khachatryan	  et	  al.),	  Eur.Phys.J.	  C75	  (2015)	  no.5,	  
212.	  

• (*)	  Observation	  of	  the	  rare	  B0s	  to	  µ+µ-‐	  decay	  from	  the	  combined	  analysis	  of	  CMS	  and	  
LHCb	  data,	  by	  CMS	  and	  LHCb	  Collaborations	  (Vardan	  Khachatryan	  et	  al.),	  Nature	  522	  
(2015)	  68-‐72.	  

• Multilepton	  signals	  of	  gauge	  mediated	  supersymmetry	  breaking	  at	  the	  LHC	  
• By	  Jorgen	  D'Hondt,	  Karen	  De	  Causmaecker,	  Benjamin	  Fuks,	  Alberto	  Mariotti,	  

Kentarou	  Mawatari,	  Christoffer	  Petersson,	  Diego	  Redigolo,	  Phys.Lett.	  B731	  (2014)	  7-‐
12.	  

• Search	  for	  the	  associated	  production	  of	  the	  Higgs	  boson	  with	  a	  top-‐quark	  pair,	  by	  
CMS	  Collaboration	  (Vardan	  Khachatryan	  et	  al.),	  JHEP	  1409	  (2014)	  087,	  Erratum:	  
JHEP	  1410	  (2014)	  106.	  

• Description	  and	  performance	  of	  track	  and	  primary-‐vertex	  reconstruction	  with	  the	  
CMS	  tracker,	  by	  CMS	  Collaboration	  (Serguei	  Chatrchyan	  et	  al.),	  JINST	  9	  (2014)	  no.10,	  
P10009.	  

• (*)	  Electroweak	  Measurements	  in	  Electron-‐Positron	  Collisions	  at	  W-‐Boson-‐Pair	  
Energies	  at	  LEP,	  by	  ALEPH	  and	  DELPHI	  and	  L3	  and	  OPAL	  and	  LEP	  Electroweak	  
Collaborations	  (S.	  Schael	  et	  al.),	  Phys.Rept.	  532	  (2013)	  119-‐244.	  

• (*)	  Identification	  of	  b-‐quark	  jets	  with	  the	  CMS	  experiment,	  by	  CMS	  Collaboration	  
(Serguei	  Chatrchyan	  et	  al.),	  JINST	  8	  (2013)	  P04013.	  

• Search	  for	  top-‐squark	  pair	  production	  in	  the	  single-‐lepton	  final	  state	  in	  pp	  collisions	  
at	  8	  TeV,	  by	  CMS	  Collaboration	  (Serguei	  Chatrchyan	  et	  al.),	  Eur.Phys.J.	  C73	  (2013)	  
no.12,	  2677.	  

• (*)	  Observation	  of	  a	  new	  boson	  at	  a	  mass	  of	  125	  GeV	  with	  the	  CMS	  experiment	  at	  the	  
LHC,	  by	  CMS	  Collaboration	  (Serguei	  Chatrchyan	  et	  al.),	  Phys.Lett.	  B716	  (2012)	  30-‐
61.	  

• (*)	  First	  Measurement	  of	  the	  Cross	  Section	  for	  Top-‐Quark	  Pair	  Production	  in	  Proton-‐
Proton	  Collisions	  at	  7	  TeV,	  by	  CMS	  Collaboration	  (Vardan	  Khachatryan	  et	  al.),	  
Phys.Lett.	  B695	  (2011)	  424-‐443.	  

	  
Applications	  for	  international	  research	  funding:	  
In	  our	  field	  of	  experimental	  particle	  physics	  research	  we	  do	  apply	  together	  with	  our	  
colleagues	  for	  the	  required	  budgets	  in	  our	  home	  country	  to	  establish	  together	  an	  
experimental	  instrument.	  Based	  on	  the	  integral	  of	  these	  national/regional	  budgets	  we	  
are	  able	  to	  construct	  and	  operate	  within	  an	  international	  collaboration	  a	  particle	  
detector	  for	  example	  at	  CERN.	  Dedicated	  international	  committees	  and	  boards	  are	  setup	  
to	  steer	  this	  process.	  Therefore	  most	  of	  our	  funding	  for	  experimental	  particle	  physics	  
comes	  from	  the	  national/regional	  funding	  agencies	  and	  not	  from	  international	  
programmes.	  Therefore	  all	  my	  funding	  is	  obtained	  through	  national	  programmes.	  As	  PI	  
(or	  co-‐PI)	  obtained	  for	  in	  total	  27.5M	  euro	  of	  which	  17.2M	  euro	  as	  main	  PI	  (excluding	  
individual	  grants	  for	  PhD	  and	  post-‐doc	  scholarships,	  as	  well	  as	  running	  budgets	  from	  
the	  university).	  
The	  leverage	  factor	  of	  this	  national	  investment	  is	  enormous.	  Within	  the	  CMS	  
Collaboration	  the	  Flemish	  investment	  is	  about	  1,5	  to	  2%.	  Therefore	  with	  this	  investment	  
the	  researchers	  at	  Flemish	  institutions	  have	  access	  to	  unique	  instruments	  that	  would	  
require	  a	  budget	  at	  least	  50	  times	  larger	  than	  the	  Flemish	  investment.	  About	  98%	  of	  the	  



total	  budget	  we	  have	  available	  within	  the	  CMS	  Collaboration	  is	  therefore	  indeed	  
international.	  
	  
VUB-‐promotorships	  of	  applications	  for	  Odysseus	  funding:	  
• Promoter	  for	  Freya	  Blekman,	  Odysseus-‐II,	  successful	  
• Promoter	  for	  Steven	  Lowette,	  Odysseus-‐II,	  successful	  
• Promoter	  for	  Sadia	  Khalil,	  Odysseus-‐II,	  not	  granted	  
	  
Promotorships	  of	  awarded	  PhD’s	  (last	  5	  years):	  
• Nadjieh	  Jafari,	  Measurement	  of	  the	  b-‐tagging	  efficiency	  in	  the	  CMS	  experiment	  with	  

the	  first	  LHC	  collisions,	  Sept	  2011	  
• Marya,	  Zeinali,	  Measurement	  of	  the	  Jet	  Energy	  Scale	  in	  the	  CMS	  experiment	  with	  the	  

first	  LHC	  collisions,	  Sept	  2011	  
• Stijn	  	  Blyweert,	  Measurement	  of	  the	  top-‐quark	  mass	  and	  the	  mass	  difference	  

between	  top	  and	  antitop	  quarks	  at	  the	  LHC,	  18/10/2013	  
• Michael	  Maes,	  Measurement	  of	  the	  top	  quark	  pair	  production	  cross	  section	  at	  the	  

LHC	  with	  the	  CMS	  experiment,	  23/10/2013	  
• Alexis	  Kalogeropoulos,	  Search	  for	  direct	  stop	  quark	  pair	  production	  at	  the	  LHC	  with	  

the	  CMS	  experiment,	  24/01/2014	  
• Gerrit	  Van	  Onsem,	  Search	  for	  new	  heavy	  quarks	  with	  the	  CMS	  detector	  at	  the	  Large	  

Hadron	  Collider,	  30/05/2014	  	  
• Annik	  Olbrechts,	  Measuring	  the	  anomalous	  couplings	  in	  the	  Wtb	  vertex	  using	  the	  

Matrix	  Element	  Method	  at	  the	  LHC,	  25/02/2016	  
• Karen	  De	  Causmaecker,	  Uncoventional	  signatures	  of	  supersymmetry,	  22/08/2016	  
	  
Realisations	  of	  valorisation	  efforts,	  amongst	  others:	  
• Prize	  for	  Science	  Communication	  by	  the	  Royal	  Flemish	  Academy	  of	  Belgium	  (2013,	  

Belgium)	  
• Annual	  Prize	  for	  Science	  Valorisation	  by	  the	  Vrije	  Universiteit	  Brussel	  (2014,	  

Belgium)	  
• Belgian	  delegate	  to	  the	  International	  Particle	  Physics	  Outreach	  Group	  (2006-‐2014,	  

CERN)	  
• Several	  key	  articles/interviews	  appeared	  on	  myself	  in	  magazines	  (eg.	  New	  Scientist,	  

EOS)	  
• Keynote	  talks	  at	  academic,	  career,	  outreach	  and	  political	  events,	  debates,	  academic	  

openings,	  et	  al.	  
• In	  total	  more	  than	  150	  presentations	  on	  science	  for	  the	  general	  public	  with	  

audiences	  from	  25	  persons	  to	  very	  large	  audiences)	  
• In	  total	  more	  than	  100	  media	  contacts/appearances	  (television,	  radio,	  national	  

newspapers)	  
• Organiser	  of	  national	  wide	  press	  conferences	  for	  the	  start	  of	  the	  LHC	  (2008)	  and	  the	  

discovery	  of	  the	  Higgs	  boson	  (2012)	  
• Organiser	  of	  the	  Terzake	  reportage	  on	  the	  discovery	  of	  the	  Higgs	  boson,	  that	  won	  the	  

“Diversity	  prize	  of	  the	  VRT”	  in	  2014	  (national	  television)	  
• Organiser	  of	  the	  first	  Bright	  Spark	  workshop	  on	  Quantum	  Physics,	  “The	  WOW!	  Of	  

Quantum	  Physics”	  for	  children	  
• Organiser	  of	  Career	  events	  with	  >200	  participants	  at	  CERN	  
• Chairperson	  of	  the	  CMS	  Career	  Committee	  at	  CERN	  (2012-‐2014)	  
• Organising	  visits	  to	  CERN	  of	  the	  Belgian	  King	  (May	  2014),	  the	  Belgian	  Prime	  

Minister	  (June	  2013),	  the	  rectors	  of	  Flemish	  universities	  (June	  2014),	  the	  Belgian	  
Federal	  Secretary	  of	  State	  for	  Science	  (Sept	  2016),	  et	  al.	  	  

• Organiser	  of	  several	  visits	  to	  CERN	  for	  interested	  (typically	  Belgian)	  groups	  



• Elected	  as	  first	  President	  of	  the	  Young	  Academy	  of	  Belgium	  (2013-‐2015)	  
• Member	  of	  the	  Scientific	  Advisory	  Board	  of	  ITERA	  Life-‐Science	  (International	  Tissue	  

Engineering	  Research	  Association)	  
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Observation of the rare B0
sRm1m2 decay from the

combined analysis of CMS and LHCb data
The CMS and LHCb collaborations*

The standard model of particle physics describes the fundamental
particles and their interactions via the strong, electromagnetic and
weak forces. It provides precise predictions for measurable quanti-
ties that can be tested experimentally. The probabilities, or branch-
ing fractions, of the strange B meson (B0

s ) and the B0 meson decaying
into two oppositely charged muons (m1 and m2) are especially inter-
esting because of their sensitivity to theories that extend the standard
model. The standard model predicts that the B0

s ?m1m2 and
B0?m1m2 decays are very rare, with about four of the former occur-
ring for every billion B0

s mesons produced, and one of the latter
occurring for every ten billion B0 mesons1. A difference in the
observed branching fractions with respect to the predictions of the
standard model would provide a direction in which the standard
model should be extended. Before the Large Hadron Collider (LHC)
at CERN2 started operating, no evidence for either decay mode had
been found. Upper limits on the branching fractions were an order
of magnitude above the standard model predictions. The CMS
(Compact Muon Solenoid) and LHCb (Large Hadron Collider beauty)
collaborations have performed a joint analysis of the data from
proton–proton collisions that they collected in 2011 at a centre-of-
mass energy of seven teraelectronvolts and in 2012 at eight teraelec-
tronvolts. Here we report the first observation of the B0

s ? m1m2

decay, with a statistical significance exceeding six standard deviations,
and the best measurement so far of its branching fraction.
Furthermore, we obtained evidence for the B0?m1m2 decay with
a statistical significance of three standard deviations. Both mea-
surements are statistically compatible with standard model predic-
tions and allow stringent constraints to be placed on theories beyond
the standard model. The LHC experiments will resume taking data in
2015, recording proton–proton collisions at a centre-of-mass energy
of 13 teraelectronvolts, which will approximately double the produc-
tion rates of B0

s and B0 mesons and lead to further improvements in
the precision of these crucial tests of the standard model.

Experimental particle physicists have been testing the predictions of
the standard model of particle physics (SM) with increasing precision
since the 1970s. Theoretical developments have kept pace by improving
the accuracy of the SM predictions as the experimental results gained in
precision. In the course of the past few decades, the SM has passed
critical tests derived from experiment, but it does not address some
profound questions about the nature of the Universe. For example, the
existence of dark matter, which has been confirmed by cosmological
data3, is not accommodated by the SM. It also fails to explain the origin
of the asymmetry between matter and antimatter, which after the Big
Bang led to the survival of the tiny amount of matter currently present
in the Universe3,4. Many theories have been proposed to modify the SM
to provide solutions to these open questions.

The B0
s and B0 mesons are unstable particles that decay via the weak

interaction. The measurement of the branching fractions of the very
rare decays of these mesons into a dimuon (m1m2) final state is espe-
cially interesting.

At the elementary level, the weak force is composed of a ‘charged
current’ and a ‘neutral current’ mediated by the W6 and Z0 bosons,

respectively. An example of the charged current is the decay of the p1

meson, which consists of an up (u) quark of electrical charge 12/3 of
the charge of the proton and a down (d) antiquark of charge 11/3. A
pictorial representation of this process, known as a Feynman diagram,
is shown in Fig. 1a. The u and d quarks are ‘first generation’ or lowest
mass quarks. Whenever a decay mode is specified in this Letter, the
charge conjugate mode is implied.

The B1 meson is similar to the p1, except that the light d antiquark
is replaced by the heavy ‘third generation’ (highest mass quarks)
beauty (b) antiquark, which has a charge of 11/3 and a mass of
,5 GeV/c2 (about five times the mass of a proton). The decay
B1R m1n, represented in Fig. 1b, is allowed but highly suppressed
because of angular momentum considerations (helicity suppression)
and because it involves transitions between quarks of different genera-
tions (CKM suppression), specifically the third and first generations of
quarks. All b hadrons, including the B1, B0

s and B0 mesons, decay
predominantly via the transition of the b antiquark to a ‘second gen-
eration’ (intermediate mass quarks) charm (c) antiquark, which is less
CKM suppressed, into final states with charmed hadrons. Many
allowed decay modes, which typically involve charmed hadrons and
other particles, have angular momentum configurations that are not
helicity suppressed.

The neutral B0
s meson is similar to the B1 except that the u quark is

replaced by a second generation strange (s) quark of charge 21/3. The
decay of the B0

s meson to two muons, shown in Fig. 1c, is forbidden at
the elementary level because the Z0 cannot couple directly to quarks of
different flavours, that is, there are no direct ‘flavour changing neutral
currents’. However, it is possible to respect this rule and still have this
decay occur through ‘higher order’ transitions such as those shown in
Fig. 1d and e. These are highly suppressed because each additional
interaction vertex reduces their probability of occurring significantly.
They are also helicity and CKM suppressed. Consequently, the
branching fraction for the B0

s?mzm{ decay is expected to be very
small compared to the dominant b antiquark to c antiquark transitions.
The corresponding decay of the B0 meson, where a d quark replaces the
s quark, is even more CKM suppressed because it requires a jump
across two quark generations rather than just one.

The branching fractions, B, of these two decays, accounting for
higher-order electromagnetic and strong interaction effects, and using
lattice quantum chromodynamics to compute the B0

s and B0 meson
decay constants5–7, are reliably calculated1 in the SM. Their values are
B(B0

s?mzm{)SM~(3:66+0:23)|10{9 and B(B0?mzm{)SM~
(1:06+0:09)|10{10.

Many theories that seek to go beyond the standard model (BSM)
include new phenomena and particles8,9, such as in the diagrams
shown in Fig. 1f and g, that can considerably modify the SM branching
fractions. In particular, theories with additional Higgs bosons10,11 pre-
dict possible enhancements to the branching fractions. A significant
deviation of either of the two branching fraction measurements from
the SM predictions would give insight on how the SM should be
extended. Alternatively, a measurement compatible with the SM could
provide strong constraints on BSM theories.
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The ratio of the branching fractions of the two decay modes pro-
vides powerful discrimination among BSM theories12. It is predicted in
the SM (refs 1, 13 (updates available at http://itpwiki.unibe.ch/), 14,
15 (updated results and plots available at http://www.slac.stanford.
edu/xorg/hfag/)) to be R:B(B0?mzm{)SM=B(B0

s?mzm{)SM~
0:0295z0:0028

{0:0025. Notably, BSM theories with the property of minimal
flavour violation16 predict the same value as the SM for this ratio.

The first evidence for the decay B0
s?mzm{ was presented by the

LHCb collaboration in 201217. Both CMS and LHCb later published
results from all data collected in proton–proton collisions at centre-of-
mass energies of 7 TeV in 2011 and 8 TeV in 2012. The measurements
had comparable precision and were in good agreement18,19, although
neither of the individual results had sufficient precision to constitute
the first definitive observation of the B0

s decay to two muons.
In this Letter, the two sets of data are combined and analysed

simultaneously to exploit fully the statistical power of the data and
to account for the main correlations between them. The data corre-
spond to total integrated luminosities of 25 fb21 and 3 fb21 for the
CMS and LHCb experiments, respectively, equivalent to a total of
approximately 1012 B0

s and B0 mesons produced in the two experi-
ments together. Assuming the branching fractions given by the SM
and accounting for the detection efficiencies, the predicted numbers of
decays to be observed in the two experiments together are about 100
for B0

s?mzm{and 10 for B0 R m1m2.
The CMS20 and LHCb21 detectors are designed to measure SM phe-

nomena with high precision and search for possible deviations. The two
collaborations use different and complementary strategies. In addition to
performing a broad range of precision tests of the SM and studying the
newly-discovered Higgs boson22,23, CMS is designed to search for and
study new particles with masses from about 100 GeV/c2 to a few TeV/c2.
Since many of these new particles would be able to decay into b quarks
and many of the SM measurements also involve b quarks, the detection of
b-hadron decays was a key element in the design of CMS. The LHCb
collaboration has optimized its detector to study matter–antimatter
asymmetries and rare decays of particles containing b quarks, aiming
to detect deviations from precise SM predictions that would indicate
BSM effects. These different approaches, reflected in the design of the
detectors, lead to instrumentation of complementary angular regions
with respect to the LHC beams, to operation at different proton–proton
collision rates, and to selection of b quark events with different efficiency
(for experimental details, see Methods). In general, CMS operates at a
higher instantaneous luminosity than LHCb but has a lower efficiency
for reconstructing low-mass particles, resulting in a similar sensitivity to
LHCb for B0 or B0

s (denoted hereafter by B0
(s)) mesons decaying into two

muons.
Muons do not have strong nuclear interactions and are too mas-

sive to emit a substantial fraction of their energy by electromagnetic

radiation. This gives them the unique ability to penetrate dense mate-
rials, such as steel, and register signals in detectors embedded deep
within them. Both experiments use this characteristic to identify
muons.

The experiments follow similar data analysis strategies. Decays
compatible with B0

(s)?mzm{ (candidate decays) are found by com-
bining the reconstructed trajectories (tracks) of oppositely charged
particles identified as muons. The separation between genuine
B0

(s)?mzm{ decays and random combinations of two muons (com-
binatorial background), most often from semi-leptonic decays of two
different b hadrons, is achieved using the dimuon invariant mass,
mmzm{ , and the established characteristics of B0

(s)-meson decays. For
example, because of their lifetimes of about 1.5 ps and their production
at the LHC with momenta between a few GeV/c and ,100 GeV/c, B0

(s)
mesons travel up to a few centimetres before they decay. Therefore, the
B0

(s)?mzm{ ‘decay vertex’, from which the muons originate, is
required to be displaced with respect to the ‘production vertex’,
the point where the two protons collide. Furthermore, the negative
of the B0

(s) candidate’s momentum vector is required to point back to
the production vertex.

These criteria, amongst others that have some ability to distinguish
known signal events from background events, are combined into
boosted decision trees (BDTs)24–26. A BDT is an ensemble of decision
trees each placing different selection requirements on the individual
variables to achieve the best discrimination between ‘signal-like’ and
‘background-like’ events. Both experiments evaluated many variables
for their discriminating power and each chose the best set of about ten
to be used in its respective BDT. These include variables related to the
quality of the reconstructed tracks of the muons; kinematic variables
such as transverse momentum (with respect to the beam axis) of the
individual muons and of the B0

(s) candidate; variables related to the
decay vertex topology and fit quality, such as candidate decay length;
and isolation variables, which measure the activity in terms of other
particles in the vicinity of the two muons or their displaced vertex. A
BDT must be ‘trained’ on collections of known background and signal
events to generate the selection requirements on the variables and the
weights for each tree. In the case of CMS, the background events used
in the training are taken from intervals of dimuon mass above and
below the signal region in data, while simulated events are used for the
signal. The data are divided into disjoint sub-samples and the BDT
trained on one sub-sample is applied to a different sub-sample to avoid
any bias. LHCb uses simulated events for background and signal in the
training of its BDT. After training, the relevant BDT is applied to each
event in the data, returning a single value for the event, with high
values being more signal-like. To avoid possible biases, both experi-
ments kept the small mass interval that includes both the B0

s and B0

signals blind until all selection criteria were established.

a π+ → μ+ν

π+ W+
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μ+

ν

b B+ → μ+ν

B+ W+
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ν

c B0
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W–
t

B0
s   → μ+μ–
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Figure 1 | Feynman diagrams related to the B0
s Rm1m2 decay. a, p1 meson

decay through the charged-current process; b, B1 meson decay through the
charged-current process; c, a B0

s decay through the direct flavour changing
neutral current process, which is forbidden in the SM, as indicated by a large red

‘X’; d, e, higher-order flavour changing neutral current processes for the
B0

s ?mzm{ decay allowed in the SM; and f and g, examples of processes for the
same decay in theories extending the SM, where new particles, denoted X0 and
X1, can alter the decay rate.
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In addition to the combinatorial background, specific b-hadron
decays, such as B0 R p2m1n where the neutrino cannot be detected
and the charged pion is misidentified as a muon, or B0 R p0m1m2,
where the neutral pion in the decay is not reconstructed, can mimic the
dimuon decay of the B0

(s) mesons. The invariant mass of the recon-
structed dimuon candidate for these processes (semi-leptonic back-
ground) is usually smaller than the mass of the B0

s or B0 meson because
the neutrino or another particle is not detected. There is also a back-
ground component from hadronic two-body B0

(s) decays (peaking
background) as B0 R K1 p2, when both hadrons from the decay are
misidentified as muons. These misidentified decays can produce peaks
in the dimuon invariant-mass spectrum near the expected signal,
especially for the B0 R m1m2 decay. Particle identification algorithms
are used to minimize the probability that pions and kaons are mis-
identified as muons, and thus suppress these background sources.
Excellent mass resolution is mandatory for distinguishing between
B0 and B0

s mesons with a mass difference of about 87 MeV/c2 and
for separating them from backgrounds. The mass resolution for
B0

s?mzm{ decays in CMS ranges from 32 to 75 MeV/c2, depending
on the direction of the muons relative to the beam axis, while LHCb
achieves a uniform mass resolution of about 25 MeV/c2.

The CMS and LHCb data are combined by fitting a common value for
each branching fraction to the data from both experiments. The branch-
ing fractions are determined from the observed numbers, efficiency-
corrected, of B0

(s) mesons that decay into two muons and the total
numbers of B0

(s) mesons produced. Both experiments derive the latter
from the number of observed B1 R J/y K1 decays, whose branching
fraction has been precisely measured elsewhere14. Assuming equal rates
for B1 and B0 production, this gives the normalization for B0 R m1m2.
To derive the number of B0

s mesons from this B1 decay mode, the ratio
of b quarks that form (hadronize into) B1 mesons to those that form B0

s
mesons is also needed. Measurements of this ratio27,28, for which there is
additional discussion in Methods, and of the branching fraction
B(B1 R J/y K1) are used to normalize both sets of data and are con-
strained within Gaussian uncertainties in the fit. The use of these two
results by both CMS and LHCb is the only significant source of correla-
tion between their individual branching fraction measurements. The
combined fit takes advantage of the larger data sample to increase the
precision while properly accounting for the correlation.

In the simultaneous fit to both the CMS and LHCb data, the branch-
ing fractions of the two signal channels are common parameters of
interest and are free to vary. Other parameters in the fit are considered
as nuisance parameters. Those for which additional knowledge is
available are constrained to be near their estimated values by using
Gaussian penalties with their estimated uncertainties while the others
are free to float in the fit. The ratio of the hadronization probability
into B1 and B0

s mesons and the branching fraction of the normaliza-
tion channel B1 R J/y K1 are common, constrained parameters.
Candidate decays are categorized according to whether they were
detected in CMS or LHCb and to the value of the relevant BDT dis-
criminant. In the case of CMS, they are further categorized according
to the data-taking period, and, because of the large variation in mass
resolution with angle, whether the muons are both produced at large
angles relative to the proton beams (central-region) or at least one
muon is emitted at small angle relative to the beams (forward-region).
An unbinned extended maximum likelihood fit to the dimuon invari-
ant-mass distribution, in a region of about 6500 MeV/c2 around the
B0

s mass, is performed simultaneously in all categories (12 categories
from CMS and eight from LHCb). Likelihood contours in the plane of
the parameters of interest, B(B0 R m1m2) versus B(B0

s?mzm{), are
obtained by constructing the test statistic 22DlnL from the difference
in log-likelihood (lnL) values between fits with fixed values for the
parameters of interest and the nominal fit. For each of the two branch-
ing fractions, a one-dimensional profile likelihood scan is likewise
obtained by fixing only the single parameter of interest and allowing
the other to vary during the fits. Additional fits are performed where
the parameters under consideration are the ratio of the branching

fractions relative to their SM predictions, SB0
(s)

SM:B(B0
(s)?mzm{)=

B(B0
(s)?mzm{)SM, or the ratioR of the two branching fractions.

The combined fit result is shown for all 20 categories in Extended
Data Fig. 1. To represent the result of the fit in a single dimuon
invariant-mass spectrum, the mass distributions of all categories,
weighted according to values of S/(S 1 B), where S is the expected
number of B0

s signals and B is the number of background events under
the B0

s peak in that category, are added together and shown in Fig. 2.
The result of the simultaneous fit is overlaid. An alternative repres-
entation of the fit to the dimuon invariant-mass distribution for the six
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categories with the highest S/(S 1 B) value for CMS and LHCb, as well
as displays of events with high probability to be genuine signal decays,
are shown in Extended Data Figs 2–4.

The combined fit leads to the measurements B(B0
s?mzm{)~

(2:8z0:7
{0:6) |10{9 and B(B0?mzm{)~(3:9z1:6

{1:4)|10{10, where the
uncertainties include both statistical and systematic sources, the latter
contributing 35% and 18% of the total uncertainty for the B0

s and B0

signals, respectively. Using Wilks’ theorem29, the statistical signifi-
cance in unit of standard deviations, s, is computed to be 6.2 for the
B0

s?mzm{ decay mode and 3.2 for the B0 R m1m2 mode. For each
signal the null hypothesis that is used to compute the significance
includes all background components predicted by the SM as well as
the other signal, whose branching fraction is allowed to vary freely. The
median expected significances assuming the SM branching fractions
are 7.4s and 0.8s for the B0

s and B0 modes, respectively. Likelihood
contours forB(B0 R m1m2) versusB(B0

s?mzm{) are shown in Fig. 3.
One-dimensional likelihood scans for both decay modes are displayed
in the same figure. In addition to the likelihood scan, the statistical
significance and confidence intervals for the B0 branching fraction are
determined using simulated experiments. This determination yields a
significance of 3.0s for a B0 signal with respect to the same null hypo-
thesis described above. Following the Feldman–Cousins30 procedure,

61s and 62s confidence intervals for B(B0 R m1m2) of [2.5, 5.6] 3

10210 and [1.4, 7.4] 3 10210 are obtained, respectively (see Extended
Data Fig. 5).

The fit for the ratios of the branching fractions relative to their SM
predictions yieldsSB0

s
SM~0:76z0:20

{0:18 andSB0

SM~3:7z1:6
{1:4. Associated like-

lihood contours and one-dimensional likelihood scans are shown in
Extended Data Fig. 6. The measurements are compatible with the SM
branching fractions of the B0

s?mzm{ and B0 R m1m2 decays at the
1.2s and 2.2s level, respectively, when computed from the one-
dimensional hypothesis tests. Finally, the fit for the ratio of branching
fractions yieldsR~0:14z0:08

{0:06, which is compatible with the SM at the
2.3s level. The one-dimensional likelihood scan for this parameter is
shown in Fig. 4.

The combined analysis of data from CMS and LHCb, taking advant-
age of their full statistical power, establishes conclusively the existence
of the B0

s?mzm{ decay and provides an improved measurement of its
branching fraction. This concludes a search that started more than
three decades ago (see Extended Data Fig. 7), and initiates a phase of
precision measurements of the properties of this decay. It also pro-
duces three standard deviation evidence for the B0 R m1m2 decay. The
measured branching fractions of both decays are compatible with SM
predictions. This is the first time that the CMS and LHCb collabora-
tions have performed a combined analysis of sets of their data in order
to obtain a statistically significant observation.

Online Content Methods, along with any additional Extended Data display items
andSourceData, are available in the online version of the paper; references unique
to these sections appear only in the online paper.
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METHODS
Experimental setup. At the Large Hadron Collider (LHC), two counter-rotating
beams of protons, contained and guided by superconducting magnets spaced
around a 27 km circular tunnel, located approximately 100 m underground near
Geneva, Switzerland, are brought into collision at four interaction points (IPs).
The study presented in this Letter uses data collected at energies of 3.5 TeV per
beam in 2011 and 4 TeV per beam in 2012 by the CMS and LHCb experiments
located at two of these IPs.

The CMS and LHCb detectors are both designed to look for phenomena beyond
the SM (BSM), but using complementary strategies. The CMS detector20, shown in
Extended Data Fig. 3, is optimized to search for yet unknown heavy particles, with
masses ranging from 100 GeV/c2 to a few TeV/c2, which, if observed, would be a
direct manifestation of BSM phenomena. Since many of the hypothesized new
particles can decay into particles containing b quarks or into muons, CMS is able to
detect efficiently and study B0 (5,280 MeV/c2) and B0

s (5,367 MeV/c2) mesons
decaying to two muons even though it is designed to search for particles with much
larger masses. The CMS detector covers a very large range of angles and momenta
to reconstruct high-mass states efficiently. To that extent, it employs a 13 m long, 6
m diameter superconducting solenoid magnet, operated at a field of 3.8 T, centred
on the IP with its axis along the beam direction and covering both hemispheres. A
series of silicon tracking layers, consisting of silicon pixel detectors near the beam
and silicon strips farther out, organized in concentric cylinders around the beam,
extending to a radius of 1.1 m and terminated on each end by planar detectors
(disks) perpendicular to the beam, measures the momentum, angles, and position
of charged particles emerging from the collisions. Tracking coverage starts from
the direction perpendicular to the beam and extends to within 220 mrad from it on
both sides of the IP. The inner three cylinders and disks extending from 4.3 to 10.7
cm in radius transverse to the beam are arrays of 100 3 150 mm2 silicon pixels,
which can distinguish the displacement of the b-hadron decays from the primary
vertex of the collision. The silicon strips, covering radii from 25 cm to approxi-
mately 110 cm, have pitches ranging from 80 to 183 mm. The impact parameter is
measured with a precision of 10 mm for transverse momenta of 100 GeV/c and 20
mm for 10 GeV/c. The momentum resolution, provided mainly by the silicon
strips, changes with the angle relative to the beam direction, resulting in a mass
resolution for B0

(s)?mzm{ decays that varies from 32 MeV/c2 for B0
(s) mesons

produced perpendicularly to the proton beams to 75 MeV/c2 for those produced at
small angles relative to the beam direction. After the tracking system, at a greater
distance from the IP, there is a calorimeter that stops (absorbs) all particles except
muons and measures their energies. The calorimeter consists of an electromag-
netic section followed by a hadronic section. Muons are identified by their ability
to penetrate the calorimeter and the steel return yoke of the solenoid magnet and
to produce signals in gas-ionization particle detectors located in compartments
within the steel yoke. The CMS detector has no capability to discriminate between
charged hadron species, pions, kaons, or protons, that is effective at the typical
particle momenta in this analysis.

The primary commitment of the LHCb collaboration is the study of particle–
antiparticle asymmetries and of rare decays of particles containing b and c quarks.
LHCb aims at detecting BSM particles indirectly by measuring their effect on
b-hadron properties for which precise SM predictions exist. The production cross
section of b hadrons at the LHC is particularly large at small angles relative to the
colliding beams. The small-angle region also provides advantages for the detection
and reconstruction of a wide range of their decays. The LHCb experiment21, shown
in Extended Data Fig. 4, instruments the angular interval from 10 to 300 mrad with
respect to the beam direction on one side of the interaction region. Its detectors are
designed to reconstruct efficiently a wide range of b-hadron decays, resulting in
charged pions and kaons, protons, muons, electrons, and photons in the final state.
The detector includes a high-precision tracking system consisting of a silicon strip
vertex detector, a large-area silicon strip detector located upstream of a dipole
magnet characterized by a field integral of 4 T m, and three stations of silicon strip
detectors and straw drift tubes downstream of the magnet. The vertex detector has
sufficient spatial resolution to distinguish the slight displacement of the weakly
decaying b hadron from the primary production vertex where the two protons
collided and produced it. The tracking detectors upstream and downstream of the
dipole magnet measure the momenta of charged particles. The combined tracking
system provides a momentum measurement with an uncertainty that varies from
0.4% at 5 GeV/c to 0.6% at 100 GeV/c. This results in an invariant-mass resolution
of 25 MeV/c2 for B0

(s) mesons decaying to two muons that is nearly independent of
the angle with respect to the beam. The impact parameter resolution is smaller
than 20 mm for particle tracks with large transverse momentum. Different types of
charged hadrons are distinguished by information from two ring-imaging
Cherenkov detectors. Photon, electron, and hadron candidates are identified by
calorimeters. Muons are identified by a system composed of alternating layers of
iron and multiwire proportional chambers.

Neither CMS nor LHCb records all the interactions occurring at its IP
because the data storage and analysis costs would be prohibitive. Since most
of the interactions are reasonably well characterized (and can be further
studied by recording only a small sample of them) specific event filters (known
as triggers) select the rare processes that are of interest to the experiments.
Both CMS and LHCb implement triggers that specifically select events con-
taining two muons. The triggers of both experiments have a hardware stage,
based on information from the calorimeter and muon systems, followed by a
software stage, consisting of a large computing cluster that uses all the
information from the detector, including the tracking, to make the final selec-
tion of events to be recorded for subsequent analysis. Since CMS is designed to
look for much heavier objects than B0

(s) mesons, it selects events that contain
muons with higher transverse momenta than those selected by LHCb. This
eliminates many of the B0

(s) decays while permitting CMS to run at a higher
proton–proton collision rate to look for the more rare massive particles. Thus
CMS runs at higher collision rates but with lower efficiency than LHCb for B0

ðsÞ
mesons decaying to two muons. The overall sensitivity to these decays turns
out to be similar in the two experiments.

CMS and LHCb are not the only collaborations to have searched for B0
s ?mzm{

and B0R m1 m2 decays. Over three decades, a total of eleven collaborations have
taken part in this search14, as illustrated by Extended Data Fig. 7. This plot gathers
the results from CLEO31–35, ARGUS36, UA137,38, CDF39–44, L345, DØ46–50, Belle51,
Babar52,53, LHCb17,54–57 CMS18,58,59 and ATLAS60.
Analysis description. The analysis techniques used to obtain the results presented
in this Letter are very similar to those used to obtain the individual result in each
collaboration, described in more detail in refs 18, 19. Here only the main analysis
steps are reviewed and the changes used in the combined analysis are highlighted.
Data samples for this analysis were collected by the two experiments in proton–
proton collisions at a centre-of-mass energy of 7 and 8 TeV during 2011 and 2012,
respectively. These samples correspond to a total integrated luminosity of 25 and 3
fb21 for the CMS and LHCb experiments, respectively, and represent their com-
plete data sets from the first running period of the LHC.

The trigger criteria were slightly different between the two experiments. The
large majority of events were triggered by requirements on one or both muons of
the signal decay: the LHCb detector triggered on muons with transverse
momentum pT . 1.5 GeV/c while the CMS detector, because of its geometry
and higher instantaneous luminosity, triggered on two muons with pT . 4 (3)
GeV/c, for the leading (sub-leading) muon.

The data analysis procedures in the two experiments follow similar strategies.
Pairs of high-quality oppositely charged particle tracks that have one of the
expected patterns of hits in the muon detectors are fitted to form a common vertex
in three dimensions, which is required to be displaced from the primary inter-
action vertex (PV) and to have a small x2 in the fit. The resulting B0

(s) candidate is
further required to point back to the PV, for example, to have a small impact
parameter, consistent with zero, with respect to it. The final classification of data
events is done in categories of the response of a multivariate discriminant (MVA)
combining information from the kinematics and vertex topology of the events.
The type of MVA used is a boosted decision tree (BDT)24–26. The branching
fractions are then obtained by a fit to the dimuon invariant mass, mmzm{ , of all
categories simultaneously.

The signals appear as peaks at the B0
s and B0 masses in the invariant-mass

distributions, observed over background events. One of the components of the
background is combinatorial in nature, as it is due to the random combinations of
genuine muons. These produce a smooth dimuon mass distribution in the vicinity
of the B0

s and B0 masses, estimated in the fit to the data by extrapolation from the
sidebands of the invariant-mass distribution. In addition to the combinatorial
background, certain specific b-hadron decays can mimic the signal or contribute
to the background in its vicinity. In particular, the semi-leptonic decays B0 R
p2m1n, B0

s R K2m1n, and L0
b?pm{�n can have reconstructed masses that are

near the signal if one of the hadrons is misidentified as a muon and is combined
with a genuine muon. Similarly the dimuon coming from the rare B0 R p0m1m2

and B1 R p1m1m2 decays can also fake the signal. All these background decays,
when reconstructed as a dimuon final state, have invariant masses that are lower
than the masses of the B0 and B0

s mesons, because they are missing one of the
original decay particles. An exception is the decay L0

b?pm{�n, which can also
populate, with a smooth mass distribution, higher-mass regions. Furthermore,
background due to misidentified hadronic two-body decays B0

(s)?hzh’{, where

h( 0)~p or K, is present when both hadrons are misidentified as muons. These
misidentified decays produce an apparent dimuon invariant-mass peak close to
the B0 mass value. Such a peak can mimic a B0 R m1m2 signal and is estimated
from control channels and added to the fit.

The distributions of signal in the invariant mass and in the MVA discriminant
are derived from simulations with a detailed description of the detector response
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for CMS and are calibrated using exclusive two-body hadronic decays in data for
LHCb. The distributions for the backgrounds are obtained from simulation with
the exception of the combinatorial background. The latter is obtained by inter-
polating from the data invariant-mass sidebands separately for each category, after
the subtraction of the other background components.

To compute the signal branching fractions, the numbers of B0
s and B0 mesons

that are produced, as well as the numbers of those that have decayed into a dimuon
pair, are needed. The latter numbers are the raw results of this analysis, whereas the
former need to be determined from measurements of one or more ‘normalization’
decay channels, which are abundantly produced, have an absolute branching
fraction that is already known with good precision, and that share characteristics
with the signals, so that their trigger and selection efficiencies do not differ sig-
nificantly. Both experiments use the B1 R J/y K1 decay as a normalization
channel with B(B1 R J/y (m1m2) K1) 5 (6.10 6 0.19) 3 1025, and LHCb also
uses the B0 R K1p2 channel with B(B0 R K1p2) 5 (1.96 6 0.05) 3 1025. Both
branching fraction values are taken from ref. 14. Hence, the B0

s R m1m2 branching
fraction is expressed as a function of the number of signal events (NB0

s ?mzm{ ) in the
data normalized to the numbers of B1 R J/y K1 and B0 R K1p2 events:

B(B0
s ?mzm{)~

NB0
s ?mzm{

Nnorm:
|

fd

fs
|

enorm:

eB0
s ?mzm{

|Bnorm:~anorm:|NB0
s ?mzm{ ð1Þ

where the ‘norm.’ subscript refers to either of the normalization channels. The
values of the normalization parameter anorm. obtained by LHCb from the two
normalization channels are found in good agreement and their weighted average is
used. In this formula e indicates the total event detection efficiency including
geometrical acceptance, trigger selection, reconstruction, and analysis selection
for the corresponding decay. The fd/fs factor is the ratio of the probabilities for a b
quark to hadronize into a B0 as compared to a B0

s meson; the probability to
hadronize into a B1 (fu) is assumed to be equal to that into B0 (fd) on the basis
of theoretical grounds, and this assumption is checked on data. The value of fd/fs 5

3.86 6 0.22 measured by LHCb27,28,61 is used in this analysis. As the value of fd/fs
depends on the kinematic range of the considered particles, which differs between
LHCb and CMS, CMS checked this observable with the decays B0

s ?J=yw and
B1 R J/yK1 within its acceptance, finding a consistent value. An additional
systematic uncertainty of 5% was assigned to fd/fs to account for the extrapolation
of the LHCb result to the CMS acceptance. An analogous formula to that in
equation (1) holds for the normalization of the B0 R m1m2 decay, with the notable
difference that the fd/fs factor is replaced by fd/fu 5 1.

The antiparticle �B0 (�B0
s ) and the particle B0 (B0

s ) can both decay into two muons
and no attempt is made in this analysis to determine whether the antiparticle or
particle was produced (untagged method). However, the B0 and B0

s particles are
known to oscillate, that is to transform continuously into their antiparticles and
vice versa. Therefore, a quantum superposition of particle and antiparticle states
propagates in the laboratory before decaying. This superposition can be described
by two ‘mass eigenstates’, which are symmetric and antisymmetric in the charge-
parity (CP) quantum number, and have slightly different masses. In the SM, the
heavy eigenstate can decay into two muons, whereas the light eigenstate cannot
without violating the CP quantum number conservation. In BSM models, this is
not necessarily the case. In addition to their masses, the two eigenstates of the B0

s
system also differ in their lifetime values14. The lifetimes of the light and heavy
eigenstates are also different from the average B0

s lifetime, which is used by CMS
and LHCb in the simulations of signal decays. Since the information on the
displacement of the secondary decay with respect to the PV is used as a discrim-
inant against combinatorial background in the analysis, the efficiency versus life-
time has a model-dependent bias62 that must be removed. This bias is estimated
assuming SM dynamics. Owing to the smaller difference between the lifetime of its
heavy and light mass eigenstates, no correction is required for the B0 decay mode.

Detector simulations are needed by both CMS and LHCb. CMS relies on
simulated events to determine resolutions and trigger and reconstruction effi-
ciencies, and to provide the signal sample for training the BDT. The dimuon
mass resolution given by the simulation is validated using data on J/y, U, and
Z-boson decays to two muons. The tracking and trigger efficiencies obtained
from the simulation are checked using special control samples from data. The
LHCb analysis is designed to minimize the impact of discrepancies between
simulations and data. The mass resolution is measured with data. The distri-
bution of the BDT for the signal and for the background is also calibrated with
data using control channels and mass sidebands. The efficiency ratio for the
trigger is also largely determined from data. The simulations are used to deter-
mine the efficiency ratios of selection and reconstruction processes between
signal and normalization channels. As for the overall detector simulation, each
experiment has a team dedicated to making the simulations as complete and
realistic as possible. The simulated data are constantly being compared to the

actual data. Agreement between simulation and data in both experiments is
quite good, often extending well beyond the cores of distributions. Differences
occur because, for example, of incomplete description of the material of the
detectors, approximations made to keep the computer time manageable, resi-
dual uncertainties in calibration and alignment, and discrepancies or limita-
tions in the underlying theory and experimental data used to model the
relevant collisions and decays. Small differences between simulation and data
that are known to have an impact on the result are treated either by reweighting
the simulations to match the data or by assigning appropriate systematic
uncertainties.

Small changes are made to the analysis procedure with respect to refs 18, 19 in
order to achieve a consistent combination between the two experiments. In the
LHCb analysis, the L0

b?pm{�n background component, which was not included in
the fit for the previous result but whose effect was accounted for as an additional
systematic uncertainty, is now included in the standard fit. The following modifica-
tions are made to the CMS analysis: the L0

b?pm{�n branching fraction is updated to
a more recent prediction63,64 of B(L0

b?pm{�n)~(4:94+2:19) |10{4; the phase
space model of the decay L0

b?pm{�n is changed to a more appropriate semi-
leptonic decay model63; and the decay time bias correction for the B0

s, previously
absent from the analysis, is now calculated and applied with a different correction
for each category of the multivariate discriminant.

These modifications result in changes in the individual results of each experi-
ment. The modified CMS analysis, applied on the CMS data, yields

B(B0
s ?mzm{)~(2:8z1:1

{0:9)|10{9 and B(B0?mzm{)~(4:4z2:2
{1:9)|10{10 ð2Þ

while the LHCb results change to

B(B0
s ?mzm{)~(2:7z1:1

{0:9)|10{9 and B(B0?mzm{)~(3:3z2:4
{2:1)|10{10 ð3Þ

These results are only slightly different from the published ones and are in agree-
ment with each other.
Simultaneous fit. The goal of the analysis presented in this Letter is to combine the
full data sets of the two experiments to reduce the uncertainties on the branching
fractions of the signal decays obtained from the individual determinations. A sim-
ultaneous unbinned extended maximum likelihood fit is performed to the data of
the two experiments, using the invariant-mass distributions of all 20 MVA discrim-
inant categories of both experiments. The invariant-mass distributions are defined
in the dimuon mass ranges mmzm{ g[4.9, 5.9] GeV/c2 and [4.9, 6.0] GeV/c2 for the
CMS and LHCb experiments, respectively. The branching fractions of the signal
decays, the hadronization fraction ratio fd/fs, and the branching fraction of the
normalization channel B1 R J/y K1 are treated as common parameters. The value
of the B1 R J/y K1 branching fraction is the combination of results from five
different experiments14, taking advantage of all their data to achieve the most precise
input parameters for this analysis. The combined fit takes advantage of the larger
data sample and proper treatment of the correlations between the individual mea-
surements to increase the precision and reliability of the result, respectively.

Fit parameters, other than those of primary physics interest, whose limited
knowledge affects the results, are called ‘nuisance parameters’. In particular, sys-
tematic uncertainties are modelled by introducing nuisance parameters into the
statistical model and allowing them to vary in the fit; those for which additional
knowledge is present are constrained using Gaussian distributions. The mean and
standard deviation of these distributions are set to the central value and uncer-
tainty obtained either from other measurements or from control channels. The
statistical component of the final uncertainty on the branching fractions is
obtained by repeating the fit after fixing all of the constrained nuisance parameters
to their best fitted values. The systematic component is then calculated by sub-
tracting in quadrature the statistical component from the total uncertainty. In
addition to the free fit, a two-dimensional likelihood ratio scan in the plane
B(B0 R m1m2) versus B(B0

s ?mzm{) is performed.
Feldman–Cousins confidence interval. The Feldman–Cousins likelihood ratio
ordering procedure30 is a unified frequentist method to construct single- and
double-sided confidence intervals for parameters of a given model adapted to
the data. It provides a natural transition between single-sided confidence intervals,
used to define upper or lower limits, and double-sided ones. Since the single-
experiment results18,19 showed that the B0 R m1m2 signal is at the edge of the
probability region customarily used to assert statistically significant evidence for a
result, a Feldman–Cousins procedure is performed. This allows a more reliable
determination of the confidence interval and significance of this signal without the
assumptions required for the use of Wilks’ theorem. In addition, a prescription for
the treatment of nuisance parameters has to be chosen because scanning the whole
parameter space in the presence of more than a few parameters is computationally
too intensive. In this case the procedure described by the ATLAS and CMS Higgs
combination group65 is adopted. For each point of the space of the relevant para-
meters, the nuisance parameters are fixed to their best value estimated by the mean
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of a maximum likelihood fit to the data with the value ofB(B0 R m1m2) fixed and
all nuisance parameters profiled with Gaussian penalties. Sampling distributions
are constructed for each tested point of the parameter of interest by generating
simulated experiments and performing maximum likelihood fits in which the
Gaussian mean values of the external constraints on the nuisance parameters
are randomized around the best-fit values for the nuisance parameters used to
generate the simulated experiments. The sampling distribution is constructed
from the distribution of the negative log-likelihood ratio evaluated on the simu-
lated experiments by performing one likelihood fit in which the value of B(B0 R
m1m2) is free to float and another with theB(B0 R m1m2) fixed to the tested point
value. This sampling distribution is then converted to a confidence level by evalu-
ating the fraction of simulated experiments entries with a value for the negative
log-likelihood ratio greater than or equal to the value observed in the data for each
tested point. The results of this procedure are shown in Extended Data Fig. 5.
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M. Rovere138, H. Sakulin138, C. Schäfer138, C. Schwick138, A. Sharma138, P. Siegrist138,
P. Silva138, M. Simon138, P. Sphicas138,238, D. Spiga138, J. Steggemann138, B. Stieger138,
M. Stoye138, Y. Takahashi138, D. Treille138, A. Tsirou138, G.I. Veres138,220, N. Wardle138,
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di Milano-Bicocca. 76Università di Milano-Bicocca. 77INFN Sezione di Napoli, Università
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Paris Diderot, CNRS/IN2P3, Paris, France. 63Institut für Physik, Universität Rostock,
Rostock, Germany; Physikalisches Institut, Ruprecht-Karls-Universität Heidelberg,
Heidelberg, Germany. 64National Research Centre Kurchatov Institute, Moscow,
Russia; Institute of Theoretical and Experimental Physics (ITEP), Moscow, Russia.
65Instituto de Fisica Corpuscular (IFIC), Universitat de Valencia-CSIC, Valencia,
Spain; Universitat de Barcelona, Barcelona, Spain. 66Van Swinderen Institute,
University of Groningen, Groningen, The Netherlands; Nikhef National Institute for
Subatomic Physics, Amsterdam, The Netherlands. 67Celal Bayar University, Manisa,
Turkey; European Organization for Nuclear Research (CERN), Geneva, Switzerland.

Secondary affiliations
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Vergata, Roma, Italy. 76Università di Genova, Genova, Italy. 77Scuola Normale Superiore,
Pisa, Italy. 78Politecnico di Milano, Milano, Italy. 79Universidade Federal do Triângulo
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Extended Data Figure 1 | Distribution of the dimuon invariant mass mm1m2

in each of the 20 categories. Superimposed on the data points in black are the
combined fit (solid blue) and its components: the B0

s (yellow shaded) and B0

(light-blue shaded) signal components; the combinatorial background (dash-
dotted green); the sum of the semi-leptonic backgrounds (dotted salmon); and
the peaking backgrounds (dashed violet). The categories are defined by the

range of BDT values for LHCb, and for CMS, by centre-of-mass energy, by the
region of the detector in which the muons are detected, and by the range of BDT
values. Categories for which both muons are detected in the central region of
the CMS detector are denoted with CR, those for which at least one muon was
detected into the forward region with FR.
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Extended Data Figure 2 | Distribution of the dimuon invariant mass mm1m2

for the best six categories. Categories are ranked according to values of
S/(S 1 B) where S and B are the numbers of signal events expected assuming the
SM rates and background events under the B0

s peak for a given category,
respectively. The mass distribution for the six highest-ranking categories, three

per experiment, is shown. Superimposed on the data points in black are
the combined full fit (solid blue) and its components: the B0

s (yellow shaded)
and B0 (light-blue shaded) signal components; the combinatorial
background (dash-dotted green); the sum of the semi-leptonic backgrounds
(dotted salmon); and the peaking backgrounds (dashed violet).
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Extended Data Figure 3 | Schematic of the CMS detector and event display
for a candidate B0

s Rm1m2 decay at CMS. a, The CMS detector and its
components; see ref. 20 for details. b, A candidate B0

s?mzm{ decay produced

in proton–proton collisions at 8 TeV in 2012 and recorded in the CMS detector.
The red arched curves represent the trajectories of the muons from the B0

s decay
candidate.
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Extended Data Figure 4 | Schematic of the LHCb detector and event display
for a candidate B0

s Rm1m2 decay at LHCb. a, The LHCb detector and its
components; see ref. 21 for details. b, A candidate B0

s?mzm{ decay produced
in proton–proton collisions at 7 TeV in 2011 and recorded in the LHCb

detector. The proton–proton collision occurs on the left-hand side, at the origin
of the trajectories depicted with the orange curves. The red curves represent the
trajectories of the muons from the B0

s candidate decay.
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Extended Data Figure 5 | Confidence level as a function of the B(B0R
m1m2) hypothesis. The value of 1 2 CL, where CL is the confidence level
obtained with the Feldman–Cousins procedure, as a function ofB(B0 R m1m2)
is shown in logarithmic scale. The points mark the computed 1 2 CL values and
the curve is their spline interpolation. The dark and light (cyan) areas define the
two-sided 61s and 62s confidence intervals for the branching fraction, while

the dashed horizontal line defines the confidence level for the 3s one-sided
interval. The dashed (grey) curve shows the 1 2 CL values computed from the
one-dimensional 22DlnL test statistic using Wilks’ theorem. Deviations
between these confidence level values and those from the Feldman–Cousins
procedure30 illustrate the degree of approximation implied by the asymptotic
assumptions inherent to Wilks’ theorem29.
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Extended Data Figure 6 | Likelihood contours for the ratios of the
branching fractions with respect to their SM prediction, in the SB0

SM versus
SB0

s

SM plane. a, The (black) cross marks the central value returned by the fit.
The SM point is shown as the (red) square located, by construction,
atSB0

SM~SB0
s

SM~1. Each contour encloses a region approximately corresponding
to the reported confidence level. The SM branching fractions are assumed

uncorrelated to each other, and their uncertainties are accounted for in the
likelihood contours. b, c, Variations of the test statistic 22DlnL for SB0

s
SM and

SB0

SM are shown in b and c, respectively. The SM is represented by the (red)
vertical lines. The dark and light (cyan) areas define the 61s and 62s
confidence intervals, respectively.
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Extended Data Figure 7 | Search for the B0
s Rm1m2 and B0Rm1m2

decays, reported by 11 experiments spanning more than three decades, and
by the present results. Markers without error bars denote upper limits on the
branching fractions at 90% confidence level, while measurements are denoted
with error bars delimiting 68% confidence intervals. The solid horizontal lines

represent the SM predictions for the B0
s ?mzm{ and B0 R m1m2 branching

fractions1; the blue (red) lines and markers relate to the B0
s?mzm{(B0 R

m1m2) decay. Data (see key) are from refs 17, 18, 31–60; for details see Methods.
Inset, magnified view of the last period in time.
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Abstract

Electroweak measurements performed with data taken at the electron-positron collider LEP
at CERN from 1995 to 2000 are reported. The combined data set considered in this report
corresponds to a total luminosity of about 3 fb−1 collected by the four LEP experiments ALEPH,
DELPHI, L3 and OPAL, at centre-of-mass energies ranging from 130 GeV to 209 GeV.

Combining the published results of the four LEP experiments, the measurements include
total and differential cross-sections in photon-pair, fermion-pair and four-fermion production,
the latter resulting from both double-resonant WW and ZZ production as well as singly resonant
production. Total and differential cross-sections are measured precisely, providing a stringent
test of the Standard Model at centre-of-mass energies never explored before in electron-positron
collisions. Final-state interaction effects in four-fermion production, such as those arising from
colour reconnection and Bose-Einstein correlations between the two W decay systems arising
in WW production, are searched for and upper limits on the strength of possible effects are
obtained. The data are used to determine fundamental properties of the W boson and the
electroweak theory. Among others, the mass and width of the W boson, mW and ΓW, the
branching fraction of W decays to hadrons, B(W → had), and the trilinear gauge-boson self-
couplings gZ1 , κγ and λγ are determined to be:

mW = 80.376± 0.033 GeV

ΓW = 2.195± 0.083 GeV

B(W → had) = 67.41± 0.27 %

gZ1 = 0.984+0.018
−0.020

κγ = 0.982± 0.042

λγ = −0.022± 0.019 .

Keywords: Electron-positron physics, electroweak interactions, decays of heavy intermediate
gauge bosons, fermion-antifermion production, precision measurements at W-pair energies, tests
of the Standard Model, radiative corrections, effective coupling constants, neutral weak current,
Z boson, W boson, top quark, Higgs boson.

PACS: 12.15.-y, 13.38.-b, 13.66.-a, 14.60.-z, 14.65.-q, 14.70.-e, 14.80.-j.
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A.Giammanco,26 A.Giassi,26 A.Gregorio,26 F. Ligabue,26 A.Lusiani,26 P.S.Marrocchesi,26

A.Messineo,26 F.Palla,26 G.Rizzo,26 G. Sanguinetti,26 A. Sciabà,26 G. Sguazzoni,26 P. Spagnolo,26
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D.P.S. Ferguson,35 Y.Gao,35,a13 S.González,35 J.Grahl,35 J.L.Harton,35 O.J.Hayes,35 H.Hu,35

S. Jin,35 R.P. Johnson,35 J.Kile,35 P.A.McNamara III,35 J.Nielsen,35 W.Orejudos,35 Y.B.Pan,35

Y. Saadi,35 I.J. Scott,35 V. Sharma,35 A.M.Walsh,35 J.Walsh,35 J.Wear,35

J.H. vonWimmersperg-Toeller,35 W.Wiedenmann,35 J.Wu,35 S.L.Wu,35 X.Wu,35

J.M.Yamartino,35 G.Zobernig,35 G.Dissertori.36

1 Physikalisches Institut der RWTH-Aachen, D-52056 Aachen, Germany
2 Laboratoire de Physique des Particules (LAPP), IN2P3-CNRS, F-74019
Annecy-le-Vieux Cedex, France

3 Institut de F́ısica d’Altes Energies, Universitat Autònoma de Barcelona, E-08193
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33 Dipartimento di Fisica, Università di Trieste e INFN Sezione di Trieste, I-34127 Trieste,
Italy

34 Experimental Elementary Particle Physics, University of Washington, Seattle, WA
98195 U.S.A.

35 Department of Physics, University of Wisconsin, Madison, WI 53706, USAa11

36 Institute for Particle Physics, ETH Hönggerberg, 8093 Zürich, Switzerland.
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Montpellier, France.
a7 Supported by CICYT, Spain.
a8 Supported by the National Science Foundation of China.
a9 Supported by the Danish Natural Science Research Council.
a10 Supported by the UK Particle Physics and Astronomy Research Council.
a11 Supported by the US Department of Energy, grant DE-FG0295-ER40896.
a12 Now at Departement de Physique Corpusculaire, Université de Genève, 1211 Genève 4,
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30 Dipartimento di Fisica, Università di Milano and INFN-MILANO, Via Celoria 16,

IT-20133 Milan, Italy
31 Dipartimento di Fisica, Univ. di Milano-Bicocca and INFN-MILANO, Piazza della

Scienza 3, IT-20126 Milan, Italy
32 IPNP of MFF, Charles Univ., Areal MFF, V Holesovickach 2, CZ-180 00, Praha 8,

Czech Republic
33 NIKHEF, Postbus 41882, NL-1009 DB Amsterdam, The Netherlands
34 National Technical University, Physics Department, Zografou Campus, GR-15773

Athens, Greece
35 Physics Department, University of Oslo, Blindern, NO-0316 Oslo, Norway
36 Dpto. Fisica, Univ. Oviedo, Avda. Calvo Sotelo s/n, ES-33007 Oviedo, Spain
37 Department of Physics, University of Oxford, Keble Road, Oxford OX1 3RH, UK
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52 Istituto di Fisica, Università di Udine and INFN, IT-33100 Udine, Italy
53 Univ. Federal do Rio de Janeiro, C.P. 68528 Cidade Univ., Ilha do Fundão

BR-21945-970 Rio de Janeiro, Brazil
54 Department of Radiation Sciences, University of Uppsala, P.O. Box 535, SE-751 21

Uppsala, Sweden
55 IFIC, Valencia-CSIC, and D.F.A.M.N., U. de Valencia, Avda. Dr. Moliner 50, ES-46100

Burjassot (Valencia), Spain
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F-69622 Villeurbanne, France
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M.Przybycień7,n, H. Przysiezniak27, A.Quadt31, K.Rabbertz7,r, D.L.Rees1, C.Rembser7, P.Renkel23,
H.Rick4, D.Rigby1, S. Robertson25, S.A.Robins12, N.Rodning27, J.M.Roney25, A.Rooke14,
E.Ros7, S. Rosati3, K.Roscoe15, A.M.Rossi2, M.Rosvick25, P.Routenburg27, Y.Rozen20, K.Runge9,
O.Runolfsson7, U.Ruppel13, D.R.Rust11, R.Rylko25, K. Sachs6, T. Saeki22, O. Sahr30, E.K.G. Sarkisyan7,j ,
M. Sasaki22, C. Sbarra2, A.D. Schaile30, O. Schaile30, P. Scharff-Hansen7, P. Schenk24, J. Schieck31,
B. Schmitt7, S. Schmitt10, T. Schörner-Sadenius7,z , M. Schröder7, H.C. Schultz-Coulon9, M. Schulz7,
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Chapter 1

Introduction

The electron-positron collider LEP at CERN increased its collision centre-of-mass energy,
√
s,

from the Z pole (LEP-I) up to 209 GeV during its second running phase (LEP-II) from 1995 to
2000. The four LEP experiments ALEPH, DELPHI, L3 and OPAL collected a combined total
integrated luminosity of about 3 fb−1 in the LEP-II centre-of-mass energy range above the Z
pole, 130 GeV to 209 GeV. This large data set explores the new energy regime accessed by
LEP-II with high precision, allowing new tests of the electroweak Standard Model of particle
physics [1] (SM), and searches for new physics effects at higher mass scales.

Combinations of electroweak measurements performed in electron-positron collisions at Z-
pole centre-of-mass energies, at LEP-I and the SLC, are reported in Reference [4]. Here, the
measurements in the electroweak sector of the SM at LEP-II centre-of-mass energies are dis-
cussed, including, where necessary, studies of strong-interaction effects. Photon-pair, fermion-
pair and four-fermion production processes are analysed and the results are presented in the
form of total and differential cross-sections. Final-state interactions between the decay products
in W-boson pair production are investigated for signals of colour reconnection and Bose-Einstein
correlations. Pair-production of W bosons yields measurements of the mass, total decay width
and decay branching fractions of the W boson. Together with other reactions such as single-
W, single-Z, WWγ, Z-pair, Zγ and Zγγ production, the data sample allows stringent tests
of the non-Abelian structure of the electroweak gauge group, by measuring triple and quartic
electroweak gauge boson couplings.

1.1 LEP-II Data

In a circular accelerator such as LEP, the energy loss of the beam particles due to synchrotron
radiation increases with the fourth power of the Lorentz γ factor. In order to push the LEP
centre-of-mass energy beyond the Z-pole, the warm copper RF cavities used at LEP-I were
replaced by superconducting RF cavities to increase the available RF power. In parallel the
LEP-II centre-of-mass energy increased in steps up to a maximum of 209 GeV, reached in
2000, the final year of LEP operation. The centre-of-mass energies and the corresponding
integrated luminosities collected per experiment are reported in Table 1.1. For some of the
analyses described in this report, the data have been combined in different slices of centre-of-
mass energies. About 0.75 fb−1 of integrated luminosity was recorded by each LEP experiment,
for a total of about 3 fb−1.
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Year Mean energy Luminosity
√
s [GeV] [pb−1]

1995, 1997 130.3 6

136.3 6

140.2 1

1996 161.3 12

172.1 12

1997 182.7 60

1998 188.6 180

1999 191.6 30

195.5 90

199.5 90

201.8 40

2000 204.8 80

206.5 130

208.0 8

Total 130− 209 745

Table 1.1: Centre-of-mass energies and integrated luminosities recorded by each experiment
at LEP-II.

1.2 Standard-Model Processes

The various SM processes occurring at high centre-of-mass energies in electron-positron colli-
sions and their cross-sections are shown as a function of the centre-of-mass energy in Figure 1.1.

Photon-Pair Production

The photon-pair production process, e+e− → γγ(γ), is dominated by QED interactions. The
corresponding Feynman diagrams at Born level are shown in Figure 1.2. Higher-order QED
effects play a significant role but the weak interaction is negligible for the present data set.
Therefore this reaction is different from the other processes discussed in this report as it provides
a clean test of QED, independent of other parts of the SM.

Fermion-Pair Production

Pair-production of fermions proceeds mainly via s-channel exchange of a photon or a Z boson
as shown in Figure 1.3. For energies above the Z resonance, QED radiative corrections are
very large, up to several 100% of the Born cross-section. This is caused by hard initial-state
radiation of photons, which lowers the centre-of-mass energy,

√
s, of the hard interaction down

to values
√
s′ close to the Z mass, called radiative return to the Z. In order to probe the hard

interaction at the nominal energy scale
√
s, cuts are applied to remove the radiative return to
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Figure 1.1: Cross-sections of electroweak SM processes. The dots with error bars show the
measurements, while the continuous curves show the theoretical predictions based on the SM.
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Figure 1.2: Feynman diagrams for the process e+e− → γγ at the Born level.
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Figure 1.3: Feynman diagrams for the process e+e− → ff at the Born level. For e+e− final
states additional t-channel diagrams contribute.

the Z and only keep the high-Q2 events. Further cuts remove non-resonant pair corrections
arising from four-fermion production not included in the signal definition.

WW and ZZ Production

One of the most important processes at LEP-II consists of pair production of on-shell W bosons
as shown in Figure 1.4. These events allow a determination of the mass and total decay width
of the W boson. The non-Abelian nature of the electroweak gauge theory, leading to triple
and quartic gauge-boson vertices such as those appearing in the two s-channel WW production
diagrams, is studied and the gauge couplings are measured. Each W boson decays to a quark-
antiquark pair, hadronising into jets, or to a lepton-neutrino pair, resulting in a four-fermion
final state. The WW events are thus classified into fully hadronic, semileptonic and purely
leptonic events. At higher centre-of-mass energies, four-fermion final states are also produced
via Z-pair production, as shown in Figure 1.5.

Final-state corrections arising from the interaction between the two W decay systems, such
as colour reconnection and Bose-Einstein correlations, may lead to a cross-talk effect. Such an
effect potentially spoils the assignment of decay products to decaying weak bosons in terms of
four-momentum, with consequences in the measurement of the W-boson mass and width in the
all-hadronic channel.

Radiative corrections to W-pair production are particularly interesting as they allow the
study of quartic-gauge-boson vertices as shown in Figure 1.6.
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Figure 1.6: Feynman diagrams for the process e+e− → WWγ and WWZ at the Born level
involving quartic electroweak-gauge-boson vertices.
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Four-Fermion Production

Besides the double-resonant WW and ZZ processes, single-resonant boson production channels
such as those shown in Figure 1.7, as well as non-resonant diagrams also contribute to four-
fermion production. Selections are devised to separate the various four-fermion processes, in
particular WW, ZZ, single-W and single-Z production. Single-W production is sensitive to the
electromagnetic gauge couplings of the W boson, as the t-channel photon exchange diagram
dominates over the t-channel Z exchange diagram at LEP-II energies. Bremsstrahlung diagrams
with radiation of an on-shell Z boson off an initial- or final-state fermion leg in Bhabha scattering
contribute to single-Z production in the form of Zee final states.
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Chapter 2

Photon-Pair Production

2.1 Introduction

The differential cross-section for the photon-pair production process e+e− → γγ(γ) is presented
here for centre-of-mass energies above 183 GeV. This process is one of the few channels at LEP
energies with negligible contribution from the weak interaction. Therefore it provides a clean
test of quantum electrodynamics, QED, at high energies. The combination is based on the
publications [5, 6, 7, 8].

Section 2.2 gives a short overview on the event selections of the four experiments as far as
they are relevant for the determination of the theory uncertainty, which is described in Section
2.3. Also the expected cross-sections from QED and other models are given. In Section 2.4
the combination of the differential cross-section is presented. The total cross-section given in
Section 2.5 is derived from the differential cross-section. The results are summarised in Section
2.6.

2.2 Event Selection

The topology of this channel is very clean and the event selection, which is similar for all ex-
periments, is based on the presence of at least two energetic clusters in the electromagnetic
calorimeters (ECAL). A minimum energy of the two highest-energy ECAL clusters is required.
Restrictions are made either on the acollinearity, ξacol, or on the missing longitudinal momen-
tum, pz. The cuts and the allowed range in polar angle, θi, of the observed clusters are listed
in Table 2.1. The clusters are ordered by decreasing energy. In order to remove background,
especially from Bhabha events, charged tracks are in general not allowed except when they can
be associated to a photon conversion in one hemisphere.

Besides limited coverage of the ECAL, selection cuts to reject events with charged tracks
are the main reason for a reduced signal efficiency. The effect of the different cuts depends
strongly on the detector geometry. Therefore experimental systematic errors are considered
uncorrelated between the experiments.
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Experiment polar angles energies acollinearity

ALEPH |cos θi| < 0.95 E1, E2 > 0.5 · Ebeam ξacol < 20◦

DELPHI 25◦ < θi < 155◦ E1, E2 > 0.3 · Ebeam ξacol < 50◦

L3 16◦ < θi < 164◦ E1 + E2 > Ebeam ξacol < 165◦

OPAL |cos θi| < 0.93 E1, E2 > pz –

Table 2.1: Simplified phase-space definition for the selection of e+e− → γγ(γ) events. DELPHI
does not select clusters in the range [35◦, 42◦], [88◦, 92◦] and [138◦, 145◦]. OPAL is sensitive to
additional clusters up to |cos θi| < 0.97 (i ≥ 3).

2.3 Theory

2.3.1 QED Born Cross-Section

The differential cross-section for the QED process e+e− → γγ in lowest order is known since a
long time [9]:

(

dσ

dΩ

)

Born

=
α2

s

[

1 + β2 + β2 sin2 θ

1− β2 cos2 θ
− 2β4 sin4 θ

(1− β2 cos2 θ)2

]

, (2.1)

where
√
s is the centre-of-mass energy. Since the emitted photons are real, with a vanishing

invariant mass, the relevant scale for the fine-structure constant α is zero momentum transfer.
In the following the relativistic limit for the velocity of the electron β = p/E → 1 will be used.
Since the final-state particles are identical the polar angle θ is defined such that cos θ > 0 to
avoid double counting. This results in a full phase space of

∫

dΩ = 2π.
Higher-order QED corrections are relevant but the lowest-order contribution involving weak

couplings is negligible compared to the current experimental precision of about 1%. There is
no resonance effect for this process at energies around the Z mass (LEP-I) since a spin-one
vector or axial-vector particle cannot couple to two real photons. However, at the W-pair
threshold there is a resonance-like effect, since the photons can be radiated off an on-shell W
loop, with a dominating contribution from the triangle diagram with WWγγ coupling [10]. At
such energies, corrections of up to 1.2% are expected for cos θ = 0. At the energies considered
here the corrections are smaller, e.g., for a centre-of-mass energy of 200 GeV they are below
0.2% at all angles, and will be neglected.

2.3.2 Non-QED Models

Various models predict deviations from the QED expectation. The simplest ansatz is the
introduction of cut-off parameters Λ± as used for Bhabha and Møller scattering [12, 13]. With
this formalism a short range exponential deviation is added to the Coulomb potential resulting
in a differential cross-section of the form:

(

dσ

dΩ

)

Λ±

=

(

dσ

dΩ

)

Born

± α2s

2Λ4
±
(1 + cos2 θ) . (2.2)
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New effects can also be described by effective Lagrangian theory [14]. Here dimension-6
terms lead to anomalous eeγ couplings. The resulting deviations in the differential cross-section
are similar in form to those for cut-off parameters, but with a slightly different definition of the
parameter: Λ4

6 = 2
α
Λ4

+. Dimension 7 and 8 Lagrangians introduce eeγγ contact interactions
and result in an angular-independent term added to the Born cross-section:

(

dσ

dΩ

)

Λ′

=

(

dσ

dΩ

)

Born

+
s2

32π

1

Λ′6 . (2.3)

The associated parameters are given by Λ7 = Λ′ and Λ4
8 = meΛ

′3 for dimension 7 and dimension
8 couplings, respectively.

Theories of quantum gravity in extra spatial dimensions might solve the hierarchy prob-
lem since gravitons would propagate in a compactified higher dimensional space, while other
Standard Model (SM) particles are confined to the usual 3 + 1 space-time dimensions [15].
While in these models the Planck mass MD in D = n + 4 dimensions is chosen to be at the
electroweak scale, the usual Planck mass MPl in four dimensions would be M2

Pl = RnMn+2
D ,

where R is the compactification radius of the additional dimensions. Since gravitons couple to
the energy-momentum tensor, their interaction with photons is as weak as that with fermions.
However, the huge number of Kaluza-Klein excitation modes in the extra dimensions may give
rise to observable effects. These effects depend on the scale Ms(∼MD) which may be as low as
O(TeV). Model dependences are absorbed in the parameter λ which is expected to be of order
1. For this analysis it is assumed that λ = ±1. The expected differential cross-section is given
by [16]:

(

dσ

dΩ

)

Ms

=

(

dσ

dΩ

)

Born

− αs

2π

λ

M4
s

(1 + cos2 θ) +
s3

16π2

λ2

M8
s

(1− cos4 θ) , λ = ±1 . (2.4)

Instead of an ordinary electron an excited electron e∗ coupling to electron and photon could
be exchanged in the t-channel of the process [13, 17]. In the most general case e∗eγ couplings
would lead to a large anomalous magnetic moment of the electron on which strong experimental
limits exist [18]. This effect can be prevented by a chiral magnetic coupling of the form:

L =
1

2Λ
ē∗σµν

[

gf
τ

2
Wµν + g′f ′Y

2
Bµν

]

eL + h.c. , (2.5)

where τ are the Pauli matrices and Y is the hypercharge. The model parameters are the
compositeness scale Λ and the relative couplings f and f ′ to the gauge fields W and B with
SM couplings g and g′. For the process e+e− → γγ(γ), effects vanish in the case of f = −f ′.
For fγ = −1

2
(f + f ′) the following cross-section results [20]:

(

dσ

dΩ

)

e∗
=

(

dσ

dΩ

)

Born

+
α2

16

f 4
γ

Λ4
s sin2 θ

[

p4

(p2 −M2
e∗)

2
+

q4

(q2 −M2
e∗)

2

]

− α2

2s

f 2
γ

Λ2

[

p4

(p2 −M2
e∗)

+
q4

(q2 −M2
e∗)

]

, (2.6)

with p2 = − s
2
(1 − cos θ) and q2 = − s

2
(1 + cos θ). In the following it is assumed that Λ = Me∗

unless stated otherwise.
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2.3.3 Radiative Corrections

Radiative corrections, i.e., the ratio of the next-to-leading order QED to Born level, are shown
in Figure 2.1. They are determined from Monte-Carlo simulations [22], implementing a full
third-order calculation including electron-mass effects. In case the third photon is below an
energy cut-off, only two back-to-back photons are generated. Fourth-order effects are not
included. The event angle θ is calculated as:

cos θ =

∣

∣

∣

∣

sin

(

θ1 − θ2
2

)
∣

∣

∣

∣

/

sin

(

θ1 + θ2
2

)

, (2.7)

to minimise higher order effects, where θ1,2 are the polar angles of the two highest-energy
photons.

The correction labelled RADCOR shown in Figure 2.1 is determined from the angles θ1,2
of the two highest-energy photons generated without restriction on the angle. The radiative
corrections depend on the selected phase space, which differs between the four experiments as
listed in Table 2.1. For OPAL the radiative corrections are identical to the RADCOR distribu-
tion, apart from the edge effect, since events with a high energy photon having |cos θi| > 0.93
are rejected due to the cut on the longitudinal momentum. Radiative corrections for DELPHI
are moderate and similar to OPAL due to the intermediate restriction on the acollinearity an-
gle. L3 on the other hand has a very loose cut on the acollinearity angle. Thus events with only
one hard photon in the accepted angle range |cos θ2/1| < 0.96, the other hard photon having
0.96 < |cos θ1/2| ≃ 1, are selected. The event angle is calculated from the angle cos θ3 of an
observed soft photon leading to a smaller cos θ. Especially in the central region, where the
cross-section is small, this leads to large corrections of up to 30%. ALEPH has a very tight cut
on the acollinearity angle leading to a cross-section smaller than the Born cross-section in the
central region.

2.3.4 Theory Uncertainty

For the γγ(γ) channel, no detailed study of the theory uncertainty, i.e., the uncertainty of
the third-order Monte-Carlo prediction, exists. For a QED process the higher-order effect can
be estimated to be 10% (≃ √

α) of the correction due to the highest calculated order. For
each experiment the theory uncertainty is estimated as 10% of the radiative correction, with a
minimum of 0.5%.

A Monte-Carlo study shows that despite different selections the overlap in the selected phase
space is very high, for example, at cos θ = 0.7 where the third-order DELPHI cross-section is
larger than the OPAL cross-section, all events in the phase space selected by OPAL are also in
the phase space selected by DELPHI. This means that the common part of the correction is
correlated between experiments.

For each cos θ bin the theory error is calculated as the luminosity weighted average over
the four experiments taking the correlation into account. The resulting error, listed in Ta-
bles 2.2 and 2.3, varies between 0.5% and 1.0%. The first cos θ bin shows a larger error because
DELPHI’s analysis does not cover this region and thus the L3 measurements get a larger weight.

To determine limits on non-QED models these correlations are taken into account in the
following way. Obviously the radiative corrections in neighbouring bins are due to the same
effects and hence correlated. Forward and central region on the other hand are uncorrelated. A
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Figure 2.1: Radiative corrections for the four experiments: shown is the ratio of the full third-
order RADCOR Monte-Carlo cross-section calculation with the phase-space cuts used by each
experiment to the Born cross-section. The line labelled RADCOR is the ratio determined
without any phase-space cuts.

detailed correlation matrix describing this situation properly is difficult to implement with a log-
likelihood fit while for a χ2 fit the available statistics are too small. To keep the log-likelihood fits
of the non-QED models simple, just two independent regions are defined: barrel (cos θ < 0.75)
and endcap (cos θ > 0.75). Within each region the theory error is 100% correlated, whereas the
two regions are treated as uncorrelated. This simplified treatment is possible, since the theory
uncertainty is smaller than the experimental systematic and statistical uncertainties.

2.4 Combination of the Differential Cross-Section

Apart from ALEPH at 183 GeV, all experiments provide the measured angular distributions in
bins of cos θ, with a bin-width B = 0.05 for all bins except for the last one which has B = 0.0113.
Only the cos θ-range covered differs. Besides the centre-of-mass energy

√
sk and luminosity Lk

of each experiment k, the information includes the number of observed events Nobs
k , the number

of expected events NQED
k or equivalently the correction Ck with N

QED
k = Ck

(

dσ
d cos θ

)

Born
LkB, as

well as the experimental systematic error δexpk . The experiment-dependent terms Ck correct for
the different phase-space cuts reported in Table 2.1. All experiments assume an experimental
systematic error which does not depend on cos θ and hence is correlated between all bins. The
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OPAL experiment introduces an additional uncorrelated experimental error δunc for some bins.
As explained above the experimental systematic error is uncorrelated between experiments.
The resulting errors on the LEP combination are reported in Tables 2.2 and 2.3.

The effective centre-of-mass energy,
√
s, is determined as the luminosity weighted average,

taking into account that the cross-section is proportional to 1/s:

s = L
/

∑

k

Lk
sk

, (2.8)

where L =
∑

k Lk. The average correction C at a given angle and energy is calculated as:

C =
∑

k

dσ

d cos θ
(cos θk, sk)LkCk

/

dσ

d cos θ
(cos θ, s)L . (2.9)

Similarly the systematic errors are calculated, adding the contributions in quadrature. The
results are given in Tables 2.2 and 2.3. The combined differential cross-section in each bin,
corrected to Born level, is then calculated as:

dσ

dcos θ
=

N

CBL (2.10)

where N =
∑

kN
obs
k . The ratio of the combined cross-section and the expected Born cross-

section is shown in Figure 2.2. For illustration the differential cross-section combined for all
energies is shown in Figure 2.3. On average, the cross-section is slightly below the QED
expectation.

2.5 Combined Total Cross-Section

The total cross-section is derived by integrating the combined differential cross-section. Since
the coverage in the scattering angle varies between experiments, the total cross-section is given
for two ranges, cos θ < 0.9613 and cos θ < 0.90. The latter range is covered by all four
experiments. The results are shown in Figure 2.4 and are summarised in Table 2.4. For the
theory error the contributions in barrel and endcap are added in quadrature. The total cross-
section (especially for cos θ < 0.9613) is dominated by the very forward region, where the
cross-section is strongly increasing.

2.6 Interpretation

Limits on the parameters describing the non-QED models discussed in Section 2.3.2 are deter-
mined from log-likelihood fits to the combined differential cross-section. Where possible the fit
parameters are chosen such that the likelihood function is approximately Gaussian. The re-
sults of the fits are given in Table 2.5. The values of the fit parameters are about 1.5 standard
deviations below the expectation, reflecting the low cross-section in the central region.

Since no significant deviations with respect to the QED expectations are found – all the
parameters are compatible with zero – 95% confidence level limits are obtained by renormalising
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cos θ′ N C theo exp unc dσ
d cos θ N C theo exp unc dσ

d cos θ√
s = 182.692 GeV L = 159.4/pb

√
s = 188.609 GeV L = 682.6/pb

0.029 23 0.7860 1.00 1.18 1.10 3.7 92 0.7853 1.00 1.00 0.84 3.4
0.076 39 1.0257 0.79 1.03 0.00 4.8 108 0.9321 0.79 0.80 0.00 3.4
0.126 32 0.9147 0.78 1.00 0.00 4.4 132 0.9718 0.78 0.83 0.00 4.0
0.176 32 1.0743 0.76 1.04 0.00 3.7 129 0.9473 0.76 0.81 0.00 4.0
0.226 33 0.9297 0.74 0.98 0.00 4.5 147 0.9210 0.74 0.80 0.00 4.7
0.275 41 0.9982 0.72 1.01 0.00 5.2 142 0.9539 0.72 0.82 0.00 4.4
0.326 44 0.9907 0.71 1.01 0.00 5.6 162 0.9308 0.71 0.81 0.00 5.1
0.375 37 0.9726 0.69 1.01 0.00 4.8 152 0.9207 0.69 0.82 0.00 4.8
0.426 39 0.9265 0.67 0.99 0.00 5.3 159 0.9301 0.67 0.81 0.00 5.0
0.475 37 0.9747 0.65 1.01 0.00 4.8 190 0.9351 0.65 0.80 0.00 6.0
0.525 55 0.9360 0.64 0.98 0.00 7.4 214 0.9523 0.64 0.79 0.00 6.6
0.576 55 0.9476 0.62 0.99 0.00 7.3 213 0.9380 0.62 0.80 0.00 6.7
0.626 73 0.9274 0.60 0.98 0.00 9.9 224 0.9240 0.60 0.79 0.00 7.1
0.676 70 0.9120 0.59 0.97 0.00 9.6 299 0.9198 0.59 0.79 0.00 9.5
0.726 44 0.4260 0.57 0.58 1.69 13.0 223 0.5398 0.57 0.88 1.01 12.1
0.776 53 0.4109 0.55 0.56 1.73 16.2 275 0.5295 0.55 0.89 1.02 15.2
0.826 104 0.5469 0.53 0.84 1.28 23.8 399 0.6400 0.53 0.89 0.83 18.3
0.877 197 0.7874 0.52 0.95 0.88 31.4 743 0.7959 0.52 0.82 0.66 27.4
0.928 133 0.3628 0.50 1.29 1.17 46.0 682 0.4409 0.50 1.10 0.73 45.3
0.956 35 0.2010 0.50 2.10 0.00 99.2 78 0.1426 0.50 2.10 0.00 72.8√

s = 191.597 GeV L = 111.8/pb
√
s = 195.506 GeV L = 314.0/pb

0.029 13 0.6903 1.00 0.92 0.93 3.4 35 0.7437 1.00 1.00 0.80 3.0
0.076 22 0.9613 0.79 0.81 0.00 4.1 51 0.9882 0.79 0.84 0.00 3.3
0.126 14 0.9154 0.78 0.78 0.00 2.7 45 0.9061 0.78 0.79 0.00 3.2
0.176 18 0.9117 0.76 0.79 0.00 3.5 68 0.9401 0.76 0.84 0.00 4.6
0.226 12 0.9529 0.74 0.83 0.00 2.3 47 1.0174 0.74 0.83 0.00 2.9
0.275 30 0.9242 0.72 0.79 0.00 5.8 54 0.8987 0.72 0.80 0.00 3.8
0.326 21 0.9212 0.71 0.78 0.00 4.1 53 0.9260 0.71 0.82 0.00 3.6
0.375 26 0.9950 0.69 0.84 0.00 4.7 72 0.9005 0.69 0.80 0.00 5.1
0.426 28 0.9054 0.67 0.79 0.00 5.5 65 0.8896 0.67 0.81 0.00 4.7
0.475 29 0.9181 0.65 0.81 0.00 5.7 79 0.9573 0.65 0.81 0.00 5.3
0.525 27 0.8903 0.64 0.77 0.00 5.4 97 0.9172 0.64 0.80 0.00 6.7
0.576 29 0.9808 0.62 0.83 0.00 5.3 93 0.9437 0.62 0.82 0.00 6.3
0.626 46 0.9386 0.60 0.82 0.00 8.8 116 0.9216 0.60 0.81 0.00 8.0
0.676 41 0.9026 0.59 0.80 0.00 8.1 129 0.8611 0.59 0.78 0.00 9.5
0.726 34 0.5506 0.57 0.93 0.97 11.0 82 0.5200 0.57 0.92 0.96 10.0
0.776 43 0.5032 0.55 0.89 1.05 15.3 120 0.4941 0.55 0.92 1.00 15.5
0.826 75 0.6263 0.53 0.88 0.83 21.4 178 0.6082 0.53 0.91 0.80 18.6
0.877 108 0.7951 0.52 0.79 0.65 24.3 350 0.7900 0.52 0.79 0.61 28.2
0.928 117 0.4165 0.50 1.08 0.76 50.3 276 0.4203 0.50 1.11 0.70 41.8
0.956 16 0.1459 0.50 2.10 0.00 89.2 33 0.1492 0.50 2.10 0.00 64.0

Table 2.2: Combined differential cross-sections for e+e− → γγ(γ). The first two numbers of each
block are the centre-of-mass energy,

√
s, and the total luminosity, L. The following rows list for

each bin: weighted cos θ, total number of events N , correction C, theory error (theo), experi-
mental systematic error (exp) and systematic uncorrelated error (unc). The errors are relative
and given in %. The differential cross-section (in pb) is: dσ/dcos θ(cos θ,

√
s) = N/C/B/L.

The value listed for cos θ′ corresponds to dσ/dcos θ(cos θ′) · B =
∫

bin
dσ/dcos θ dcos θ.
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cos θ′ N C theo exp unc dσ
d cos θ N C theo exp unc dσ

d cos θ√
s = 199.504 GeV L = 315.2/pb

√
s = 201.631 GeV L = 157.1/pb

0.029 43 0.6607 1.00 0.92 0.93 4.1 23 0.7240 1.00 0.99 0.80 4.0
0.076 44 0.8989 0.79 0.76 0.00 3.1 25 0.8865 0.79 0.78 0.00 3.6
0.126 38 0.9171 0.78 0.78 0.00 2.6 25 0.8697 0.78 0.78 0.00 3.7
0.176 38 0.9480 0.76 0.78 0.00 2.5 18 0.9562 0.76 0.84 0.00 2.4
0.226 50 0.9385 0.74 0.76 0.00 3.4 23 0.9482 0.74 0.79 0.00 3.1
0.275 57 0.9574 0.72 0.80 0.00 3.8 19 0.8910 0.72 0.76 0.00 2.7
0.326 64 0.9220 0.71 0.78 0.00 4.4 31 0.8263 0.71 0.75 0.00 4.8
0.375 64 0.9122 0.69 0.80 0.00 4.5 38 0.9389 0.69 0.81 0.00 5.2
0.426 64 0.9186 0.67 0.80 0.00 4.4 36 0.9471 0.67 0.86 0.00 4.8
0.475 67 0.9311 0.65 0.77 0.00 4.6 28 0.9213 0.65 0.79 0.00 3.9
0.525 77 0.9137 0.64 0.78 0.00 5.3 43 0.8979 0.64 0.80 0.00 6.1
0.576 94 0.9057 0.62 0.77 0.00 6.6 48 0.9472 0.62 0.82 0.00 6.5
0.626 104 0.9226 0.60 0.80 0.00 7.2 52 0.9153 0.60 0.81 0.00 7.2
0.676 111 0.8897 0.59 0.77 0.00 7.9 62 0.8703 0.59 0.78 0.00 9.1
0.726 70 0.5447 0.57 0.96 0.94 8.2 52 0.5281 0.57 0.98 0.91 12.5
0.776 108 0.5174 0.55 0.94 0.98 13.2 53 0.5151 0.55 0.97 0.93 13.1
0.826 160 0.5807 0.53 0.90 0.86 17.5 92 0.5886 0.53 0.93 0.80 19.9
0.877 307 0.8001 0.52 0.77 0.62 24.3 152 0.7988 0.52 0.79 0.58 24.2
0.928 279 0.4092 0.50 1.10 0.74 43.3 115 0.4240 0.50 1.12 0.67 34.5
0.956 28 0.1231 0.50 2.10 0.00 65.6 11 0.1197 0.50 2.10 0.00 53.2√

s = 205.279 GeV L = 393.3/pb
√
s = 206.671 GeV L = 462.9/pb

0.029 44 0.5596 1.00 0.96 0.89 4.0 59 0.8530 1.00 0.99 0.85 3.0
0.076 64 0.9151 0.79 0.74 0.00 3.6 68 1.0029 0.79 0.89 0.00 2.9
0.126 53 0.9524 0.78 0.72 0.00 2.8 70 1.0074 0.78 0.91 0.00 3.0
0.176 51 0.9325 0.76 0.75 0.00 2.8 66 0.9777 0.76 0.87 0.00 2.9
0.226 65 0.9267 0.74 0.72 0.00 3.6 74 1.0103 0.74 0.88 0.00 3.2
0.275 50 0.9477 0.72 0.73 0.00 2.7 67 0.9818 0.72 0.87 0.00 2.9
0.326 71 0.8851 0.71 0.72 0.00 4.1 94 0.9437 0.71 0.87 0.00 4.3
0.375 63 0.9136 0.69 0.75 0.00 3.5 72 0.9200 0.69 0.92 0.00 3.4
0.426 72 0.9104 0.67 0.72 0.00 4.0 88 0.9542 0.67 0.90 0.00 4.0
0.475 62 0.9108 0.65 0.72 0.00 3.5 98 0.9776 0.65 0.88 0.00 4.3
0.525 91 0.8862 0.64 0.71 0.00 5.2 122 0.9286 0.64 0.87 0.00 5.7
0.576 97 0.9212 0.62 0.72 0.00 5.4 126 0.9500 0.62 0.88 0.00 5.7
0.626 102 0.8721 0.60 0.72 0.00 5.9 144 0.9281 0.60 0.87 0.00 6.7
0.676 150 0.8650 0.59 0.71 0.00 8.8 206 0.9089 0.59 0.86 0.00 9.8
0.726 89 0.4266 0.57 0.92 0.97 10.6 147 0.6288 0.57 0.92 0.97 10.1
0.776 105 0.3995 0.55 0.89 1.03 13.4 166 0.5891 0.55 0.90 1.02 12.2
0.826 154 0.4833 0.53 0.89 0.84 16.2 227 0.7137 0.53 0.89 0.83 13.7
0.877 345 0.7747 0.52 0.71 0.52 22.6 431 0.8173 0.52 0.86 0.72 22.8
0.928 252 0.3169 0.50 1.07 0.77 40.4 418 0.4780 0.50 1.09 0.75 37.8
0.956 24 0.0960 0.50 2.10 0.00 57.8 61 0.1490 0.50 2.10 0.00 80.4

Table 2.3: Combined differential cross-sections for e+e− → γγ(γ). The first two numbers of each
block are the centre-of-mass energy,

√
s, and the total luminosity, L. The following rows list for

each bin: weighted cos θ, total number of events N , correction C, theory error (theo), experi-
mental systematic error (exp) and systematic uncorrelated error (unc). The errors are relative
and given in %. The differential cross-section (in pb) is: dσ/dcos θ(cos θ,

√
s) = N/C/B/L.

The value listed for cos θ′ corresponds to dσ/dcos θ(cos θ′) · B =
∫

bin
dσ/dcos θ dcos θ.
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Figure 2.2: Combined differential cross-sections relative to the QED expectation. The error
bars shown include the statistical and systematic experimental errors. The theory uncertainty
is small, decreasing from 1.0% to 0.5% for increasing | cos θ|.
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band indicating the theory error.
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on the QED prediction.

√
s cos θ < 0.90 cos θ < 0.9613

(GeV) LEP QED LEP QED

182.7 8.26±0.26±0.08 7.98±0.04 11.65±0.34±0.13 11.57±0.05
188.6 7.38±0.12±0.06 7.49±0.03 10.44±0.15±0.11 10.86±0.04
191.6 7.07±0.28±0.06 7.26±0.03 10.56±0.39±0.11 10.52±0.04
195.5 7.12±0.17±0.06 6.97±0.03 9.92±0.22±0.10 10.10±0.04
199.5 6.38±0.16±0.06 6.69±0.03 9.27±0.21±0.10 9.70±0.04
201.6 6.84±0.24±0.06 6.55±0.03 9.15±0.30±0.10 9.50±0.04
205.3 6.13±0.15±0.05 6.32±0.03 8.79±0.20±0.09 9.16±0.04
206.7 6.03±0.13±0.06 6.24±0.03 8.81±0.17±0.10 9.04±0.04

Table 2.4: The total cross-section (in pb) for e+e− → γγ(γ). For the measured cross-sections
(LEP) the statistical and systematic errors are given. The theory error of 0.45% (0.41%) for
cos θ < 0.90 (0.9613) is quoted for the QED expectation.
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Model and

Fit parameter Fit result 95% CL limit (GeV)

Cut-off parameters

Λ+ > 431
Λ−4

±
(

−37+24
−23

)

· 10−12 GeV−4

Λ− > 339

effective Lagrangian

dimension 7

Λ−6
7

(

−2.8+1.8
−1.7

)

· 10−18 GeV−6 Λ7 > 880

effective Lagrangian derived from Λ+ Λ6 > 1752

dimension 6 and 8 derived from Λ7 Λ8 > 24.3

quantum gravity

λ = +1: Ms > 868
λ/M4

s

(

−0.85+0.54
−0.55

)

· 10−12 GeV−4

λ = −1: Ms > 1108

excited electrons

Me∗(fγ = 1) see Figure 2.6 Me∗ > 366

f 2
γ (Me∗ = 200 GeV) −0.17+0.12

−0.12 fγ/Λ < 7.0 TeV−1

Table 2.5: Results of the fits to the differential cross-section for e+e− → γγ(γ) and the 95%
confidence level limits on the model parameters.

the probability distribution of the fit parameter to the physically allowed region, ǫ ≥ 0 for each
Λ+ limit and ǫ ≤ 0 for Λ− limits. For limits on the coupling of an excited electron fγ/Λ a scan
over the mass Me∗ is performed and presented in Figure 2.5. The cross-section is nonlinear in
the fit parameter only for Me∗ . The obtained negative log likelihood distribution is shown in
Figure 2.6 and the limit is determined at 1.92 units above the minimum.

2.7 Conclusion

The differential cross-section for the photon-pair production process e+e− → γγ(γ) was mea-
sured and found in agreement with the expectation from QED. Limits on new physics were
obtained for various models. They supersede by large factors previous limits on cut-off pa-
rameters obtained from data collected at electron-positron colliders of lower centre-of-mass
energies [23].
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Chapter 3

Fermion-Pair Production

3.1 Introduction

The LEP-II data were taken at centre-of-mass energies,
√
s, increasing from 130 GeV to 209

GeV. These energies are well above the Z-pole and the cross-sections for e+e− → ff are signifi-
cantly smaller than those at the Z-pole. The four LEP experiments have made measurements
of the e+e− → ff process over this range of energies [32, 33, 34, 35], and a combination of these
data is discussed in this section.

Initial-state photon radiation is very important in analysing e+e− → ff. If an initial-state
photon (or photons) is emitted then the effective e+e− centre-of-mass energy is reduced from

√
s

to a lower value
√
s′. The rate of events at a given effective energy is given by the probability

to emit photons times the cross-section of e+e− → ff at the reduced centre-of-mass energy
√
s′.

For the case when
√
s′ ≃ mZ, corresponding to a photon energy of Eγ = (s−m2

Z)/(2
√
s), the

rate becomes very large. This part, which is called radiative return to the Z, is thus important in
both the event selection and the analysis of e+e− → ff. For the studies reported in this section
only events with a small amount of initial state radiation, i.e., large

√

s′/s, are retained.
The cross-section for e+e− → e+e− is considerably larger than those of e+e− → µ+µ− and

e+e− → τ+τ− because of the additional Feynman diagrams involving t-channel photon and Z
exchange. The low angle e+e− → e+e− Bhabha scattering process is used to determine the
luminosity.

In the years 1995 through 1999 LEP delivered luminosity at a number of distinct centre-of-
mass energy points. In 2000 most of the luminosity was delivered close to two distinct energies,
but there was also a significant fraction of the luminosity delivered in more or less a continuum
of energies. To facilitate the combination of the fermion-pair measurements, the four LEP
experiments divided the data collected in 2000 into two energy bins: from 202.5 to 205.5 GeV,
and above 205.5 GeV. The nominal and actual centre-of-mass energies to which the LEP data
are averaged for each year are given in Table 3.1.

A number of measurements of the process e+e− → ff exist and are combined. The averages
of cross-section and forward-backward asymmetry measurements are discussed in Section 3.2.
In Section 3.3 the averages of the differential cross-section measurements, dσ

d cos θ
, for the channels

e+e− → µ+µ− and e+e− → τ+τ− are presented; similar averages for differential cross-sections
for e+e− → e+e− are given in Section 3.4. In Section 3.5 the combined results are interpreted in
terms of contact interactions, the exchange of Z′ bosons, the exchange of leptoquarks or squarks
and the exchange of gravitons in large-extra-dimensions scenarios. The results are summarised
in Section 3.6.
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Year Nominal Energy Actual Energy Luminosity
GeV GeV pb−1

1995 130 130.1 3
136 136.1 3

1996 161 161.3 10
172 172.1 10

1997 130 130.1 2
136 136.1 2
183 182.7 50

1998 189 188.6 170
1999 192 191.6 30

196 195.5 80
200 199.5 80
202 201.7 40

2000 205 204.9 80
207 206.5 140

Table 3.1: The nominal and actual average centre-of-mass energies for data collected during
LEP-II operation in each year. The approximate average integrated luminosity analysed per
experiment at each energy is also shown.

The uncorrelated systematic errors on the input measurements have been separated from
the statistical errors, allowing the decomposition of the errors on the averages into statistical
and systematic components. Multiplicative corrections have been used to correct measurements
to the full solid angle or full s′ region of the common signal definition. Additional errors have
been included to account for uncertainties in these corrections.

Where comparisons with Standard Model (SM) predictions are performed, the predictions
are calculated using ZFITTER [36] version 6.36 with the following input parameters:

mZ = 91.1875 GeV (3.1)

mt = 170.9 GeV (3.2)

mH = 150 GeV (3.3)

∆α
(5)
had(m

2
Z) = 0.02758 (3.4)

αS(mZ) = 0.118 . (3.5)

3.2 Averages for Cross-Sections and Asymmetries

In this section the results of the combination of cross-sections and asymmetries are given.
The individual experiments’ analyses of cross-sections and forward-backward asymmetries are
presented in a number of publications [46, 48, 51, 54]. Cross-section results are combined
for the e+e− → qq, e+e− → µ+µ− and e+e− → τ+τ− channels, forward-backward asymmetry
measurements are combined for the µ+µ− and τ+τ− final states. Events are classified according
to the effective centre-of-mass energy,

√
s′. The averages are made for the samples of events

with high effective centre-of-mass energies.
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Individual experiments study different ff signal definitions; corrections are applied to bring
the measurements to the common signal definition:1

•
√
s′ is taken to be the mass of the s-channel propagator, with the ff signal being defined

by the cut
√

s′/s > 0.85.

• ISR-FSR photon interference is subtracted to render the propagator mass unambiguous.

• Results are given for the full 4π angular acceptance.

• Initial state non-singlet diagrams [59], see for example Figure 3.1, which lead to events
containing additional fermion pairs are considered as part of the two-fermion signal. In
such events, the additional fermion pairs are typically lost down the beampipe of the
experiments, such that the visible event topologies are usually similar to difermion events
with photons radiated from the initial state.

e

e

e

eγ

γ/Z µ

µ

e

e

µ

µγ/Z

γ e

e

Figure 3.1: Diagrams leading to the production of initial state non-singlet electron-positron
pairs in e+e− → µ+µ−, which are considered as signal in the common signal definition.

The corrections to the common signal definition were applied in two stages. First, for any
measurement which used a restricted angular range or s′ cut different from the default, a mul-
tiplicative correction was applied to the measurement, the associated errors, and the associated
SM prediction to correct the acceptance to 4π and to the common s′ cut. These corrections
were calculated with ZFITTER for each centre-of-mass energy value. Although these correc-
tions are sizeable, up to 14%, they are expected to be well modelled. In the second stage an
additive correction was used to correct for any other differences in signal definition (e.g., use
of a different s′ definition, inclusion of interference between initial- and final-state radiation,
treatment of four-fermion contribution) and centre-of-mass energy. The additive correction is
simply the difference between the SM prediction calculated using the common signal definition,
at the mean centre-of-mass energy of the measurements, and that provided by the experiment
(corrected for acceptance where necessary).

Uncertainties derived from a comparison of ZFITTER with KK2f [60] are included; these
are shown in Table 3.2. Additional errors are also included to account for those cases where
the SM prediction provided by the experiment had used a version of ZFITTER other than the
default one, or different parameters; these are shown in Table 3.3. The inclusion of these errors
has a very small effect on the averages. The hadronic cross-sections change by less than 0.02%,
the leptonic cross-sections by less than 0.1% and typically 0.05% and the lepton asymmetries
by 0.001.
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σ(qq) σ(µ+µ−) σ(τ+τ−) AFB(µ
+µ−) AFB(τ

+τ−)

cos θ cut 0.0005 0.0005 0.0005 – –
s′ cut 0.0015 0.0005 0.0005 – –
s′ definition 0.002 0.001 0.001 0.0002 0.0002
ISR-FSR interference 0.002 0.002 0.002 0.005 0.005

Table 3.2: Errors derived from a comparison between ZFITTER and KK2f for variations on the
standard signal definition. Values for cross-sections are given as a fraction of the corresponding
cross-section; those for asymmetries are absolute.

Expt. Energies σ(qq) σ(µ+µ−) σ(τ+τ−) AFB(µ
+µ−) AFB(τ

+τ−)

ALEPH 130–183 0.002 0.005 0.005 0.001 0.001
189–207 0.002 0.003 0.003 0.0006 0.0006

DELPHI 130–207 0.00015 0.00007 0.00007 0.00002 0.00002
L3 130–189 0.002 0.005 0.005 0.005 0.005

192–207 0.002 0.003 0.003 0.002 0.002
OPAL 130–207 0.00005 0.00005 0.00005 – –

Table 3.3: Errors applied to account for uncertainties on the ZFITTER predictions quoted
by each experiment, depending on ZFITTER version and parameter settings used by each
experiment. Values for cross-sections are given as a fraction of the corresponding cross-section;
those for asymmetries are absolute.

Theoretical uncertainties associated with the SM predictions for each of the measurements
are not included during the averaging procedure, but must be included when assessing the
compatibility of the data with theoretical predictions. The theoretical uncertainties on the SM
predictions amount to 0.26% on σ(qq), 0.4% on σ(µ+µ−) and σ(τ+τ−), 2% on σ(e+e−), and
0.004 on the leptonic forward-backward asymmetries [59].

The average is performed using the best linear unbiased estimator technique (BLUE) [62],
which is equivalent to a χ2 minimisation. All data from the nominal centre-of-mass energy
points are averaged at the same time.

Particular care is taken to ensure that the correlations between the hadronic cross-sections
are reasonably estimated. The errors are broken down into six categories, with the ensuing
correlations accounted for in the combinations:

• The statistical uncertainty.

• The systematic uncertainty for the final state X which is fully correlated between energy
points for that experiment.

• The systematic uncertainty for experiment Y which is fully correlated between different
final states for this energy point.

• The systematic uncertainty for the final state X which is fully correlated between energy
points and between different experiments.

1ZFITTER flags BOXD=2, CONV=2, FINR=0, INTF=0, ALEM=2.
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• The systematic uncertainty which is fully correlated between energy points and between
different experiments for all final states.

• The uncorrelated systematic uncertainty.

The measurements used in the combination are presented in Appendix B.1, using this decom-
position of the uncertainties. Uncertainties in the hadronic cross-sections arising from frag-
mentation models and modelling of ISR are treated as fully correlated between experiments.
Despite some differences between the models used and the methods of evaluating the errors
in the different experiments, there are significant common elements in the estimation of these
sources of uncertainty.

Table 3.4 gives the averaged cross-sections and forward-backward asymmetries for all en-
ergies. The χ2/dof for the average of the LEP-II ff data is 163/180, corresponding to a χ2

probability of 81%. Most correlations are rather small, with the largest components at any
given pair of energies being those between the hadronic cross-sections. The other off-diagonal
terms in the correlation matrix are smaller than 10%. The correlation matrix between the
averaged hadronic cross-sections at different centre-of-mass energies is given in Table 3.5.

Figures 3.2 and 3.3 show the LEP averaged cross-sections and asymmetries, respectively,
as a function of the centre-of-mass energy, together with the SM predictions. There is good
agreement between the SM expectations and the measurements of the individual experiments
and the combined averages. The ratios of the measured cross-sections and asymmetries to the
SM expectations, averaged over all energies and taking into account the correlations between
the data points and the theoretical errors on the SM predictions, are given in Table 3.6. It is
concluded that there is no evidence in the results of the combinations of the cross-sections and
lepton forward-backward asymmetries for physics beyond the SM in the process e+e− → ff, for
f = q, µ or τ .

3.3 Differential Cross-Sections for Muon- and Tau-Pair

Final States

The LEP experiments have measured the differential cross-section, dσ
d cos θ

, for the e+e− → µ+µ−

and e+e− → τ+τ− channels for samples of events with high effective centre-of-mass energy,
√

s′/s > 0.85. A combination of these results is made using the BLUE technique. For some
bins the number of observed events is very small, so the statistical error associated with each
measurement is taken as the expected statistical error on the differential cross-section, computed
from the expected number of events in each bin for each experiment. Using a Monte-Carlo
simulation it has been shown that this method provides a good approximation to the exact
likelihood method based on Poisson statistics.

The combination includes data from 183 GeV to 207 GeV from DELPHI and OPAL, data
at 189 GeV from L3 and data from 189 GeV to 207 GeV from ALEPH. Each experiment’s
data are binned in 10 bins of cos θ at each energy, using their own signal definition. The polar
scattering angle, θ, is the angle of the outgoing negative lepton with respect to the incoming
electron direction in the detector coordinate system. The outer acceptances of the most forward
and most backward bins for which the experiments present their data are different. This was
accounted for as part of the correction to a common signal definition. The ranges in cos θ for
the measurements of the individual experiments and the average are given in Table 3.7. The
signal definition used corresponded to the definition given in Section 3.2.
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√
s Average

√
s Average

Quantity (GeV) value SM (GeV) value SM

σ(qq) 130 82.445±2.197±0.766 83.090 192 22.064±0.507±0.107 21.259
σ(µ+µ−) 130 8.606±0.699±0.131 8.455 192 2.926±0.181±0.018 3.096
σ(τ+τ−) 130 9.020±0.944±0.175 8.452 192 2.860±0.246±0.032 3.096
Afb(µ

+µ−) 130 0.694±0.059±0.012 0.705 192 0.551±0.051±0.007 0.566
Afb(τ

+τ−) 130 0.682±0.079±0.016 0.705 192 0.590±0.067±0.008 0.565
σ(qq) 136 66.984±1.954±0.630 66.787 196 20.307±0.294±0.096 20.148
σ(µ+µ−) 136 8.325±0.692±0.109 7.292 196 2.994±0.110±0.018 2.961
σ(τ+τ−) 136 7.167±0.851±0.143 7.290 196 2.961±0.152±0.029 2.961
Afb(µ

+µ−) 136 0.707±0.061±0.011 0.684 196 0.592±0.030±0.005 0.562
Afb(τ

+τ−) 136 0.761±0.089±0.013 0.684 196 0.464±0.044±0.008 0.561
σ(qq) 161 37.166±1.063±0.398 35.234 200 19.170±0.283±0.095 19.105
σ(µ+µ−) 161 4.580±0.376±0.062 4.610 200 3.072±0.108±0.018 2.833
σ(τ+τ−) 161 5.715±0.553±0.139 4.610 200 2.952±0.148±0.029 2.832
Afb(µ

+µ−) 161 0.542±0.069±0.012 0.610 200 0.519±0.031±0.005 0.558
Afb(τ

+τ−) 161 0.764±0.061±0.013 0.610 200 0.539±0.041±0.007 0.558
σ(qq) 172 29.350±0.989±0.336 28.775 202 18.873±0.408±0.098 18.569
σ(µ+µ−) 172 3.562±0.331±0.058 3.950 202 2.709±0.146±0.017 2.766
σ(τ+τ−) 172 4.053±0.469±0.092 3.950 202 2.838±0.208±0.022 2.765
Afb(µ

+µ−) 172 0.673±0.077±0.012 0.591 202 0.547±0.045±0.005 0.556
Afb(τ

+τ−) 172 0.357±0.098±0.013 0.591 202 0.535±0.058±0.009 0.556
σ(qq) 183 24.599±0.393±0.182 24.215 205 18.137±0.282±0.087 17.832
σ(µ+µ−) 183 3.505±0.145±0.042 3.444 205 2.464±0.098±0.015 2.673
σ(τ+τ−) 183 3.367±0.174±0.049 3.444 205 2.783±0.149±0.028 2.672
Afb(µ

+µ−) 183 0.564±0.034±0.008 0.576 205 0.556±0.034±0.004 0.553
Afb(τ

+τ−) 183 0.604±0.044±0.011 0.576 205 0.618±0.040±0.008 0.553
σ(qq) 189 22.492±0.206±0.119 22.184 207 17.316±0.212±0.083 17.482
σ(µ+µ−) 189 3.150±0.075±0.016 3.207 207 2.618±0.078±0.014 2.628
σ(τ+τ−) 189 3.204±0.107±0.032 3.206 207 2.502±0.109±0.029 2.628
Afb(µ

+µ−) 189 0.571±0.020±0.005 0.569 207 0.535±0.028±0.004 0.552
Afb(τ

+τ−) 189 0.590±0.026±0.007 0.569 207 0.590±0.034±0.010 0.552

Table 3.4: Combined LEP results for the e+e− → ff cross-sections (in pb) and forward-backward
asymmetries; in each case the first error is statistical and the second systematic. The SM
predictions are from ZFITTER.
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√
s

√
s (GeV)

(GeV) 130 136 161 172 183 189 192 196 200 202 205 207

130 1.000 0.060 0.065 0.058 0.104 0.112 0.043 0.065 0.065 0.045 0.061 0.076
136 0.060 1.000 0.061 0.055 0.098 0.104 0.040 0.061 0.061 0.042 0.057 0.071
161 0.065 0.061 1.000 0.060 0.108 0.117 0.044 0.067 0.068 0.047 0.063 0.078
172 0.058 0.055 0.060 1.000 0.096 0.103 0.039 0.060 0.060 0.041 0.056 0.069
183 0.104 0.098 0.108 0.096 1.000 0.205 0.078 0.120 0.121 0.084 0.114 0.140
189 0.112 0.104 0.117 0.103 0.205 1.000 0.097 0.149 0.151 0.105 0.141 0.174
192 0.043 0.040 0.044 0.039 0.078 0.097 1.000 0.060 0.061 0.042 0.057 0.071
196 0.065 0.061 0.067 0.060 0.120 0.149 0.060 1.000 0.094 0.066 0.089 0.110
200 0.065 0.061 0.068 0.060 0.121 0.151 0.061 0.094 1.000 0.067 0.090 0.112
202 0.045 0.042 0.047 0.041 0.084 0.105 0.042 0.066 0.067 1.000 0.063 0.079
205 0.061 0.057 0.063 0.056 0.114 0.141 0.057 0.089 0.090 0.063 1.000 0.106
207 0.076 0.071 0.078 0.069 0.140 0.174 0.071 0.110 0.112 0.079 0.106 1.000

Table 3.5: The correlation coefficients between averaged hadronic cross-sections at different
energies.

Channel Ratio Deviation

σ(qq) 1.0092±0.0076 +1.21
σ(µ+µ−) 0.9936±0.0141 −0.45
σ(τ+τ−) 1.0005±0.0203 +0.02
AFB(µ

+µ−) 0.9925±0.0212 −0.35
AFB(τ

+τ−) 1.0246±0.0274 +0.90

Table 3.6: Comparison of measurements to SM predictions for each channel. The second
column gives the mean ratio of data to prediction; the third column gives the numbers of
standard deviations of the ratio from unity.
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Figure 3.2: Combined LEP results on the cross-sections for qq, µ+µ− and τ+τ− final states, as
a function of centre-of-mass energy. The expectations of the SM, computed with ZFITTER,
are shown as curves. The lower plot shows the difference between the data and the SM.
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final states as a function of centre-of-mass energy. The expectations of the SM computed with
ZFITTER, are shown as curves. The lower plot shows differences between the data and the
SM.
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Experiment cos θmin cos θmax

ALEPH −0.95 0.95
DELPHI (e+e− → µ+µ−) −0.97 0.97
DELPHI (e+e− → τ+τ−) −0.96 0.96
L3 −0.90 0.90
OPAL −1.00 1.00
Average −1.00 1.00

Table 3.7: The acceptances in cos θ for which the experimental measurements at all energies
are presented for combination, and the acceptance for the LEP average. For DELPHI the
acceptance is shown for the different channels. For ALEPH, L3 and OPAL the acceptance is
the same for muon and tau-lepton channels.

Correlated systematic errors between different experiments, channels and energies, arising
from uncertainties on the overall normalisation, are considered in the averaging procedure. All
data from all energies are combined in a single fit to obtain averages at each centre-of-mass
energy.

The results of the averages are reported in Tables 3.8 and 3.9 and shown in Figures 3.4
and 3.5, with more details summarised in Appendix B.2. The correlations between bins in the
average are less that 2% of the total error on the averages in each bin. The combination results
in a χ2 of 352.2 for 320 degrees of freedom, corresponding to a probability of 10.4%.

3.4 Differential Cross-Sections for Electron-Positron Fi-

nal States

The LEP experiments have measured the differential cross-section, dσ
d cos θ

for the process e+e− →
e+e− with different acollinearity cuts [32, 33, 34, 35]. The results are combined using a χ2

fit to the measured differential cross-sections, using the experimental errors as given by the
experiments. In contrast to the muon and tau-lepton channels, the higher statistics makes the
use of expected errors, as discussed in Section 3.3, unnecessary here.

The combination includes data from 189 to 207 GeV, provided by ALEPH, DELPHI and
OPAL. Each experiment’s data are binned according to an agreed common definition, which
takes into account the large forward peak of Bhabha scattering:

• 10 bins for cos θ between 0.0 and 0.90 and

• 5 bins for cos θ between -0.90 and 0.0

at each energy, where the polar scattering angle, θ, is the angle of the outgoing electron with
respect to the incoming electron direction in the lab coordinate system. Apart from the common
binning in cos θ, each experiment uses its own signal definition. The ranges in cos θ covered
by the individual experiments and the range used for the combination are given in Table 3.10.
The signal definition used for the LEP average corresponds to an acollinearity cut of 10◦.

Correlated systematic errors between different experiments, energies and bins at the same
energy, arising from uncertainties on the overall normalisation, and from migration of events
between forward and backward bins with the same absolute value of cos θ due to uncertainties
in the corrections for charge confusion, were considered in the averaging procedure.
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√
s Average

√
s Average

cos θ bin (GeV) value SM (GeV) value SM

[−1.00,−0.80] 183 0.197±0.183 0.547 200 0.558±0.113 0.501
[−0.80,−0.60] 183 0.589±0.163 0.534 200 0.376±0.098 0.478
[−0.60,−0.40] 183 0.807±0.174 0.627 200 0.799±0.105 0.541
[−0.40,−0.20] 183 1.033±0.197 0.823 200 0.817±0.118 0.689
[−0.20, 0.00] 183 1.178±0.236 1.121 200 1.105±0.139 0.922
[0.00, 0.20] 183 1.778±0.276 1.521 200 1.462±0.162 1.239
[0.20, 0.40] 183 2.143±0.315 2.020 200 1.849±0.185 1.640
[0.40, 0.60] 183 2.690±0.367 2.619 200 2.122±0.211 2.126
[0.60, 0.80] 183 2.916±0.420 3.314 200 2.947±0.239 2.694
[0.80, 1.00] 183 4.368±0.529 4.096 200 3.474±0.306 3.336

[−1.00,−0.80] 189 0.614±0.080 0.532 202 1.137±0.162 0.495
[−0.80,−0.60] 189 0.420±0.065 0.514 202 0.295±0.139 0.471
[−0.60,−0.40] 189 0.530±0.069 0.595 202 0.506±0.149 0.531
[−0.40,−0.20] 189 0.651±0.077 0.772 202 0.455±0.169 0.674
[−0.20, 0.00] 189 1.064±0.089 1.044 202 0.860±0.197 0.900
[0.00, 0.20] 189 1.313±0.111 1.411 202 1.010±0.230 1.208
[0.20, 0.40] 189 2.038±0.123 1.872 202 1.749±0.264 1.599
[0.40, 0.60] 189 2.158±0.139 2.426 202 1.844±0.299 2.072
[0.60, 0.80] 189 2.954±0.158 3.072 202 2.268±0.339 2.627
[0.80, 1.00] 189 3.795±0.216 3.799 202 3.396±0.435 3.254

[−1.00,−0.80] 192 0.481±0.198 0.524 205 0.621±0.113 0.485
[−0.80,−0.60] 192 0.384±0.173 0.504 205 0.385±0.098 0.461
[−0.60,−0.40] 192 0.788±0.186 0.579 205 0.382±0.104 0.517
[−0.40,−0.20] 192 0.581±0.212 0.748 205 0.443±0.118 0.654
[−0.20, 0.00] 192 1.324±0.248 1.008 205 0.891±0.137 0.870
[0.00, 0.20] 192 1.187±0.292 1.360 205 1.205±0.160 1.166
[0.20, 0.40] 192 1.932±0.334 1.803 205 1.614±0.183 1.542
[0.40, 0.60] 192 2.080±0.379 2.337 205 1.663±0.209 1.998
[0.60, 0.80] 192 3.003±0.429 2.960 205 2.097±0.237 2.534
[0.80, 1.00] 192 3.083±0.552 3.662 205 3.318±0.306 3.140

[−1.00,−0.80] 196 0.535±0.119 0.512 207 0.518±0.087 0.481
[−0.80,−0.60] 196 0.485±0.103 0.491 207 0.496±0.075 0.456
[−0.60,−0.40] 196 0.668±0.111 0.560 207 0.473±0.079 0.510
[−0.40,−0.20] 196 0.484±0.126 0.718 207 0.781±0.089 0.643
[−0.20, 0.00] 196 0.802±0.147 0.964 207 0.795±0.104 0.855
[0.00, 0.20] 196 1.507±0.172 1.298 207 0.995±0.121 1.145
[0.20, 0.40] 196 1.657±0.197 1.720 207 1.630±0.139 1.515
[0.40, 0.60] 196 2.303±0.223 2.229 207 2.247±0.159 1.963
[0.60, 0.80] 196 2.949±0.253 2.824 207 2.491±0.179 2.489
[0.80, 1.00] 196 3.272±0.325 3.495 207 2.995±0.231 3.086

Table 3.8: Combined LEP results for the e+e− → µ+µ− differential cross-sections, in pb divided
by ∆(cos θ). The combined statistical and systematic error is shown. The SM predictions are
from ZFITTER.
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√
s Average

√
s Average

cos θ bin (GeV) value SM (GeV) value SM

[−1.00,−0.80] 183 0.302±0.351 0.548 200 0.489±0.201 0.501
[−0.80,−0.60] 183 0.206±0.240 0.535 200 0.619±0.141 0.478
[−0.60,−0.40] 183 0.198±0.230 0.627 200 0.528±0.137 0.541
[−0.40,−0.20] 183 0.542±0.254 0.823 200 0.628±0.155 0.689
[−0.20, 0.00] 183 1.364±0.302 1.121 200 1.067±0.186 0.922
[0.00, 0.20] 183 1.519±0.350 1.521 200 1.130±0.214 1.239
[0.20, 0.40] 183 1.583±0.389 2.020 200 1.871±0.240 1.640
[0.40, 0.60] 183 2.296±0.450 2.619 200 2.043±0.274 2.125
[0.60, 0.80] 183 3.954±0.574 3.313 200 2.777±0.339 2.694
[0.80, 1.00] 183 4.156±0.919 4.095 200 3.437±0.523 3.336

[−1.00,−0.80] 189 0.389±0.123 0.532 202 0.968±0.287 0.495
[−0.80,−0.60] 189 0.379±0.093 0.515 202 0.322±0.189 0.471
[−0.60,−0.40] 189 0.485±0.089 0.595 202 0.420±0.194 0.531
[−0.40,−0.20] 189 0.809±0.100 0.772 202 0.731±0.220 0.674
[−0.20, 0.00] 189 0.848±0.118 1.044 202 0.922±0.263 0.900
[0.00, 0.20] 189 1.323±0.139 1.411 202 0.789±0.300 1.208
[0.20, 0.40] 189 1.989±0.154 1.872 202 1.953±0.341 1.599
[0.40, 0.60] 189 2.445±0.179 2.426 202 1.838±0.386 2.072
[0.60, 0.80] 189 2.467±0.225 3.071 202 3.129±0.479 2.626
[0.80, 1.00] 189 4.111±0.357 3.798 202 3.186±0.747 3.254

[−1.00,−0.80] 192 0.014±0.325 0.524 205 0.363±0.203 0.486
[−0.80,−0.60] 192 0.355±0.247 0.505 205 0.562±0.137 0.461
[−0.60,−0.40] 192 0.479±0.245 0.580 205 0.603±0.135 0.517
[−0.40,−0.20] 192 0.762±0.278 0.748 205 0.443±0.154 0.654
[−0.20, 0.00] 192 0.816±0.331 1.008 205 0.397±0.179 0.870
[0.00, 0.20] 192 1.609±0.385 1.360 205 1.242±0.209 1.166
[0.20, 0.40] 192 1.810±0.433 1.803 205 1.522±0.237 1.542
[0.40, 0.60] 192 2.059±0.491 2.337 205 1.846±0.268 1.998
[0.60, 0.80] 192 2.643±0.599 2.959 205 2.045±0.330 2.533
[0.80, 1.00] 192 2.575±0.935 3.661 205 4.671±0.520 3.140

[−1.00,−0.80] 196 0.810±0.211 0.513 207 0.272±0.145 0.481
[−0.80,−0.60] 196 0.738±0.147 0.491 207 0.412±0.106 0.456
[−0.60,−0.40] 196 0.524±0.141 0.560 207 0.534±0.104 0.510
[−0.40,−0.20] 196 0.688±0.162 0.718 207 0.563±0.118 0.644
[−0.20, 0.00] 196 0.976±0.195 0.964 207 0.683±0.140 0.855
[0.00, 0.20] 196 0.977±0.225 1.298 207 1.443±0.161 1.145
[0.20, 0.40] 196 1.648±0.252 1.719 207 1.351±0.181 1.514
[0.40, 0.60] 196 1.965±0.289 2.228 207 1.761±0.207 1.962
[0.60, 0.80] 196 2.269±0.357 2.823 207 1.655±0.255 2.489
[0.80, 1.00] 196 3.346±0.557 3.494 207 3.597±0.399 3.085

Table 3.9: Combined LEP results for the e+e− → τ+τ− differential cross-sections, in pb divided
by ∆(cos θ). The combined statistical and systematic error is shown. The SM predictions are
from ZFITTER.
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Figure 3.4: LEP averaged differential cross-sections for e+e− → µ+µ− at energies of 183–207
GeV. The SM predictions, shown as solid histograms, are computed with ZFITTER.
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Figure 3.5: LEP averaged differential cross-sections for e+e− → τ+τ− at energies of 183–207
GeV. The SM predictions, shown as solid histograms, are computed with ZFITTER.
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Experiment cos θmin cos θmax

ALEPH (
√

s′/s > 0.85) −0.90 0.90
DELPHI (acol. < 20◦) −0.72 0.72
OPAL (acol. < 10◦) −0.90 0.90
Average (acol. < 10◦) −0.90 0.90

Table 3.10: The acceptances for which experimental data are presented for the e+e− → e+e−

channel and the acceptance for the LEP average.

An average for all energies between 189 and 207 GeV was performed. The results of the
averages are reported in Tables 3.11 and 3.12 and shown in Figures 3.6 and 3.7, with more
details summarised in Appendix B.3. The χ2/dof for the average is 199.4/189, corresponding
to a probability of 28.8%.

The correlations between bins in the average are well below 5% of the total error on the
averages in each bin for most of the cases, and around 10% for bins close to the edges of the
acceptance. The agreement between the averaged data and the predictions from the Monte-
Carlo generator BHWIDE [64] is good, with a χ2 of 85 for 90 degrees of freedom, corresponding
to a probability of 63%. In conclusion, the combined results for the e+e− → e+e− channel are
compatible with the SM.

3.5 Interpretation

The combined cross-section and asymmetry results are interpreted in a variety of models. They
are used to place limits on the mass of a possible additional heavy neutral boson, Z′, under
different assumptions. Limits on contact interactions between leptons and between leptons and
quarks are obtained. The former results are of particular interest since they are inaccessible to
pp̄, pp or ep colliders. Limits are also provided on the masses of leptoquarks. The e+e− → e+e−

channel is used to constrain the scale of gravity in models with extra dimensions.

3.5.1 Models with Z′ Bosons

The combined hadronic and leptonic cross-sections and the leptonic forward-backward asym-
metries are used to fit the data to models including an additional, heavy, neutral boson, Z′.

New gauge bosons in the intermediate TeV scale are motivated by several theoretical ap-
proaches [65]. For instance, the breaking of Grand Unifying Theories (GUTs) based on SO(10)
or E6 symmetries may leave one or several U(1) remnants unbroken down to TeV energies,
before the symmetry reduces to the SM symmetry. In the case of the E6 model, one has the
possible breaking pattern:

E6 → SO(10)×U(1)ψ → SU(5)×U(1)χ × U(1)ψ → SM× U(1)′ , (3.6)

and the new Z′ boson corresponding to the final U(1)′ remnant is a linear combination of the
gauge bosons of the two U(1) groups, U(1)χ and U(1)ψ, generated in the two-step symmetry

breaking, Z′ = Z′
χ cos β+Z′

ψ sin β. The value β = arctan(−
√

5/3) would correspond to a Z′
η

originating from the direct breaking of E6 to a rank-5 group in superstring inspired models.
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√
s Average

√
s Average

cos θ bin (GeV) value SM (GeV) value SM

[−0.90,−0.72] 189 1.401± 0.161 1.590 196 1.470±0.261 1.483
[−0.72,−0.54] 189 2.030± 0.160 1.816 196 1.527±0.221 1.695
[−0.54,−0.36] 189 2.162± 0.170 2.162 196 2.058±0.250 2.000
[−0.36,−0.18] 189 2.298± 0.186 2.681 196 2.788±0.284 2.498
[−0.18, 0.00] 189 4.321± 0.230 3.906 196 3.646±0.318 3.610
[0.00, 0.09] 189 4.898± 0.348 5.372 196 5.887±0.521 4.999
[0.09, 0.18] 189 6.090± 0.404 6.892 196 6.233±0.591 6.406
[0.18, 0.27] 189 8.838± 0.476 9.610 196 9.016±0.694 8.832
[0.27, 0.36] 189 12.781± 0.576 13.345 196 13.444±0.856 12.326
[0.36, 0.45] 189 19.586± 0.707 19.445 196 18.568±0.977 18.039
[0.45, 0.54] 189 30.598± 0.895 30.476 196 27.056±1.223 28.300
[0.54, 0.63] 189 50.488± 1.135 51.012 196 49.391±1.619 47.362
[0.63, 0.72] 189 95.178± 1.520 95.563 196 88.163±2.154 88.473
[0.72, 0.81] 189 211.427± 2.900 212.390 196 197.369±4.121 198.250
[0.81, 0.90] 189 679.146± 5.773 689.989 196 637.846±8.003 642.688

[−0.90,−0.72] 192 1.300± 0.364 1.539 200 1.483±0.245 1.420
[−0.72,−0.54] 192 2.099± 0.419 1.754 200 1.638±0.214 1.623
[−0.54,−0.36] 192 1.871± 0.385 2.091 200 2.068±0.227 1.885
[−0.36,−0.18] 192 1.808± 0.422 2.604 200 2.362±0.250 2.409
[−0.18, 0.00] 192 3.800± 0.519 3.778 200 4.251±0.313 3.435
[0.00, 0.09] 192 5.015± 0.891 5.205 200 5.244±0.506 4.770
[0.09, 0.18] 192 5.695± 0.976 6.692 200 5.888±0.571 6.157
[0.18, 0.27] 192 9.239± 1.175 9.242 200 8.244±0.667 8.471
[0.27, 0.36] 192 12.941± 1.414 12.800 200 9.506±0.736 11.773
[0.36, 0.45] 192 20.761± 1.807 18.776 200 16.376±0.920 17.262
[0.45, 0.54] 192 26.466± 2.074 29.471 200 27.000±1.214 27.117
[0.54, 0.63] 192 49.382± 2.671 49.338 200 44.614±1.537 45.607
[0.63, 0.72] 192 89.676± 3.615 92.079 200 86.454±2.060 85.143
[0.72, 0.81] 192 204.579± 6.760 206.087 200 190.962±3.941 190.786
[0.81, 0.90] 192 655.724±12.588 669.173 200 604.986±7.608 617.718

Table 3.11: Combined LEP results for the e+e− → e+e− differential cross-sections, in pb divided
by ∆(cos θ), for

√
s between 189 GeV and 200 GeV. The combined statistical and systematic

error is shown. The SM predictions are from BHWIDE
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√
s Average

√
s Average

cos θ bin (GeV) value SM (GeV) value SM

[−0.90,−0.72] 202 1.568± 0.368 1.401 207 1.440±0.196 1.339
[−0.72,−0.54] 202 1.344± 0.276 1.579 207 1.426±0.163 1.517
[−0.54,−0.36] 202 2.107± 0.345 1.836 207 1.889±0.177 1.745
[−0.36,−0.18] 202 3.240± 0.406 2.361 207 2.156±0.198 2.240
[−0.18, 0.00] 202 2.911± 0.394 3.356 207 3.215±0.233 3.194
[0.00, 0.09] 202 4.603± 0.628 4.669 207 4.434±0.357 4.380
[0.09, 0.18] 202 6.463± 0.861 6.017 207 6.393±0.463 5.729
[0.18, 0.27] 202 7.457± 0.957 8.320 207 6.951±0.481 7.972
[0.27, 0.36] 202 11.032± 1.113 11.554 207 11.221±0.615 11.019
[0.36, 0.45] 202 16.428± 1.338 16.891 207 15.933±0.739 16.053
[0.45, 0.54] 202 27.153± 1.643 26.583 207 25.676±0.923 25.254
[0.54, 0.63] 202 46.490± 2.214 44.786 207 42.075±1.188 42.456
[0.63, 0.72] 202 87.253± 2.887 83.473 207 77.611±1.569 79.639
[0.72, 0.81] 202 189.026± 5.516 186.904 207 173.825±3.002 178.042
[0.81, 0.90] 202 599.860±10.339 605.070 207 573.637±6.024 576.688

[−0.90,−0.72] 205 1.102± 0.205 1.355
[−0.72,−0.54] 205 1.470± 0.195 1.539
[−0.54,−0.36] 205 2.050± 0.231 1.786
[−0.36,−0.18] 205 2.564± 0.255 2.280
[−0.18, 0.00] 205 3.410± 0.300 3.253
[0.00, 0.09] 205 5.308± 0.472 4.479
[0.09, 0.18] 205 5.836± 0.571 5.820
[0.18, 0.27] 205 7.996± 0.635 8.077
[0.27, 0.36] 205 10.607± 0.764 11.200
[0.36, 0.45] 205 14.729± 0.874 16.322
[0.45, 0.54] 205 26.189± 1.157 25.722
[0.54, 0.63] 205 43.124± 1.497 43.217
[0.63, 0.72] 205 79.255± 1.976 80.939
[0.72, 0.81] 205 179.842± 3.838 180.878
[0.81, 0.90] 205 587.999± 7.527 586.205

Table 3.12: Combined LEP results for the e+e− → e+e− differential cross-sections (continued),
in pb divided by ∆(cos θ), for

√
s larger than 200 GeV. The combined statistical and systematic

error is shown. The SM predictions are from BHWIDE.
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Figure 3.6: LEP averaged differential cross-sections for e+e− → e+e− at energies of 189–207
GeV. The SM predictions, shown as solid histograms, are computed with BHWIDE.
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Figure 3.7: Ratio of the LEP averaged differential cross-sections for e+e− → e+e− at energies
of 189–207 GeV to the SM predictions, as computed with BHWIDE.
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Other options are left-right (L-R) models, based on the group SU(2)R × SU(2)L ×U(1)B−L in
which the new Z′

LR will couple to a linear combination of the right-handed and B-L currents
with a parameter:

α2
LR =

sin2 θW
cos2 θW

g2R
g2L

− 1 . (3.7)

Below the resonance, new gauge bosons appear as deviations from the SM predictions due
to γ − Z′ and Z−Z′ interference terms. Fits are made to the mass of a Z′, MZ′ , for Z′ models
varying the parameters β and αLR including four special models referred to as χ, ψ, η and
L-R [69] and the Sequential Standard Model (SSM) [74], which proposes the existence of a Z′

with exactly the same coupling to fermions as the standard Z.
The LEP-II data alone do not significantly constrain the mixing angle between the Z and

Z′ fields, ΘZZ′ . However, results from a single experiment in which LEP-I data are used in the
fit show that the mixing is consistent with zero (see for example Reference [76], giving limits
of 30 mrad or less depending on the model). Hence, for these fits ΘZZ′ is fixed to zero. The
calculation of Z′ contributions is implemented in an extension of the ZFITTER program [77].

The predictions from the Z′ models are fitted to the combined LEP-II cross-section and
forward-backward asymmetry measurements. In this approach the absence of Z′ bosons is
equivalent to infinite Z′ mass or zero coupling.

No significant evidence is found for the existence of a Z′ boson in any of the models. In its
absence, 95% confidence level lower limits on MZ′ are obtained with a Bayesian method with
the assumption of a flat prior in the physically allowed region. The lower limits on the Z′ mass
are summarised in Table 3.13 and shown in Figure 3.8.
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Figure 3.8: Lower limits on the Z′ mass at the 95% C.L. for Z′ models based on the symmetry
breaking of E6 GUT models (left plot) and on left-right models (right plot).

3.5.2 Contact Interactions

The averaged differential cross-sections for electron-pairs, the averaged cross-sections and forward-
backward asymmetries for muon-pairs and tau-lepton pairs, and the hadron cross-sections are
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Model χ ψ η L-R SSM

Mlimit
Z′ (GeV) 785 500 500 825 1760

Table 3.13: The 95% confidence level lower limits on the Z′ mass in the χ, ψ, η, L-R and SSM
models.

used to search for contact interactions between leptons and between leptons and quarks.
Following Reference [79], contact interactions are parametrised by an effective Lagrangian,

Leff , which is added to the SM Lagrangian and has the form:

Leff =
g2

(1 + δ)Λ2
±

∑

i,j=L,R

ηijeiγµeif jγ
µfj , (3.8)

where g2/4π is taken to be 1 by convention, δ = 1(0) for f = e (f 6= e), ηij = ±1 or 0,
Λ± is the scale of the contact interactions, ei and fj are left or right-handed spinors. By
assuming different helicity coupling between the initial state and final state currents, a set
of different models can be defined from this Lagrangian [80], with either constructive (+) or
destructive (−) interference between the SM process and the contact interactions. The models
and corresponding choices of ηij are given in Table 3.14. The models LL, RR, VV, AA, LR, RL,
V0, A0, A1 are considered here since these models lead to large deviations in the e+e− → µ+µ−

and e+e− → τ+τ− channels. Potential deviations between SM predictions and measurements
of the hadronic cross-section can be interpreted as new interactions occurring between electrons
and a single quark flavour only, or as interaction between electrons and all quark flavours at
the same time. In the former case the scale of the contact interaction is denoted by Λuu for a
flavour of up type (u,c) and by Λdd for a flavour of down type (d,s,b), while for the latter the
scale of the single contact interaction is denoted by Λqq.

For the purpose of fitting contact interaction models to the data, a new parameter ε± =
1/Λ2

± is defined; ε = 0 in the limit that there are no contact interactions. This parameter is
allowed to take both positive and negative values in the fits. Theoretical uncertainties on the
SM predictions are taken from Reference [59], see above.

The values of ε extracted for each model are all compatible with the SM expectation ε = 0
within at most two standard deviations. The fitted values of ε are converted into 95% confidence
level lower limits on Λ±. The limits are obtained with a Bayesian method with the assumption
of a flat prior in the physically allowed region, ε ≥ 0 for each Λ+ limit and ε ≤ 0 for Λ− limits.
The results are shown in Table 3.15 and illustrated in Figure 3.9. The parameters Λ given in
the last column of Table 3.15 are derived from the Λe+e− values combined with the results on
Λ from a combined fit to the µ+µ− and τ+τ− cross-sections and asymmetries.

The full correlation matrix of the differential cross-sections for electron pairs, obtained in
the averaging procedure, is used in the fits. Some aspects of the combination of the LEP data
on Bhabha scattering are discussed in References [81, 82, 83]). For the VV model with positive
interference and assuming electromagnetic coupling strength instead of g2/4π = 1 [82], the
scale Λ can be converted to an upper limit on the electron size:

re < 1.1 · 10−19 m. (3.9)

Models with stronger couplings will make this upper limit even stronger.
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Figure 3.9: The 95% confidence limits on Λ±, for constructive (+) and destructive interference
(−) with the SM, for the contact interaction models discussed in the text. Results are shown
for e+e− → e+e−, e+e− → µ+µ−, and e+e− → τ+τ− as well as for e+e− → uu, e+e− → dd
and e+e− → qq. For e+e− → ℓ+ℓ−, universality in the contact interactions between leptons is
assumed.
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Model ηLL ηRR ηLR ηRL

LL± ±1 0 0 0
RR± 0 ±1 0 0
VV± ±1 ±1 ±1 ±1
AA± ±1 ±1 ∓1 ∓1
LR± 0 0 ±1 0
RL± 0 0 0 ±1
V0± ±1 ±1 0 0
A0± 0 0 ±1 ±1
A1± ±1 ∓1 0 0

Table 3.14: Choices of ηij for different contact interaction models.
.

3.5.3 Large Extra Dimensions

An approach to the solution of the hierarchy problem has been proposed in [84], which brings
close the electroweak scale mEW ∼ 1 TeV and the Planck scale MPl =

1√
GN

∼ 1015 TeV. In

this framework the effective 4 dimensional MPl is connected to a new MPl(4+n) scale in a (4+n)
dimensional theory:

M2
Pl ∼ M2+n

Pl(4+n)R
n , (3.10)

where there are n extra compact spatial dimensions of radius R.
In the production of fermion- or boson-pairs in e+e− collisions this class of models can man-

ifest itself through virtual effects due to the exchange of gravitons (Kaluza-Klein excitations).
As discussed in [87, 88, 89, 90], the exchange of spin-2 gravitons modifies in a unique way the
differential cross-sections for fermion pairs, providing clear signatures. These models introduce
an effective scale (ultraviolet cut-off). We will adopt the notation from [87] and call the grav-
itational mass scale Ms. The cut-off scale is supposed to be of the order of the fundamental
gravity scale in 4 + n dimensions.

The parameter ε is defined as:

ε =
λ

M4
s

, (3.11)

where the coefficient λ is of order 1 and cannot be calculated explicitly without knowledge of
the full quantum gravity theory. In the following analysis we will assume that λ = ±1 in order
to study both the cases of positive and negative interference. To compute the deviations from
the SM due to virtual graviton exchange we use the calculations [89, 88].

A fit to the e+e− → e+e− differential cross-section is performed; this channel has by far the
highest sensitivity. The fitted values of ε agree well with the SM expectation, and are used to
derive limits on the gravitational mass scale Ms at 95 % CL:

Ms > 1.09 TeV for λ = +1 , (3.12)

Ms > 1.25 TeV for λ = −1 . (3.13)
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e+e− → ℓ
+
ℓ
−

Model Λ−
ee (TeV) Λ+

ee Λ−
µµ (TeV) Λ+

µµ Λ−
ττ (TeV) Λ+

ττ Λ−
ℓ+ℓ−(TeV) Λ+

ℓ+ℓ−

LL 8.0 8.7 9.8 12.2 9.1 9.1 11.8 13.8

RR 7.9 8.6 9.3 11.6 8.7 8.7 11.3 13.2

VV 15.3 20.6 16.3 18.9 13.8 15.8 20.0 24.6

AA 14.0 10.1 13.4 16.7 14.1 11.4 18.1 17.8

LR 8.5 11.9 2.2 9.1 2.2 7.7 10.0 13.5

RL 8.5 11.9 2.2 9.1 2.2 7.7 10.0 13.5

V0 11.2 12.4 13.5 16.9 12.6 12.5 16.2 19.3

A0 11.8 17.0 12.1 12.6 8.9 12.1 14.5 19.0

A1 4.0 3.9 4.5 5.8 3.9 4.7 5.2 6.3

e+e− → qq̄

Model Λ−
uū(TeV) Λ+

uū(TeV) Λ−
dd̄
(TeV) Λ+

dd̄
(TeV) Λ−

qq̄(TeV) Λ+
qq̄(TeV)

LL 8.0 11.0 10.5 7.6 4.2 7.2

RR 6.8 9.4 2.4 5.3 6.3 4.3

VV 11.5 16.2 11.4 8.8 9.4 5.8

AA 9.5 13.2 13.1 9.6 6.9 10.7

LR 4.9 2.4 2.9 4.2 5.7 4.9

RL 3.9 3.1 4.9 3.2 8.4 10.8

V0 10.4 14.9 12.5 9.0 5.7 7.0

A0 5.7 3.0 4.7 3.8 9.3 4.4

A1 5.4 3.2 7.3 6.3 4.8 8.9

Table 3.15: The 95% confidence limits on the scale, Λ±, for constructive (+) and destructive
interference (−) with the SM, for the contact interaction models discussed in the text. Results
are given for e+e− → µ+µ−, e+e− → τ+τ− and e+e− → e+e− as well as for e+e− → uu,
e+e− → dd and e+e− → qq. For e+e− → ℓ+ℓ−, universality in the contact interactions between
leptons is assumed.
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Figure 3.10: Ratio of the LEP averaged differential cross-section for e+e− → e+e− compared
to the SM prediction. The effects expected from virtual graviton exchange are also shown.
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An example of the analysis is shown in Figure 3.10.
The interference of virtual graviton exchange amplitudes with both t-channel and s-channel

Bhabha scattering amplitudes makes this the most sensitive search channel at LEP. The results
obtained here would not be strictly valid if the luminosity measurements of the LEP experi-
ments, based on the very same process, is also be affected by graviton exchange. However, as
shown in [81], the effect on the cross-section in the luminosity angular range is so small that it
can safely be neglected in this analysis.

3.5.4 Leptoquarks

Leptoquarks (LQ) mediate quark-lepton transitions. They carry fermion numbers, F = L+3B.
Following the notations in References [92] and [94], scalar leptoquarks, SI , and vector lepto-
quarks, VI , are indicated based on spin and isospin I. Isomultiplets with different hypercharges
are denoted by an additional tilde. It is assumed that leptoquark couplings to quark-lepton
pairs are flavour-diagonal and preserve baryon- and lepton-number. The couplings refer to
gL, gR, according to the chirality of the lepton. In the process e+e− → qq leptoquarks can be
exchanged in u- or t-channel, with F = 0 or |F | = 2.

For convenience, one type of leptoquarks is assumed to be much lighter than the others.
Further, experimental constraints on the product gLgR allow separate studies of gL 6= 0 or
gR 6= 0.

Assuming a coupling of electromagnetic strength, g =
√
4πα, where α is the fine structure

constant, limits on the masses of leptoquarks coupling to electrons and the first generation of
quarks are derived with a Bayesian method with the assumption of a flat prior in the physically
allowed region from comparisons of the theoretical predictions for the total hadronic cross-
section to the LEP-II averaged measurements.

The 95% confidence level lower limits on masses mLQ are summarised in Table 3.16.

LQ type mmin
LQ (GeV) LQ type mmin

LQ (GeV)

S0(L) → eu 646 V1/2(L) → ed 348

S0(R) → eu 516 V1/2(R) → eu, ed 238

S̃0(R) → ed 256 Ṽ1/2(L) → eu 186

S1(L) → eu, ed 429 V0(L) → ed̄ 897

S1/2(L) → eū 228 V0(R) → ed̄ 482

S1/2(R) → eū, ed̄ 285 Ṽ0(R) → eū 577

S̃1/2(L) → ed̄ – V1(L) → eū, ed̄ 765

Table 3.16: The 95% confidence level lower limits on the LQ mass assuming gL,R =
√
4πα. For

S̃1/2(L) no limit can be set because the contribution from this leptoquark type to the hadronic
cross-section is not observable with the precision of the measurements.

3.6 Summary

A combination of the LEP-II e+e− → ff cross-sections (for hadron, muon and tau-lepton final
states) and forward-backward asymmetries (for muon and tau-lepton final states) from LEP
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running at energies from 130 to 209 GeV is made. The results from the four LEP experiments
are in good agreement with each other. The averages for all energies are shown in Table 3.4. The
use of the combined fermion-pair results in an S-Matrix analysis is discussed in Appendix A.
Differential cross-sections, dσ

d cos θ
, for e+e− → µ+µ−, e+e− → τ+τ− and e+e− → e+e− are also

combined. Results are shown in Figures 3.4, 3.5 and 3.6. All results are in good agreement
with the predictions of the SM.

The averaged cross-section, forward-backward asymmetry and differential cross-section re-
sults are interpreted in a variety of models. The LEP-II averaged cross-sections and lepton
asymmetries are used to obtain lower limits on the mass of a possible Z′ boson in different
models. Limits range from 500 to 1760 GeV depending on the model. Limits on the scale of
contact interactions between leptons and between electrons and quarks are determined. A full
set of limits are reported in Table 3.15. Limits on the scale of gravity in models with extra
dimensions ranging from 1.09 to 1.25 TeV are obtained. Limits on the masses of leptoquarks
are derived from the hadronic cross-sections. The limits range from 186 to 897 GeV depending
on the type of leptoquark.
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Chapter 4

Final-State Interconnection Effects

At LEP-II, Final-State Interconnection (FSI) effects may exist when two colourless W or Z
bosons decay hadronically, close in space-time to one another. Two phenomena are considered:
Colour Reconnection (CR) and Bose-Einstein Correlations (BEC). The former is expected to
appear as a consequence of the strong interaction described by non-perturbative QCD, while
the latter is due to the quantum mechanical properties of those particles in the hadronic final
state which follow Bose statistics. Both were observed in other physical systems [95, 99].
An additional motivation for the study of FSI effects is that they introduce potentially large
systematic uncertainties in the measurement of the mass of the W boson using fully hadronic
W-pair decays. The studies described here allow a better understanding of CR and BEC at
LEP-II and, by constraining models and their parameters, impose limits on their quantitative
effect in the W-boson mass measurement.

4.1 Colour Reconnection

4.1.1 Introduction

In W+W− → qqqq events, the products of the two colour singlet W decays have in general a sig-
nificant space-time overlap, because the separation of their decay vertices, τW ∼ 1/ΓW ≈ 0.1 fm,
is small compared to characteristic hadronic distance scales of ∼ 1 fm. Colour reconnection,
also known as colour rearrangement (CR), was first introduced in [101] and refers to a reor-
ganisation of the colour flow between the decay products of the two W bosons. A precedent
for such effects is set by colour suppressed B meson decays, e.g. B → J/ψK, where there is
“cross-talk” between the two original colour singlets, c̄+s and c+spectator [101, 102].

QCD interference effects between the colour singlets in W+W− decays during the perturba-
tive phase are expected to be small, affecting the Wmass by ∼ ( αS

πNcolours
)2ΓW ∼ O(1 MeV) [102].

In contrast, non-perturbative effects involving soft gluons with energies less than ΓW may be
significant, with effects on mW of ∼ O(10 MeV). To estimate the impact of this phenomenon, a
variety of phenomenological models have been developed [102, 103, 104, 105, 106, 107]. These
models differ mainly in the detailed mechanism of CR and hadronisation, and in the fraction
of reconnected events.

Some of the models can also be tested at the Z peak in three-jet events. The analy-
ses [108, 109, 110] showed that the ARIADNE model type 1 [103], and similar the Raths-
man/GAL model [107] with default parameter settings, is not consistent with the data. Colour
rearrangement in W-pair events could, however, also be caused by additional reconnection
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mechanisms. The combination presented here concentrates on the SK1 model [102] in which
the probability for reconnection to occur in an event is given by preco = 1 − exp(−IkI). The
quantity I is the space-time overlap integral between the colour flux tubes that are stretched
between quarks and gluons originating from the perturbative phase of the two hadronic W
decays, and kI is an adjustable parameter of the SK1 model, thus allowing to vary the fraction
of reconnected events in the Monte-Carlo simulation. Figure 4.1 shows the reconnection prob-
ability, preco as a function of the model parameter kI , for an SK1 Monte-Carlo event sample
generated at a centre-of-mass energy of 189 GeV, and used by all LEP experiments as part of the
combination procedure. By varying kI , the SK1 model results can be compared to other mod-
els which have a fixed reconnection probability, such as the ARIADNE model type 2 [103] and
HERWIG [104]. In the context of W mass measurements, it is observed [111, 112, 113, 114] that
all models behave similarly when adjusted to the same reconnection fraction. The HERWIG
CR model assumes a reconnection probability of 1/9 counting the possible colour rearrange-
ments, while the ARIADNE-2 reconnection probability is about 22% at a centre-of-mass energy
of 189 GeV.

Many observables have been studied in the search for an experimental signature of colour
reconnection. The inclusive properties of events such as the mean charged particle multiplicity,
distributions of thrust, rapidity, transverse momentum and ln(1/xp), where xp is the scaled
particle momentum, are found to have limited sensitivity [115, 116]. The effects of CR are
predicted to be numerically larger in these observables when only higher mass hadrons such
as kaons and protons are considered [117]. However, experimental investigations [116] find no
significant gain in sensitivity due to the low production rate of such particles in W decays.

Eventually, two methods were developed which yield a sensitive handle on CR effects in
hadronic W decays: the so-called “particle-flow” method [118, 120], and the influence of CR on
the W-boson mass reconstructed as a function of the particle momentum threshold and when
applying different jet algorithms. These two are described in the following and their combined
results are presented.

4.1.2 Particle-Flow Measurements

In the analogy with the “string effect” analysis in 3-jet e+e− → qqg events [121], the particle-
flow method has been investigated by the DELPHI, L3 and OPAL collaborations [128, 129, 115].
In these analyses, pairs of jets in W+W− → qqqq events are associated with the decay of a W,
after which four jet-jet regions are chosen: two corresponding to jets sharing the same W parent
(intra-W), and two in which the parents differ (inter-W). As there is a two-fold ambiguity in
the assignment of inter-W regions, the configuration having the smaller sum of inter-W angles
is chosen.

Particles are projected onto the planes defined by these jet pairs and the particle density
constructed as a function of φ, the projected angle relative to one jet in each plane. To account
for the variation in the opening angles, φ0, of the jet-jet pairs defining each plane, the particle
densities in φ are constructed as functions of normalised angles, φr = φ/φ0, by a simple rescaling
of the projected angles for each particle, event by event. Particles having projected angles φ
smaller than φ0 in at least one of the four planes are considered further. This gives particle
densities, 1

Nevent

dn
dφr

, in four regions with φr in the range from 0 to 1, and where n and Nevent

are the number of particles and events, respectively.
As the particle density reflects the colour flow in an event, CR models predict a change

in the relative particle densities between inter-W and intra-W regions. On average, colour
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reconnection is expected to affect the particle densities of both inter-W regions in the same
way and so they are added together, as are the two intra-W regions. The observable used to
quantify such changes, RN , is defined:

RN =

1
Nevent

∫ 0.8

0.2
dn
dφr

(intra−W)dφr
1

Nevent

∫ 0.8

0.2
dn
dφr

(inter−W)dφr
. (4.1)

As the effects of CR are expected to be enhanced for low momentum particles far from the jet
axes, the range of integration excludes jet cores (φr ≈ 0 and φr ≈ 1). The precise upper and
lower limits are optimised by model studies of predicted sensitivity.

The DELPHI, L3 and OPAL experiments have developed their own variation on this anal-
ysis, differing primarily in the selection of W+W− → qqqq events. In DELPHI [128] and
L3 [129], events are selected in a very particular configuration (“topological selection”) by im-
posing restrictions on the jet-jet angles and on the jet-resolution parameter for the three- to
four-jet transition (Durham [130] or Luclus [134] schemes). This leads to more planar events
than those in an inclusive W+W− → qqqq sample and the association between jet pairs and
W bosons is given by the relative angular separation of the jets. The overall efficiency for
selecting signal events ranges between 12% and 22% with purities of 70-85%. The efficiency to
assign the correct jets to the parent W’s amounts to 70-91%. Data samples with small signal
efficiency typically have the highest purity and best efficiency for correct jet assignment. The
OPAL [115] event selection is based on their W mass analysis. Assignment of pairs of jets to
W’s follows the procedure used in measuring mW, using a multivariate algorithm [114] with an
overall efficiency for selecting W+W− → qqqq events of 40%, a signal purity of 86%, and an
efficiency for correctly assigning jets to parent W’s of 90%, albeit with a less planar topology
and hence a more complicated colour flow.

The data are corrected bin-by-bin for background contamination in the inter-W and intra-W
regions separately. The possibility of CR effects existing in background processes is neglected
because the background is dominated by e+e− → qq events and the ZZ → qqqq background,
in which CR effects may also be present, is at the level of 2% only.

The measured values of RN are compared after they have been normalised using a common
sample of Monte-Carlo events, processed using the detector simulation and particle-flow analysis
of each experiment. The ratio, r, is constructed:

r =
Rdata
N

Rno−CR
N

, (4.2)

where Rdata
N and Rno−CR

N are the values of RN measured by each experiment in data and in a
common sample of events simulated without CR. In the absence of CR, all experiments should
find r consistent with unity. The default no-CR sample used for this normalisation consists
of e+e− → W+W− events produced using the KORALW [139] event generator and hadronised
using the JETSET [140] model.

The common Monte-Carlo samples used in the combination are only available at a single
centre-of-mass energy, Ecm, of 188.6 GeV. The RN are however measured at each centre-of-mass
energy separately, in both real data and Monte-Carlo simulations. The predicted variation of
RN with centre-of-mass energy is determined by each experiment using its own samples of
simulated e+e− → W+W− events, with hadronisation performed using the no-CR JETSET
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Experiment

RN L3 OPAL
Data 0.8436± 0.0217 1.2426± 0.0248

JETSET 0.8622± 0.0037 1.2910± 0.0028
SK1 (100%) 0.7482± 0.0033 1.0780± 0.0028
HERWIG 0.8822± 0.0038 1.3110± 0.0029
ARIADNE 0.8754± 0.0037 1.2860± 0.0028

Systematics L3 OPAL
Intra-W BEC 0.0017 0.0017

e+e− → qq shape 0.0086 0.0104
σ(e+e− → qq) 0.0071 0.0024

ZZ → qqqq shape }

0.0020
0.0018

σ(ZZ → qqqq) 0.0009
Detector effects 0.0016 0.0142
Ecm dependence 0.0020 0.0005

Table 4.1: Particle-flow measurements compared to Monte-Carlo predictions for the SK1 CR
model and different hadronisation models, together with systematic uncertainties, provided by
L3 and OPAL for the CR combination.

model. The evolutions of RN are parametrised by second order polynomial functions in Ecm

and are detailed in References [128, 129, 115]. The RN measured in data are subsequently
extrapolated by each experiment to the reference energy of 188.6 GeV.

Input from a particle-flow measurement is provided by L3 and OPAL in terms of measured
RN and corresponding ∆RN for different systematic variations of the analysis or different Monte
Carlo modelling [129, 115]. They are shown in Table 4.1. DELPHI provides their results in
terms of likelihood functions, which are discussed below. Systematic uncertainties due to Bose-
Einstein correlations are limited to the level which is compatible with the LEP measurement
of BEC (see Chapter 4.2). Scale uncertainties on the main background processes e+e− → qq
and ZZ → qqqq, and hadronisation uncertainties, which are derived from the spread of RN

for the JETSET, ARIADNE and HERWIG hadronisation models are also taken into account.
For these uncertainties the smallest of each systematic uncertainty of L3 and OPAL is taken
as correlated, the remaining part as uncorrelated. Detector effects and the extrapolation to
a single centre-of-mass energy, as well as the uncertainty of the 4-jet background shape of
e+e− → qq events with multi-gluon emission, are assumed to be uncorrelated.

The scaled measurements of L3 and OPAL, rdata1 = rdataL and rdata2 = rdataO , are combined
by minimising a χ2 function which depends on the model parameter kI through the model
dependence of ri(kI):

χ2
r(kI , c1, c2) =

∑

i,j=1,2

{

(

rdatai − ri(kI) + ciδi,r
) (

C−1
r

)

ij

·
(

rdataj − rj(kI) + cjδj,r
)}

+
∑

m,n=1,2

cm
(

C−1
c

)

mn
cn . (4.3)

The covariance matrix, Cr, is constructed from only the uncorrelated uncertainties and is ac-
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tually diagonal. Correlated uncertainties are introduced by varying each measurement rdatai

with an additive term ciδi,r, where δi,r is the correlated part of the uncertainty on rdatai , and
ci are auxiliary variables. The second term in the χ2

r function introduces correlations between
the auxiliary variables, so that the systematic uncertainties δi,r also become effectively corre-
lated. This procedure is equivalent to the so-called profile likelihood method with correlated
nuisance parameters, see, e.g., [141] and references therein. The correlation matrix (C−1

c )mn is
constructed such that the uncertainty and central value of kI is exactly identical to the result
obtained with a classical and full covariance matrix Cr. The best agreement is found for a
correlation coefficient of 0.50 between the auxiliary parameters. This more complicated pre-
scription is used to combine this result with other CR inputs, which are provided in terms of
likelihood functions.

To be able to vary kI continuously in the minimisation, the SK1 model predictions of ri(kI)
are described by a parametrised, phenomenological function:

ri(kI) = 1 + ai,1
kI

kI + bi
+ ai,2

(

kI
kI + bi

)2

+ ai,3

(

kI
kI + bi

)4

+
ai,4

(1 + kI)
− ai,4 . (4.4)

By construction, ri(kI) is equal to 1 in the limit kI → 0, i.e., when no CR effects are present.
The parameters, ai,j and bi (i = 1, 2,j = 1, . . . , 4), of the function are adjusted to fit the ri(kI)
dependence determined in the SK1 Monte-Carlo simulation by L3 and OPAL, which are shown
in Table D.1 of Appendix D. The terms kI

kI+b
are motivated by the approximate description of

the functional shape of the reconnection probability, preco(kI).
With this parameter set, the function and the Monte-Carlo simulations agree within less

than one statistical standard deviation, as shown in Figure 4.1. The best fitting parameter
values are listed in Table D.2.

The DELPHI experiment also performed a particle-flow analysis [128]. The result is rep-
resented in terms of two likelihood functions, Lp−flow,D,full(kI) and Lp−flow,D,uncorr(kI), where
the former contains all systematic uncertainties and the latter only uncorrelated systematic
uncertainties. These likelihoods are transformed into ∆χ2(kI) = −2 logL(kI) values, which
are smoothed by cubic splines and then used in the combination. To treat correlations with
other inputs properly, a systematic variation, δp−flow,D(kI), of kI is introduced such that the full
∆χ2

p−flow,D,full(kI) can be reproduced in the following way from the uncorrelated ∆χ2
p−flow,D,uncorr(kI)

using an auxiliary variable c3:

∆χ2
p−flow,D,corr(kI) = min

c3

{

∆χ2
p−flow,D,uncorr(kI + c3δp−flow,D(kI)) + c23

}

. (4.5)

The combined minimisation of ∆χ2
p−flow,D,corr(kI , c3) with respect to kI and c3 is equivalent to

a minimisation of ∆χ2
p−flow,D,full(kI) with respect to kI only. The best agreement between the

full description and this procedure is obtained for δp−flow,D(kI) = 0.246 + (0.754)2kI , which is
shown in Figure 4.2. The advantage of this method is again the possibility to correlate c3 with
systematic uncertainties from other CR inputs.

4.1.3 Determination of CR Effects Using W Mass Estimators

A second very sensitive observable for CR is the variation of the reconstructed W-boson mass in
fully hadronic events when applying different particle momentum thresholds and jet algorithms
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Figure 4.1: Top: Reconnection probability as a function of the SK1 model parameter, kI ,
together with an approximate curve preco(kI) to guide the eye. Bottom: Monte-Carlo calculation
and parametrisation of the particle-flow ratio, r(kI), for L3 and OPAL, shown as triangles and
circles, respectively.
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Figure 4.2: Comparison of ∆χ2 distributions for CR measurements from particle-flow and mass
estimator differences, ∆mW, by the ALEPH, DELPHI and OPAL experiments. Distributions
are shown when all uncertainties (continuous lines) and only uncorrelated uncertainties (dashed
lines) are taken into account. The full-uncertainty curves are compared to the ∆χ2 distribution
when the variation of the parametrised uncertainty δ(kI) is used to introduce the correlated
part of the systematic uncertainties (circles).
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at event reconstruction. As pointed out before, CR influences mostly the particle-flow between
jets and hence the low momentum component of the hadronic jets. Thus, estimators of mW in
which the jet-defining parameters are chosen to enhance or reduce the weight given to such low
momentum particles allow an observable to be constructed which is sensitive to the presence
or absence of CR. To measure the effect of CR, the mass difference, ∆mW, of two estimators
is determined in data and compared to the mass difference predicted by a certain CR model.
Since only mass differences are used to measure CR, the correlation with the actual W mass
measurement is small, in the order of 10% [111, 128, 114].

The ALEPH experiment studied the dependence of mW as a function of a momentum
threshold, pcut, of the jet particles and of the cone radius R of the jets, which were constructed
using the Durham-PE algorithm [130]. The pcut thresholds were varied between 1 GeV and
3 GeV and the radius between 0.4 rad and 1.0 rad. DELPHI compared the mW value from the
standard W mass analysis with alternative estimators applying a cone cut at R = 0.5 rad and a
particle momentum cut at 2 GeV, applying again the Durham jet clustering algorithm [130] in
combination with an iterative cone algorithm in order to estimate the direction of the modified
jets. OPAL found that their optimal CR sensitivity is for the comparison between an analysis
with a particle momentum cut at 2.5 GeV and an alternative one in which the jet particles are
weighted according to a factor pκ, with κ = −0.5. The Durham jet clustering algorithm [130]
is used to calculate the modified jet directions.

The ALEPH, DELPHI and OPAL inputs are provided in terms of ∆χ2 curves with complete
systematic uncertainties and with only the uncorrelated part, ∆χ2

∆mW ,i,full(kI) and ∆χ2
∆mW ,i,uncorr(kI),

respectively. Cubic splines are used to interpolate between the provided data points. Correla-
tions are again not taken directly from the input function, ∆χ2

∆mW,i,full(kI), but are introduced
by varying kI with additional uncertainties ±δ(kI) using auxiliary variables ci:

∆χ2
∆mW ,A,corr(kI) = min

c4

{

∆χ2
∆mW ,A,uncorr(kI + c4δ∆mW,A(kI)) + c24

}

, (4.6)

∆χ2
∆mW ,D,corr(kI) = min

c5

{

∆χ2
∆mW ,D,uncorr(kI + c5δ∆mW,D(kI)) + c25

}

, (4.7)

∆χ2
∆mW,O,corr(kI) = min

c6

{

∆χ2
∆mW ,O,uncorr(kI + c6δ∆mW,O(kI)) + c26

}

. (4.8)

The parametrisations of δ∆mW,i(kI) follow step-wise linear functions and are listed in Ap-
pendix D. The original input of ALEPH, DELPHI and OPAL is shown in Figure 4.2 and
compared to the ∆χ2

∆mW,i,corr(kI) functions using the prescription described above. Good agree-
ment is observed.

The main correlated systematic uncertainties which are taken into account are from com-
parisons of hadronisation models, background scale and shape uncertainties, as well as Bose-
Einstein correlations. Detector effects and corrections of the 4-jet background are taken as
uncorrelated. The original ALEPH analysis [111] does not consider uncertainties due to the
BEC effect. Therefore, the corresponding δ∆mW ,A(kI)) values are scaled up by 11%, which is
derived from an additional dedicated systematic study.

4.1.4 Combination of LEP CR Measurements

The LEP measurements of CR using the particle-flow method and the mass estimator differences
are combined using the following total ∆χ2 function:
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∆χ2(kI , c1, . . . , c6) =
∑

i,j=1,2

{

(rdatai − ri(kI) + ciδi,r)
(

C−1
r

)

ij
(rdataj − rj(kI) + cjδj,r)

}

+∆χ2
p−flow,D,uncorr(kI + c3δp−flow,D(kI))

+∆χ2
∆mW,A,uncorr(kI + c4δ∆mW ,A(kI))

+∆χ2
∆mW,D,uncorr(kI + c5δ∆mW ,D(kI))

+∆χ2
∆mW,O,uncorr(kI + c6δ∆mW,O(kI))

+

6
∑

m,n=1

cm
(

C−1
c

)

mn
cn , (4.9)

which is constructed from the ingredients presented above. It is minimised with respect to
kI and the auxiliary parameters c1, . . . , c6, which are correlated through the covariance matrix
Cc. In the LEP combination, the correlation coefficients are set to 0.5, motivated by the full
covariance matrix of the RN measurements, where the correlated systematic uncertainties are
reduced to only the common part in each pair of measurements.

As a cross-check, the CR measurements of each collaboration are combined, and the best
kI values as well as their uncertainties are extracted using the procedure described above.
All results of the individual experiments [111, 128, 129, 114] could be adequately reproduced,
with small deviations being attributed to known systematic effects covered by the assigned
uncertainties. More details can be found in the Appendix D.

The ∆χ2 curves obtained for each experiment are shown in Figure 4.3, together with the
LEP result. Combining all LEP data yields:

kI = 1.26+0.84
−0.64 . (4.10)

This result corresponds to a preferred reconnection probability of 51% at a centre-of-mass
energy of 189 GeV in the SK1 model. Absence of CR cannot be excluded, but is disfavoured
by LEP at more than two standard deviations.

4.1.5 Summary

A combination of the LEP particle-flow and W-mass estimator results is presented, using the
entire LEP-II data sample. The data exclude with 6.9 standard deviations an extreme version
of the SK-I model in which colour reconnection has been forced to occur in essentially all
events. The combination procedure has been generalised to the SK-I model as a function of its
reconnection probability. The combined data are described best by the model in which 51% of
events at 189 GeV are reconnected, corresponding to kI = 1.26. The LEP data disfavour the
no-CR hypothesis at 99.5% confidence level, deviating from it by 2.8 standard deviations. The
68% confidence level range for kI is determined to be 0.62 ≤ kI ≤ 2.10.

4.2 Bose-Einstein Correlations

4.2.1 Introduction

The LEP experiments have studied the strength of particle correlations between two hadronic
systems obtained from W-pair decays occurring close in space-time at LEP-II. The work
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Figure 4.3: Individual and LEP combined ∆χ2 curves for the measurement of the CR param-
eter kI in the SK1 model.

presented in this section is focused on so-called Bose-Einstein correlations (BEC), i.e., the
enhanced probability of production of pairs (multiplets) of identical mesons close together
in phase space. The effect is readily observed in particle physics, in particular in hadronic
decays of the Z boson, and is qualitatively understood as a result of quantum-mechanical
interference originating from the symmetry of the amplitude of the particle production process
under exchange of identical mesons.

The presence of correlations between hadrons coming from the decay of a W-pair, in par-
ticular those between hadrons originating from different W bosons, can affect the direct re-
construction of the mass of the initial W bosons. The measurement of the strength of these
correlations can be used to constrain the corresponding systematic uncertainty in the W mass
measurement.
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4.2.2 Methods

The principal method [142], called “mixing method”, used in the measurement is based on the
direct comparison of 2-particle spectra from genuine hadronic W-pair events, WW → qq̄qq̄,
and from mixed WW events. The latter are constructed by mixing the hadronic sides of two
semileptonic W-pair events, WW → qq̄ℓν, first used in [143]. Such a reference sample has the
advantage of reproducing the correlations between particles belonging to the same W boson,
while the particles from different W bosons are uncorrelated by construction.

This method gives a model-independent estimate of the interplay between the two hadronic
systems, for which BEC and also colour reconnection are considered as dominant sources. The
possibility of establishing the strength of inter-W correlations in a model-independent way is
rather unique; most correlations do carry an inherent model dependence on the reference sample.
In the present measurement, the model dependence is limited to the background subtraction.

4.2.3 Distributions

The two-particle correlations are evaluated using two-particle densities defined in terms of the
4-momentum transfer Q =

√

−(p1 − p2)2, where p1, p2 are the 4-momenta of the two particles:

ρ2(Q) =
1

Nev

dnpairs
dQ

. (4.11)

Here npairs stands for the number of like-sign (unlike-sign) 2-particle permutations.1 In the case
of two stochastically independent hadronically decaying W bosons the two-particle inclusive
density is given by:

ρWW
2 = ρW

+

2 + ρW
−

2 + 2ρmix2 , (4.12)

where ρmix2 can be expressed via the single-particle inclusive density ρ1(p) as:

ρmix2 (Q) =

∫

d4p1d
4p2ρ

W+

(p1)ρ
W−

(p2)δ(Q
2 + (p1 − p2)

2)δ(p21 −m2
π)δ(p

2
2 −m2

π). (4.13)

Assuming further that:

ρW
+

2 (Q) = ρW
−

2 (Q) = ρW2 (Q), (4.14)

one obtains for the case of two stochastically independent hadronically decaying W bosons:

ρWW
2 (Q) = 2ρW2 (Q) + 2ρmix2 (Q). (4.15)

1For historical reasons, the number of particle permutations rather than combinations is used in formulas,
leading to a factor 2 in front of ρmix

2
in Equation 4.12. The experimental statistical errors are, however, based

on the number of particle pairs, i.e., 2-particle combinations.
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In the mixing method, ρmix2 is obtained by combining two hadronic W systems from two different
semileptonic W-pair events. The direct search for inter-W BEC is done using the difference of
2-particle densities:

∆ρ(Q) = ρWW
2 (Q)− 2ρW2 (Q)− 2ρmix2 (Q), (4.16)

or, alternatively, their ratio:

D(Q) =
ρWW
2 (Q)

2ρW2 (Q) + 2ρmix(Q)
= 1 +

∆ρ(Q)

2ρW2 (Q) + 2ρmix(Q)
. (4.17)

Given the definition of the genuine inter-W correlations function δI(Q) [144], it can be shown
that

δI(Q) =
∆ρ(Q)

2ρmix2 (Q)
. (4.18)

To disentangle the BEC effects from other possible correlation sources (such as energy-momentum
conservation or colour reconnection), which are supposed to be the same for like-sign and unlike-
sign charge pairs, the double difference:

δρ(Q) = ∆ρlike−sign(Q)−∆ρunlike−sign(Q), (4.19)

or the double ratio,

d(Q) = Dlike−sign(Q)/Dunlike−sign(Q), (4.20)

is analysed.
The event mixing procedure may introduce artificial distortions, or may not fully account

for some detector effects or for correlations other than BEC. Most of these possible effects are
treated in the Monte-Carlo simulation without inter-W BEC. Therefore they are reduced by
using the double ratio or the double difference:

D′(Q) =
D(Q)data

D(Q)MC,nointer
, ∆ρ′(Q) = ∆ρ(Q)data −∆ρ(Q)MC,nointer , (4.21)

where D(Q)MC,nointer and ∆ρ(Q)MC,nointer are derived from a MC without inter-W BEC.
In addition to the mixing method, ALEPH [145] also uses the double ratio of like-sign pairs

(N++,−−
π (Q)) and unlike-sign pairs N+−

π (Q) corrected with Monte-Carlo simulations without
BEC effects:

R∗(Q) =

(

N++,−−
π (Q)

N+−
π (Q)

)data
/

(

N++,−−
π (Q)

N+−
π (Q)

)MC

noBE

. (4.22)

In analyses based on ∆ρ(Q), δρ(Q) or δI(Q), a deviation from zero indicates the presence of
inter-W correlations, whereas for studies of D(Q), D′(Q) or d(Q), the corresponding signature
is a deviation from unity. For R∗(Q), a difference between data and the Monte-Carlo prediction
excluding inter-W BEC is studied.

77



4.2.4 Results

The four LEP experiments have published results applying the mixing method to the full LEP-II
data sample. As examples, the distributions of ∆ρ′ measured by ALEPH [146], δI measured
by DELPHI [147], D and D′ measured by L3 [148] and D measured by OPAL [149] are shown
in Figures 4.4, 4.5, 4.6 and 4.7, respectively. In addition ALEPH have published results using
R∗ [145]. The centre-of-mass energies, luminosities and the number of events used for the
different measurements are listed in Table 4.2.

√
s Luminosity Number of events

[GeV] [pb−1] WW → qq̄qq̄ WW → qq̄ℓν

ALEPH 183-209 683 6155 4849
DELPHI 189-209 550 3252 2567
L3 189-209 629 5100 3800
OPAL 183-209 680 4470 4533
ALEPH R∗ 172-189 242 2021 -

Table 4.2: The centre-of-mass energies, luminosities and the number of events used for the
different measurements.

A simple combination procedure is available through a χ2 average of the numerical results
of each experiment [145, 146, 147, 148, 149] with respect to a specific BEC model under study,
here based on comparisons with various tuned versions of the LUBOEI model [140, 150]. The
tuning is performed by adjusting the parameters of the model to reproduce correlations in
samples of Z and semileptonic W decays, and applying identical parameters to the modelling of
inter-W correlations (so-called “fullBE” scenario). In this way the tuning of each experiment
takes into account detector systematic uncertainties in the track measurements.

An important advantage of the combination procedure used here is that it allows the com-
bination of results obtained using different analyses. The combination procedure assumes a
linear dependence of the observed size of BEC on various estimators used to analyse the dif-
ferent distributions. It is also verified that there is a linear dependence between the mea-
sured W mass shift and the values of these estimators [113]. The estimators are: the integral
of the ∆ρ(Q) distribution (ALEPH, L3, OPAL); the parameter Λ when fitting the function
N(1+ δQ)(1+Λ exp(−k2Q2)) to the D′(Q) distribution, with N fixed to unity (L3), or δ fixed
to zero and k fixed to the value obtained from a fit to the full BEC sample (ALEPH); the
parameter Λ when fitting the function N(1 + δQ)(1 + Λ exp(−Q/R)) to the D(Q), D(Q)′ and
d distributions, with R fixed to the value obtained from a fit to the full BEC sample (OPAL);

the parameter Λ when fitting the function Λ exp(−RQ)(1+ ǫRQ)+ δ(1+
ρW2
ρmix
2

) to the δI distri-

bution, with R and ǫ fixed to the value obtained from a fit to the full BEC sample (DELPHI);
and finally the integral of the term describing the BEC part,

∫

λ exp(−σ2Q2), when fitting the
function κ(1 + ǫQ)(1 + λ exp(−σ2Q2)) to the R∗(Q) distribution (ALEPH).

The size of the correlations for like-sign pairs of particles measured in terms of these estima-
tors is compared with the values expected in the model with and without inter-W correlations
in Table 4.3. Table 4.4 summarises the normalised fractions of the model seen.

For the combination of the above measurements one has to take into account correlations
between them. Correlations between results of the same experiment are strong and are not
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Analysis Data–noBE stat. syst. corr. syst. fullBE–noBE Ref.

ALEPH (fit to D′) −0.004 0.011 0.014 0.003 0.081 [146]
ALEPH (integral of ∆ρ) −0.127 0.143 0.199 0.044 0.699 [146]
ALEPH (fit to R∗) −0.004 0.0062 0.0036 negligible 0.0177 [145]
DELPHI (fit to δI) +0.72 0.29 0.17 0.070 1.40 [147]
L3 (fit to D′) +0.008 0.018 0.012 0.0042 0.103 [148]
L3 (integral of ∆ρ) +0.03 0.33 0.15 0.055 1.38 [148]
OPAL (integral of ∆ρ) −0.01 0.27 0.23 0.06 0.77 [149]
OPAL (fit to D) +0.040 0.038 0.038 0.017 0.120 [149]
OPAL (fit to D′) +0.042 0.042 0.047 0.019 0.123 [149]
OPAL (fit to d) −0.017 0.055 0.050 0.003 0.133 [149]

Table 4.3: An overview of the results from different measurements described in Section 4.2.3: the
difference between the measured correlations and the model without inter-W correlations (data–
noBE), the corresponding statistical (stat.) and total systematic (syst.) errors, the correlated
systematic error contribution (corr. syst.), and the difference between “fullBE” and “noBE”
scenario. The measurements used in the combination are highlighted.

Analysis Fraction of model stat. syst.

ALEPH (fit to D′) −0.05 0.14 0.17
ALEPH (integral of ∆ρ) −0.18 0.20 0.28
ALEPH (fit to R∗) −0.23 0.35 0.20
DELPHI (fit to δI) +0.51 0.21 0.12
L3 (fit to D′) +0.08 0.17 0.12
L3 (integral of ∆ρ) +0.02 0.24 0.11
OPAL (integral of ∆ρ) −0.01 0.35 0.30
OPAL (fit to D) +0.33 0.32 0.32
OPAL (fit to D′) +0.34 0.34 0.38
OPAL (fit to d) −0.13 0.41 0.38

Table 4.4: The measured size of BEC expressed as the relative fraction of the model with inter-
W correlations (see Equation 4.23 and Table 4.3). The measurements used in the combination
are highlighted.
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available. Varying these correlations and combining the three ALEPH measurements, for ex-
ample, one obtains normalised fractions of the model seen very close to those of the most precise
measurement. Therefore, for simplicity, the combination of the most precise measurements of
each experiment is made here: D′ from ALEPH, δI from DELPHI, D′ from L3 and D from
OPAL. In this combination only the uncertainties in the understanding of the background con-
tribution in the data are treated as correlated between experiments (denoted as “corr. syst.”
in Table 4.3). The combination via a fit using MINUIT gives:

data−model(noBE)

model(fullBE)−model(noBE)
= 0.17±0.095(stat.)±0.085(sys.) = 0.17±0.13 , (4.23)

where “noBE” includes correlations between decay products of each W, but not the ones be-
tween decay products of different Ws and “fullBE” includes all the correlations. A χ2/dof =
3.5/3 of the fit is observed. The measurements and their average are shown in Figure 4.8.
The measurements used in the combination are marked with an arrow. The results of LEP
experiments are in good agreement.

4.2.5 Conclusions

The LUBOEI model of BEC between pions from different W bosons is disfavoured. The 68%
confidence level (CL) upper limit on these correlations is 0.17 + 0.13 = 0.30. This result can
be translated into a 68% CL upper limit on the shift of the W mass measurements due to the
BEC between particles from different Ws, ∆mW, assuming a linear dependence of ∆mW on the
size of the correlation. For the specific BE model investigated, LUBOEI, a shift of −35 MeV
in the W mass is obtained at full BEC strength. The W mass analysis techniques applied are,
however, optimised to reduce colour reconnection effects on mW which also has the effect of
reducing the mass shift due to BEC. A combination of the reduced shifts reported by the LEP
experiments [151, 152, 153, 154] gives a shift of −23 MeV in the W mass at full BEC strength.
Thus the 68% CL upper limit on the magnitude of the mass shift within the LUBOEI model
is: |∆mW| = 0.30× 23 MeV = 7 MeV.
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Chapter 5

Boson-Pair and Four-Fermion
Processes

5.1 Introduction and Signal Definitions

Cross-section measurements at LEP-II are essential because they allow many direct and indirect
tests of the Standard Model (SM). W-pair production and decay, certainly the most interesting
manifestation of four-fermion production, is directly related to fundamental parameters of the
model, such as the W-boson mass at the production threshold energy and to the non-Abelian
gauge structure of the theory. The W-decay branching fractions and the value of |Vcs| can be
directly extracted from a cross-section measurement. A broader investigation of four-fermion
production in several regions of phase space also brings additional information on the boson-
fermion coupling structure, on the effect of radiative corrections and on the possible presence
of new physics.

This chapter summarises the combination of final results of the four LEP experiments on
four-fermion production cross-sections. The signals, with the exception of WW and ZZ, are
defined on the basis of their final states together with cuts to enhance certain regions of phase
space. For WW and ZZ, a diagrammatic definition is used for the sake of simplicity, even
though this corresponds to a non gauge invariant definition. In what follows we will use terms
such as “singly resonant” or “doubly resonant”, indicating regions of the phase space rather
than a process itself.

The most interesting regions of the four-fermion phase space that are measured at LEP and
for which a combination is performed, are summarised as:

• WW: defined as the CC03 component of the four-fermion processes, involving s-channel
γ and Z exchange and t-channel ν exchange (see Figure 1.4).

• ZZ: in analogy with the definition of W-pair production, Z-pair production is defined as
the subset of NC02 Feynman diagrams having two resonant Z bosons (see Figure 1.5).

• Zγ∗: defined for final states with two fermion-antifermion pairs, at least one being leptonic
(electrons or muons). To properly consider only singly resonant regions, it is required that
one and only one of the invariant masses of the couples satisfies: |mff′ −mZ| < 2ΓZ, where
mff′ is the invariant mass of the two same-flavour fermions. In case of four identical leptons
all oppositely charged couples have to be considered. Moreover the following final state
dependent phase-space cuts have been introduced:
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– eeqq, µµqq: | cos θℓ| <0.95, mℓℓ > 5 GeV, mqq > 10 GeV, ℓ =e,µ

– ννqq: mqq > 10 GeV

– ννℓℓ: mℓℓ > 10 GeV, mℓν > 90 GeV or mℓν < 70 GeV, ℓ =e,µ

– ℓ1ℓ1ℓ2ℓ2: | cos θℓ1ℓ2 | <0.95, mℓ1ℓ1 > 5 GeV, mℓ2ℓ2 > 5 GeV, ℓ =e,µ

• Weν: considered as the complete t-channel subset of Feynman diagrams contributing to
eνe f̄f

′ final states, with additional cuts to exclude the regions of phase space dominated
by multiperipheral diagrams, where the cross-section calculation is affected by large un-
certainties. The phase space cuts are (charge conjugation is implicit): mqq̄ > 45 GeV
for the eνqq̄ final states, Eℓ > 20 GeV for the eνlν final states with ℓ = µ or τ , and
finally | cos θe− | > 0.95, | cos θe+ | < 0.95 and Ee+ > 20 GeV for the eνeν final states (see
Figure 1.7).

• Zee: defined considering only the eeqq̄ and eeµµ final states. The following phase
space cuts are applied to enhance the signal: mqq̄(mµµ) > 60 GeV, and in addition:
θe− < 12◦, 12◦ < θe+ < 120◦ and Ee+ > 3 GeV when the positron is visible, or θe+ > 168◦,
60◦ < θe− < 168◦ and Ee− > 3 GeV when the electron is visible. This definition assumes
the electron direction to be +z and the positron direction to be −z.

• WWγ: it is defined as the part of the e+e− → W+W−γ process compatible with charged
currents, i.e., including the final states ududγ, cscsγ, udcsγ, udℓνγ, csℓνγ, ℓνℓνγ, as-
suming a diagonal CKM matrix. The following phase-space cuts are applied to enhance
the signal: Eγ > 5 GeV, | cos θγ | < 0.95, cos θγ,f < 0.9, the invariant mass of the W-decay
fermion pairs between mW − 2ΓW and mW + 2ΓW (see Figure 1.6).

The cross-sections are determined from a fit to the number of observed events in data, knowing
the signal efficiencies corresponding to the above signal definitions, and the expected accepted
backgrounds, from Monte-Carlo simulations.

The LEP cross-section combination is performed in a fit to the N=Nexp×N√
s experimental

inputs, where Nexp identifies the number of LEP experiments providing input for the mea-
surement and N√

s is the number of energy points provided. The method used is the Best
Linear Unbiased Estimate method (BLUE) described in [62]. In the fits, inter-experiment and
inter-energy correlations of the systematic errors are taken into account, dividing the sources
according to their correlation and assuming for each either 0% or 100% correlation strength
for simplicity. After building the appropriate N×N correlation matrix for the measurements,
the χ2 minimisation fit is performed by matrix algebra and is cross-checked with the use of
Minuit [155].

The numbers shown here represent the combination of cross-section values and derived
quantities such as branching fractions or differential distributions. For each measurement, the
collaborations provided input in agreement with the conventions used to define the signal and
to split the systematic uncertainties: small differences may therefore appear between the values
quoted here and those published by the experiments. The combinations are performed for
the whole LEP-II period, that includes data from e+e− collisions from

√
s = 183 GeV up to√

s = 207 GeV. The energy binning chosen and the corresponding average integrated luminosity
per experiment at each energy point are shown in Table 5.1; they result from a combination of
the luminosity in the hadronic and leptonic channels, therefore small changes from the values
published by individual experiments may be present.
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ALEPH DELPHI L3 OPAL LEP

Year
√
s L √

s L √
s L √

s L √
s

[GeV] [pb−1] [GeV] [pb−1] [GeV] [pb−1] [GeV] [pb−1] [GeV]

1997 182.66 56.81 182.65 52.08 182.68 55.46 182.68 57.38 182.67

1998 188.63 174.21 188.63 154.07 188.64 176.77 188.63 183.04 188.63

1999 191.58 28.93 191.58 24.84 191.60 29.83 191.61 29.33 191.59

1999 195.52 79.86 195.51 74.04 195.54 84.15 195.54 76.41 195.53

1999 199.52 86.28 199.51 82.31 199.54 83.31 199.54 76.58 199.52

1999 201.63 41.89 201.64 40.01 201.75 37.18 201.65 37.68 201.67

2000 204.86 81.41 204.86 75.66 204.82 79.01 204.88 81.91 204.85

2000 206.53 133.21 206.55 129.95 206.57 139.12 206.56 138.54 206.55

Table 5.1: Summary of luminosity and luminosity-weighted centre-of-mass energies, per year,
of the four LEP experiments, and final LEP averaged energy.

The structure of this chapter is as follows: in Section 5.2 the W-pair production is described
and the combined results on cross-sections, W branching fractions, |Vcs| and W polar-angle
distributions are presented. Sections 5.3 and 5.4 concern neutral current boson production
and present combined results on ZZ and Zγ∗ cross-sections, respectively. The combination of
single boson production cross-sections is reported in Section 5.5. All the presented results are
compared to recent theoretical predictions, many of which were developed in the framework of
the LEP-II Monte-Carlo workshop [156].

5.2 W-Pair Production

The signal definition has been given in Section 5.1. W-pair production is investigated via all
possible final states arising in the decay of the two W bosons. According to the different decays,
three topologically different final states can arise: the fully hadronic, where both W bosons
decay into quarks, characterised by high multiplicity of the final state; the mixed hadronic-
leptonic, also called semileptonic, with the presence of an isolated and energetic lepton and
hadronic decay products of the second W; and the fully leptonic, with the production of two
acoplanar leptons. The SM branching fractions for these final states are, respectively, 0.456,
0.349, and 0.105 [36]. There are ten experimentally distinguishable final states: qqqq, qqµ+ν,
qqe+ν, qqτ+ν, µ+ντ−ν, e+ντ−ν, τ+ντ−ν, µ+νe−ν, µ+νµ−ν, e+νe−ν. Charge conjugation is
assumed everywhere.

Event selections are generally based on Neural Network approaches to separate the signals
from the major backgrounds, which arise mainly from qq̄(γ) events in the fully hadronic final
state, while four-fermion backgrounds are also important in the other channels. Typical selec-
tion efficiencies range from 80% to 90% in the fully hadronic channel, from 70% to 90% in the
various semileptonic channels and about 70% in the fully leptonic ones. The purest channels
(95%) are the semileptonic ones with electrons or muons in the final state. Details on the event
selections and experimental performances can be found in [157, 158, 159, 160].
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5.2.1 Total Cross-Section Measurement

From the number of WW selected events in data, knowing the expected background and the
efficiency on the signal, the production cross-section is extracted through likelihood fits. Cross-
sections are then combined, accounting for the correlation of the systematic errors as shown in
Table 5.2. The inputs used for the combinations are given in Table E.1, with the details on
the composition of the systematic error in terms of correlated components shown in Table E.2.
For this analysis, the SM W-decay branching fractions are assumed; see Section 5.2.2 for the
measurement of these branching fractions.

Source LEP correlation Energy correlation

Theory uncertainties on signal Yes Yes

Theory uncertainties on backgrounds Yes Yes

Theory uncertainty on luminosity Yes Yes

Experimental uncertainties on luminosity No Yes

Detector effects No Yes

Monte-Carlo statistics No No

Table 5.2: Grouping of systematic uncertainties into those correlated among experiments
and those correlated among different energies. The theory uncertainties on the signal include
fragmentation effects, radiative corrections and final state interaction effects.

The measured statistical errors are used for the combination; after building the full 32×32
covariance matrix for the measurements, the χ2 minimisation fit is performed by matrix algebra,
as described in Ref. [62], and is cross-checked using Minuit [155].

The results from each experiment for the W-pair production cross-section are shown in
Table 5.3, together with the LEP combination at each energy. All measurements assume SM
values for the W decay branching fractions. The combined LEP cross-sections at the eight
energies are all positively correlated, see Table E.3, with correlations ranging from 6% to 19%.

Figure 5.1 shows the combined LEP W-pair cross-section measured as a function of the
centre-of-mass energy. The experimental results are compared with the theoretical calculations
from YFSWW [161, 167] and RACOONWW [168] between 155 and 215 GeV using mW =
80.35 GeV. The two programs have been extensively compared and agree at a level better than
0.5% at the LEP-II energies [156]. The calculations above 170 GeV, based for the two programs
on the so-called leading-pole (LPA) or double-pole (DPA) approximations [156], have theoretical
uncertainties decreasing from 0.7% at 170 GeV to about 0.4% at centre-of-mass energies larger
than 200 GeV1, while in the threshold region, where the programs use an improved Born
approximation, a larger theoretical uncertainty of 2% is assigned. This theoretical uncertainty
is represented by the blue band in the figure. The cross-sections are sensitive to the W-boson
mass, such that an error of 50 MeV on the W mass would translate into additional errors of
0.1% (3.0%) on the cross-section predictions at 200 GeV (161 GeV), respectively. All results,
up to the highest centre-of-mass energies, are in agreement with the two theoretical predictions

1 The theoretical uncertainty ∆σ/σ on the W-pair production cross-section calculated in the LPA/DPA
above 170 GeV can be parametrised as ∆σ/σ = (0.4⊕ 0.072 · t1 · t2)%, where t1 = (200− 2 ·mW)/(

√
s− 2 ·mW)

and t2 = (1− (2·MW

200
)2)/(1− (2·MW√

s
)2).
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√
s WW Cross-Section [pb]

[GeV] ALEPH DELPHI L3 OPAL LEP

161.3 4.23± 0.75 3.61 + 0.99
− 0.87 2.89 + 0.82

− 0.71 3.62 + 0.94
− 0.84 3.69± 0.45

172.1 11.7 ± 1.3 11.4 ± 1.4 12.3 ± 1.4 12.3 ± 1.3 12.0 ± 0.7

182.7 15.86± 0.63 16.07± 0.70 16.53± 0.72 15.45± 0.62 15.92± 0.34

188.6 15.78± 0.36 16.09± 0.42 16.17± 0.41 16.24± 0.37 16.05± 0.21

191.6 17.10± 0.90 16.64± 1.00 16.11± 0.92 15.93± 0.86 16.42± 0.47

195.5 16.60± 0.54 17.04± 0.60 16.22± 0.57 18.27± 0.58 16.99± 0.29

199.5 16.93± 0.52 17.39± 0.57 16.49± 0.58 16.29± 0.55 16.77± 0.29

201.6 16.63± 0.71 17.37± 0.82 16.01± 0.84 18.01± 0.82 16.98± 0.40

204.9 16.84± 0.54 17.56± 0.59 17.00± 0.60 16.05± 0.53 16.81± 0.29

206.6 17.42± 0.43 16.35± 0.47 17.33± 0.47 17.64± 0.44 17.20± 0.24

Table 5.3: W-pair production cross-section from the four LEP experiments and combined
values at all recorded centre-of-mass energies. The measurements above 175 GeV have been
combined in a single fit, taking into account inter-experiment as well as inter-energy correlations
of systematic errors, with a χ2/dof of 26.6/24. The fit at 161.3 GeV (172.1 GeV) has a χ2/dof
of 1.3/3 (0.22/3).

considered and listed in Table E.4. In the lower part of the figure, the data are also compared
with hypothetical predictions for which W-pair production happens in absence of one or two of
the CC03 diagrams. The need for the diagram with a ZWW vertex is a spectacular confirmation
of the non-Abelian nature of the electroweak SM.

The agreement between the measured W-pair cross-section, σmeas
WW , and its expectation ac-

cording to a given theoretical model, σtheo
WW, can be expressed quantitatively in terms of their

ratio:

RWW =
σmeas
WW

σtheo
WW

, (5.1)

averaged over the measurements performed by the four experiments at different energies in
the LEP-II region. The above procedure has been used to compare the measurements at
the eight energies between 183 GeV and 207 GeV with the predictions of GENTLE [173],
KORALW [174, 167], YFSWW [161, 167] and RACOONWW [168]. The measurements at
161 GeV and 172 GeV have not been used in the combination because they were performed
using data samples of low statistics and because of the high sensitivity of the cross-section to
the value of the W mass at these energies.

The combination of the ratio RWW is performed using as input from the four experiments
the 32 cross-sections measured at each of the eight energies. These are then converted into
32 ratios by dividing them by the theoretical predictions listed in Table E.4. The full 32×32
covariance matrix for the ratios is built taking into account the same sources of systematic
errors used for the combination of the W-pair cross-sections at these energies.

The small statistical errors on the theoretical predictions at the various energies, taken
as fully correlated for the four experiments and uncorrelated between different energies, are
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Figure 5.1: Measurements of the W-pair production cross-section, compared to the predictions
of RACOONWW [168] and YFSWW [161, 167]. The shaded area represents the uncertainty
on the theoretical predictions, estimated as ±2% for

√
s < 170 GeV and ranging from 0.7 to

0.4% above 170 GeV. The W mass is fixed at 80.35 GeV; its uncertainty is expected to give a
significant contribution only at threshold energies.91



√
s [GeV] RYFSWW

WW RRACOONWW
WW

182.7 1.037± 0.022 1.036± 0.023

188.6 0.987± 0.013 0.988± 0.013

191.6 0.991± 0.028 0.994± 0.029

195.5 1.009± 0.018 1.011± 0.019

199.5 0.985± 0.017 0.987± 0.018

201.6 0.994± 0.023 0.997± 0.024

204.9 0.982± 0.017 0.984± 0.018

206.6 1.003± 0.014 1.007± 0.015

χ2/dof 26.6/24 26.6/24

Average 0.995± 0.008 0.997± 0.008

χ2/dof 32.2/31 32.0/31

Table 5.4: Ratios of LEP combined W-pair cross-section measurements to the expectations
according to YFSWW [161, 167] and RACOONWW [168]. For each of the two models, two fits
are performed, one to the LEP combined values of RWW at the eight energies between 183 GeV
and 207 GeV, and another to the LEP combined average of RWW over all energies. The results
of the fits are given in the table together with the resulting χ2/dof. The fits take into account
inter-experiment as well as inter-energy correlations of systematic errors.

also translated into errors on the individual measurements of RWW. The theoretical errors
on the predictions, due to the physical and technical precision of the generators used, are not
propagated to the individual ratios but are used when comparing the combined values of RWW

to unity. For each of the four models considered, two fits are performed: in the first, eight
values of RWW at the different energies are extracted, averaged over the four experiments;
in the second, only one value of RWW is determined, representing the global agreement of
measured and predicted cross-sections over the whole energy range.

The results of the fits to RWW for YFSWW and RACOONWW are given in Table 5.4,
with more details given in Table E.5. As already qualitatively noted from Figure 5.1, the
LEP measurements of the W-pair cross-section above threshold are in very good agreement
with the predictions and can test the theory at the level of better than 1%. In contrast, the
predictions from GENTLE and KORALW are about 3% too high with respect to the measure-
ments due to the lack of LPA/DPA corrections; the equivalent values of RWW in those cases
are, respectively, 0.970 ± 0.008 and 0.976 ± 0.008. The results of the fits for YFSWW and
RACOONWW are also shown in Figure 5.2, where relative errors of 0.5% on the cross-section
predictions have been assumed. For simplicity the energy dependence of the theory error on
the W-pair cross-section has been neglected in the figure. The main differences between the
predictions of YFSWW/RACOONWW and GENTLE/KORALW arise from non-leading O(α)
electroweak radiative corrections to the W-pair production process and non-factorisable cor-
rections, which are included (in the LPA/DPA leading-pole/double-pole approximation [156])
in both YFSWW and RACOONWW, but not in GENTLE and KORALW. The data clearly
prefer the computations which more precisely include O(α) radiative corrections.
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Figure 5.2: Ratios of LEP combined W-pair cross-section measurements to the expectations
calculated with YFSWW [161, 167] and RACOONWW [168] The yellow bands represent con-
stant relative errors of 0.5% on the two cross-section predictions.

5.2.2 Derived Quantities

From the cross-sections of the individual WW decay channels, each experiment determined the
values of the W branching fractions, with and without the assumption of lepton universality 2.
In the fit with lepton universality, the branching fraction to hadrons is determined from that
to leptons by constraining the sum to unity. In building the full 12×12 covariance matrix,
the same correlations of the systematic errors as used for the cross-section measurements are
assumed. The detailed inputs to LEP and the correlation matrices are reported in Table E.6.

The results from each experiment are reported in Table 5.5 together with the LEP combina-
tion and shown in Figure 5.3. The results of the fit which does not assume lepton universality
show a negative correlation of 20.1% (12.2%) between the W → τντ and W → eνe (W → µνµ)
branching fractions, while between the electron and muon decay channels there is a positive
correlation of 13.5%.

From the results on the leptonic branching fractions an excess of the branching fraction
W → τντ with respect to the other leptons is evident. The excess can be quantified by the
pair-wise ratios of the branching fractions, which represent a test of lepton universality in the
decay of on-shell W bosons:

2In what follows any effects from lepton masses on W partial widths are neglected given their small size.
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Lepton Lepton

non–universality universality

Experiment B(W → eνe) B(W → µνµ) B(W → τντ ) B(W → hadrons)

[%] [%] [%] [%]

ALEPH 10.78± 0.29 10.87± 0.26 11.25± 0.38 67.13± 0.40

DELPHI 10.55± 0.34 10.65± 0.27 11.46± 0.43 67.45± 0.48

L3 10.78± 0.32 10.03± 0.31 11.89± 0.45 67.50± 0.52

OPAL 10.71± 0.27 10.78± 0.26 11.14± 0.31 67.41± 0.44

LEP 10.71± 0.16 10.63± 0.15 11.38± 0.21 67.41± 0.27

χ2/dof 6.3/9 15.4/11

Table 5.5: Summary of W branching fractions derived from W-pair production cross-sections
measurements up to 207 GeV centre-of-mass energy.

 

W Leptonic Branching Ratios

ALEPH 10.78 ±  0.29
DELPHI 10.55 ±  0.34
L3 10.78 ±  0.32
OPAL 10.71 ±  0.27

LEP W→eν 10.71 ±  0.16
ALEPH 10.87 ±  0.26
DELPHI 10.65 ±  0.27
L3 10.03 ±  0.31
OPAL 10.78 ±  0.26

LEP W→µν 10.63 ±  0.15
ALEPH 11.25 ±  0.38
DELPHI 11.46 ±  0.43
L3 11.89 ±  0.45
OPAL 11.14 ±  0.31

LEP W→τν 11.38 ±  0.21

LEP W→lν 10.86 ±  0.09

χ2/ndf = 6.3 / 9

χ2/ndf = 15.4 / 11

10 11 12

Br(W→lν) [%]

 

 

W Hadronic Branching Ratio

ALEPH 67.13 ±  0.40

DELPHI 67.45 ±  0.48

L3 67.50 ±  0.52

OPAL 67.41 ±  0.44

LEP 67.41 ±  0.27
χ2/ndf = 15.4 / 11

66 68 70

Br(W→hadrons) [%]

 

Figure 5.3: Leptonic and hadronic W branching fractions, as measured by the experiments,
and the LEP combined values according to the procedures described in the text.

94



B(W → µνµ) /B(W → eνe) = 0.993± 0.019 , (5.2)

B(W → τντ ) /B(W → eνe) = 1.063± 0.027 , (5.3)

B(W → τντ ) /B(W → µνµ) = 1.070± 0.026 . (5.4)

The branching fraction of W into taus with respect to that into electrons and muons differs
by more than two standard deviations, where the correlations have been taken into account.
The branching fractions of W into electrons and into muons agree well. Assuming only partial
lepton universality the ratio between the tau fractions and the average of electrons and muons
can also be computed:

2B(W → τντ ) / (B(W → eνe) + B(W → µνµ)) = 1.066± 0.025 (5.5)

resulting in an agreement at the level of 2.6 standard deviations only, with all correlations
included.

If overall lepton universality is assumed (in the massless assumption), the hadronic branch-
ing fraction is determined to be 67.41±0.18(stat.)±0.20(syst.)%, while the leptonic branching
fraction is 10.86±0.06(stat.)±0.07(syst.)%. These results are consistent with the SM expecta-
tions of 67.51% and 10.83% [36], respectively. The systematic error receives equal contributions
from the correlated and uncorrelated sources.

Within the SM, the branching fractions of the W boson depend on the six matrix elements
|Vqq′ | of the Cabibbo–Kobayashi–Maskawa (CKM) quark mixing matrix not involving the top
quark. In terms of these matrix elements, the leptonic branching fraction of the W boson
B(W → ℓνℓ) is given by

1

B(W → ℓνℓ)
= 3

{

1 +

[

1 +
αs(M

2
W)

π

]

∑

i = (u, c),
j = (d, s, b)

|Vij|2
}

, (5.6)

where αs(M
2
W) is the strong coupling constant and fermion mass effects are negligible. Taking

αs(M
2
W) = 0.119 ± 0.002 [178], and using the experimental knowledge of the sum |Vud|2 +

|Vus|2 + |Vub|2 + |Vcd|2 + |Vcb|2 = 1.0544± 0.0051 [178], the above result can be interpreted as
a measurement of |Vcs| which is the least well determined of these matrix elements:

|Vcs| = 0.969 ± 0.013.

The error includes a contribution of 0.0006 from the uncertainty on αs and a 0.003 contribution
from the uncertainties on the other CKM matrix elements, the largest of which is that on |Vcd|.
These uncertainties are negligible in the error of this determination of |Vcs|, which is dominated
by the experimental error of 0.013 arising from the measurement of the W branching fractions.
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5.2.3 W Angular Distribution

In addition to measuring the total W+W− cross-section, the LEP experiments produce results
for the differential cross-section, dσWW/dcos θW, where θW is the polar angle of the produced
W− with respect to the e− beam direction. The LEP combination of these measurements
will allow future theoretical models which predict deviations in this distribution to be tested
against the LEP data in a direct and, as far as possible, model-independent manner. To
reconstruct the cos θW distribution it is necessary to identify the charges of the decaying W
bosons. This can only be performed without significant ambiguity when one of W-boson decays
via W → eν or W → µν, in which case the lepton provides the charge tag. Consequently, the
combination of the differential cross-section measurements is performed for the qqeν and qqµν
channels combined. Selected qqτν events are not considered due to the larger backgrounds
and difficulties in determining the tau lepton charge in the case where not all charged decay
products are detected.

The measured qqeν and qqµν differential cross-sections are corrected to correspond to the
CC03 set of diagrams with the additional constraint that the charged lepton is more than 20◦

away from the e+e− beam direction, |θℓ±| > 20◦. This angular requirement corresponds approx-
imately to the experimental acceptance of the four LEP experiments and also greatly reduces
the difference between the full 4f cross-section and the CC03 cross-section by reducing the
contribution of t-channel diagrams in the qqeν final state3. The angle cos θW is reconstructed
from the four-momenta of the fermions from the W− decay using the ECALO5 photon recom-
bination scheme[156], a prescription for combining photons to a close-by charged fermion.

The LEP combination is performed in ten bins of cos θW. Because the differential cross-
section distribution evolves with

√
s, reflecting the changing relative s− and t− channel contri-

butions, the LEP data are divided into four
√
s ranges: 180 GeV−184 GeV, 184 GeV−194 GeV,

194 GeV− 204 GeV, and 204 GeV − 210 GeV. It has been verified for each
√
s range that the

differences in the differential cross-sections at the mean value of
√
s compared to the luminosity-

weighted sum of the differential cross-sections reflecting the actual distribution of the data across√
s are negligible compared to the statistical errors.
The experimental resolution in LEP on the reconstructed values of cos θW is typically 0.15-

0.20. When simulating W-pair production, a significant migration between generated and
reconstructed bins of cos θW is observed. The effects of bin-to-bin migration are not explicitly
unfolded, instead each experiment obtains the cross-section in the ith bin of the differential
distribution, σi, from

σi =
Ni − bi
ǫiL

, (5.7)

where:

Ni is the observed number of qqeν/qqµν events reconstructed in the ith bin of the cos θW
distribution.

bi is the expected number of background events in bin i. The contribution from four-fermion
background is treated as in each of the experiments’ W+W− cross-section analyses.

3With this requirement the difference between the total four-fermion (CC20 [156]) and double-resonant
(CC03) qqeν cross-section is approximately 3.5%, as opposed to 24.0% without the lepton angle requirement.
For the qqµν channel the difference between the total four-fermion (CC10 [156]) and double-resonant (CC03)
cross-section is less than 1% in both cases.

96



ǫi is the Monte-Carlo efficiency in bin i, defined as ǫi = Si/Gi where Si is the number of
selected CC03 MC qqℓνℓ events reconstructed in bin i and Gi is the number of MC CC03
qqeν/qqµν events with generated cos θW (calculated using the ECALO5 recombination
scheme) lying in the ith bin (|θℓ±| > 20◦). Selected qqτν events are included in the
numerator of the efficiency.

This bin-by-bin efficiency correction method has the advantages of simplicity and that the
resulting σi are uncorrelated. The main disadvantage of this procedure is that bin-by-bin
migrations between generated and reconstructed cos θW are corrected purely on the basis of
the SM expectation and may potentially be biased. The validity of the simple correction
procedure was tested by considering a range of deviations from the SM. Specifically, the SM
cos θW distribution was reweighted, in turn, by factors of 1 + 0.1(cos θW − 1), 1− 0.2cos2 θW− ,
1+0.2cos2 θW− and 1−0.4cos8 θW− , and data samples generated corresponding to the combined
LEP luminosity. These reweighting functions represent deviations which are large compared
to the statistics of the combined LEP measurements. The bin-by-bin correction method was
found to result in good χ2 distributions when the extracted cos θW distributions were compared
with the underlying generated distribution (e.g. the worst case gave a mean χ2 of 11.3 for the
10 degrees of freedom corresponding to the ten cos θW bins), and no significant bias was found
in these tests.

For the LEP combination the systematic uncertainties on measured differential cross-sections
are broken down into two terms: uncertainties which are fully correlated between bins and ex-
periments and errors which are correlated between bins but uncorrelated between experiments.
This procedure reflects the fact that the dominant systematic errors affect the overall normal-
isation of the measured distributions rather than the shape.

The detailed inputs provided by the four LEP experiments are reported in Tables E.7,
E.8, E.9 and E.10. Table 5.6 presents the combined LEP results. In the table the bin-by-bin
error breakdown is also reported. The result is also shown in Figure 5.4, where the combined
data are superimposed on the four-fermion theory predictions calculated with KandY [167] and
RACOONWW [168], which are indistinguishable on the plot scale. The agreement of data and
calculations is generally very good, with an apparent under-fluctuation of data with respect to
the central values of the theory predictions in the last bin of the 194 GeV − 204 GeV energy
range.

5.3 Z-Pair Production

The signal definition has been given in Section 5.1. Z-pair production shows several similarities
to W-pair production. The different final states depend on the decay of the heavy bosons: it
is possible to have four quarks, two quarks and two leptons or four leptons in the final state.
The signatures are very clean and the main background is represented by WW production.

The approaches used by the experiments for the selection are based on Neural Network
techniques. The final states studied involve both the hadronic and leptonic decays of the Z
boson, where invisible decays are included when accompanied by a charged decay. The selection
efficiencies depend significantly on the final state, ranging from 25% to 60%, with purities from
30% to 70% [179, 180, 181, 182]. The main backgrounds include four-fermion production,
di-leptonic and QCD final states.

The LEP combination is performed applying the same technique as used for the WW cross-
section measurement. The symmetrised expected statistical error of each analysis is used, to
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cosθW− bin i 1 2 3 4 5 6 7 8 9 10
√
s range: 180− 184 GeV L = 163.90 pb−1 Weighted

√
s = 182.66 GeV

σi (pb) 0.502 0.705 0.868 1.281 1.529 2.150 2.583 2.602 4.245 5.372

δσi (pb) 0.114 0.129 0.143 0.203 0.195 0.244 0.270 0.254 0.367 0.419

δσi(stat) (pb) 0.112 0.128 0.142 0.202 0.194 0.241 0.267 0.249 0.362 0.413

δσi(syst) (pb) 0.016 0.017 0.018 0.023 0.024 0.036 0.040 0.049 0.059 0.073
√
s range: 184− 194 GeV L = 587.95 pb−1 Weighted

√
s = 189.09 GeV

σi (pb) 0.718 0.856 1.009 1.101 1.277 1.801 2.215 2.823 4.001 5.762

δσi (pb) 0.074 0.079 0.086 0.088 0.094 0.123 0.140 0.151 0.179 0.223

δσi(stat) (pb) 0.073 0.078 0.084 0.085 0.091 0.119 0.135 0.144 0.169 0.208

δσi(syst) (pb) 0.015 0.015 0.018 0.023 0.023 0.031 0.035 0.046 0.060 0.081
√
s range: 194− 204 GeV L = 605.05 pb−1 Weighted

√
s = 198.38 GeV

σi (pb) 0.679 0.635 0.991 1.087 1.275 1.710 2.072 2.866 4.100 6.535

δσi (pb) 0.079 0.065 0.084 0.088 0.096 0.116 0.126 0.158 0.185 0.236

δσi(stat) (pb) 0.078 0.064 0.083 0.085 0.094 0.112 0.122 0.152 0.175 0.220

δσi(syst) (pb) 0.012 0.013 0.016 0.021 0.021 0.029 0.033 0.043 0.059 0.085
√
s range: 204− 210 GeV L = 630.51 pb−1 Weighted

√
s = 205.92 GeV

σi (pb) 0.495 0.602 0.653 1.057 1.240 1.707 2.294 2.797 4.481 7.584

δσi (pb) 0.058 0.066 0.069 0.094 0.093 0.115 0.140 0.143 0.187 0.262

δσi(stat) (pb) 0.057 0.065 0.068 0.091 0.090 0.111 0.137 0.136 0.175 0.244

δσi(syst) (pb) 0.012 0.013 0.015 0.021 0.022 0.030 0.033 0.045 0.064 0.096

Table 5.6: Combined W− differential angular cross-section in the 10 angular bins for the
four chosen energy intervals. For each energy range, the sum of the measured integrated
luminosities and the luminosity-weighted centre-of-mass energy is reported. The results per
angular bin in each of the energy interval are then presented: σi indicates the average of
d[σWW(BReν+BRµν)]/dcosθW− in the i-th bin of cosθW− , with a bin width of 0.2. For each bin,
the values of the total, statistical and systematic errors are reported. All values are given in
pb.
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Figure 5.4: LEP combined d[σWW(BReν+BRµν)]/dcosθW− distributions for the four chosen en-
ergy intervals. The combined values (points) are superimposed on the four-fermion predictions
from KandY and RACOONWW.
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avoid biases due to the limited number of selected events. The detailed inputs from the experi-
ments are reported in Table E.11. The results of the individual experiments are summarised in
Table 5.7, together with the LEP averages. The composition of the systematic error in terms
of correlated components is shown in Table E.12. The cross-sections used for the combination
are determined by the experiments using the frequentist approach, without assuming any prior
for the value of the cross-section itself.

The measurements are shown in Figure 5.5 as a function of the LEP centre-of-mass energy,
where they are compared to the YFSZZ [183] and ZZTO [184] predictions as listed in Table E.13.
Both these calculations have an estimated uncertainty of 2% [156]. The data do not show any
significant deviation from the theoretical expectations.

In analogy with the W-pair cross-section, a value for RZZ can also be determined: its
definition and the procedure of the combination follows those described for RWW. The data
are compared with the YFSZZ and ZZTO predictions; Table 5.8, with more details given in
Table E.14, reports the combined values of RZZ at each energy and combined, and Figure 5.6
shows them in comparison to unity, where the ±2% error on the theoretical ZZ cross-section
is shown as a yellow band. The experimental accuracy on the combined value of RZZ is about
5%.

5.4 Z-γ∗ Production

The signal definition has been given in Section 5.1. The study of these final states is also
relevant for the measurement of neutral gauge couplings. The LEP collaborations did not
provide a complete analysis of all possible Zγ∗ final states. While ALEPH and OPAL did not
present any results on Zγ∗, DELPHI provided results for the ννqq, ℓℓqq, ℓℓℓℓ and qqqq final
states [185], and L3 provided results for the ννqq, ℓℓqq, ℓℓνν, and ℓℓℓℓ channels [186], where
ℓ = e, µ. Final states containing τ leptons were not studied. The combination reported here
has been performed using data from the final states provided by both DELPHI and L3, namely
ννqq, µµqq and eeqq.

To increase the statistics the cross-sections were determined using the full data sample at an
average LEP-II centre-of-mass energy. Table 5.9 presents the measured cross-sections, where the
expected statistical errors were used for the combination. As noted in Section 5.1, the Zγ∗ signal
has been defined by mass and angular cuts specific to each of the contributing channels, and
the comparison of the combined LEP cross-section with the theoretical prediction, calculated
with grc4f [187] and shown in the last section of Table 5.9, has been made by imposing the
same cuts on each of the experimental and simulated samples included in the combination. The
results agree well with the expectations.

5.5 Single-Boson Production

The study of singly resonant final states finds its motivations in the comparison with SM
calculations in a delicate region of the 4-f phase space, where the treatment of ISR or fermion
loop corrections can induce large corrections, up to several percent, to the total cross-section.
These processes are also very sensitive to the value of αQED. Moreover, single W production
also brings information on possible anomalous WWγ couplings.

Single boson production at LEP is mostly realised via t-channel processes, where either
the incident electron or positron maintains its direction, escaping undetected along the beam
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√
s ZZ cross-section [pb]

(GeV) ALEPH DELPHI L3 OPAL LEP

182.7 0.11 + 0.16
− 0.12 0.35 + 0.20

− 0.15 0.31± 0.17 0.12 + 0.20
− 0.18 0.22± 0.08

188.6 0.67 + 0.14
− 0.13 0.52 + 0.12

− 0.11 0.73± 0.15 0.80 + 0.15
− 0.14 0.66± 0.07

191.6 0.62 + 0.40
− 0.33 0.63 + 0.36

− 0.30 0.29± 0.22 1.29 + 0.48
− 0.41 0.67± 0.18

195.5 0.73 + 0.25
− 0.22 1.05 + 0.25

− 0.22 1.18± 0.26 1.13 + 0.27
− 0.25 1.00± 0.12

199.5 0.91 + 0.25
− 0.22 0.75 + 0.20

− 0.18 1.25± 0.27 1.05 + 0.26
− 0.23 0.95± 0.12

201.6 0.71 + 0.32
− 0.27 0.85 + 0.33

− 0.28 0.95± 0.39 0.79 + 0.36
− 0.30 0.81± 0.18

204.9 1.20 + 0.28
− 0.26 1.03 + 0.23

− 0.20 0.77 + 0.21
− 0.19 1.07 + 0.28

− 0.25 0.98± 0.13

206.6 1.05 + 0.22
− 0.21 0.96 + 0.16

− 0.15 1.09 + 0.18
− 0.17 0.97 + 0.20

− 0.19 1.00± 0.09

Table 5.7: Z-pair production cross-sections from the four LEP experiments and combined
values for the eight centre-of-mass energies between 183 GeV and 207 GeV. The χ2/dof of the
combined fit is 14.5/24.

√
s(GeV) RZZTO

ZZ RYFSZZ
ZZ

182.7 0.857± 0.320 0.857± 0.320

188.6 1.017± 0.113 1.007± 0.111

191.6 0.865± 0.226 0.859± 0.224

195.5 1.118± 0.134 1.118± 0.134

199.5 0.974± 0.126 0.970± 0.126

201.6 0.805± 0.174 0.800± 0.174

204.9 0.934± 0.122 0.928± 0.121

206.6 0.948± 0.092 0.938± 0.091

χ2/dof 14.5/24 14.5/24

Average 0.966± 0.052 0.960± 0.052

χ2/dof 17.4/31 17.4/31

Table 5.8: Ratios of LEP combined Z-pair cross-section measurements to the expectations
according to ZZTO [184] and YFSZZ [183]. The results of the combined fits are given together
with the resulting χ2/dof. Both fits take into account inter-experiment as well as inter-energy
correlations of systematic errors.
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Figure 5.5: Measurements of the Z-pair production cross-section, compared to the predictions
of YFSZZ [183] and ZZTO [184]. The shaded area represents the ±2% uncertainty on the
predictions.
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Figure 5.6: Ratios of LEP combined Z-pair cross-section measurements to the expectations
according to ZZTO [184] and YFSZZ [183] The yellow bands represent constant relative errors
of 2% on the two cross-section predictions.
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√
s L σ δσstat δσunc

syst δσcor
syst δσMC

Channel [GeV] [pb−1] [pb] [pb] [pb] [pb] [pb]

DELPHI

ννqq 197.1 666.7 0.042 +0.022
−0.014 0.008 0.002 0.042

µµqq 197.1 666.7 0.031 +0.013
−0.011 0.004 0.001 0.016

eeqq 197.1 666.7 0.063 +0.018
−0.016 0.009 0.001 0.016

L3

ννqq 196.7 679.4 0.072 +0.047
−0.041 0.004 0.016 0.046

µµqq 196.7 681.9 0.040 +0.018
−0.016 0.002 0.003 0.017

eeqq 196.7 681.9 0.100 +0.024
−0.022 0.004 0.007 0.020

LEP combined
√
s L σ δσstat δσsyst δσtot σtheory

Channel [GeV] [pb−1] [pb] [pb] [pb] [pb] [pb]

ννqq 196.9 679.4 0.055 0.031 0.008 0.032 0.083

µµqq 196.9 681.9 0.035 0.012 0.003 0.012 0.042

eeqq 196.9 681.9 0.079 0.012 0.005 0.013 0.059

Table 5.9: Zγ∗ measurements by the experiments and combined LEP measurements. The
columns show, respectively, the channel, the luminosity-weighted centre-of-mass energy, the lu-
minosity, the measured cross-section, the measured statistical error, the systematic contribution
uncorrelated between experiments, the systematic contribution correlated between experiments
and the expected statistical error from the simulation. For the LEP combination the full sys-
tematic error and the total error are given and the last column presents the theory expectation
with grc4f [187].

and thus generating missing momentum along the z axis. Single W and single Z production
then proceed dominantly via the vector boson fusion process illustrated in Figure 1.7 or via
Bremsstrahlung processes. In the case of single W production in the W → eνe final state, the W
is detected either by its hadronic decay producing two jets, or by its leptonic decay producing
a single charged lepton; single Z production in the Z → e+e− final state is identified from an
electron recoiling against two fermions (quarks or leptons) coming from the Z decay.

The selection of these events is particularly difficult because of the relatively low cross-
section of the signal and because of the presence of large backgrounds in these phase space
regions. Particularly large backgrounds arise from radiative qq̄ production or γγ scattering.
The analyses, mostly based on sequential cuts on kinematic variables, have an efficiency which
depends on the considered final state and ranges typically from 35% to 60% [190, 191, 192,
193, 194]. These references describe results on single-boson production using selection criteria
which are specific to the individual experiments. The results shown below are derived from a
common selection procedure using the criteria listed in Section 5.1.
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5.5.1 Weν Cross-Section Measurement

The signal definition has been given in Section 5.1. The LEP combination of the single-W pro-
duction cross-section is performed using the expected statistical errors, given the limited sta-
tistical precision of the single measurements. The correlation of the systematic errors in energy
and among experiments is properly taken into account. The hadronic and the total single-W
cross-sections are combined independently, as the former is less contaminated by γγ interaction
contributions. The details on the input measurements are summarised in Tables E.15 and E.16.

The hadronic single-W results and combinations are reported in Table 5.10 and Figure 5.7.
The total single-W results, for all decay modes and combinations are listed in Table 5.11
and Figure 5.8. In the two figures, the measurements are compared with the expected values
from WPHACT [195] and grc4f [187], listed in Table E.17. In Figure 5.7, the predictions of
WTO [198], which includes fermion-loop corrections for the hadronic final states, have also
been included. As discussed more in detail in [156], the theoretical predictions are scaled
upward to correct for the implementation of QED radiative corrections at the wrong energy
scale s. The full correction of 4%, derived from comparison with the theoretical predictions
from SWAP [202], is conservatively taken as a systematic error. This uncertainty dominates the
±5% theoretical error currently assigned to these predictions, represented by the shaded area
in Figures 5.7 and 5.8. All results, up to the highest centre-of-mass energies, are in agreement
with the theoretical predictions.

The agreement can also be appreciated in Table 5.12, where the values of the ratio be-
tween measured and expected cross-section values according to the computations of grc4f and
WPHACT are reported, with additional details listed in Table E.18. The combination is per-
formed accounting for the energy and experiment correlations of the systematic sources. The
results are also presented in Figure 5.9.

5.5.2 Zee Cross-Section Measurement

The signal definition has been given in Section 5.1. The combination of results is performed with
the same technique used for the other channels. The results include the hadronic and the lep-
tonic channels and all the centre-of-mass energies from 183 to 209 GeV from the ALEPH [190],
DELPHI [191] and L3 [203] Collaborations. The OPAL results [204] are not included in the
combination as they were not provided according to the common signal definition.

Tables 5.13 and 5.14, with details summarised in Table E.19, present the inputs from the
experiments and the corresponding LEP combinations in the muon and hadronic channel, re-
spectively. The eeµµ cross-section is already combined in energy by the individual experiments
to increase the statistics of the data. The combination takes into account the correlation of the
energy and experimental systematic errors. The results in the hadronic channel are compared
with the predictions of WPHACT and grc4f, listed in Table E.20, in Figure 5.10 as a function
of the centre-of-mass energy.

The same data are expressed as ratios of the measured to the predicted cross-section, listed in
Table 5.15, with details on the decomposition of the systematic error reported in Table E.21, and
shown in Figure 5.11. The accuracy of the combined ratio is about 7% with three experiments
contributing to the average.

105



√
s Single-W hadronic cross-section (pb)

(GeV) ALEPH DELPHI L3 LEP

182.7 0.44 + 0.29
− 0.24 0.11 + 0.31

− 0.14 0.58 + 0.23
− 0.20 0.42± 0.15

188.6 0.33 + 0.16
− 0.15 0.57 + 0.21

− 0.20 0.52 + 0.14
− 0.13 0.47± 0.09

191.6 0.52 + 0.52
− 0.40 0.30 + 0.48

− 0.31 0.84 + 0.44
− 0.37 0.56± 0.25

195.5 0.61 + 0.28
− 0.25 0.50 + 0.30

− 0.27 0.66 + 0.25
− 0.23 0.60± 0.14

199.5 1.06 + 0.30
− 0.27 0.57 + 0.28

− 0.26 0.37 + 0.22
− 0.20 0.65± 0.14

201.6 0.72 + 0.39
− 0.33 0.67 + 0.40

− 0.36 1.10 + 0.40
− 0.35 0.82± 0.20

204.9 0.34 + 0.24
− 0.21 0.99 + 0.33

− 0.31 0.42 + 0.25
− 0.21 0.54± 0.15

206.6 0.64 + 0.21
− 0.19 0.81 + 0.23

− 0.22 0.66 + 0.20
− 0.18 0.69± 0.12

Table 5.10: Single-W hadronic production cross-section from the LEP experiments and com-
bined values for the eight energies between 183 and 207 GeV, in the hadronic decay channel of
the W boson. The χ2/dof of the combined fit is 13.2/16.
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Figure 5.7: Measurements of the single-W production cross-section in the hadronic decay
channel of the W boson, compared to the predictions of WTO [198], WPHACT [195] and
grc4f [187]. The shaded area represents the ±5% uncertainty on the predictions.
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√
s Single-W total cross-section (pb)

(GeV) ALEPH DELPHI L3 LEP

182.7 0.60 + 0.32
− 0.26 0.69 + 0.42

− 0.25 0.80 + 0.28
− 0.25 0.70± 0.17

188.6 0.55 + 0.18
− 0.16 0.75 + 0.23

− 0.22 0.69 + 0.16
− 0.15 0.66± 0.10

191.6 0.89 + 0.58
− 0.44 0.40 + 0.55

− 0.33 1.11 + 0.48
− 0.41 0.81± 0.28

195.5 0.87 + 0.31
− 0.27 0.68 + 0.34

− 0.38 0.97 + 0.27
− 0.25 0.85± 0.16

199.5 1.31 + 0.32
− 0.29 0.95 + 0.34

− 0.30 0.88 + 0.26
− 0.24 1.05± 0.16

201.6 0.80 + 0.42
− 0.35 1.24 + 0.52

− 0.43 1.50 + 0.45
− 0.40 1.17± 0.23

204.9 0.65 + 0.27
− 0.23 1.06 + 0.37

− 0.32 0.78 + 0.29
− 0.25 0.80± 0.17

206.6 0.81 + 0.22
− 0.20 1.14 + 0.28

− 0.25 1.08 + 0.21
− 0.20 1.00± 0.14

Table 5.11: Single-W total production cross-section from the LEP experiments and combined
values for the eight energies between 183 and 207 GeV. The χ2/dof of the combined fit is 8.1/16.
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Figure 5.8: Measurements of the single-W total production cross-section, compared to the pre-
dictions of WPHACT [195] and grc4f [187]. The shaded area represents the ±5% uncertainty
on the predictions.
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√
s(GeV) Rgrc4f

Weν RWPHACT
Weν

182.7 1.122± 0.272 1.157± 0.281

188.6 0.936± 0.149 0.965± 0.154

191.6 1.094± 0.373 1.128± 0.385

195.5 1.081± 0.203 1.115± 0.210

199.5 1.242± 0.187 1.280± 0.193

201.6 1.340± 0.261 1.380± 0.269

204.9 0.873± 0.189 0.899± 0.195

206.6 1.058± 0.143 1.089± 0.148

χ2/dof 8.1/16 8.1/16

Average 1.058± 0.078 1.090± 0.080

χ2/dof 12.1/23 12.1/23

Table 5.12: Ratios of LEP combined total single-W cross-section measurements to the expec-
tations according to grc4f [187] and WPHACT [195]. The resulting averages over energies are
also given. The averages take into account inter-experiment as well as inter-energy correlations
of systematic errors.
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Figure 5.9: Ratios of LEP combined total single-W cross-section measurements to the expec-
tations according to grc4f [187] and WPHACT [195]. The yellow bands represent constant
relative errors of 5% on the two cross-section predictions.
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Single-Z cross-section into muons(pb)

ALEPH DELPHI L3 LEP

Av.
√
s(GeV) 196.67 197.10 196.60 196.79

σZee→µµee 0.055± 0.016 0.070 + 0.023
− 0.019 0.043± 0.013 0.057± 0.009

Table 5.13: Energy averaged single-Z production cross-section into muons from the LEP
experiments and the LEP combined value.

√
s Single-Z hadronic cross-section (pb)

(GeV) ALEPH DELPHI L3 LEP

182.7 0.27 + 0.21
− 0.16 0.56 + 0.28

− 0.23 0.51 + 0.19
− 0.16 0.45± 0.11

188.6 0.42 + 0.14
− 0.12 0.64 + 0.16

− 0.14 0.55 + 0.11
− 0.10 0.53± 0.07

191.6 0.61 + 0.39
− 0.29 0.63 + 0.40

− 0.30 0.60 + 0.26
− 0.21 0.61± 0.15

195.5 0.72 + 0.24
− 0.20 0.66 + 0.22

− 0.19 0.40 + 0.13
− 0.11 0.55± 0.10

199.5 0.60 + 0.21
− 0.18 0.57 + 0.20

− 0.17 0.33 + 0.13
− 0.11 0.47± 0.10

201.6 0.89 + 0.35
− 0.28 0.19 + 0.21

− 0.16 0.81 + 0.27
− 0.23 0.67± 0.13

204.9 0.42 + 0.17
− 0.15 0.37 + 0.18

− 0.15 0.56 + 0.16
− 0.14 0.47± 0.10

206.6 0.70 + 0.17
− 0.15 0.69 + 0.16

− 0.14 0.59 + 0.12
− 0.11 0.65± 0.08

Table 5.14: Single-Z hadronic production cross-section from the LEP experiments and com-
bined values for the eight energies between 183 and 207 GeV. The χ2/dof of the combined fit
is 13.0/16.

√
s(GeV) Rgrc4f

Zee RWPHACT
Zee

182.7 0.871± 0.219 0.876± 0.220

188.6 0.982± 0.126 0.990± 0.127

191.6 1.104± 0.275 1.112± 0.277

195.5 0.964± 0.167 0.972± 0.168

199.5 0.809± 0.165 0.816± 0.167

201.6 1.126± 0.222 1.135± 0.224

204.9 0.769± 0.160 0.776± 0.162

206.6 1.062± 0.124 1.067± 0.125

χ2/dof 13.0/16 13.0/16

Average 0.955± 0.065 0.962± 0.065

χ2/dof 17.1/23 17.0/23

Table 5.15: Ratios of LEP combined single-Z hadronic cross-section measurements to the
expectations according to grc4f [187] and WPHACT [195]. The resulting averages over en-
ergies are also given. The averages take into account inter-experiment as well as inter-energy
correlations of systematic errors.
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Figure 5.10: Measurements of the single-Z hadronic production cross-section, compared to
the predictions of WPHACT [195] and grc4f [187]. The shaded area represents the ±5%
uncertainty on the predictions.
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Figure 5.11: Ratios of LEP combined single-Z hadronic cross-section measurements to the ex-
pectations according to grc4f [187] and WPHACT [195]. The yellow bands represent constant
relative errors of 5% on the two cross-section predictions.
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5.6 WWγ Production

The signal definition has been given in Section 5.1. The study of photon production in asso-
ciation with a W-boson pair is important for testing the sector of quartic gauge couplings. In
order to increase the statistical accuracy, the LEP combination is performed in energy intervals
rather than at each energy point; they are defined according to the LEP-II running periods
where more statistics were accumulated. The luminosity-weighted centre-of-mass energy per
interval is determined in each experiment and then combined to obtain the corresponding value
for each energy interval. Table 5.16 reports those energies and the cross-sections measured by
the experiments that are used in this combination [206, 207, 208], together with the combined
LEP values.

Figure 5.12 shows the combined data points compared with the cross-section calculated
with EEWWG [209] and RACOONWW. The RACOONWW prediction is shown in the figure
without any theory error band.

5.7 Summary

This chapter has summarised the final LEP results in terms of four-fermion cross-sections and
derived quantities. The WW cross-section has been measured precisely at LEP-II energies.
The measurements clearly favour those theoretical predictions which properly include O(α)
electroweak corrections, thus showing that the SM can be tested at the loop level at LEP-II.

In general the results are in good agreement with the SM predictions, both in the charged
current and in the neutral current sector. A small anomaly in the W decay branching fractions,
favouring W decays into τντ compared to the other lepton families, is observed in the data.
This excess is above two standard deviations in the measured branching fractions into both eνe
and µνµ.
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√
s WWγ cross-section (pb)

(GeV) DELPHI L3 OPAL LEP

188.6 0.05± 0.08 0.20± 0.09 0.16± 0.04 0.15± 0.03

194.4 0.17± 0.12 0.17± 0.10 0.17± 0.06 0.17± 0.05

200.2 0.34± 0.12 0.43± 0.13 0.21± 0.06 0.27± 0.05

206.1 0.18± 0.08 0.13± 0.08 0.30± 0.05 0.24± 0.04

Table 5.16: WWγ production cross-section from the LEP experiments and combined values
for the four energy bins.
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Figure 5.12: Measurements of the WWγ production cross-section, compared to the predictions
of EEWWG [209] and RACOONWW [168]. The shaded area in the EEWWG curve represents
the ±5% uncertainty on the predictions.
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Chapter 6

Electroweak Gauge Boson Self
Couplings

6.1 Introduction

The measurement of gauge boson couplings and the search for possible anomalous contributions
due to the effects of new physics beyond the Standard Model (SM) are among the principal
physics aims at LEP-II [210]. Combined results on triple gauge boson couplings are presented
here.

The W-pair production process, e+e− → W+W−, involves the charged triple gauge boson
vertices between the W+W− and the Z or photon shown in Figure 1.4. During LEP-II opera-
tion, about 10,000 W-pair events were collected by each experiment. Single W (eνW) and single
photon (νν̄γ) production at LEP are also sensitive to the WWγ vertex, see Figure 1.7. Results
from these channels are also included in the combination for some experiments; the individual
references should be consulted for details. The Monte-Carlo calculations, RacoonWW [168]
and YFSWW [161, 167], incorporate an improved treatment of O(αem) corrections to WW
production. The corrections affect the measurements of the charged TGCs in W-pair pro-
duction. Results including these O(αem) corrections have been submitted from all four LEP
collaborations ALEPH [211], DELPHI [212], L3 [213] and OPAL [214].

At centre-of-mass energies exceeding twice the Z boson mass, pair production of Z bosons is
kinematically allowed. Here, one searches for the possible existence of triple vertices involving
only neutral electroweak gauge bosons. Such vertices could also contribute to Zγ production.
In contrast to triple gauge boson vertices with two charged gauge bosons, purely neutral gauge
boson vertices do not occur at tree level in the SM of electroweak interactions.

The expected total and differential cross-sections of these processes depend on the values of
the triple gauge couplings, allowing their measurements by comparing Monte-Carlo simulations
to the data. In contrast to the analysis of electroweak gauge boson self-couplings performed
at hadron colliders, no form-factor term scaling the bare couplings is applied in the analysis of
the LEP data.

6.1.1 Charged Triple Gauge Boson Couplings

The parametrisation of the charged triple gauge boson vertices is described in References [210,
215, 216, 217]. The most general Lorentz invariant Lagrangian which describes the triple gauge
boson interaction has fourteen independent complex couplings, seven describing the WWγ
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vertex and seven describing the WWZ vertex. Assuming electromagnetic gauge invariance as
well as C and P conservation, the number of independent TGCs reduces to five. A common
set is {gZ1 , κγ, κZ, λγ, λZ}, with SM values of gZ1 = κγ = κZ = 1 and λγ = λZ = 0. The
parameters proposed in [210] and used by the LEP experiments are gZ1 , κγ and λγ with the
gauge constraints:

κZ = gZ1 − (κγ − 1) tan2 θW , (6.1)

λZ = λγ , (6.2)

where θW is the weak mixing angle. In an effective Lagrangian approach, all three of the remain-
ing independent couplings, gZ1 , κγ and λγ, receive contributions from operators of dimension six
or greater. The couplings are considered as real, with the imaginary parts fixed to zero. Note
that the measured coupling values themselves and not their deviation from the SM values are
quoted. LEP combinations are made in single-parameter fits, in each case setting the other
TGCs to their SM value.

The coupling gZ1 describes the overall strength of the WWZ coupling. The photonic couplings
κγ and λγ are related to the magnetic and electric properties of the W boson. One can write
the lowest order terms for a multipole expansion describing the W-γ interaction as a function
of κγ and λγ . For the magnetic dipole moment, µW , and the electric quadrupole moment, qW ,
one obtains:

µW =
e

2mW
(1 + κγ + λγ) , (6.3)

qW = − e

m2
W

(κγ − λγ) . (6.4)

The inclusion of O(αem) corrections in the Monte-Carlo calculations has a considerable effect on
the charged TGC measurement. Both the total cross-section and the differential distributions
are affected. The cross-section is reduced by 1−2% depending on the energy. For the differential
distributions, the effects are naturally more complex. The polar W− production angle carries
most of the information on the TGC parameters; its shape is modified to be more forwardly
peaked. In a fit to data, the O(αem) effect manifests itself as a negative shift of the obtained
TGC values with a magnitude of typically −0.015 for λγ and gZ1 and −0.04 for κγ .

6.1.2 Neutral Triple Gauge Boson Couplings

There are two classes of Lorentz invariant structures associated with neutral TGC vertices
which preserve U(1)em and Bose symmetry, as described in [216, 224].

The first class refers to anomalous Zγγ∗ and ZγZ∗ couplings which are accessible at LEP
in the process e+e− → Zγ. The parametrisation contains eight couplings: hVi with i = 1, ..., 4
and V = γ,Z. The superscript V = γ refers to Zγγ∗ couplings and superscript V =Z refers
to ZγZ∗ couplings. The photon and the Z boson in the final state are considered as on-shell
particles, while the third boson at the vertex, the s-channel internal propagator, is off shell.
The couplings hV1 and hV2 are CP-odd while hV3 and hV4 are CP-even.

The second class refers to anomalous ZZγ∗ and ZZZ∗ couplings which are accessible at
LEP-II in the process e+e− → ZZ. This anomalous vertex is parametrised in terms of four
couplings: fVi with i = 4, 5 and V = γ,Z. The superscript V = γ refers to ZZγ∗ couplings and

115



the superscript V = Z refers to ZZZ∗ couplings. Both Z bosons in the final state are assumed
to be on-shell, while the third boson at the triple vertex, the s-channel internal propagator, is
off-shell. The couplings fV4 are CP-odd whereas fV5 are CP-even.

In an effective Lagrangian approach, the couplings hV1 , h
V
3 , f

V
4 , fV5 receive contributions

from operators of dimension six or greater, while the lowest-dimension operators contributing
to hV2 and hV4 have dimension eight. Note that the hVi and the fVi couplings are independent
of each other. They are assumed to be real and they vanish at tree level in the SM. Results on
neutral gauge boson couplings are reported for single- and two-parameter fits.

6.2 Combination Procedure

The combination is based on the individual likelihood functions from the four LEP experiments.
Each experiment provides the negative log likelihood, logL, as a function of the coupling param-
eters to be combined. The single-parameter analyses are performed fixing all other parameters
to their SM values. For the charged TGCs, the gauge constraints listed in Section 6.1.1 are
always enforced. Either the logL curves were available in numerical form or they have been
treated as parabolic according to the respective publication. Details of the individual measure-
ments entering the combination are summarised below.

The logL functions from each experiment include statistical as well as those systematic
uncertainties which are considered as uncorrelated between experiments. In all combinations,
the individual logL functions are combined. It is necessary to use the logL functions directly
in the combination, since in some cases they are not parabolic, and hence it is not possible to
properly combine the results by simply taking weighted averages of the measurements.

The main contributions to the systematic uncertainties that are uncorrelated between ex-
periments arise from detector effects, background in the selected signal samples, limited Monte-
Carlo statistics and the fitting method. Their importance varies for each experiment and the
individual references should be consulted for details.

In the neutral TGC sector, the main correlated systematic uncertainties arise from the
theoretical cross-section prediction in ZZ and Zγ-production, about 2% for ZZ and about 1%
(2%) in the qqγ (νν̄γ) channel. The effect of a correlated treatment has been estimated in earlier
measurements to be negligible. Hence this and all other correlated sources of systematic errors,
such as those arising from the LEP beam energy, are for simplicity treated as uncorrelated.
The combination is performed by adding the logL curves of the individual experiments.

In the charged TGC sector, systematic uncertainties considered correlated between the
experiments are summarised in Table 6.1: the theoretical cross-section prediction, σ, which
is 0.5% for W-pair production and 5% for single W production, hadronisation effects (HAD),
the final state interactions, namely Bose-Einstein correlations (BEC) and colour reconnection
(CR), and the uncertainty in the radiative corrections themselves (LPA). The latter was the
dominant systematic error in previous combinations, where we used a conservative estimate,
namely the full effect from applying the O(αem) corrections. Analyses on the subject are
available from several LEP experiments, based on comparisons of fully simulated events using
two different leading-pole approximation schemes (LPA-A and LPA-B, [225] and references
therein). In addition, the availability of comparisons of the generators incorporating O(αem)
corrections, RacoonWW and YFSWW [168, 161, 167], makes it possible to perform a more
realistic estimation of this effect and its uncertainty. In general, the TGC shift measured in
the comparison of the two generators is found to be larger than the effect from the different
LPA schemes. This improved estimation, while still being conservative, reduces the systematic
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Source gZ1 κγ λγ

σWW prediction 0.003 0.018 0.002

σW prediction - 0.003 0.001

Hadronisation 0.003 0.005 0.004

Bose-Einstein Correlation 0.002 0.003 0.002

Colour Reconnection 0.003 0.005 0.002

O(αem) correction 0.002 0.014 0.002

Table 6.1: The systematic uncertainties considered correlated between the LEP experiments
in the charged TGC combination and their effect on the combined fit results for the charged
TGC parameters.

uncertainty from O(αem) corrections by about a third for gZ1 and λγ and roughly halves it for
κγ , compared to the full O(αem) correction. The application of this reduced systematic error
renders the charged TGC measurements statistics dominated. In case of the charged TGCs,
the systematic uncertainties considered correlated between the experiments amount to 32% of
the combined statistical and uncorrelated uncertainties for λγ and g

Z
1 , while for κγ they amount

to 57%, indicating again that the measurements of λγ, g
Z
1 and κγ are limited by data statistics.

The combination procedure [226] used for the charged TGCs allows the combination of
statistical and correlated systematic uncertainties, independently of the analysis method chosen
by the individual experiments. The combination uses the likelihood curves and correlated
systematic errors submitted by each of the four experiments. The procedure is based on the
introduction of an additional free parameter to take into account the systematic uncertainties,
which are treated as shifts on the fitted TGC value, and are assumed to have a Gaussian
distribution. A simultaneous minimisation of both parameters, TGC and systematic error, is
performed.

In detail, the combination proceeds in the following way: the set of measurements from
the LEP experiments ALEPH, DELPHI, OPAL and L3 is given with statistical and uncor-
related systematic uncertainties in terms of likelihood curves: − logLAstat(x), − logLDstat(x)
− logLLstat(x) and − logLOstat(x), respectively, where x is the coupling parameter in question.
Also given are the shifts for each of the five totally correlated sources of uncertainty mentioned
above; each source S leads to systematic errors σSA, σ

S
D, σ

S
L and σSO.

Additional parameters ∆S are included in order to take into account a Gaussian distribution
for each of the systematic uncertainties. The procedure then consists in minimising the function:

− logLtotal =
∑

E=A,D,L,O

logLEstat(x−
∑

S

(σSE∆
S)) +

∑

S

(∆S)2

2
(6.5)

where x and ∆S are the free parameters, and the sums run over the four experiments E and
the correlated systematic errors S discussed above and listed in Table 6.1. The resulting uncer-
tainty on x takes into account all sources of uncertainty, yielding a measurement of the coupling
with the error representing statistical and systematic sources. The projection of the minima of
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the log-likelihood as a function of x gives the combined log-likelihood curve including statis-
tical and systematic uncertainties. The advantage over the scaling method used previously is
that it treats systematic uncertainties that are correlated between the experiments correctly,
while not forcing the averaging of these systematic uncertainties into one global LEP system-
atic uncertainties scaling factor. In other words, the (statistical) precision of each experiment
gets reduced by its own correlated systematic errors, instead of an averaged LEP systematic
error. The method has been cross-checked against the scaling method, and was found to give
comparable results. The inclusion of the systematic uncertainties leads to small differences,
as expected by the improved treatment of correlated systematic errors. A similar behaviour
is seen in Monte-Carlo comparisons of these two combination methods [227]. Furthermore, it
was shown that the minimisation-based combination method used for the charged TGCs agrees
with the method based on optimal observables, where systematic effects are included directly
in the mean values of the optimal observables (see [227]), for any realistic ratio of statistical to
systematic uncertainties. Further details on the combination method can be found in [226].

In the following, single-parameter fits are presented for the TGC parameters gZ1 , κγ , λγ, h
V
i

and fVi , while results from two-parameter fits are also given for (f γ4 , f
Z
4 ) and (f γ5 , f

Z
5 ). For results

quoted in numerical form, the one standard deviation uncertainties (68% confidence level) are
obtained by taking the coupling values for which ∆ logL = +0.5 above the minimum. The 95%
confidence level (C.L.) limits are given by the coupling values for which ∆ logL = +1.92 above
the minimum. For multi-parameter analyses, the two dimensional 68% C.L. contour curves for
any pair of couplings are obtained by requiring ∆ logL = +1.15, while for the 95% C.L. contour
curves ∆ logL = +3.0 is required. Since the results on the different parameters and parameter
sets are obtained from the same data sets, they cannot themselves be combined when looking
at models establishing additional relations between these couplings.

6.3 Measurements

The combined results presented here are obtained from charged and neutral electroweak gauge
boson coupling measurements as discussed above. The individual references should be consulted
for details about the data samples used.

The charged TGC analyses of ALEPH, DELPHI, L3 and OPAL use data collected at LEP-II
with centre-of-mass energies up to 209 GeV. These analyses use different channels, typically
the semileptonic and fully hadronic W-pair decays [211, 212, 228, 229, 230, 213, 214]. The full
data set is analysed by all four experiments. Anomalous TGCs affect both the total production
cross-section and the shape of the differential cross-section as a function of the polar W−

production angle. The relative contributions of each helicity state of the W bosons are also
changed, which in turn affects the distributions of their decay products. The analyses presented
by each experiment make use of different combinations of each of these quantities. In general,
however, all analyses use at least the expected variations of the total production cross-section
and the W− production angle. Results from eνW and νν̄γ production are included by some
experiments. Single-W production is particularly sensitive to κγ, thus providing information
complementary to that from W-pair production.

The h-coupling analyses of ALEPH, DELPHI and L3 use data collected at LEP-II with
centre-of-mass energies of up to 209 GeV. The OPAL measurements use the data at 189 GeV
only. The results of the f -couplings are obtained from the whole data set above the ZZ-
production threshold by all experiments. The experiments already pre-combine different pro-
cesses and final states for each of the couplings. All analyses use measurements of the total
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cross-sections of Zγ and ZZ production and the differential distributions in the determination of
the hVi couplings [231, 232, 233, 234] and the fVi couplings [231, 232, 235, 236], while DELPHI
also includes Zγ∗ data in the determination of both sets of couplings.

6.4 Results

We present results from the four LEP experiments on the various electroweak gauge boson
couplings, and their combination. The results quoted for each individual experiment are cal-
culated using the methods described in Section 6.2. Therefore they may differ slightly from
those reported in the individual references, as the experiments in general use other methods to
combine the data from different channels and to include systematic uncertainties. In particular
for the charged couplings, experiments using a combination method based on optimal observ-
ables (ALEPH, OPAL) obtain results with small differences compared to the values given by
our combination technique. These small differences have been studied in Monte-Carlo tests
and are well understood [227]. For the h-coupling results from OPAL and DELPHI, a slightly
modified estimate of the systematic uncertainty due to the theoretical cross-section prediction
is responsible for slightly different limits compared to the published results.

6.4.1 Charged Triple Gauge Boson Couplings

The individual analyses and results of the experiments for the charged couplings are described
in [211, 212, 228, 229, 230, 214]. The results of single-parameter fits from each experiment
are shown in Table 6.2, where the errors include both statistical and systematic effects. The
individual logL curves and their sum are shown in Figure 6.1. The results of the combination
are given in Table 6.3. A list of the systematic errors treated as fully correlated between the
LEP experiments, and their shift on the combined fit result were given in Table 6.1. The
combined results agree well with the SM expectation.

Parameter ALEPH DELPHI L3 OPAL SM

gZ1 0.996+0.030
−0.028 0.975+0.035

−0.032 0.965+0.038
−0.037 0.985+0.035

−0.034 1

κγ 0.983+0.060
−0.060 1.022+0.082

−0.084 1.020+0.075
−0.069 0.899+0.090

−0.084 1

λγ −0.014+0.029
−0.029 0.001+0.036

−0.035 −0.023+0.042
−0.039 −0.061+0.037

−0.036 0

Table 6.2: The measured central values and one standard deviation errors obtained by the
four LEP experiments for the charged TGC parameters. In each case the parameter listed is
varied while the remaining two are fixed to their SM values (also shown). Both statistical and
systematic errors are included. The values given here differ slightly from the ones quoted in the
individual contributions from the four LEP experiments, as a different combination method is
used. See text in section 6.2 for details.
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Parameter 68% C.L. 95% C.L. SM

gZ1 +0.984+0.018
−0.020 [0.946, 1.021] 1

κγ +0.982+0.042
−0.042 [0.901, 1.066] 1

λγ −0.022+0.019
−0.019 [−0.059, 0.017] 0

Table 6.3: The combined results for the 68% C.L. errors and 95% C.L. intervals obtained
for the charged TGC parameters from the four LEP experiments. In each case the parameter
listed is varied while the other two are fixed to their SM values (also shown). Both statistical
and systematic errors are included.
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Figure 6.1: The logL curves of the four experiments (thin lines) and the LEP combined curve
(black line) for the three charged TGCs gZ1 , κγ and λγ. In each case, the minimal logL value
is subtracted.

120



6.4.2 Neutral Triple Gauge Boson Couplings

The individual analyses and results of the experiments for the h-couplings are described in [232,
233, 234]. The results from DELPHI, L3 and OPAL, and the LEP combination, are shown in
Table 6.4, where the errors include both statistical and systematic uncertainties. The individual
logL curves and their sum are shown in Figures 6.2 and 6.3. The results agree with the SM
expectation.

Parameter DELPHI L3 OPAL LEP

hγ1 [−0.14, 0.14] [−0.06, 0.06] [−0.11, 0.11] [−0.05, 0.05]

hγ2 [−0.05, 0.02] [−0.08, 0.08] [−0.04, 0.02]

hγ3 [−0.05, 0.04] [−0.06, 0.00] [−0.16, − 0.01] [−0.05, − 0.00]

hγ4 [−0.00, 0.04] [0.01, 0.13] [0.01, 0.05]

hZ1 [−0.23, 0.23] [−0.15, 0.14] [−0.19, 0.19] [−0.12, 0.11]

hZ2 [−0.09, 0.08] [−0.13, 0.13] [−0.07, 0.07]

hZ3 [−0.30, 0.16] [−0.22, 0.11] [−0.27, 0.12] [−0.19, 0.06]

hZ4 [−0.07, 0.15] [−0.08, 0.17] [−0.04, 0.13]

Table 6.4: The 95% C.L. intervals (∆ logL = 1.92) in the neutral TGC parameters hVi measured
by the DELPHI, L3 and OPAL, and the LEP combined values. In each case the parameter
listed is varied while the remaining ones are fixed to their SM values (hVi = 0). Both statistical
and systematic uncertainties are included. DELPHI did not interpret its measurements in terms
of neutral gauge couplings of dimension 8 operators, hence does not enter in the combination
for hV2/4.

The individual analyses and results of the experiments for the f -couplings are described
in [231, 232, 235, 236]. The single-parameter results for each experiment and the LEP combi-
nation are shown in Table 6.5, where the errors include both statistical and systematic uncer-
tainties. The individual logL curves and their sum are shown in Figure 6.4. Three experiments,
ALEPH, L3 and OPAL, contributed data to two-parameter fits to the TGC pairs (f γ4 , f

Z
4 ) and

(f γ5 , f
Z
5 ). The two-parameter results including the LEP combination are shown in Table 6.6,

where the errors include both statistical and systematic uncertainties. The 68% C.L. and 95%
C.L. contour curves resulting from the combinations of the two-dimensional likelihood curves
are shown in Figures 6.5 and 6.6. The couplings agree with the SM expectation.
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Figure 6.2: The logL curves of DELPHI, L3, and OPAL experiments and the LEP combined
curve for the four neutral TGCs hγi , i = 1, 2, 3, 4. In each case, the minimal value is subtracted.
Note, DELPHI did not interpret its measurements in terms of neutral gauge couplings of
dimension 8 operators, hence does not enter in the combination for hV2/4.
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Figure 6.3: The logL curves of the DELPHI, L3, OPAL experiments and the LEP combined
curve for the four neutral TGCs hZi , i = 1, 2, 3, 4. In each case, the minimal value is subtracted.
Note, DELPHI did not interpret its measurements in terms of neutral gauge couplings of
dimension 8 operators, hence does not enter in the combination for hV2/4.
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Parameter ALEPH DELPHI L3 OPAL LEP

f γ4 [−0.32, 0.33] [−0.23, 0.25] [−0.28, 0.28] [−0.32, 0.33] [−0.17, 0.19]

fZ4 [−0.53, 0.54] [−0.40, 0.42] [−0.48, 0.46] [−0.45, 0.58] [−0.28, 0.32]

f γ5 [−0.73, 0.74] [−0.52, 0.48] [−0.39, 0.47] [−0.71, 0.59] [−0.35, 0.32]

fZ5 [−1.18, 1.19] [−0.38, 0.62] [−0.35, 1.03] [−0.94, 0.25] [−0.34, 0.35]

Table 6.5: The 95% C.L. intervals (∆ logL = 1.92) in the neutral TGC parameters fVi measured
by ALEPH, DELPHI, L3 and OPAL, and the LEP combined values. In each case the parameter
listed is varied while the remaining ones are fixed to their SM values (fVi = 0). Both statistical
and systematic uncertainties are included.

Parameter ALEPH L3 OPAL LEP Correlations

f γ4 [−0.29, 0.25] [−0.28, 0.28] [−0.32, 0.33] [−0.20, 0.18] 1.00 −0.33

fZ4 [−0.43, 0.44] [−0.48, 0.46] [−0.47, 0.58] [−0.29, 0.32] −0.33 1.00

f γ5 [−0.59, 0.57] [−0.53, 0.62] [−0.67, 0.62] [−0.40, 0.38] 1.00 −0.20

fZ5 [−0.90, 0.78] [−0.47, 1.39] [−0.95, 0.33] [−0.56, 0.36] −0.20 1.00

Table 6.6: The 95% C.L. intervals (∆ logL = 1.92) in the neutral TGC parameters fVi in
two-parameter fits measured by ALEPH, L3 and OPAL, and the LEP combined values. In
each case the two parameters listed are varied while the remaining ones are fixed to their SM
values (fVi = 0). Both statistical and systematic uncertainties are included. Since the shape of
the log-likelihood is not parabolic, there is some ambiguity in the definition of the correlation
coefficients and the values quoted here are approximate.
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Figure 6.4: The logL curves of the four experiments, and the LEP combined curve for the
four neutral TGCs fVi , V = γ, Z, i = 4, 5. In each case, the minimal value is subtracted.
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Figure 6.5: Contour curves of 68% C.L. and 95% C.L. in the plane of the neutral TGC param-
eters (f γ4 , f

Z
4 ) showing the LEP combined result to which ALEPH, L3 and OPAL contributed.
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Figure 6.6: Contour curves of 68% C.L. and 95% C.L. in the plane of the neutral TGC param-
eters (f γ5 , f

Z
5 ) showing the LEP combined result to which ALEPH, L3 and OPAL contributed.
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6.5 Summary and Conclusions

Combinations of charged and neutral triple gauge boson couplings were made, based on results
from the four LEP experiments ALEPH, DELPHI, L3 and OPAL. No deviation from the SM
prediction is seen for any of the electroweak gauge boson couplings studied. While the existence
of charged TGCs was experimentally verified already early on by the measurement of the total
WW cross-section, see also Chapter 5, their values have now been measured with an accuracy
of 0.02 to 0.04, and found to be in agreement with the SM expectation. As an example, these
data allow the Kaluza-Klein theory [237], in which κγ = −2, to be excluded [238]. No evidence
of the existence of neutral TGCs are found, limiting their magnitude to less than 0.05 to 0.35
depending on coupling.
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Chapter 7

Mass and Width of the W Boson

7.1 Introduction

The mass of the W boson is a fundamental parameter in particle physics. Together with
the Z-boson mass, it sets the energy scale of electroweak symmetry breaking. Both masses
are closely related to the weak mixing angle. At LEP, the W-boson mass is determined by
measuring the cross-section of W-boson pairs at the production threshold, from the leptonic
decay spectrum of the W boson, and by directly reconstructing W boson decays. The latter
method is the more precise one. It also allows a determination of the total decay width of the
W boson. Direct measurements of W-boson mass and width are also performed at the Tevatron
pp̄ collider [239, 240, 241, 242].

7.2 Determination of the W Mass at the W-Pair Pro-

duction Threshold

The SM cross-section of the reaction e+e− → W+W− shows a typical threshold behaviour
close to a centre-of-mass energy that corresponds to twice the W mass. In the threshold
region the cross-section rises in proportion to the velocity of the W bosons produced, which
is approximately given by β =

√

1− 4m2
W/s, neglecting radiative corrections and finite width

effects. Thus, a measurement of the production cross-section at a given centre-of-mass energy
is directly related to the W boson mass. The intrinsic precision of this method is similar to the
direct-reconstruction method, described below. However, since LEP predominantly operated
at higher centre-of-mass energies in order to search for new physics as well as to make precise
electroweak measurements, the data collected at threshold energies corresponds to only 3% of
the full data set (see Table 1.1).

Using Monte-Carlo simulations, the centre-of-mass energy where the cross-section is most
sensitive to mW was determined to be

√
s = 161 GeV, but data at 172-183 GeV were also

analysed to extract mW from the measured cross-section. Each LEP experiment compared the
measured cross-sections at each centre-of-mass energy to the mW dependent SM prediction cal-
culated using the GENTLE program [173]. The results of the four LEP experiments combined
for the different centre-of-mass energies [243, 152, 244, 245] are shown in Table 7.1. Owing to
the dependence of the theory cross-section on the mass for a given centre-of-mass energy, both
the extracted mass and its uncertainty decrease with increasing measured cross-sections.

Systematic uncertainties from hadronisation and fragmentation effects in hadronically de-
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Threshold Analysis

Experiment mW[GeV]

ALEPH 80.20± 0.34

DELPHI 80.45+0.45
−0.41

L3 80.78+0.48
−0.42

OPAL 80.40+0.46
−0.43

Table 7.1: W mass measurements from the W+W− threshold cross-section at
√
s = 161 −

183 GeV [243, 152, 244, 245]. The uncertainties include statistical and systematic contributions.

caying W bosons, radiative corrections, final-state interactions are all negligible compared to
the statistical uncertainty of the measurement. Combining all LEP W-pair threshold data
yields:

mW(threshold) = 80.42± 0.20± 0.03(ELEP) GeV , (7.1)

where the uncertainty due to the LEP centre-of-mass energy [246] is given separately. The
treatment of systematic uncertainties is further detailed below.

7.3 Measurement of Mass and Width by Direct Recon-

struction

7.3.1 Mass Reconstruction

The mass and total decay width of the W boson is determined with high precision by re-
constructing directly the decay products of the two W bosons, mainly in the fully hadronic,
W+W− → qqqq, and semi-leptonic, W+W− → qqℓνℓ, decay channels.

The W+W− → ℓνℓℓνℓ decay also contains information on mW when analysing the leptonic
energy spectrum or reconstructing an approximated mass of the decaying W bosons, as per-
formed by the OPAL collaboration [248]. However, the intrinsic statistical precision dominates
the total uncertainty and OPAL determines a value of:

mW(ℓνℓℓνℓ) = 80.41± 0.41(stat.)± 0.13(syst.) GeV , (7.2)

analysing data at centre-of-mass energies between 183 GeV and 209 GeV. It is interesting to
compare this result with those from the other decay channels, since systematic uncertainties
from hadronic W decays are absent. Within the given precision it agrees well with the W mass
measurements in W+W− → qqqq and W+W− → qqℓνℓ events discussed below. For the purpose
of the LEP combination, OPAL combines the measurements in the fully leptonic channel at
each run period with the semi-leptonic results.

The W+W− → qqqq decays are reconstructed from hadronic jets observed in the final state,
formed from measured particle tracks and energy depositions in the calorimeters. Different jet
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clustering algorithms are applied, e.g., the Durham [130], Diclus [249], and Cambridge [250] al-
gorithms. Depending on the choice of clustering parameters, additional gluon radiation may be
resolved, so that not only pairs of jets, but also five-jet topologies are reconstructed. Similarly,
initial-state photon radiation (ISR) and final-state photon radiation (FSR) may be detected by
a calorimetric cluster consistent with an electromagnetic shower shape and without a matched
track in a given angular cone around the photon candidate. Such reconstruction methods
improve the detailed knowledge of the event kinematics and therefore the resolution in the re-
constructed masses of the decaying W bosons. The correct reconstruction of the fully hadronic
final state is further complicated by combinatorial ambiguities to pair the reconstructed jets to
the W decays. In case of four jets there are three possible combinations. For five-jet topologies
this number increases to 15. The ambiguity is treated differently by the four LEP experiments.
ALEPH selects only one combination in their analyses, using a pairing probability that is based
on the CC03 matrix element evaluated for the reconstructed jets [151]. The other experiments
use a W-mass estimator which combines all pairings that have a high probability to be cor-
rect [152, 153, 154]. The pairings are weighted accordingly in the combined mass likelihood.
In this way, a maximum of information is retained for the subsequent mass extraction method.
For DELPHI, the weights are based on the polar angle of the reconstructed W boson, the sum
of jet charges of each jet combination and the transverse momentum of the gluon jet in five-jet
events [152]. L3 exploits the probability of a kinematic fit [153], while OPAL uses a neural
network trained with the above-mentioned variables and the reconstructed mass differences of
the W bosons [154]. The fully hadronic data samples are furthermore separated into 4-jet and
5-jet sub-samples (L3), or all possible jet configurations, also with different clustering schemes,
and properly weighted in the final mW and ΓW analysis.

Semi-leptonic W-pair decays, W+W− → qqeνe, W
+W− → qqµνµ and W+W− → qqτντ ,

are reconstructed as a pair of hadronic jets, possibly with a third jet from gluon radiation, and
an isolated electron, muon or tau lepton. Photons from initial state radiation are detected in
about 5% of the events and excluded from the jet clustering. The mass of the hadronically
decaying W is determined directly from the jet system. In the leptonic W → eνe and W → µνµ
decays, the missing momentum vector is calculated applying total momentum conservation
and is assigned to the momentum of the neutrino. The masses of both W decays can thus
be reconstructed. In case of the qqτντ final state, only the hadronically decaying W contains
useable W-mass information due to the presence of a second neutrino from the tau decay.

7.3.2 Kinematic Fitting

The di-jet mass resolution is mainly determined by the precision of jet energy measurements.
The jet energy is carried by charged particles (∼ 62% on average), photons (∼ 27%) and
neutral hadrons (∼ 10%), which are measured using the tracking and calorimetric devices of
the detectors. Even with the help of sophisticated energy-flow algorithms which combine tracks
and calorimetric clusters in order to reduce effects of double counting of particles, the best jet
energy resolutions achieved are typically ∆E/E ≈ 60 − 80%/

√

E/GeV. The corresponding
di-jet mass resolution for W-boson decays is in the order of 8− 9 GeV.

The mass resolution is substantially improved by imposing the constraint that the total
energy in the event should equal the known LEP centre-of-mass energy [246], or that the
energy of each W boson should be equal to the LEP beam energy. In practice, this is most
commonly implemented by means of a kinematic fit. In such a fit, the measured parameters of
the jets and leptons are adjusted, taking account of their measurement uncertainties in such a
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way as to satisfy the constraints of energy and momentum conservation. In case of hadronic
jets, the jet three-momenta are varied while keeping the jet velocity constant, as systematic
effects cancel in the ratio of jet momentum and jet energy. For leptons, the energy for electrons
and momentum for muons, together with the polar and azimuthal angles, are considered in
the fit. The lepton masses are set to their nominal values. For qqτντ final states, an energy
rescaling of the hadronic system to the beam energy is practically equivalent to a kinematic fit,
due to the lack of further kinematic constraints.

In the qqqq case, the improved kinematic reconstruction is referred to as a 4C fit, because
there are four energy and momentum constraints. In the qqeν and qqµνµ channels it is referred
to as a 1C or one constraint fit, because the three momentum components of the neutrino
have to be determined, eliminating three of the constraints. It is often useful to impose the
additional constraint that the masses of the two W bosons are equal, leading to a 5C or 2C
fit, in which case the kinematic fit provides a single estimate of the average W mass in each
event. Although the equal-mass assumption is not fulfilled in an individual event, it is valid on
average. Since the intrinsic total width of the W is much smaller than the mass resolution, the
equal-mass assumption further improves the mass resolution. The corresponding probabilities
of fits in terms of a χ2 variable are used to reject background and to resolve combinatorial
ambiguities in the qqqq channel.

The resolution on the W-boson mass varies slightly from experiment to experiment. Typical
values1, after use of kinematic fitting, are 2.5 GeV for theW+W− → qqeνe andW+W− → qqµνµ
channels, 3.1 GeV for the W+W− → qqτντ channel and 1.5 GeV for the W+W− → qqqq
channel, at

√
s = 189 GeV. These resolutions increase to 2.9 GeV, 3.4 GeV and 1.7 GeV,

respectively, at
√
s = 207 GeV.

The use of a kinematic fit or an equivalent kinematic constraint implies that the scale of the
W mass measurement is directly linked to the knowledge of the LEP beam energy. Checks on
the determination of the LEP energy are discussed in Appendix C. It should also be emphasised
that the kinematic fit technique neglects the effects of initial-state radiation (ISR) if it is not
measured directly in the detector. The average energy radiated in ISR in e+e− → W+W− events
is 2.2 GeV at

√
s = 189 GeV, rising to ∼ 3.5 GeV at

√
s = 207 GeV, which is substantially

smaller than the intrinsic resolution of the jet energies and hence of the W mass, and therefore
cannot be resolved by kinematic fitting. Any remaining bias due to unmeasured ISR photons
is taken into account in the W mass and width extraction methods based on MC simulations
of radiative effects.

7.3.3 Techniques for Determining the W-Boson Mass and Width

In the direct reconstruction method, the mass of the W boson is obtained by comparing data
to simulated e+e− → W+W− event samples generated with known values of mW and ΓW, in
order to obtain those which describe the data best. These Monte-Carlo samples are of large
statistics, typically 106 events. Since the generation of event samples for all possible parameter
values is very computing time intensive, different methods are used to perform the mW and ΓW

extraction in a more efficient, but still precise way.

1The resolutions quoted here are estimated from the distributions of the difference between the fitted W
mass and the average of the two true W masses in each event. These resolution functions are not Gaussian,
and the values quoted represent RMS values computed in a range ±10 GeV around zero. In order to estimate
the intrinsic mass resolution, events with significant ISR are excluded, and Monte-Carlo information is used to
identify the correct jet-pairings in the qqqq channel.
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The Monte-Carlo simulation programs used to generate the signal process, KandY [167],
RACOONWW [168], and WPHACT [195], include all relevant diagrams leading to the same
4-fermion final state and full O(α) electroweak radiative corrections. Real ISR photons are cal-
culated in O(α3), and FSR photons to higher order leading-log approximation. The underlying
mass and width of the W boson are defined using a relativistic Breit-Wigner propagator with
s-dependent width which is also the convention adopted to quote the measured values. Tau
decays are simulated using the TAUOLA [252] package. The fragmentation and hadronisation
of quark and gluon jets is described by the JETSET [140], HERWIG [104], and ARIADNE [254]
programs, which are compared to estimate the corresponding systematic uncertainties. The de-
fault fragmentation parameters exclude any FSI effects from Bose-Einstein correlations (BEC)
or colour reconnection (CR). For the latter, a dedicated procedure is developed to suppress
mass biases in the W+W− → qqqq channel, which is detailed below.

The background, mainly from e+e− → qq(γ) with additional gluon radiation and pair pro-
duction of Z bosons, amounts to 2 − 15% in the qqℓνℓ channels, depending on the selected
W+W− final state, and about 30% in the qqqq channel. The background is simulated using
Monte-Carlo programs which include radiative corrections with higher order ISR and FSR.
Dedicated control samples of 2-fermion and 4-fermion events are studied by the LEP experi-
ments to ensure the agreement of the Monte-Carlo simulations with data, concerning jet and
lepton resolutions, event shape variables, and detector response. Any remaining differences are
taken into account as systematic uncertainties.

The methods that are applied to extract the W mass and width results are based on un-
binned maximum likelihood fits to the measured data. Different procedures are employed to
construct the likelihood functions and to describe their dependence on the underlying mW and
ΓW values. For the final results, ALEPH and L3 apply a reweighting method, while OPAL
and DELPHI use a convolution technique. The OPAL collaboration also performs fits of an
analytical description of the Breit-Wigner resonance curves and background shapes to data, in
order to access systematic uncertainties of the mass and width extraction method. Since the
W-boson width, ΓW, depends on the mass mW, the SM dependence of ΓW on mW is assumed
when performing the fit to the data to determine mW. In fits for ΓW, both mW and ΓW are
varied independently. The mW values obtained in the two-parameter fits are consistent within
the given uncertainty with the one-parameter fit for mW only. The methods used are described
in the following.

Monte-Carlo reweighting

In the reweighting method, a multi-dimensional probability density is calculated using different
mass estimators. These estimators are the masses from the 5C and 4C kinematic fit in the qqqq
channel, and those of the 2C and 1C fit for qqeνe and qqµνµ events. To further improve the
sensitivity, ALEPH also includes the uncertainty on the 5C and 2C masses. The qqτντ sample
contributes only with the rescaled hadronic mass. The probability densities are determined
from distributions of the corresponding multi-differential cross-sections, including mW and ΓW

dependent signal predictions and background contributions. This is done either using binned
distributions or a local sampling of the phase-space density determined from Monte-Carlo
simulations. Since the signal Monte-Carlo sample is generated with pre-defined underlying W
mass and width values, the mW and ΓW dependence is introduced by reweighting of Monte-
Carlo events. Each signal event is given a weight according to the ratio of the absolute values
of the matrix element squared for the e+e− → W+W− → f f̄f f̄(γ) process, calculated for the
mW and ΓW values that are to be determined and for the nominal mW and ΓW used in the
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simulation. The total likelihood functions of the different data samples are maximised with
respect to mW and ΓW. This method is applied for the final ALEPH and L3 results, and by
the OPAL collaboration to evaluate systematic uncertainties of the extraction method.

Convolution method

In this method, a probability density function is computed for each event, giving the probability
that this event, with a set of reconstructed mass estimatorsmi,rec (i = 1, . . . , n), originated from
a sample with true W mass and width, mW and ΓW, of the following schematic form:

Ps(mW,ΓW, mi,rec) = S(mW,ΓW, mi, s
′)⊗ ISR(s′, s)⊗R(mi, mi,rec) (7.3)

In this expression, S(mW,ΓW, mi, s
′) is the true distribution of the mass estimators, folded

with the radiator function ISR(s′, s) and the detector resolution function, R(m,mrec), which is
determined from Monte-Carlo simulations and describes the probability that an event of true
mass estimator mi would be reconstructed with mass estimators mi,rec. The likelihood for the
data is then constructed as the product of fsPs(mW,ΓW, mi,rec) + fbPb(mi,rec) over all events,
where fs and fb are the probabilities that the event originates from signal and background
processes, respectively, and Pb(mi,rec) is a parametrisation of the background distribution. The
parameters of interest, mW and ΓW, are estimated by maximising the total likelihood. In this
approach, the resolution function may take account of the uncertainties in the reconstructed
mass, which are likely to vary from event to event, and thus better measured events are given
greater weight. This procedure is used for the final OPAL and DELPHI results.

7.3.4 Combination Procedure

The maximum likelihood fits are performed for each of the data sets at the different centre-of-
mass energies and for each W-pair decay channel separately. Table 7.2 shows the final results
on mW obtained by the four LEP experiments with the direct reconstruction method in the
W+W− → qqℓνℓ and W+W− → qqqq final states. For the LEP combination, each experiment
individually combines the results of the three qqℓνℓ channels. The OPAL collaboration also
includes the ℓνℓℓνℓ measurements in these results. Input to the combination procedure are thus
the mW and ΓW central values and uncertainties from the four LEP experiments in the qqqq
(4q) and qqℓνℓ + ℓνℓℓνℓ (non-4q) final states for five centre-of-mass energy bins corresponding
to the five years of data taking. These inputs combine the data collected in 1996 at 172 GeV, in
1997 at 183 GeV, in 1998 at 189 GeV, in 1999 at 192−202 GeV, and in 2000 at 205−209 GeV.

The combination of the measurements is performed and the evaluation of the components of
the total measurement uncertainty is assessed using the Best Linear Unbiased Estimate (BLUE)
technique [62]. In this way, statistical and systematic uncertainties of each measurement are
properly taken into account, including correlations between them. The LEP combination pro-
cedure as described here is also applied to combine the measurements of each LEP experiment
for comparison with the combined measurement published by each experiment in Table 7.2.
The observed differences are mainly due to a different assessment of FSI uncertainties, which
affects the fully hadronic channel, as discussed below. The changes of the semi-leptonic results
are due to systematic uncertainties correlated between the qqqq and qqℓνℓ channels.
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Direct Reconstruction

W+W− → qqℓνℓ W+W− → qqqq Combined

Experiment mW[GeV] mW[GeV] mW[GeV]

Published

ALEPH 80.429± 0.060 80.475± 0.080 80.444± 0.051

DELPHI 80.339± 0.075 80.311± 0.137 80.336± 0.067

L3 80.212± 0.071 80.325± 0.080 80.270± 0.055

OPAL 80.449± 0.063 80.353± 0.083 80.416± 0.053

LEP combination

ALEPH 80.429± 0.059 80.477± 0.082 80.444± 0.051

DELPHI 80.339± 0.076 80.310± 0.101 80.330± 0.064

L3 80.217± 0.071 80.324± 0.090 80.254± 0.058

OPAL 80.449± 0.062 80.353± 0.081 80.415± 0.052

Table 7.2: W mass measurements from direct reconstruction (
√
s = 172− 209 GeV). Results

are given for the semi-leptonic, fully-hadronic channels and the combined value. The top part
of the table shows the results as published by the experiments [151, 152, 153, 154], using their
individual evaluations of FSI effects; these results are final. The bottom part of the table shows
the results of the experiments when propagating the common LEP estimates of FSI effects to
the mass, which also affects the W+W− → qqℓνℓ results through correlations due to other
systematic uncertainties. The W+W− → qqℓνℓ results from the OPAL collaboration include
mass information from the W+W− → ℓνℓℓνℓ channel.

7.3.5 Overview of Systematic Uncertainties

There are several sources of systematic uncertainties affecting the measurements of mW and
ΓW. Table 7.3 summarises the systematic and statistical uncertainties on the W mass and width
measurements evaluated for the combined LEP data using the direct reconstruction method.
For the W mass determination, the uncertainties are also given separately for the qqℓνℓ and
qqqq final states, and for their combination. The main contributions are discussed in the
following.

LEP centre-of-mass energy

Since the LEP centre-of-mass energy is used as a constraint in order to improve the W mass res-
olution, uncertainties in the centre-of-mass energy translate directly into uncertainties on mW.
These can approximately be obtained by scaling the LEP centre-of-mass energy uncertainties
with the ratio mW/(

√
s/2). The W width is less affected. At W-pair threshold energies, the

calibration of the LEP centre-of-mass energy yields precisions of 25− 27 MeV, and at energies
between 182.7 GeV up to 201.6 GeV the uncertainty is 20 − 24 MeV. Since in the last LEP
runs in the year 2000 horizontal corrector magnets were used to spread the magnetic field over
a larger bending section in order to eventually increase the LEP beam energy to its absolute
maximum, the related additional systematic effects reduced the centre-of-mass energy precision
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Source Systematic Uncertainty in MeV

on mW on ΓW

qqℓνℓ qqqq Combined

ISR/FSR 8 5 7 6

Hadronisation 13 19 14 40

Detector effects 10 8 9 23

LEP energy 9 9 9 5

Colour reconnection − 35 8 27

Bose-Einstein Correlations − 7 2 3

Other 3 10 3 12

Total systematic 21 44 22 55

Statistical 30 40 25 63

Statistical in absence of systematics 30 31 22 48

Total 36 59 34 83

Table 7.3: Error decomposition for the combined LEP W mass and width results using the
direct reconstruction method. Information from cross-section measurements at the W-pair
production threshold are not included in the W-mass uncertainties. Detector effects include
uncertainties in the jet and lepton energy scales and resolution. The ‘Other’ category refers to
errors, all of which are uncorrelated between experiments, arising from: simulation statistics,
background estimation, four-fermion treatment, fitting method and event selection. The error
decomposition in the qqℓνℓ and qqqq channels refers to the independent fits to the results from
the two channels separately. Large correlated uncertainties, mainly from FSI, lead to a reduced
weight of measurements contributing to the average result and thus an increased statistical
uncertainty both in the qqqq channel and for the LEP combination.

to 37− 42 MeV.
A cross-check of the LEP energy determination is performed by analysing e+e− → Z+ γ →

ff + γ events with hard ISR photons, mostly emitted at small polar angles with respect to
the beam directions. In these events with a so-called radiative return to the Z, the mass of
the 2-fermion system is calculated from the fermion production angles only, assuming energy-
momentum conservation. The mass spectrum exhibits a peak around the Z mass value. Com-
paring the Z mass, mff

Z , determined from this spectrum with the precise value of mZ measured
at Z pole energies [4] is equivalent to a test of the LEP centre-of-mass energy (see Appendix C
for further details):

∆
√
s =

√
s−

√
sLEP =

√
s
mff

Z −mZ

mZ

, (7.4)

with the nominal value of
√
sLEP [246] provided by the LEP energy working group. When

combining all available LEP data [151, 255, 256, 257] with Z decays to hadrons, and to electron,
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LEP energy correlations
√
s [GeV] 161 172 183 189 192-202 205-209

161 1.00 1.00 0.57 0.56 0.58 0.36

172 1.00 1.00 0.58 0.57 0.58 0.37

183 0.57 0.58 1.00 0.94 0.95 0.53

189 0.56 0.57 0.94 1.00 0.94 0.53

192-202 0.58 0.58 0.95 0.94 1.00 0.55

205-209 0.36 0.37 0.53 0.53 0.55 1.00

Table 7.4: Correlation between the LEP centre-of-mass energy measurements in the six run
periods [246].

muon, and tau pairs, the difference is found to be

∆
√
s = −54± 54 MeV , (7.5)

in good agreement with no shift with respect to the more precise standard LEP energy calibra-
tion.

The properly calibrated LEP centre-of-mass energy is used in the Wmass and width analysis
on event-by-event basis. Uncertainties on mW and ΓW are determined by detailed Monte-Carlo
studies, and also the effect of the LEP energy spread is taken into account. When combining
the LEP W mass and width results the correlations between the LEP energy uncertainties at
the different energies are properly included. They are derived from the LEP energy model [246]
and listed in Table 7.4. The overall LEP energy uncertainty is 9 MeV on mW and 5 MeV on
ΓW.

Detector effects

The effects of detector performance as well as of identification and reconstruction efficiencies
for final state leptons, jets and photons are studied in dedicated control data samples. Energy
and momentum calibration, as well as detector alignment and angular measurements, very
important for the mass reconstructed, were studied [151, 152, 153, 154]. Since Monte-Carlo
samples are compared to data to extract mW and ΓW, all effects are modelled in detail in the
simulation and remaining differences to data result in corresponding systematic uncertainties.
The LEP experiments provide separate uncertainties for lepton and jet measurements. These
are considered uncorrelated between measurements from different experiments, but correlated
for mW and ΓW measurements from the same experiment at different LEP energy points. The
total systematic uncertainty from detector effects is 10 MeV and 8 MeV on mW in the qqℓνℓ
and qqqq channels. The W width systematic uncertainties due to finite precision in modelling
jet and lepton measurements is 23 MeV, combining all final states.

Fragmentation and hadronisation

Since themW and ΓW extraction methods rely on the comparison of Monte-Carlo simulations to
data the modelling of the fragmentation and hadronisation process subsequent to the W → qq
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decay is essential. The calibration of the reconstructed jets is very sensitive to the fractions
of the different final state hadrons inside the jets. Furthermore, the jet reconstruction usually
cannot resolve each individual hadron, so that the same particle masses are assumed (usually
the pion mass) when tracks and clusters are combined to form quark and gluon jets. To assess
systematic uncertainties due to fragmentation and hadronisation, different Monte-Carlo models
are compared, whose parameters are adjusted to describe high-statistic data samples of Z → qq
decays at the Z pole. These Z decays are depleted in b-quarks, to resemble the hadronic decays
of W bosons. The systematic uncertainty is derived from the relative shifts in Wmass and width
values determined in Monte-Carlo samples using the JETSET/PYTHIA [140], HERWIG [258],
and ARIADNE [254] fragmentation models. In addition, the fraction of certain hadrons, like
kaons and protons, is directly measured in W → qq decays and compared to the fragmentation
models. The measurement uncertainties on these fractions are also taken into account in the
fragmentation and hadronisation systematic uncertainties for the mW and ΓW determination.

Since all four LEP experiments study the same fragmentation models, the systematic uncer-
tainty is taken as fully correlated for all measurements of the W mass and width. Eventually,
the systematic effect on mW is estimated to be 13 MeV and 19 MeV in the qqℓνℓ and qqqq final
states. In the W width determination, the corresponding systematic uncertainties contribute
with 40 MeV to the combined W width measurement.

Colour reconnection

A particular systematic uncertainty arises in the W+W− → qqqq channel, where the two W
bosons decay close in phase space so that FSI effects may play a significant role. Indeed, colour
reconnection (CR) effects leads to shifts of the extracted Wmass up to about 100 MeV [151, 152,
153, 154] if nominal jet reconstruction is applied and data are compared to Monte-Carlo models
with and without colour reconnection. These large shifts are observed even if the measured
constraints on the reconnection parameters, which are discussed in section 4, are applied. The
LEP collaborations therefore developed new techniques in the qqqq channel. It is observed
that colour reconnection effects on mW as implemented in the ARIADNE [103], SK [102], and
HERWIG [104] models are reduced when the jet reconstruction is modified. This is achieved by
either rejecting particles inside jets with energies or momenta lower than a given threshold or
by reweighting their energies and momenta to suppress soft particles, which are mainly in the
inter-jet and reconnection-sensitive region. The four LEP experiments applied thresholds and
weights which are optimised individually for the colour reconnection constraints of the SK-I
model [102] which are measured by each experiment separately. In the optimisation process
the overall uncertainty on mW is minimised, again individually, trading a reduced statistical
precision due to a modified jet reconstruction for an improved FSI systematic uncertainty. For
the LEP combined analysis, the threshold values and weights of each experiment are however
not always optimal when the LEP combined upper limit on the SK-I parameter, kI < 2.10, is
used as reference for the CR uncertainty in the LEP mW combination. Although this reduces
the relative weight of some mW measurements in the LEP combination, a further optimisation
is not performed.

For the final LEP combination, the central value of the W mass is determined using Monte-
Carlo samples without colour reconnection. The systematic uncertainties are evaluated from
the mass differences observed when data is compared to the SK-I model with kI = 2.10.
The systematic uncertainties are evaluated at each centre-of-mass energy independently since
the colour reconnection effects are energy dependent. The systematic uncertainties are taken
as symmetric in the combination procedure and correlated between all measurements in the
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qqqq channel at the different centre-of-mass energies and by the four LEP experiments. They
contribute 35 MeV to the total uncertainty in the fully hadronic final state.

When the W width is extracted, the optimisation of the jet reconstruction is not applied
by the LEP collaborations, and the standard jet measurement is used. The reason is the
relatively large statistical uncertainty of the W width measurement, which does not require a
modification of the standard qqqq analysis. The corresponding CR uncertainty is evaluated
using the LEP upper limit on the SK-I parameter, kI < 2.10, like in the W mass determination,
and corresponds to 27 MeV on the combined width result.

Bose-Einstein correlations

A further source of uncertainty connected with FSI in the W+W− → qqqq channel is the pos-
sibility of Bose-Einstein correlations (BEC) between identical mesons in the decay of different
W bosons. The measurement of these correlations is discussed in detail in section 4. For the
final LEP results, Bose-Einstein correlations between particles from inside each hadronically
decaying W are implemented in the Monte-Carlo simulation according to the BE32 model [140],
which describes W+W− → qqℓνℓ data well. However, the combined analysis of LEP data yields
an upper limit on the strength of Bose-Einstein correlations between mesons from different W
bosons of 30% of the full correlation in the BE32 model. The systematic effect on the W mass
and width in the W+W− → qqqq channel is effectively reduced by the modified jet recon-
struction algorithms, which were originally introduced for controlling systematic uncertainties
from CR. Therefore, the uncertainties due to Bose-Einstein correlations on the W mass in
W+W− → qqqq events is 7 MeV, while it is just 3 MeV on the combined width result.

Initial state radiation and O(α) effects

Photon radiation influences the reconstructed W mass spectra. The Monte-Carlo programs
used to extract mW and ΓW, KandY, RACOONWW and WPHACT, include ISR effects in
the YFS exponentiation scheme to O(α3), full O(α) electroweak corrections, including inter-
ference between ISR, FSR and photon radiation of the W boson, as well as screened Coulomb
corrections. These describe Coulomb interactions between the W bosons, which are potentially
large but screened due to the limited lifetime of the W bosons. Higher-order leading-log FSR
corrections are included using PHOTOS for leptons and PYTHIA for quarks. ISR effects on
mW are estimated by comparing the O(α3) with the O(α2) calculation, yielding small shifts of
about 1 MeV [259]. The effect of Coulomb screening are estimated by taking half of the dif-
ference between Monte-Carlo samples with screened Coulomb effect and without any Coulomb
effect, which amounts to about 7 MeV. To evaluate the uncertainty on the non-leading O(α)
electroweak corrections, a direct comparison of the RACOONWW and the KandY generators
is performed. The observed differences are in the order of 10 MeV for qqℓνℓ and 5 MeV for
qqqq. Some systematic studies overlap, however, and the experiments apply different strategies
to assess them. The total LEP uncertainty on the W mass due to radiative corrections is 8 MeV
in the semi-leptonic channel and 5 MeV in the fully hadronic channel. Full correlation between
all data sets is assumed. In case of the W width, the corresponding uncertainties amount to
6 MeV when combining all final states.
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Other sources of systematic uncertainties

The contribution of background to the selected W-pair samples arises mainly from 4-fermion
and hadronic 2-fermion events. All LEP experiments study the event shapes of the different
background contributions using control samples to best describe the data. The systematic effect
of the background on mW and ΓW are derived by varying the overall scale on the production
cross-sections of the background processes, mainly e+e− → qq(γ, g) and e+e− → ZZ, within
the measured uncertainty. Effects on the mass spectrum which do not scale with the overall
production rate are studied by varying, for example, the slope of the background spectra.

In addition, uncertainties due to limited Monte-Carlo statistics, from the mass and width
extraction techniques, and due to the event selection are considered. Early analyses at LEP-II
used Monte-Carlo simulations based on CC03 matrix elements to simulate W+W− production.
In this case, systematic biases of the Wmass and width may arise because four-fermion diagrams
are neglected which might interfere with W-pair production.

All these categories of systematic uncertainties are taken as uncorrelated in the LEP com-
bination and contribute on the mass with 3 MeV in the semi-leptonic channel and 10 MeV in
the fully hadronic channel, and 12 MeV on ΓW.

7.4 LEP Combined W-Boson Mass

The combined LEP W mass from direct reconstruction data alone is:

mW(direct) = 80.375± 0.025(stat.)± 0.022(syst.) GeV , (7.6)

with a total uncertainty of 34 MeV. The combination has a χ2/dof of 47.7/37, corresponding to
a probability of 11.1%. The weight of the fully-hadronic channel in the combination amounts
to just 22% due to significant FSI systematic uncertainties.

The largest contribution to the systematic error originates from hadronisation uncertainties,
which are fully correlated between all measurements. In the absence of any systematic effects
the current LEP statistical precision onmW would be 22 MeV. The statistical error contribution
in the LEP combination is larger than this, 25 MeV, due to the reduced weight of the fully-
hadronic channel, mainly due to FSI systematic uncertainties.

When the threshold measurements (Section 7.2) are combined with the precise results ob-
tained from direct reconstruction one achieves a W mass measurement of:

mW = 80.376± 0.025(stat.)± 0.022(syst.) GeV , (7.7)

with a slightly improved total uncertainty of 33 MeV. The combination has a χ2/dof of 48.9/41,
corresponding to a probability of 18.5%. The LEP energy uncertainty is the only correlated
systematic error source between the threshold and direct reconstruction measurements. The
threshold measurements have a weight of only 2% in the combined fit. This LEP combined
result is compared with the final results of the four LEP experiments in Figure 7.1.
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7.5 Consistency Checks

The masses from the two channels with all uncertainties and correlations included are:

mW(W+W− → qqℓνℓ) = 80.372± 0.030(stat.)± 0.021(syst.) GeV, (7.8)

mW(W+W− → qqqq) = 80.387± 0.040(stat.)± 0.044(syst.) GeV. (7.9)

The two results are correlated with a correlation coefficient of 0.20. These results and the
correlation between them can be used to combine the two measurements or to form the mass
difference. The LEP combined results from the two channels are compared with those quoted
by the individual experiments in Figure 7.2. When combining the mW measurements in the
qqℓνℓ and qqqq channels separately and neglecting any correlations between these final states,
results consistent within 2 MeV with the correlated averages above are obtained.

The difference between the combined W-boson mass measurements obtained from the fully-
hadronic and semi-leptonic channels, ∆mW(qqqq − qqℓνℓ) is also determined. Since ∆mW is
primarily of interest as a check of the possible effects of final state interactions, the uncertainties
from Bose-Einstein correlation and colour reconnection are set to zero in its determination. A fit
imposing otherwise the same correlations as those for the results given in the previous sections
yields:

∆mW(qqqq − qqℓνℓ) = −12 ± 45 MeV. (7.10)

Note that this mass difference has a different value and opposite sign compared to the dif-
ference between the qqqq and qqℓνℓ mass values presented above, because the BEC and CR
uncertainties are not included in its determination. A significant non-zero value for ∆mW could
indicate that such Bose-Einstein correlation or colour reconnection effects are biasing the value
of mW determined from W+W− → qqqq events. The consistency of the mass difference with
zero shows that such FSI effects are well suppressed by the modified jet reconstruction in the
fully hadronic channel.

7.6 LEP Combined W-Boson Width

The method of direct reconstruction is also well suited to the direct measurement of the total
decay width of the W boson. The published results of the four LEP experiments are shown in
Table 7.5 and in Figure 7.3.

For the LEP combination, each experiment provided a W width measurement for both
W+W− → qqℓνℓ and W+W− → qqqq channels for each of the data taking periods that were
analysed, and using the same error categories as for the mass. The BEC and CR uncertainties
supplied by the experiments were based on studies of phenomenological models of these effects,
using the same estimates of such FSI effects as for the mass and propagating them to the
width. Note that the W width results of the experiments do not use the techniques introduced
to reduce sensitivity to FSI effects used for the mass analysis. A simultaneous fit to the results
of the four LEP collaborations is performed in the same way as for the mW measurement.
Correlated systematic uncertainties are taken into account and the combination yields:

ΓW = 2.195± 0.063(stat.)± 0.055(syst.) GeV, (7.11)
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Experiment Published LEP combination

ΓW [GeV] ΓW [GeV]

ALEPH 2.14± 0.11 2.14± 0.11

DELPHI 2.40± 0.17 2.39± 0.17

L3 2.18± 0.14 2.24± 0.15

OPAL 2.00± 0.14 2.00± 0.14

Table 7.5: W width measurements (
√
s = 172 − 209 GeV) from the individual experiments.

The column labelled “published” shows the results as published by the experiments, using their
individual evaluations of FSI effects. The column labelled “LEP combination” shows the results
of the experiments when propagating the LEP measurements of FSI effects to the W width.

for a total error of 83 MeV. The combination has a χ2/dof of 37.4/33, corresponding to a
probability of 27.3%.

7.7 Summary

The final results of the four LEP experiments on the mass and width of the W boson are
combined taking into account correlated systematic uncertainties, with the result:

mW = 80.376± 0.033 GeV , (7.12)

ΓW = 2.195± 0.083 GeV . (7.13)

The correlations between mass and width are found to be less than 5% and thus negligible.
These values correspond to the theoretical definition of a W-boson propagator with s-dependent
width. The results of the mass and width determined by the LEP collaborations are in good
agreement with the measurements at hadron colliders [239, 240, 241, 242]. Updated constraints
on SM parameters using the mass and width results are presented in Appendix F.
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 [GeV]WM

80.0 80.2 80.4 80.6 80.8 81.0

ALEPH  0.051±80.440 

DELPHI  0.067±80.336 

L3  0.055±80.270 

OPAL  0.052±80.415 

LEP  0.033±80.376 
/DoF = 48.9/412χ

LEP W-Boson Mass

Figure 7.1: The measurements of the W-boson mass obtained by the four LEP collabora-
tions (as published) together with the LEP combined result. The combined value includes
correlations between experiments, between different energy points, and between the qqℓνℓ and
qqqq channels. A revised estimation of systematic uncertainties due to colour reconnection and
Bose-Einstein correlations is applied to the input of the individual measurements to the LEP
combined results in order to take the direct determination of FSI parameters into account.
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(non-4q) [GeV]WM

80.0 80.2 80.4 80.6 80.8 81.0

ALEPH  0.060±80.429 

DELPHI  0.075±80.339 

L3  0.071±80.212 

OPAL  0.063±80.449 

LEP  0.036±80.372 
correl. with 4q = 0.20

LEP W-Boson Mass

(4q) [GeV]WM

80.0 80.2 80.4 80.6 80.8 81.0

ALEPH  0.080±80.475 

DELPHI  0.137±80.311 

L3  0.080±80.325 

OPAL  0.083±80.353 

LEP  0.059±80.387 
correl. with non-4q = 0.20

LEP W-Boson Mass

Figure 7.2: The W mass measurements in the W+W− → qqℓνℓ channels (top), and the
W+W− → qqqq channel (bottom) obtained by the four LEP collaborations (as published)
compared to the combined value. Correlations between experiments and between measurements
at different energy points are properly taken into account. The combined non-4q and 4q results
are correlated since they are obtained from a fit to both channels taking into account inter-
channel correlations. For the LEP combination, the assessment of systematic uncertainties due
to colour reconnection and Bose-Einstein correlations for the individual measurements of the
four experiments is revised with respect to the direct LEP measurements of FSI.
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 [GeV]WΓ

1.5 2.0 2.5 3.0

ALEPH  0.11±2.14 

DELPHI  0.17±2.40 

L3  0.14±2.18 

OPAL  0.14±2.00 

LEP  0.083±2.195 
/DoF = 37.4/332χ

LEP W-Boson Width

Figure 7.3: The measurements of the W-boson width obtained by the four LEP collabora-
tions (as published) together with the LEP combined result. The combined value includes
correlations between experiments, between different energy points, and between the qqℓνℓ and
qqqq channels. A revised estimation of systematic uncertainties due to colour reconnection and
Bose-Einstein correlations is applied to the input of the individual measurements to the LEP
combined results in order to take the direct determination of FSI parameters into account.
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Chapter 8

Summary and Conclusions

The four LEP experiments ALEPH, DELPHI, L3 and OPAL performed measurements in
electron-positron collisions at centre-of-mass energies above the mass of the Z boson, rang-
ing from 130 GeV, crossing the W-pair production threshold at 160 GeV, up to 209 GeV.
Based on about 0.75 fb−1 of luminosity collected by each experiment, yielding a total of 3 fb−1,
many precision measurements are summarised in this report.

The combinations of precise electroweak results yield stringent constraints on the Standard
Model (SM) and its free parameters, for example:

mW = 80.376± 0.033 GeV

ΓW = 2.195± 0.083 GeV

B(W → had) = 67.41± 0.27 %

gZ1 = 0.984+0.018
−0.020

κγ = 0.982± 0.042

λγ = −0.022± 0.019 .

The results, together with measurements performed in electron-positron collisions at the Z-pole
and in hadron collider experiments, test the SM with unprecedented precision at the highest
interaction energies. The measurements agree well with the SM predictions.

Overall, the SM is verified to be a good theory up to the 200 GeV scale, see also the studies
presented in Appendix F. The data impose very tight constraints on any new physics beyond the
SM, and are well compatible with a 125−126 GeV SM Higgs boson [260]. Any extended theory
must be consistent with the SM or one or more Higgs doublet models such as super-symmetry.
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Appendix A

S-Matrix

A.1 Introduction

The S-Matrix ansatz provides a coherent way of describing the measurements of the cross-
section and forward-backward asymmetries in s-channel e+e− → ff processes at centre-of-mass
energies around the Z resonance and the measurements at centre-of-mass energies from 130 GeV
to 209 GeV from the LEP-II program. This chapter describes the combination of results from
the full LEP-I data sets of the four LEP experiments, to obtain a LEP combined result on the
parameters of the S-Matrix ansatz describing the Z lineshape.

The standard description of the measurements at the Z resonance [4] makes use of nine
parameters (mZ, ΓZ, σ

0
had, R

0
ℓ , A

0, ℓ
FB, for ℓ = e, µ, τ) which are reduced to five in case lepton

universality is assumed. The S-Matrix formalism utilises an extra three parameters (assuming
lepton universality) or seven parameters (not assuming lepton universality). The additional
parameters describe the contributions to the cross-sections and forward-backward asymmetries
of the interference between the exchange of a Z and a photon. The Z-pole data alone cannot
tightly constrain these interference terms, in particular the interference term for cross-sections,
since their contributions are small around the Z resonance and change sign at the pole. Owing
to strong correlations between the size of the hadronic cross-section interference term and the
mass of the Z, this leads to a larger error on the extracted mass of the Z compared to the
standard five and nine parameter analyses where the hadronic interference term is fixed to
the value predicted in the Standard Model (SM). However, using the LEP-II data leads to
a significant improvement in the constraints on the interference terms and a corresponding
reduction in the uncertainty on the mass of the Z, expected to result in a measurement of
mZ which is almost as precise but without having to constrain the γ/Z interference to the SM
prediction.

The LEP combination is a two-step procedure: first a combination of the LEP-I based
results, and then including the LEP-II data. For the LEP-I data, an average of the individual
experiments’ results on the S-Matrix parameters is made. Such a combination at parameter
level, similar to the method used to combine the Z lineshape results in terms of the five and nine
parameters [4], is presented here. To include the LEP-II data, a fit of the S-Matrix parameters to
the combined LEP-II measurements of cross-sections and asymmetries as presented in Chapter 3
is envisaged, including in the χ2 the LEP-I based combination of S-Matrix parameters with
uncertainties and correlations as additional constraints.1

1Based on preliminary LEP measurements, Reference [262] contains a partial LEP-I+LEP-II combination
along these lines, which shows the vast improvement made possible by including the LEP-II measurements.
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In Section A.2 the parameters of the S-Matrix ansatz are explained in detail. In Section A.3
the average of the LEP-I data is described, preparing for the inclusion of the LEP-II measure-
ments in the future. The results are discussed in Section A.4 while the detailed combination
tables are listed in Section A.5.

A.2 The S-Matrix Ansatz

The S-Matrix ansatz [263] is a rigorous approach to describe the cross-sections and forward-
backward asymmetries in s-channel e+e− annihilations under the basic assumption that the
processes can be parametrised as the exchange of a massless and a massive vector boson, in
which the couplings of the bosons including their interference are treated as free and indepen-
dent parameters. In this model, the cross-sections are parametrised as follows:

σ0
tot,f(s) =

4

3
πα2

[

gtotf

s
+
jtotf (s−m2

Z) + rtotf s

(s−m2
Z)

2 +m2
ZΓ

2

Z

]

with f = had, e, µ, τ , (A.1)

while the forward-backward asymmetries are given by:

A0
fb,f(s) = πα2

[

gfbf
s

+
jfbf (s−m2

Z) + rfbf s

(s−m2
Z)

2 +m2
ZΓ

2

Z

]

/σ0
tot,f(s) , (A.2)

where
√
s is the centre-of-mass energy. The parameters rf and jf scale the Z exchange and the

γ/Z interference contributions to the total cross-section and forward-backward asymmetries.
The contribution gf of the pure γ exchange is fixed to the value predicted by QED. Neither
the hadronic charge asymmetry nor the flavour-tagged quark forward-backward asymmetries
are considered here, which leaves 16 S-Matrix parameters to describe the LEP data: the mass
and total width of the Z resonance, and 14 rf and jf parameters. Applying the constraint of
neutral-current lepton universality reduces the number of parameters from 16 to 8.

In the SM the Z exchange term, the γ/Z interference term and the photon exchange term
are given in terms of the fermion charges and their effective vector and axial-vector couplings
to the Z by:

rtotf = κ2
[

g2Ae + g2Ve

] [

g2Af + g2Vf

]

− 2κ gVe gVfCIm (A.3)

jtotf = 2κ gVe gVf (CRe + CIm) (A.4)

gtotf = Q2
eQ

2
f

∣

∣

∣
FA(mZ)

∣

∣

∣

2

(A.5)

rfbf = 4κ2gAe gVe gAf gVf − 2κ gAe gAfCIm (A.6)

jfbf = 2κ gAe gAf (CRe + CIm) (A.7)

gfbf = 0 , (A.8)

with the following definitions:
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κ =
GFm

2
Z

2
√
2πα

≈ 1.50 (A.9)

CIm =
ΓZ

mZ
QeQf Im {FA(mZ)} (A.10)

CRe = QeQf Re {FA(mZ)} (A.11)

FA(mZ) =
α(mZ)

α
, (A.12)

where α(mZ) is the complex fine-structure constant, and α ≡ α(0). The expressions of the
S-Matrix parameters in terms of the effective vector and axial-vector couplings given above
neglect the imaginary parts of the effective couplings. The photonic virtual and bremsstrahlung
corrections are included through the convolution of Equations A.1 and A.2 with the same
radiator functions as used in the five and nine parameter Z-lineshape fits [4].

In the S-Matrix framework, the parameters mass (mZ)and total width (ΓZ) of the Z boson
are defined in terms of a relativistic Breit-Wigner with s-independent width. These definitions
are related to the usual definitions of the mass mZ and width ΓZ of a Breit-Wigner resonance
with s-dependent width, used in [4], as follows:

mZ ≡ mZ

√

1 + Γ
2

Z/m
2
Z ≈ mZ + 34.20 MeV , (A.13)

ΓZ ≡ ΓZ

√

1 + Γ
2

Z/m
2
Z ≈ ΓZ + 0.94 MeV . (A.14)

The predictions of the S-Matrix ansatz for cross-sections and asymmetries are calculated us-
ing SMATASY [267], which in turn uses ZFITTER [36] to calculate the QED convolution of the
electroweak kernel. In case of the e+e− final state, t-channel and s/t interference contributions
are added to the s-channel ansatz [4].

A.3 LEP-I Combination

The LEP experiments have determined the 16 S-Matrix parameters using their full LEP-I data
set [268, 269, 270, 271]. These results are averaged using the BLUE technique [62]. Sources
of systematic uncertainty correlated between the experiments have been investigated using
techniques described in Reference [4] and are accounted for in the averaging procedure.

The main problem in the combination is the proper treatment of the common systematic
uncertainties. The LEP experiments provide their results in terms of the standard S-Matrix
parametrisation. This parameter set is not well suited for the determination of common sys-
tematic uncertainties since common errors such as the theory error for luminosity affect many
parameters. Using a transformed parameter set, which is defined as similar as possible to the
standard LEP nine parameter set, facilitates the study of common systematic errors as well
as cross checks with the LEP nine-parameter combination [4]. The experiments’ results are
transformed to this parameter set, combined, and the final results transformed back to the
standard S-Matrix parameter set. The transformed S-Matrix parameters are defined as follows:
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Shad ≡ rtothad

Γ2
Z

(A.15)

Rsmx
e ≡ rtothad

rtote

(A.16)

Rsmx
µ ≡ rtothad

rtotµ
(A.17)

Rsmx
τ ≡ rtothad

rtotτ
(A.18)

Asmx,e
FB ≡ 3

4

rfbe
rtote

(A.19)

Asmx,µ
FB ≡ 3

4

rfbµ
rtotµ

(A.20)

Asmx,τ
FB ≡ 3

4

rfbτ
rtotτ

(A.21)

Table A.1 gives the input of the four LEP experiments for the 16 transformed S-Matrix
parameters. The corresponding correlation matrices are given in Tables A.8, A.9, A.10 and A.11.

Table A.2 shows the common systematic uncertainty of the transformed S-Matrix parame-
ters due to the uncertainties in the LEP centre-of-mass energy. The parameters mZ and jtothad

are the most sensitive of all 16 S-Matrix parameters to the inclusion of the LEP-II data, and are
also the most interesting ones in comparison to the five and nine parameter fits. For these pa-
rameters the most significant source of systematic error correlated between experiments arises
from the uncertainty on the e+e− centre-of-mass energy. These errors amount to ±3.2 MeV on
mZ and ±0.16 on jtothad, with a correlation coefficient of −0.86. Table A.3 specifies the common
uncertainties due to theoretical uncertainties in the calculation of the t-channel contributions for
Bhabha scattering. In this case the determination of the common error was complicated by the
fact that the experiments choose different procedures for the t-channel correction, which yield
different common errors. We used the common t-channel errors as determined by ALEPH [4]
as basis for the combination since these result in the smallest common errors. As a cross-check
the combination was repeated with common t-channel errors based on OPAL’s analysis which
yields the largest common errors. The effect on the combined result is small, the shift of central
values is below 20% of its uncertainty. In this parametrisation, the luminosity theory uncer-
tainty affects only the parameter Shad. The uncertainties are 0.061% for ALEPH, DELPHI
and L3, and 0.054% for OPAL.

The result of the LEP-I combination in terms of the transformed S-Matrix parameters is
listed in Table A.4, Table A.5 shows the corresponding correlation matrix. Transforming this
result back to the standard S-Matrix parameter set, the combination is reported in Tables A.6
and A.7. The χ2/dof for the average of all 16 parameters is 59.8/48, corresponding to a
probability of 12%.

A.4 Discussion

In the LEP-I combination the measured values of the Z boson mass mZ = 91.1929±0.0059 GeV
agrees well with the results of the standard nine parameter fit, 91.1876 ± 0.0021 GeV, albeit
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with a significantly larger error, resulting from the correlation with the large uncertainty on
jtothad. This uncertainty is the dominant source of uncertainty on mZ in the S-Matrix fits. The
measured value of jtothad = −0.10± 0.33 also agrees with the prediction of the SM, 0.2201+0.0032

−0.0137.
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Parameter ALEPH DELPHI L3 OPAL

mZ (GeV) 91.2143± 0.0120 91.1939± 0.0112 91.1893± 0.0112 91.1903± 0.0114

ΓZ (GeV) 2.4900± 0.0052 2.4861± 0.0048 2.5028± 0.0046 2.4935± 0.0047

Shad 0.47736± 0.00068 0.47713± 0.00080 0.47660± 0.00063 0.47629± 0.00064

jtothad −1.2618± 0.6500 −0.2067± 0.6364 0.2109± 0.6370 0.0017± 0.6419

Rsmx
e 20.8010± 0.0830 20.9270± 0.1200 20.8528± 0.0977 20.9718± 0.0945

Rsmx
µ 20.8360± 0.0580 20.6600± 0.0773 20.8790± 0.0982 20.8484± 0.0589

Rsmx
τ 20.6860± 0.0640 20.8250± 0.1277 20.7546± 0.1339 20.8255± 0.0918

jtote −0.0531± 0.0500 −0.0939± 0.0750 −0.0293± 0.0542 −0.0856± 0.0528

jtotµ −0.0646± 0.0430 0.0561± 0.0421 0.0355± 0.0459 −0.0131± 0.0415

jtotτ −0.0449± 0.0440 0.0040± 0.0464 0.0729± 0.0476 −0.0073± 0.0442

Asmx,e
FB 0.0164± 0.0034 0.0163± 0.0048 0.0091± 0.0059 0.0071± 0.0046

Asmx,µ
FB 0.0178± 0.0027 0.0145± 0.0026 0.0179± 0.0034 0.0140± 0.0024

Asmx,τ
FB 0.0180± 0.0030 0.0215± 0.0038 0.0238± 0.0049 0.0126± 0.0031

jfbe 0.8599± 0.0570 0.8021± 0.0748 0.6983± 0.0797 0.7640± 0.0715

jfbµ 0.8196± 0.0400 0.7110± 0.0366 0.8192± 0.0474 0.7319± 0.0363

jfbτ 0.8481± 0.0430 0.7070± 0.0472 0.7536± 0.0550 0.7394± 0.0420

Table A.1: Transformed LEP-I S-Matrix input parameters of the four LEP experiments

Parameters

1 2 3 4 5 8 9 10 11 14
mZ ΓZ Shad jtothad Rsmx

e jtote jtotµ jtotτ Asmx,e
FB jfbe

1 3.2e-03 -1.4e-03 1.2e-04 -2.1e-02 5.1e-03 -4.4e-03 -4.4e-03 -4.5e-03 -8.3e-04 1.3e-03
2 -1.4e-03 1.4e-03 -3.2e-04 9.2e-03 -3.0e-03 1.8e-03 2.0e-03 2.0e-03 4.4e-04 -6.9e-04
3 1.2e-04 -3.2e-04 1.3e-04 -1.2e-03 9.7e-04 8.4e-05 -2.2e-04 -2.5e-04 -1.2e-04 2.0e-04
4 -2.1e-02 9.2e-03 -1.2e-03 1.6e-01 -3.6e-02 3.3e-02 3.3e-02 3.4e-02 5.7e-03 -9.3e-03
5 5.1e-03 -3.0e-03 9.7e-04 -3.6e-02 1.6e-02 -7.3e-03 -7.5e-03 -7.6e-03 -2.6e-03 3.5e-03
8 -4.4e-03 1.8e-03 8.4e-05 3.3e-02 -7.3e-03 7.0e-03 7.1e-03 7.2e-03 1.2e-03 -1.8e-03
9 -4.4e-03 2.0e-03 -2.2e-04 3.3e-02 -7.5e-03 7.1e-03 7.0e-03 7.2e-03 1.2e-03 -2.0e-03

10 -4.5e-03 2.0e-03 -2.5e-04 3.4e-02 -7.6e-03 7.2e-03 7.2e-03 7.3e-03 1.2e-03 -2.0e-03
11 -8.3e-04 4.4e-04 -1.2e-04 5.7e-03 -2.6e-03 1.2e-03 1.2e-03 1.2e-03 4.3e-04 -5.4e-04
14 1.3e-03 -6.9e-04 2.0e-04 -9.3e-03 3.5e-03 -1.8e-03 -2.0e-03 -2.0e-03 -5.4e-04 1.4e-03

Table A.2: Signed square-root of LEP-I covariance matrix for common energy errors
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Parameters 5 8 11 14

5 Rsmx
e 2.4e-02 -3.20e-03 -5.00e-03 -3.20e-03

8 jtote -3.20e-03 0.89e-02 0.00000 0.99e-02
11 Asmx,e

FB -5.00e-03 0.00000 1.00e-03 -0.32e-03
14 jfbe -3.20e-03 0.99e-02 -0.32e-03 1.10e-02

Table A.3: Signed square-root of LEP-I covariance matrix for common t-channel errors

Parameter LEP-I

mZ (GeV) 91.1929± 0.0059
ΓZ (GeV) 2.4940± 0.0026
Shad 0.47676± 0.00043
jtothad −0.10 ± 0.33
Rsmx

e 20.865± 0.052
Rsmx
µ 20.811± 0.034

Rsmx
τ 20.746± 0.045

jtote −0.054± 0.029
jtotµ 0.013± 0.022
jtotτ 0.014± 0.023
Asmx,e

FB 0.0132± 0.0023
Asmx,µ

FB 0.0153± 0.0014
Asmx,τ

FB 0.0170± 0.0017
jfbe 0.792± 0.037
jfbµ 0.763± 0.020
jfbτ 0.766± 0.023
χ2/dof 59.96/48

Table A.4: LEP-I combination result for transformed S-Matrix parameters
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Parameters

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
mZ ΓZ Shad jtothad Rsmx

e Rsmx
µ Rsmx

τ jtote jtotµ jtotτ Asmx,e
FB Asmx,µ

FB Asmx,τ
FB jfbe jfbµ jfbτ

1 1.000 -0.435 0.083 -0.936 0.330 -0.007 -0.006 -0.597 -0.665 -0.630 -0.128 0.221 0.182 -0.009 -0.006 0.005
2 -0.435 1.000 -0.307 0.442 -0.164 0.006 0.004 0.254 0.319 0.301 0.062 -0.096 -0.079 0.011 0.041 0.030
3 0.083 -0.307 1.000 -0.081 0.134 0.130 0.093 -0.056 -0.065 -0.063 -0.013 0.026 0.022 -0.003 -0.004 -0.002
4 -0.936 0.442 -0.081 1.000 -0.317 0.014 0.011 0.604 0.679 0.645 0.121 -0.221 -0.182 0.010 0.007 -0.004
5 0.330 -0.164 0.134 -0.317 1.000 0.053 0.035 -0.276 -0.228 -0.215 -0.407 0.082 0.067 -0.020 -0.002 0.002
6 -0.007 0.006 0.130 0.014 0.053 1.000 0.059 0.005 -0.128 0.005 0.002 -0.008 -0.002 -0.000 -0.045 -0.000
7 -0.006 0.004 0.093 0.011 0.035 0.059 1.000 0.005 0.005 -0.109 0.002 -0.002 0.000 0.000 -0.000 -0.057
8 -0.597 0.254 -0.056 0.604 -0.276 0.005 0.005 1.000 0.433 0.408 0.084 -0.148 -0.123 0.221 0.003 -0.004
9 -0.665 0.319 -0.065 0.679 -0.228 -0.128 0.005 0.433 1.000 0.460 0.086 -0.137 -0.131 0.007 -0.034 -0.003

10 -0.630 0.301 -0.063 0.645 -0.215 0.005 -0.109 0.408 0.460 1.000 0.081 -0.150 -0.107 0.007 0.005 -0.046
11 -0.128 0.062 -0.013 0.121 -0.407 0.002 0.002 0.084 0.086 0.081 1.000 -0.024 -0.019 0.092 0.001 -0.001
12 0.221 -0.096 0.026 -0.221 0.082 -0.008 -0.002 -0.148 -0.137 -0.150 -0.024 1.000 0.061 -0.005 0.198 0.002
13 0.182 -0.079 0.022 -0.182 0.067 -0.002 0.000 -0.123 -0.131 -0.107 -0.019 0.061 1.000 -0.004 -0.001 0.181
14 -0.009 0.011 -0.003 0.010 -0.020 -0.000 0.000 0.221 0.007 0.007 0.092 -0.005 -0.004 1.000 0.001 0.000
15 -0.006 0.041 -0.004 0.007 -0.002 -0.045 -0.000 0.003 -0.034 0.005 0.001 0.198 -0.001 0.001 1.000 0.002
16 0.005 0.030 -0.002 -0.004 0.002 -0.000 -0.057 -0.004 -0.003 -0.046 -0.001 0.002 0.181 0.000 0.002 1.000

Table A.5: Correlation matrix for transformed LEP-I S-Matrix parameters
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Parameter LEP-I

mZ (GeV) 91.1929± 0.0059
ΓZ (GeV) 2.4940± 0.0026
rtothad 2.9654± 0.0060
jtothad −0.10 ± 0.33
rtote 0.14214± 0.00049
rtotµ 0.14249± 0.00036
rtotτ 0.14294± 0.00042
jtote −0.054± 0.029
jtotµ 0.013± 0.022
jtotτ 0.014± 0.023
rfbe 0.00251± 0.00045
rfbµ 0.00291± 0.00026
rfbτ 0.00324± 0.00033
jfbe 0.792± 0.036
jfbµ 0.763± 0.020
jfbτ 0.766± 0.023
χ2/dof 59.84/48

Table A.6: LEP-I combination result for standard S-Matrix parameters
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Parameters

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
mZ ΓZ rtothad jtothad rtote rtotµ rtotτ jtote jtotµ jtotτ rfbe rfbµ rfbτ jfbe jfbµ jfbτ

1 1.000 -0.434 -0.416 -0.936 -0.493 -0.330 -0.285 -0.597 -0.664 -0.630 -0.138 0.212 0.174 -0.008 -0.006 0.005
2 -0.434 1.000 0.905 0.441 0.660 0.725 0.628 0.254 0.319 0.300 0.076 -0.075 -0.060 0.012 0.041 0.030
3 -0.416 0.905 1.000 0.424 0.678 0.764 0.663 0.240 0.303 0.285 0.073 -0.066 -0.053 0.011 0.041 0.031
4 -0.936 0.441 0.424 1.000 0.488 0.332 0.287 0.605 0.678 0.645 0.131 -0.212 -0.174 0.009 0.007 -0.004
5 -0.493 0.660 0.678 0.488 1.000 0.546 0.472 0.347 0.349 0.329 0.356 -0.098 -0.079 0.022 0.026 0.017
6 -0.330 0.725 0.764 0.332 0.546 1.000 0.534 0.190 0.327 0.226 0.058 -0.037 -0.041 0.009 0.062 0.025
7 -0.285 0.628 0.663 0.287 0.472 0.534 1.000 0.163 0.207 0.280 0.049 -0.045 -0.021 0.007 0.028 0.064
8 -0.597 0.254 0.240 0.605 0.347 0.190 0.163 1.000 0.433 0.408 0.091 -0.143 -0.118 0.219 0.003 -0.004
9 -0.664 0.319 0.303 0.678 0.349 0.327 0.207 0.433 1.000 0.460 0.093 -0.128 -0.125 0.007 -0.034 -0.003
10 -0.630 0.300 0.285 0.645 0.329 0.226 0.280 0.408 0.460 1.000 0.087 -0.143 -0.099 0.007 0.005 -0.046
11 -0.138 0.076 0.073 0.131 0.356 0.058 0.049 0.091 0.093 0.087 1.000 -0.025 -0.020 0.093 0.001 -0.000
12 0.212 -0.075 -0.066 -0.212 -0.098 -0.037 -0.045 -0.143 -0.128 -0.143 -0.025 1.000 0.059 -0.005 0.200 0.003
13 0.174 -0.060 -0.053 -0.174 -0.079 -0.041 -0.021 -0.118 -0.125 -0.099 -0.020 0.059 1.000 -0.004 0.000 0.183
14 -0.008 0.012 0.011 0.009 0.022 0.009 0.007 0.219 0.007 0.007 0.093 -0.005 -0.004 1.000 0.001 0.000
15 -0.006 0.041 0.041 0.007 0.026 0.062 0.028 0.003 -0.034 0.005 0.001 0.200 0.000 0.001 1.000 0.002
16 0.005 0.030 0.031 -0.004 0.017 0.025 0.064 -0.004 -0.003 -0.046 -0.000 0.003 0.183 0.000 0.002 1.000

Table A.7: Correlation matrix for standard LEP-I S-Matrix parameters
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A.5 S-Matrix Combination Tables

See Tables A.8–A.11.
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Parameters

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
mZ ΓZ Shad jtothad Rsmx

e Rsmx
µ Rsmx

τ jtote jtotµ jtotτ Asmx,e
FB Asmx,µ

FB Asmx,τ
FB jfbe jfbµ jfbτ

1 1.000 -0.537 0.243 -0.963 0.449 -0.004 -0.015 -0.592 -0.685 -0.676 -0.209 0.313 0.296 0.005 -0.023 0.003
2 -0.537 1.000 -0.436 0.547 -0.234 0.008 0.008 0.324 0.391 0.385 0.106 -0.169 -0.160 0.014 0.056 0.040
3 0.243 -0.436 1.000 -0.225 0.219 0.160 0.143 -0.144 -0.171 -0.168 -0.041 0.087 0.082 0.000 -0.012 -0.005
4 -0.963 0.547 -0.225 1.000 -0.426 0.011 0.021 0.593 0.685 0.676 0.197 -0.307 -0.290 -0.003 0.024 -0.002
5 0.449 -0.234 0.219 -0.426 1.000 0.070 0.051 -0.400 -0.307 -0.301 -0.413 0.139 0.131 -0.047 -0.011 0.001
6 -0.004 0.008 0.160 0.011 0.070 1.000 0.089 0.002 -0.171 0.003 0.001 -0.008 -0.001 -0.001 -0.036 0.000
7 -0.015 0.008 0.143 0.021 0.051 0.089 1.000 0.011 0.011 -0.142 0.003 -0.005 -0.007 0.000 0.000 -0.038
8 -0.592 0.324 -0.144 0.593 -0.400 0.002 0.011 1.000 0.422 0.411 0.133 -0.189 -0.179 0.159 0.014 -0.002
9 -0.685 0.391 -0.171 0.685 -0.307 -0.171 0.011 0.422 1.000 0.481 0.141 -0.198 -0.206 -0.002 -0.015 -0.002

10 -0.676 0.385 -0.168 0.676 -0.301 0.003 -0.142 0.411 0.481 1.000 0.139 -0.215 -0.193 -0.002 0.017 -0.050
11 -0.209 0.106 -0.041 0.197 -0.413 0.001 0.003 0.133 0.141 0.139 1.000 -0.055 -0.053 0.159 0.005 0.000
12 0.313 -0.169 0.087 -0.307 0.139 -0.008 -0.005 -0.189 -0.198 -0.215 -0.055 1.000 0.105 0.000 0.231 0.002
13 0.296 -0.160 0.082 -0.290 0.131 -0.001 -0.007 -0.179 -0.206 -0.193 -0.053 0.105 1.000 0.000 -0.006 0.202
14 0.005 0.014 0.000 -0.003 -0.047 -0.001 0.000 0.159 -0.002 -0.002 0.159 0.000 0.000 1.000 0.001 0.001
15 -0.023 0.056 -0.012 0.024 -0.011 -0.036 0.000 0.014 -0.015 0.017 0.005 0.231 -0.006 0.001 1.000 0.003
16 0.003 0.040 -0.005 -0.002 0.001 0.000 -0.038 -0.002 -0.002 -0.050 0.000 0.002 0.202 0.001 0.003 1.000

Table A.8: Correlation matrix of transformed LEP-I S-Matrix input parameters for ALEPH.
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Parameters

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
mZ ΓZ Shad jtothad Rsmx

e Rsmx
µ Rsmx

τ jtote jtotµ jtotτ Asmx,e
FB Asmx,µ

FB Asmx,τ
FB jfbe jfbµ jfbτ

1 1.000 -0.504 0.123 -0.966 0.034 -0.030 0.002 -0.804 -0.702 -0.640 0.133 0.253 0.173 -0.029 -0.002 -0.003
2 -0.504 1.000 -0.285 0.528 -0.018 0.008 -0.004 0.403 0.385 0.350 -0.069 -0.125 -0.086 0.040 0.043 0.034
3 0.123 -0.285 1.000 -0.112 0.124 0.185 0.113 -0.098 -0.092 -0.085 0.018 0.033 0.022 -0.003 0.003 0.002
4 -0.966 0.528 -0.112 1.000 -0.027 0.037 0.002 0.786 0.695 0.634 -0.131 -0.247 -0.169 0.030 0.004 0.005
5 0.034 -0.018 0.124 -0.027 1.000 0.053 0.033 -0.061 -0.023 -0.021 -0.100 0.009 0.006 -0.066 -0.000 -0.000
6 -0.030 0.008 0.185 0.037 0.053 1.000 0.051 0.025 -0.086 0.019 -0.005 -0.013 -0.006 0.001 -0.056 -0.000
7 0.002 -0.004 0.113 0.002 0.033 0.051 1.000 -0.002 -0.001 -0.089 0.000 0.000 -0.002 -0.000 -0.000 -0.079
8 -0.804 0.403 -0.098 0.786 -0.061 0.025 -0.002 1.000 0.571 0.521 -0.081 -0.205 -0.140 0.102 0.001 0.003
9 -0.702 0.385 -0.092 0.695 -0.023 -0.086 -0.001 0.571 1.000 0.461 -0.095 -0.158 -0.123 0.022 -0.038 0.004

10 -0.640 0.350 -0.085 0.634 -0.021 0.019 -0.089 0.521 0.461 1.000 -0.086 -0.164 -0.090 0.020 0.003 -0.035
11 0.133 -0.069 0.018 -0.131 -0.100 -0.005 0.000 -0.081 -0.095 -0.086 1.000 0.044 0.029 0.087 0.001 -0.000
12 0.253 -0.125 0.033 -0.247 0.009 -0.013 0.000 -0.205 -0.158 -0.164 0.044 1.000 0.053 -0.008 0.196 -0.000
13 0.173 -0.086 0.022 -0.169 0.006 -0.006 -0.002 -0.140 -0.123 -0.090 0.029 0.053 1.000 -0.005 0.001 0.176
14 -0.029 0.040 -0.003 0.030 -0.066 0.001 -0.000 0.102 0.022 0.020 0.087 -0.008 -0.005 1.000 0.002 0.001
15 -0.002 0.043 0.003 0.004 -0.000 -0.056 -0.000 0.001 -0.038 0.003 0.001 0.196 0.001 0.002 1.000 0.002
16 -0.003 0.034 0.002 0.005 -0.000 -0.000 -0.079 0.003 0.004 -0.035 -0.000 -0.000 0.176 0.001 0.002 1.000

Table A.9: Correlation matrix of transformed LEP-I S-Matrix input parameters for DELPHI.
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Parameters

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
mZ ΓZ Shad jtothad Rsmx

e Rsmx
µ Rsmx

τ jtote jtotµ jtotτ Asmx,e
FB Asmx,µ

FB Asmx,τ
FB jfbe jfbµ jfbτ

1 1.000 -0.378 0.024 -0.959 0.418 -0.010 -0.013 -0.528 -0.627 -0.600 -0.200 0.226 0.150 0.011 -0.006 0.008
2 -0.378 1.000 -0.331 0.410 -0.165 0.002 0.006 0.196 0.271 0.262 0.076 -0.087 -0.057 -0.009 0.042 0.028
3 0.024 -0.331 1.000 -0.020 0.076 0.079 0.055 -0.029 -0.025 -0.025 0.010 0.011 0.007 -0.008 -0.002 -0.001
4 -0.959 0.410 -0.020 1.000 -0.403 0.015 0.017 0.528 0.627 0.600 0.195 -0.220 -0.146 -0.009 0.007 -0.006
5 0.418 -0.165 0.076 -0.403 1.000 0.024 0.016 -0.274 -0.267 -0.256 -0.202 0.107 0.070 0.027 -0.003 0.003
6 -0.010 0.002 0.079 0.015 0.024 1.000 0.021 0.006 -0.104 0.006 0.002 -0.007 -0.002 0.000 -0.068 -0.001
7 -0.013 0.006 0.055 0.017 0.016 0.021 1.000 0.007 0.008 -0.078 0.002 -0.003 -0.004 0.000 -0.000 -0.080
8 -0.528 0.196 -0.029 0.528 -0.274 0.006 0.007 1.000 0.346 0.331 0.097 -0.121 -0.080 0.166 0.002 -0.005
9 -0.627 0.271 -0.025 0.627 -0.267 -0.104 0.008 0.346 1.000 0.393 0.127 -0.119 -0.096 -0.006 -0.041 -0.004

10 -0.600 0.262 -0.025 0.600 -0.256 0.006 -0.078 0.331 0.393 1.000 0.122 -0.138 -0.075 -0.006 0.005 -0.039
11 -0.200 0.076 0.010 0.195 -0.202 0.002 0.002 0.097 0.127 0.122 1.000 -0.051 -0.034 0.026 0.001 -0.002
12 0.226 -0.087 0.011 -0.220 0.107 -0.007 -0.003 -0.121 -0.119 -0.138 -0.051 1.000 0.038 0.003 0.170 0.002
13 0.150 -0.057 0.007 -0.146 0.070 -0.002 -0.004 -0.080 -0.096 -0.075 -0.034 0.038 1.000 0.002 -0.001 0.150
14 0.011 -0.009 -0.008 -0.009 0.027 0.000 0.000 0.166 -0.006 -0.006 0.026 0.003 0.002 1.000 -0.001 -0.000
15 -0.006 0.042 -0.002 0.007 -0.003 -0.068 -0.000 0.002 -0.041 0.005 0.001 0.170 -0.001 -0.001 1.000 0.002
16 0.008 0.028 -0.001 -0.006 0.003 -0.001 -0.080 -0.005 -0.004 -0.039 -0.002 0.002 0.150 -0.000 0.002 1.000

Table A.10: Correlation matrix of transformed LEP-I S-Matrix input parameters for L3.
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Parameters

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
mZ ΓZ Shad jtothad Rsmx

e Rsmx
µ Rsmx

τ jtote jtotµ jtotτ Asmx,e
FB Asmx,µ

FB Asmx,τ
FB jfbe jfbµ jfbτ

1 1.000 -0.446 0.120 -0.963 0.442 0.012 0.013 -0.525 -0.703 -0.651 -0.244 0.299 0.262 0.025 0.001 0.013
2 -0.446 1.000 -0.360 0.462 -0.194 0.008 0.001 0.224 0.338 0.315 0.110 -0.131 -0.114 -0.012 0.043 0.032
3 0.120 -0.360 1.000 -0.110 0.188 0.221 0.141 -0.067 -0.090 -0.084 -0.018 0.039 0.037 -0.002 -0.007 -0.004
4 -0.963 0.462 -0.110 1.000 -0.428 -0.005 -0.009 0.525 0.701 0.650 0.239 -0.293 -0.256 -0.024 0.000 -0.012
5 0.442 -0.194 0.188 -0.428 1.000 0.085 0.043 -0.278 -0.315 -0.292 -0.298 0.151 0.131 0.023 0.001 0.008
6 0.012 0.008 0.221 -0.005 0.085 1.000 0.056 -0.006 -0.133 -0.007 -0.004 -0.002 0.004 0.001 -0.037 0.002
7 0.013 0.001 0.141 -0.009 0.043 0.056 1.000 -0.008 -0.009 -0.100 -0.003 0.004 0.017 -0.000 0.001 -0.060
8 -0.525 0.224 -0.067 0.525 -0.278 -0.006 -0.008 1.000 0.383 0.354 0.125 -0.160 -0.140 0.218 -0.002 -0.008
9 -0.703 0.338 -0.090 0.701 -0.315 -0.133 -0.009 0.383 1.000 0.473 0.174 -0.193 -0.187 -0.017 -0.041 -0.009

10 -0.651 0.315 -0.084 0.650 -0.292 -0.007 -0.100 0.354 0.473 1.000 0.161 -0.198 -0.157 -0.016 0.001 -0.056
11 -0.244 0.110 -0.018 0.239 -0.298 -0.004 -0.003 0.125 0.174 0.161 1.000 -0.083 -0.072 0.056 -0.000 -0.004
12 0.299 -0.131 0.039 -0.293 0.151 -0.002 0.004 -0.160 -0.193 -0.198 -0.083 1.000 0.090 0.008 0.179 0.005
13 0.262 -0.114 0.037 -0.256 0.131 0.004 0.017 -0.140 -0.187 -0.157 -0.072 0.090 1.000 0.007 0.001 0.175
14 0.025 -0.012 -0.002 -0.024 0.023 0.001 -0.000 0.218 -0.017 -0.016 0.056 0.008 0.007 1.000 -0.000 0.000
15 0.001 0.043 -0.007 0.000 0.001 -0.037 0.001 -0.002 -0.041 0.001 -0.000 0.179 0.001 -0.000 1.000 0.002
16 0.013 0.032 -0.004 -0.012 0.008 0.002 -0.060 -0.008 -0.009 -0.056 -0.004 0.005 0.175 0.000 0.002 1.000

Table A.11: Correlation matrix of transformed LEP-I S-Matrix input parameters for OPAL.
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Appendix B

Two-Fermion Combination Details
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B.1 Input Measurements

In this section, the experimental measurements of total cross-sections and forward-backward
asymmetries as used in the combination are reported. For each result, the ZFITTER prediction,
followed by the measured value and the six error components as described in Section 3.2,
are listed. The results are extrapolated to 4π acceptance (| cos θ| ≤ 1) except for ALEPH
(| cos θ| < 0.95).

ALEPH

ALEPH results at 130 GeV

* E_CM = 130.200 GeV

*

XSEC_QQ 71.15 71.6 3.8 0.64 0.82 0.29 0.19 0.22

XSEC_MUMU 6.987 7.9 1.22 0.041 0.008 0.04 0.02 0.077

XSEC_TAUTAU 7.234 10.9 1.79 0.152 0.22 0.29 0.03 0.137

AFB_MUMU 0.698 0.83 0.09 0.004 0.026 0.004 0.0 0.01

AFB_TAUTAU 0.697 0.56 0.12 0.011 0.035 0.004 0.0 0.01

ALEPH results at 136 GeV

* E_CM = 136.200 GeV

*

XSEC_QQ 57.64 58.8 3.5 0.53 0.67 0.23 0.15 0.18

XSEC_MUMU 6.053 6.9 1.1 0.04 0.007 0.034 0.02 0.076

XSEC_TAUTAU 6.267 5.6 1.3 0.073 0.11 0.15 0.01 0.1

AFB_MUMU 0.678 0.63 0.105 0.004 0.024 0.004 0.0 0.01

AFB_TAUTAU 0.677 0.65 0.14 0.009 0.028 0.004 0.0 0.012

ALEPH results at 161 GeV

* E_CM = 161.314 GeV

*

XSEC_QQ 30.88 29.9 1.8 0.21 0.29 0.16 0.08 0.09

XSEC_MUMU 3.857 4.5 0.69 0.03 0.008 0.027 0.01 0.06

XSEC_TAUTAU 3.992 5.75 0.94 0.08 0.13 0.17 0.01 0.17

AFB_MUMU 0.609 0.63 0.11 0.004 0.026 0.004 0.0 0.009

AFB_TAUTAU 0.608 0.48 0.14 0.009 0.029 0.004 0.0 0.008

ALEPH results at 172 GeV

* E_CM = 172.086 GeV

*

XSEC_QQ 25.22 26.4 1.7 0.18 0.30 0.18 0.06 0.08

XSEC_MUMU 3.30 2.64 0.53 0.042 0.008 0.021 0.006 0.04

XSEC_TAUTAU 3.415 3.26 0.74 0.04 0.07 0.04 0.008 0.07

AFB_MUMU 0.593 0.72 0.14 0.005 0.034 0.005 0.0 0.01

AFB_TAUTAU 0.592 0.44 0.16 0.009 0.029 0.004 0.0 0.01
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ALEPH results at 183 GeV

* E_CM = 183.00 GeV

*

XSEC_QQ 21.24 21.71 0.70 0.13 0.12 0.126 0.06 0.07

XSEC_MUMU 2.871 2.98 0.24 0.045 0.004 0.019 0.012 0.05

XSEC_TAUTAU 2.974 2.90 0.29 0.048 0.067 0.011 0.012 0.06

AFB_MUMU 0.579 0.54 0.06 0.02 0.01 0.004 0.0 0.008

AFB_TAUTAU 0.579 0.52 0.08 0.03 0.02 0.004 0.0 0.009

ALEPH results at 189 GeV

* E_CM = 189 GeV

*

XSEC_QQ 20.580 20.800 0.380 0.156 0.108 0.021 0.052 0.021

XSEC_MUMU 2.831 2.879 0.134 0.007 0.014 0.000 0.007 0.004

XSEC_TAUTAU 2.910 2.787 0.198 0.020 0.014 0.000 0.007 0.020

AFB_MUMU 0.570 0.576 0.036 0.001 0.000 0.000 0.000 0.009

AFB_TAUTAU 0.570 0.598 0.046 0.007 0.000 0.000 0.000 0.010

ALEPH results at 192 GeV

* E_CM = 192 GeV

*

XSEC_QQ 19.720 20.070 0.920 0.151 0.111 0.020 0.050 0.040

XSEC_MUMU 2.729 2.862 0.333 0.008 0.013 0.000 0.004 0.004

XSEC_TAUTAU 2.811 2.600 0.467 0.062 0.011 0.000 0.003 0.020

AFB_MUMU 0.567 0.580 0.088 0.001 0.000 0.000 0.000 0.009

AFB_TAUTAU 0.567 0.490 0.124 0.006 0.000 0.000 0.000 0.009

ALEPH results at 196 GeV

* E_CM = 196 GeV

*

XSEC_QQ 18.670 18.930 0.540 0.144 0.115 0.015 0.047 0.038

XSEC_MUMU 2.611 2.704 0.193 0.014 0.012 0.000 0.003 0.004

XSEC_TAUTAU 2.69 2.551 0.289 0.012 0.012 0.000 0.003 0.020

AFB_MUMU 0.563 0.553 0.057 0.001 0.000 0.000 0.000 0.006

AFB_TAUTAU 0.563 0.543 0.075 0.007 0.000 0.000 0.000 0.010

ALEPH results at 200 GeV

* E_CM = 200 GeV

*

XSEC_QQ 17.690 17.940 0.510 0.138 0.113 0.014 0.045 0.036

XSEC_MUMU 2.502 2.991 0.195 0.015 0.012 0.000 0.004 0.005

XSEC_TAUTAU 2.571 2.881 0.293 0.012 0.012 0.000 0.003 0.021

AFB_MUMU 0.560 0.442 0.056 0.003 0.000 0.000 0.000 0.006

AFB_TAUTAU 0.560 0.445 0.073 0.005 0.000 0.000 0.000 0.009
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ALEPH results at 202 GeV

*E_CM = 202 GeV

*

XSEC_QQ 17.210 17.560 0.710 0.137 0.133 0.012 0.044 0.035

XSEC_MUMU 2.442 2.639 0.262 0.015 0.011 0.000 0.003 0.005

XSEC_TAUTAU 2.512 2.832 0.411 0.012 0.011 0.000 0.003 0.021

AFB_MUMU 0.558 0.573 0.078 0.001 0.000 0.000 0.000 0.010

AFB_TAUTAU 0.557 0.654 0.090 0.008 0.000 0.000 0.000 0.012

ALEPH results at 205 GeV

*E_CM = 205 GeV

*

XSEC_QQ 16.510 16.940 0.520 0.129 0.100 0.012 0.042 0.034

XSEC_MUMU 2.358 1.918 0.162 0.014 0.011 0.000 0.003 0.005

XSEC_TAUTAU 2.434 2.430 0.290 0.016 0.010 0.000 0.003 0.020

AFB_MUMU 0.555 0.572 0.066 0.003 0.000 0.000 0.000 0.008

AFB_TAUTAU 0.555 0.593 0.075 0.007 0.000 0.000 0.000 0.011

ALEPH results at 207 GeV

*E_CM = 207 GeV

*

XSEC_QQ 16.160 16.340 0.380 0.124 0.087 0.011 0.041 0.033

XSEC_MUMU 2.318 2.458 0.143 0.014 0.010 0.000 0.003 0.005

XSEC_TAUTAU 2.383 2.101 0.212 0.015 0.010 0.000 0.003 0.021

AFB_MUMU 0.554 0.572 0.066 0.001 0.000 0.000 0.000 0.009

AFB_TAUTAU 0.554 0.568 0.062 0.007 0.000 0.000 0.000 0.011

DELPHI

DELPHI results at 130 GeV

* Centre-of-mass energy used: 130.200 GeV

*

XSEC_QQ 82.506 82.400 5.200 0.411 0.296 0.000 0.098 2.509

XSEC_MUMU 8.107 9.700 1.900 0.015 0.000 0.000 0.000 0.359

XSEC_TAUTAU 8.312 10.200 3.100 0.009 0.037 0.000 0.012 0.714

AFB_MUMU 0.719 0.670 0.150 0.000 0.000 0.000 0.000 0.003

AFB_TAUTAU 0.719 0.730 0.170 0.000 0.000 0.000 0.000 0.020

DELPHI results at 136 GeV

* Centre-of-mass energy used: 136.20 GeV

*

XSEC_QQ 66.362 65.300 4.700 0.326 0.241 0.000 0.078 2.010

XSEC_MUMU 6.997 6.600 1.600 0.010 0.000 0.000 0.000 0.244

XSEC_TAUTAU 7.173 8.800 3.000 0.008 0.033 0.000 0.011 0.616
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AFB_MUMU 0.699 0.740 0.160 0.000 0.000 0.000 0.000 0.003

AFB_TAUTAU 0.699 0.490 0.230 0.000 0.000 0.000 0.000 0.020

DELPHI results at 161 GeV

* Centre-of-mass energy used: 161.30 GeV

*

XSEC_QQ 35.119 41.000 2.100 0.215 0.162 0.000 0.051 1.223

XSEC_MUMU 4.426 3.600 0.700 0.019 0.000 0.000 0.000 0.126

XSEC_TAUTAU 4.538 5.100 1.200 0.025 0.016 0.000 0.006 0.357

AFB_MUMU 0.629 0.430 0.160 0.000 0.000 0.000 0.000 0.003

AFB_TAUTAU 0.628 0.920 0.080 0.000 0.000 0.000 0.000 0.020

DELPHI results at 172 GeV

* Centre-of-mass energy used: 172.10 GeV

*

XSEC_QQ 28.745 30.400 1.900 0.176 0.159 0.000 0.042 0.932

XSEC_MUMU 3.790 3.600 0.700 0.019 0.000 0.000 0.000 0.122

XSEC_TAUTAU 3.886 4.500 1.100 0.023 0.020 0.000 0.005 0.315

AFB_MUMU 0.610 0.940 0.140 0.000 0.000 0.000 0.000 0.003

AFB_TAUTAU 0.610 0.130 0.200 0.000 0.000 0.000 0.000 0.020

DELPHI results at 183 GeV

* Centre-of-mass energy used: 182.65 GeV

*

XSEC_QQ 24.154 25.500 0.796 0.272 0.057 0.026 0.137 0.056

XSEC_MUMU 3.304 3.605 0.284 0.027 0.000 0.000 0.000 0.011

XSEC_TAUTAU 3.387 3.292 0.376 0.071 0.006 0.011 0.013 0.000

AFB_MUMU 0.596 0.588 0.064 0.001 0.000 0.000 0.000 0.001

AFB_TAUTAU 0.596 0.671 0.080 0.011 0.000 0.002 0.002 0.000

DELPHI results at 189 GeV

* Centre-of-mass energy used: 188.63 GeV

*

XSEC_QQ 22.099 22.630 0.452 0.257 0.034 0.023 0.136 0.040

XSEC_MUMU 3.072 3.071 0.150 0.023 0.000 0.000 0.000 0.008

XSEC_TAUTAU 3.150 3.105 0.215 0.065 0.003 0.011 0.013 0.000

AFB_MUMU 0.589 0.600 0.039 0.001 0.000 0.000 0.000 0.001

AFB_TAUTAU 0.589 0.697 0.048 0.011 0.000 0.002 0.002 0.000

DELPHI results at 192 GeV

* Centre-of-mass energy used: 191.58 GeV

*

XSEC_QQ 21.191 22.140 1.119 0.255 0.098 0.022 0.136 0.072

XSEC_MUMU 2.967 2.822 0.357 0.021 0.000 0.000 0.000 0.006
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XSEC_TAUTAU 3.042 2.497 0.479 0.053 0.007 0.008 0.011 0.000

AFB_MUMU 0.586 0.636 0.098 0.001 0.000 0.000 0.000 0.001

AFB_TAUTAU 0.586 0.578 0.150 0.011 0.000 0.002 0.002 0.000

DELPHI results at 196 GeV

* Centre-of-mass energy used: 195.51 GeV

*

XSEC_QQ 20.075 21.180 0.634 0.249 0.058 0.021 0.136 0.053

XSEC_MUMU 2.837 2.763 0.207 0.020 0.000 0.000 0.000 0.006

XSEC_TAUTAU 2.908 2.895 0.301 0.062 0.006 0.010 0.012 0.000

AFB_MUMU 0.582 0.586 0.061 0.001 0.000 0.000 0.000 0.000

AFB_TAUTAU 0.582 0.465 0.083 0.011 0.000 0.002 0.002 0.000

DELPHI results at 200 GeV

* Centre-of-mass energy used: 199.51 GeV

*

XSEC_QQ 19.035 19.450 0.591 0.240 0.054 0.020 0.135 0.051

XSEC_MUMU 2.713 3.080 0.207 0.023 0.000 0.000 0.000 0.007

XSEC_TAUTAU 2.781 2.614 0.270 0.056 0.005 0.009 0.011 0.000

AFB_MUMU 0.578 0.548 0.056 0.001 0.000 0.000 0.000 0.000

AFB_TAUTAU 0.578 0.540 0.080 0.011 0.000 0.002 0.002 0.000

DELPHI results at 202 GeV

* Centre-of-mass energy used: 201.64 GeV

*

XSEC_QQ 18.517 18.880 0.843 0.237 0.077 0.019 0.135 0.066

XSEC_MUMU 2.650 2.464 0.268 0.018 0.000 0.000 0.000 0.005

XSEC_TAUTAU 2.717 2.550 0.380 0.054 0.007 0.009 0.011 0.000

AFB_MUMU 0.577 0.544 0.090 0.001 0.000 0.000 0.000 0.001

AFB_TAUTAU 0.576 0.464 0.122 0.011 0.000 0.002 0.002 0.000

DELPHI results at 205 GeV

* Centre-of-mass energy used: 204.87 GeV

*

XSEC_QQ 17.775 17.670 0.580 0.230 0.053 0.018 0.135 0.042

XSEC_MUMU 2.560 2.345 0.188 0.017 0.000 0.000 0.000 0.005

XSEC_TAUTAU 2.625 2.803 0.282 0.059 0.006 0.010 0.012 0.000

AFB_MUMU 0.574 0.642 0.061 0.001 0.000 0.000 0.000 0.001

AFB_TAUTAU 0.574 0.709 0.068 0.011 0.000 0.002 0.002 0.000

DELPHI results at 207 GeV

* Centre-of-mass energy used: 206.55 GeV

*

XSEC_QQ 17.408 17.040 0.444 0.228 0.040 0.017 0.135 0.033
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XSEC_MUMU 2.515 2.475 0.145 0.018 0.000 0.000 0.000 0.004

XSEC_TAUTAU 2.578 2.534 0.210 0.055 0.004 0.009 0.011 0.000

AFB_MUMU 0.573 0.558 0.048 0.001 0.000 0.000 0.000 0.001

AFB_TAUTAU 0.572 0.666 0.059 0.011 0.000 0.002 0.002 0.000

L3

L3 results at 130 GeV

* Exact centre-of-mass energy: 130.0 GeV

*

XSEC_QQ 83.5 84.2 4.4 0.96 0.05 0.27 0.03 0.0

XSEC_MUMU 8.5 8.2 1.4 0.200 0.006 0.012 0.004 0.0

XSEC_TAUTAU 8.5 9.8 1.9 0.300 0.006 0.010 0.004 0.0

AFB_MUMU 0.707 0.67 0.11 0.020 0.0 0.004 0.0 0.0

AFB_TAUTAU 0.707 0.78 0.16 0.020 0.0 0.004 0.0 0.0

L3 results at 136 GeV

* Exact centre-of-mass energy: 136.1 GeV

*

XSEC_QQ 66.9 66.6 3.9 0.77 0.05 0.22 0.03 0.0

XSEC_MUMU 7.3 6.9 1.4 0.300 0.006 0.012 0.004 0.0

XSEC_TAUTAU 7.3 7.5 1.8 0.300 0.006 0.010 0.004 0.0

AFB_MUMU 0.686 0.75 0.11 0.050 0.0 0.004 0.0 0.0

AFB_TAUTAU 0.686 0.96 0.17 0.030 0.0 0.004 0.0 0.0

L3 results at 161 GeV

* Exact centre-of-mass energy: 161.3 GeV

*

XSEC_QQ 35.4 37.3 2.2 0.69 0.05 0.12 0.03 0.0

XSEC_MUMU 4.70 4.59 0.84 0.180 0.006 0.012 0.004 0.0

XSEC_TAUTAU 4.7 4.6 1.1 0.300 0.006 0.010 0.004 0.0

AFB_MUMU 0.619 0.59 0.15 0.050 0.0 0.004 0.0 0.0

AFB_TAUTAU 0.619 0.97 0.25 0.020 0.0 0.004 0.0 0.0

L3 results at 172 GeV

* Exact centre-of-mass energy: 172.1 GeV

*

XSEC_QQ 28.8 28.2 2.2 0.59 0.05 0.09 0.03 0.0

XSEC_MUMU 4.00 3.60 0.75 0.140 0.006 0.012 0.004 0.0

XSEC_TAUTAU 4.0 4.3 1.1 0.300 0.006 0.010 0.004 0.0

AFB_MUMU 0.598 0.31 0.195 0.050 0.0 0.004 0.0 0.0

AFB_TAUTAU 0.598 0.18 0.27 0.020 0.0 0.004 0.0 0.0
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L3 results at 183 GeV

* Exact centre-of-mass energy: 182.7 GeV

*

XSEC_QQ 24.3 24.7 0.8 0.38 0.05 0.08 0.03 0.0

XSEC_MUMU 3.47 3.09 0.35 0.059 0.006 0.012 0.004 0.0

XSEC_TAUTAU 3.47 3.62 0.40 0.059 0.006 0.010 0.004 0.0

AFB_MUMU 0.582 0.62 0.08 0.020 0.0 0.004 0.0 0.0

AFB_TAUTAU 0.582 0.53 0.105 0.020 0.0 0.004 0.0 0.0

L3 results at 189 GeV

* Exact centre-of-mass energy: 188.7 GeV

*

XSEC_QQ 22.2 23.1 0.4 0.28 0.05 0.07 0.03 0.0

XSEC_MUMU 3.22 2.92 0.16 0.059 0.006 0.012 0.004 0.0

XSEC_TAUTAU 3.22 3.18 0.21 0.069 0.006 0.010 0.004 0.0

AFB_MUMU 0.573 0.58 0.04 0.020 0.0 0.004 0.0 0.0

AFB_TAUTAU 0.573 0.44 0.06 0.020 0.0 0.004 0.0 0.0

L3 results at 192 GeV

* Exact centre-of-mass energy: 191.6 GeV

*

XSEC_QQ 21.334 22.38 1.020 0.180 0.032 0.045 0.019 0.010

XSEC_MUMU 3.112 2.54 0.390 0.087 0.009 0.018 0.006 0.004

XSEC_TAUTAU 3.112 2.93 0.480 0.059 0.005 0.009 0.003 0.003

AFB_MUMU 0.571 0.69 0.120 0.069 0.000 0.014 0.000 0.004

AFB_TAUTAU 0.571 0.52 0.120 0.049 0.000 0.010 0.000 0.003

L3 results at 196 GeV

* Exact centre-of-mass energy: 195.5 GeV

*

XSEC_QQ 20.212 20.14 0.580 0.152 0.027 0.038 0.016 0.008

XSEC_MUMU 2.972 3.05 0.250 0.097 0.010 0.020 0.007 0.005

XSEC_TAUTAU 2.972 3.22 0.300 0.069 0.006 0.010 0.004 0.004

AFB_MUMU 0.566 0.53 0.070 0.039 0.000 0.008 0.000 0.002

AFB_TAUTAU 0.566 0.44 0.090 0.049 0.000 0.010 0.000 0.003

L3 results at 200 GeV

* Exact centre-of-mass energy: 199.6 GeV

*

XSEC_QQ 19.133 19.09 0.570 0.152 0.027 0.038 0.016 0.008

XSEC_MUMU 2.837 2.85 0.240 0.087 0.009 0.018 0.006 0.004

XSEC_TAUTAU 2.836 2.97 0.300 0.069 0.006 0.010 0.004 0.004

AFB_MUMU 0.561 0.44 0.080 0.039 0.000 0.008 0.000 0.002

AFB_TAUTAU 0.561 0.46 0.100 0.049 0.000 0.010 0.000 0.003
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L3 results at 202 GeV

* Exact centre-of-mass energy: 201.8 GeV

*

XSEC_QQ 18.593 19.33 0.890 0.152 0.027 0.038 0.016 0.008

XSEC_MUMU 2.768 2.97 0.350 0.097 0.010 0.020 0.007 0.005

XSEC_TAUTAU 2.767 2.81 0.420 0.007 0.001 0.001 0.000 0.000

AFB_MUMU 0.559 0.59 0.090 0.020 0.000 0.004 0.000 0.001

AFB_TAUTAU 0.559 0.47 0.130 0.078 0.000 0.016 0.000 0.004

L3 results at 205 GeV

* Exact centre-of-mass energy: 204.9 GeV

*

XSEC_QQ 17.872 18.46 0.590 0.133 0.024 0.033 0.014 0.007

XSEC_MUMU 2.675 2.37 0.220 0.068 0.007 0.014 0.005 0.004

XSEC_TAUTAU 2.675 2.93 0.320 0.069 0.006 0.010 0.004 0.004

AFB_MUMU 0.556 0.48 0.090 0.029 0.000 0.006 0.000 0.002

AFB_TAUTAU 0.556 0.56 0.090 0.049 0.000 0.010 0.000 0.003

L3 results at 207 GeV

* Exact centre-of-mass energy: 206.5 GeV

*

XSEC_QQ 17.518 17.87 0.440 0.123 0.022 0.031 0.013 0.007

XSEC_MUMU 2.629 2.24 0.170 0.058 0.006 0.012 0.004 0.003

XSEC_TAUTAU 2.629 2.34 0.210 0.079 0.007 0.011 0.005 0.004

AFB_MUMU 0.554 0.54 0.060 0.020 0.000 0.004 0.000 0.001

AFB_TAUTAU 0.554 0.61 0.070 0.088 0.000 0.018 0.000 0.004

OPAL

OPAL results at 130 GeV

* Exact centre-of-mass energy: 130.12 GeV

*

XSEC_QQ 83.078 79.30 3.8 1.25 0.52 0.47 0.20 0.54

XSEC_MUMU 8.453 7.63 1.14 0.16 0.05 0.03 0.02 0.26

XSEC_TAUTAU 8.450 6.83 1.40 0.18 0.05 0.03 0.02 0.16

AFB_MUMU 0.705 0.40 0.15 0.02 0.0 0.004 0.0 0.0

AFB_TAUTAU 0.705 0.80 0.22 0.01 0.0 0.004 0.0 0.0

OPAL results at 136 GeV

* Exact centre-of-mass energy: 136.08 GeV

*

XSEC_QQ 66.875 66.30 3.3 1.04 0.43 0.40 0.17 0.47

XSEC_MUMU 7.298 10.37 1.31 0.16 0.07 0.03 0.03 0.23

XSEC_TAUTAU 7.295 7.32 1.39 0.19 0.05 0.02 0.02 0.15
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AFB_MUMU 0.685 0.71 0.12 0.01 0.0 0.002 0.0 0.0

AFB_TAUTAU 0.684 0.86 0.20 0.01 0.0 0.003 0.0 0.0

OPAL results at 161 GeV

* Exact centre-of-mass energy: 161.34 GeV

*

XSEC_QQ 33.606 35.20 2.00 0.73 0.16 0.22 0.09 0.07

XSEC_MUMU 4.419 4.49 0.67 0.07 0.02 0.02 0.01 0.11

XSEC_TAUTAU 4.418 6.22 1.01 0.17 0.03 0.02 0.02 0.05

AFB_MUMU 0.609 0.45 0.14 0.01 0.0 0.005 0.0 0.0

AFB_TAUTAU 0.609 0.56 0.14 0.01 0.0 0.005 0.0 0.0

OPAL results at 172 GeV

* Exact centre-of-mass energy: 172.12 GeV

*

XSEC_QQ 27.566 26.80 1.80 0.57 0.13 0.16 0.07 0.05

XSEC_MUMU 3.790 3.56 0.59 0.08 0.02 0.02 0.01 0.11

XSEC_TAUTAU 3.789 3.85 0.78 0.11 0.02 0.02 0.01 0.06

AFB_MUMU 0.590 0.55 0.15 0.01 0.0 0.005 0.0 0.0

AFB_TAUTAU 0.590 0.56 0.19 0.01 0.0 0.005 0.0 0.0

OPAL results at 183 GeV

* Exact centre-of-mass energy: 182.69 GeV

*

XSEC_QQ 24.237 23.50 0.72 0.35 0.08 0.15 0.06 0.06

XSEC_MUMU 3.445 3.463 0.264 0.045 0.012 0.013 0.009 0.105

XSEC_TAUTAU 3.445 3.315 0.301 0.103 0.012 0.011 0.008 0.028

AFB_MUMU 0.576 0.543 0.071 0.011 0.0 0.004 0.0 0.0

AFB_TAUTAU 0.576 0.683 0.088 0.002 0.0 0.004 0.0 0.0

OPAL results at 189 GeV

* Exact centre-of-mass energy: 188.635 GeV

*

XSEC_QQ 22.188 21.99 0.37 0.09 0.04 0.09 0.03 0.03

XSEC_MUMU 3.206 3.142 0.145 0.033 0.005 0.005 0.004 0.007

XSEC_TAUTAU 3.206 3.445 0.211 0.085 0.006 0.002 0.004 0.020

AFB_MUMU 0.569 0.548 0.039 0.004 0.0 0.002 0.0 0.002

AFB_TAUTAU 0.569 0.591 0.054 0.008 0.0 0.001 0.0 0.010

OPAL results at 192 GeV

* Exact centre-of-mass energy: 191.590 GeV

*

XSEC_QQ 21.276 22.23 0.94 0.08 0.07 0.08 0.03 0.02

XSEC_MUMU 3.097 2.857 0.344 0.030 0.008 0.004 0.003 0.005
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XSEC_TAUTAU 3.097 3.167 0.503 0.078 0.009 0.001 0.004 0.015

AFB_MUMU 0.566 0.341 0.102 0.004 0.0 0.002 0.0 0.002

AFB_TAUTAU 0.566 0.813 0.138 0.005 0.0 0.001 0.0 0.012

OPAL results at 196 GeV

* Exact centre-of-mass energy: 195.526 GeV

*

XSEC_QQ 20.154 19.78 0.55 0.08 0.04 0.07 0.02 0.02

XSEC_MUMU 2.961 2.932 0.215 0.031 0.007 0.004 0.004 0.004

XSEC_TAUTAU 2.961 2.893 0.298 0.072 0.007 0.001 0.003 0.011

AFB_MUMU 0.562 0.683 0.055 0.004 0.0 0.002 0.0 0.002

AFB_TAUTAU 0.562 0.373 0.103 0.013 0.0 0.001 0.0 0.005

OPAL results at 200 GeV

* Exact centre-of-mass energy: 199.522 GeV

*

XSEC_QQ 19.112 18.89 0.54 0.08 0.05 0.06 0.02 0.01

XSEC_MUMU 2.833 2.772 0.207 0.029 0.007 0.004 0.003 0.003

XSEC_TAUTAU 2.833 3.136 0.304 0.077 0.007 0.001 0.004 0.010

AFB_MUMU 0.558 0.637 0.059 0.004 0.0 0.002 0.0 0.001

AFB_TAUTAU 0.558 0.700 0.077 0.006 0.0 0.001 0.0 0.006

OPAL results at 202 GeV

* Exact centre-of-mass energy: 201.636 GeV

*

XSEC_QQ 18.596 18.54 0.77 0.08 0.05 0.05 0.02 0.01

XSEC_MUMU 2.768 2.363 0.280 0.025 0.006 0.004 0.003 0.003

XSEC_TAUTAU 2.768 2.954 0.430 0.072 0.008 0.001 0.004 0.009

AFB_MUMU 0.556 0.489 0.100 0.004 0.0 0.002 0.0 0.001

AFB_TAUTAU 0.556 0.440 0.130 0.010 0.0 0.001 0.0 0.004

OPAL results at 205 GeV

* Exact centre-of-mass energy: 204.881 GeV

*

XSEC_QQ 17.847 18.18 0.52 0.08 0.04 0.05 0.02 0.01

XSEC_MUMU 2.674 2.885 0.210 0.030 0.007 0.004 0.003 0.004

XSEC_TAUTAU 2.674 2.721 0.283 0.067 0.006 0.001 0.003 0.011

AFB_MUMU 0.553 0.512 0.063 0.004 0.0 0.002 0.0 0.002

AFB_TAUTAU 0.553 0.575 0.092 0.009 0.0 0.001 0.0 0.006

OPAL results at 207 GeV

* Exact centre-of-mass energy: 206.561 GeV

*

XSEC_QQ 17.479 16.81 0.39 0.08 0.04 0.04 0.02 0.02

172



XSEC_MUMU 2.627 2.766 0.158 0.029 0.006 0.004 0.003 0.005

XSEC_TAUTAU 2.627 2.782 0.219 0.068 0.006 0.001 0.003 0.013

AFB_MUMU 0.552 0.508 0.050 0.004 0.0 0.002 0.0 0.002

AFB_TAUTAU 0.552 0.472 0.075 0.010 0.0 0.001 0.0 0.005
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B.2 Differential Cross-Section for Muon- and Tau-Pair

Final States

The following lists show for each centre-of-mass energy point (rounded in GeV) the LEP-
combined differential lepton-pair cross-sections (DC) for µ+µ− (MM) and τ+τ− (TT) final
states in 10 cos θ-bins (1− 10) of constant width 0.2, comparing the LEP average value and its
total error with the SM prediction. Also shown is the overall χ2/dof and the bin-by-bin χ2/dof
contribution. The overall matrix of correlation coefficients and inverse covariance matrix are
available at the LEPEWWG web site: http://www.cern.ch/LEPEWWG.

Total chi2/NDF = 352.156/320

183_DC_MM_1 average = 0.197 +- 0.183 SM= 0.547 chi2/NDF = 0.688/1

183_DC_MM_2 average = 0.589 +- 0.163 SM= 0.534 chi2/NDF = 0.717/1

183_DC_MM_3 average = 0.807 +- 0.174 SM= 0.627 chi2/NDF = 2.204/1

183_DC_MM_4 average = 1.033 +- 0.197 SM= 0.823 chi2/NDF = 0.211/1

183_DC_MM_5 average = 1.178 +- 0.236 SM= 1.121 chi2/NDF = 0.014/1

183_DC_MM_6 average = 1.778 +- 0.276 SM= 1.521 chi2/NDF = 0.007/1

183_DC_MM_7 average = 2.143 +- 0.315 SM= 2.020 chi2/NDF = 0.777/1

183_DC_MM_8 average = 2.690 +- 0.367 SM= 2.619 chi2/NDF = 4.165/1

183_DC_MM_9 average = 2.916 +- 0.420 SM= 3.314 chi2/NDF = 1.199/1

183_DC_MM_10 average = 4.368 +- 0.529 SM= 4.096 chi2/NDF = 0.254/1

183_DC_TT_1 average = 0.302 +- 0.351 SM= 0.548 chi2/NDF = 1.439/1

183_DC_TT_2 average = 0.206 +- 0.240 SM= 0.535 chi2/NDF = 1.677/1

183_DC_TT_3 average = 0.198 +- 0.230 SM= 0.627 chi2/NDF = 1.127/1

183_DC_TT_4 average = 0.542 +- 0.254 SM= 0.823 chi2/NDF = 0.176/1

183_DC_TT_5 average = 1.364 +- 0.302 SM= 1.121 chi2/NDF = 0.206/1

183_DC_TT_6 average = 1.519 +- 0.350 SM= 1.521 chi2/NDF = 0.045/1

183_DC_TT_7 average = 1.583 +- 0.389 SM= 2.020 chi2/NDF = 0.403/1

183_DC_TT_8 average = 2.296 +- 0.450 SM= 2.619 chi2/NDF = 0.095/1

183_DC_TT_9 average = 3.954 +- 0.574 SM= 3.313 chi2/NDF = 0.321/1

183_DC_TT_10 average = 4.156 +- 0.919 SM= 4.095 chi2/NDF = 0.263/1

189_DC_MM_1 average = 0.614 +- 0.080 SM= 0.532 chi2/NDF = 4.079/3

189_DC_MM_2 average = 0.420 +- 0.065 SM= 0.514 chi2/NDF = 1.836/3

189_DC_MM_3 average = 0.530 +- 0.069 SM= 0.595 chi2/NDF = 0.702/3

189_DC_MM_4 average = 0.651 +- 0.077 SM= 0.772 chi2/NDF = 2.544/3

189_DC_MM_5 average = 1.064 +- 0.089 SM= 1.044 chi2/NDF = 10.239/3

189_DC_MM_6 average = 1.313 +- 0.111 SM= 1.411 chi2/NDF = 1.906/3

189_DC_MM_7 average = 2.038 +- 0.123 SM= 1.872 chi2/NDF = 1.168/3

189_DC_MM_8 average = 2.158 +- 0.139 SM= 2.426 chi2/NDF = 0.374/3

189_DC_MM_9 average = 2.954 +- 0.158 SM= 3.072 chi2/NDF = 2.558/3

189_DC_MM_10 average = 3.795 +- 0.216 SM= 3.799 chi2/NDF = 0.853/3

189_DC_TT_1 average = 0.389 +- 0.123 SM= 0.532 chi2/NDF = 7.662/3

189_DC_TT_2 average = 0.379 +- 0.093 SM= 0.515 chi2/NDF = 5.211/3

189_DC_TT_3 average = 0.485 +- 0.089 SM= 0.595 chi2/NDF = 10.195/3

189_DC_TT_4 average = 0.809 +- 0.100 SM= 0.772 chi2/NDF = 0.944/3

189_DC_TT_5 average = 0.848 +- 0.118 SM= 1.044 chi2/NDF = 0.139/3

189_DC_TT_6 average = 1.323 +- 0.139 SM= 1.411 chi2/NDF = 7.994/3
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189_DC_TT_7 average = 1.989 +- 0.154 SM= 1.872 chi2/NDF = 2.494/3

189_DC_TT_8 average = 2.445 +- 0.179 SM= 2.426 chi2/NDF = 0.841/3

189_DC_TT_9 average = 2.467 +- 0.225 SM= 3.071 chi2/NDF = 2.313/3

189_DC_TT_10 average = 4.111 +- 0.357 SM= 3.798 chi2/NDF = 7.763/3

192_DC_MM_1 average = 0.481 +- 0.198 SM= 0.524 chi2/NDF = 6.372/2

192_DC_MM_2 average = 0.384 +- 0.173 SM= 0.504 chi2/NDF = 1.804/2

192_DC_MM_3 average = 0.788 +- 0.186 SM= 0.579 chi2/NDF = 2.816/2

192_DC_MM_4 average = 0.581 +- 0.212 SM= 0.748 chi2/NDF = 0.388/2

192_DC_MM_5 average = 1.324 +- 0.248 SM= 1.008 chi2/NDF = 2.698/2

192_DC_MM_6 average = 1.187 +- 0.292 SM= 1.360 chi2/NDF = 3.178/2

192_DC_MM_7 average = 1.932 +- 0.334 SM= 1.803 chi2/NDF = 6.530/2

192_DC_MM_8 average = 2.080 +- 0.379 SM= 2.337 chi2/NDF = 0.245/2

192_DC_MM_9 average = 3.003 +- 0.429 SM= 2.960 chi2/NDF = 2.441/2

192_DC_MM_10 average = 3.083 +- 0.552 SM= 3.662 chi2/NDF = 2.378/2

192_DC_TT_1 average = 0.014 +- 0.325 SM= 0.524 chi2/NDF = 1.103/2

192_DC_TT_2 average = 0.355 +- 0.247 SM= 0.505 chi2/NDF = 2.256/2

192_DC_TT_3 average = 0.479 +- 0.245 SM= 0.580 chi2/NDF = 1.130/2

192_DC_TT_4 average = 0.762 +- 0.278 SM= 0.748 chi2/NDF = 2.704/2

192_DC_TT_5 average = 0.816 +- 0.331 SM= 1.008 chi2/NDF = 0.540/2

192_DC_TT_6 average = 1.609 +- 0.385 SM= 1.360 chi2/NDF = 0.055/2

192_DC_TT_7 average = 1.810 +- 0.433 SM= 1.803 chi2/NDF = 0.026/2

192_DC_TT_8 average = 2.059 +- 0.491 SM= 2.337 chi2/NDF = 0.688/2

192_DC_TT_9 average = 2.643 +- 0.599 SM= 2.959 chi2/NDF = 1.439/2

192_DC_TT_10 average = 2.575 +- 0.935 SM= 3.661 chi2/NDF = 6.306/2

196_DC_MM_1 average = 0.535 +- 0.119 SM= 0.512 chi2/NDF = 3.633/2

196_DC_MM_2 average = 0.485 +- 0.103 SM= 0.491 chi2/NDF = 1.848/2

196_DC_MM_3 average = 0.668 +- 0.111 SM= 0.560 chi2/NDF = 0.766/2

196_DC_MM_4 average = 0.484 +- 0.126 SM= 0.718 chi2/NDF = 1.473/2

196_DC_MM_5 average = 0.802 +- 0.147 SM= 0.964 chi2/NDF = 1.659/2

196_DC_MM_6 average = 1.507 +- 0.172 SM= 1.298 chi2/NDF = 2.480/2

196_DC_MM_7 average = 1.657 +- 0.197 SM= 1.720 chi2/NDF = 1.467/2

196_DC_MM_8 average = 2.303 +- 0.223 SM= 2.229 chi2/NDF = 0.450/2

196_DC_MM_9 average = 2.949 +- 0.253 SM= 2.824 chi2/NDF = 0.068/2

196_DC_MM_10 average = 3.272 +- 0.325 SM= 3.495 chi2/NDF = 1.622/2

196_DC_TT_1 average = 0.810 +- 0.211 SM= 0.513 chi2/NDF = 2.172/2

196_DC_TT_2 average = 0.738 +- 0.147 SM= 0.491 chi2/NDF = 2.311/2

196_DC_TT_3 average = 0.524 +- 0.141 SM= 0.560 chi2/NDF = 9.697/2

196_DC_TT_4 average = 0.688 +- 0.162 SM= 0.718 chi2/NDF = 0.718/2

196_DC_TT_5 average = 0.976 +- 0.195 SM= 0.964 chi2/NDF = 1.445/2

196_DC_TT_6 average = 0.977 +- 0.225 SM= 1.298 chi2/NDF = 0.257/2

196_DC_TT_7 average = 1.648 +- 0.252 SM= 1.719 chi2/NDF = 3.406/2

196_DC_TT_8 average = 1.965 +- 0.289 SM= 2.228 chi2/NDF = 0.535/2

196_DC_TT_9 average = 2.269 +- 0.357 SM= 2.823 chi2/NDF = 1.278/2

196_DC_TT_10 average = 3.346 +- 0.557 SM= 3.494 chi2/NDF = 0.714/2

200_DC_MM_1 average = 0.558 +- 0.113 SM= 0.501 chi2/NDF = 1.899/2

200_DC_MM_2 average = 0.376 +- 0.098 SM= 0.478 chi2/NDF = 3.670/2

200_DC_MM_3 average = 0.799 +- 0.105 SM= 0.541 chi2/NDF = 2.306/2
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200_DC_MM_4 average = 0.817 +- 0.118 SM= 0.689 chi2/NDF = 2.762/2

200_DC_MM_5 average = 1.105 +- 0.139 SM= 0.922 chi2/NDF = 1.269/2

200_DC_MM_6 average = 1.462 +- 0.162 SM= 1.239 chi2/NDF = 0.517/2

200_DC_MM_7 average = 1.849 +- 0.185 SM= 1.640 chi2/NDF = 0.217/2

200_DC_MM_8 average = 2.122 +- 0.211 SM= 2.126 chi2/NDF = 5.430/2

200_DC_MM_9 average = 2.947 +- 0.239 SM= 2.694 chi2/NDF = 0.365/2

200_DC_MM_10 average = 3.474 +- 0.306 SM= 3.336 chi2/NDF = 0.435/2

200_DC_TT_1 average = 0.489 +- 0.201 SM= 0.501 chi2/NDF = 0.340/2

200_DC_TT_2 average = 0.619 +- 0.141 SM= 0.478 chi2/NDF = 7.623/2

200_DC_TT_3 average = 0.528 +- 0.137 SM= 0.541 chi2/NDF = 0.040/2

200_DC_TT_4 average = 0.628 +- 0.155 SM= 0.689 chi2/NDF = 0.631/2

200_DC_TT_5 average = 1.067 +- 0.186 SM= 0.922 chi2/NDF = 2.966/2

200_DC_TT_6 average = 1.130 +- 0.214 SM= 1.239 chi2/NDF = 1.361/2

200_DC_TT_7 average = 1.871 +- 0.240 SM= 1.640 chi2/NDF = 0.687/2

200_DC_TT_8 average = 2.043 +- 0.274 SM= 2.125 chi2/NDF = 0.684/2

200_DC_TT_9 average = 2.777 +- 0.339 SM= 2.694 chi2/NDF = 1.916/2

200_DC_TT_10 average = 3.437 +- 0.523 SM= 3.336 chi2/NDF = 0.841/2

202_DC_MM_1 average = 1.137 +- 0.162 SM= 0.495 chi2/NDF = 3.111/2

202_DC_MM_2 average = 0.295 +- 0.139 SM= 0.471 chi2/NDF = 2.215/2

202_DC_MM_3 average = 0.506 +- 0.149 SM= 0.531 chi2/NDF = 3.903/2

202_DC_MM_4 average = 0.455 +- 0.169 SM= 0.674 chi2/NDF = 0.372/2

202_DC_MM_5 average = 0.860 +- 0.197 SM= 0.900 chi2/NDF = 1.540/2

202_DC_MM_6 average = 1.010 +- 0.230 SM= 1.208 chi2/NDF = 0.967/2

202_DC_MM_7 average = 1.749 +- 0.264 SM= 1.599 chi2/NDF = 6.636/2

202_DC_MM_8 average = 1.844 +- 0.299 SM= 2.072 chi2/NDF = 2.847/2

202_DC_MM_9 average = 2.268 +- 0.339 SM= 2.627 chi2/NDF = 0.898/2

202_DC_MM_10 average = 3.396 +- 0.435 SM= 3.254 chi2/NDF = 0.873/2

202_DC_TT_1 average = 0.968 +- 0.287 SM= 0.495 chi2/NDF = 10.336/2

202_DC_TT_2 average = 0.322 +- 0.189 SM= 0.471 chi2/NDF = 2.713/2

202_DC_TT_3 average = 0.420 +- 0.194 SM= 0.531 chi2/NDF = 0.236/2

202_DC_TT_4 average = 0.731 +- 0.220 SM= 0.674 chi2/NDF = 1.905/2

202_DC_TT_5 average = 0.922 +- 0.263 SM= 0.900 chi2/NDF = 2.804/2

202_DC_TT_6 average = 0.789 +- 0.300 SM= 1.208 chi2/NDF = 0.094/2

202_DC_TT_7 average = 1.953 +- 0.341 SM= 1.599 chi2/NDF = 2.468/2

202_DC_TT_8 average = 1.838 +- 0.386 SM= 2.072 chi2/NDF = 4.162/2

202_DC_TT_9 average = 3.129 +- 0.479 SM= 2.626 chi2/NDF = 9.918/2

202_DC_TT_10 average = 3.186 +- 0.747 SM= 3.254 chi2/NDF = 1.368/2

205_DC_MM_1 average = 0.621 +- 0.113 SM= 0.485 chi2/NDF = 2.027/2

205_DC_MM_2 average = 0.385 +- 0.098 SM= 0.461 chi2/NDF = 0.169/2

205_DC_MM_3 average = 0.382 +- 0.104 SM= 0.517 chi2/NDF = 4.554/2

205_DC_MM_4 average = 0.443 +- 0.118 SM= 0.654 chi2/NDF = 0.774/2

205_DC_MM_5 average = 0.891 +- 0.137 SM= 0.870 chi2/NDF = 1.913/2

205_DC_MM_6 average = 1.205 +- 0.160 SM= 1.166 chi2/NDF = 1.383/2

205_DC_MM_7 average = 1.614 +- 0.183 SM= 1.542 chi2/NDF = 5.186/2

205_DC_MM_8 average = 1.663 +- 0.209 SM= 1.998 chi2/NDF = 0.393/2

205_DC_MM_9 average = 2.097 +- 0.237 SM= 2.534 chi2/NDF = 0.449/2

205_DC_MM_10 average = 3.318 +- 0.306 SM= 3.140 chi2/NDF = 6.351/2
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205_DC_TT_1 average = 0.363 +- 0.203 SM= 0.486 chi2/NDF = 6.520/2

205_DC_TT_2 average = 0.562 +- 0.137 SM= 0.461 chi2/NDF = 0.697/2

205_DC_TT_3 average = 0.603 +- 0.135 SM= 0.517 chi2/NDF = 4.695/2

205_DC_TT_4 average = 0.443 +- 0.154 SM= 0.654 chi2/NDF = 0.276/2

205_DC_TT_5 average = 0.397 +- 0.179 SM= 0.870 chi2/NDF = 0.237/2

205_DC_TT_6 average = 1.242 +- 0.209 SM= 1.166 chi2/NDF = 0.132/2

205_DC_TT_7 average = 1.522 +- 0.237 SM= 1.542 chi2/NDF = 0.804/2

205_DC_TT_8 average = 1.846 +- 0.268 SM= 1.998 chi2/NDF = 1.367/2

205_DC_TT_9 average = 2.045 +- 0.330 SM= 2.533 chi2/NDF = 3.717/2

205_DC_TT_10 average = 4.671 +- 0.520 SM= 3.140 chi2/NDF = 1.658/2

207_DC_MM_1 average = 0.518 +- 0.087 SM= 0.481 chi2/NDF = 0.388/2

207_DC_MM_2 average = 0.496 +- 0.075 SM= 0.456 chi2/NDF = 0.051/2

207_DC_MM_3 average = 0.473 +- 0.079 SM= 0.510 chi2/NDF = 5.634/2

207_DC_MM_4 average = 0.781 +- 0.089 SM= 0.643 chi2/NDF = 5.052/2

207_DC_MM_5 average = 0.795 +- 0.104 SM= 0.855 chi2/NDF = 2.185/2

207_DC_MM_6 average = 0.995 +- 0.121 SM= 1.145 chi2/NDF = 0.627/2

207_DC_MM_7 average = 1.630 +- 0.139 SM= 1.515 chi2/NDF = 0.808/2

207_DC_MM_8 average = 2.247 +- 0.159 SM= 1.963 chi2/NDF = 4.025/2

207_DC_MM_9 average = 2.491 +- 0.179 SM= 2.489 chi2/NDF = 4.407/2

207_DC_MM_10 average = 2.995 +- 0.231 SM= 3.086 chi2/NDF = 1.136/2

207_DC_TT_1 average = 0.272 +- 0.145 SM= 0.481 chi2/NDF = 0.134/2

207_DC_TT_2 average = 0.412 +- 0.106 SM= 0.456 chi2/NDF = 6.521/2

207_DC_TT_3 average = 0.534 +- 0.104 SM= 0.510 chi2/NDF = 0.745/2

207_DC_TT_4 average = 0.563 +- 0.118 SM= 0.644 chi2/NDF = 0.133/2

207_DC_TT_5 average = 0.683 +- 0.140 SM= 0.855 chi2/NDF = 5.976/2

207_DC_TT_6 average = 1.443 +- 0.161 SM= 1.145 chi2/NDF = 1.658/2

207_DC_TT_7 average = 1.351 +- 0.181 SM= 1.514 chi2/NDF = 1.519/2

207_DC_TT_8 average = 1.761 +- 0.207 SM= 1.962 chi2/NDF = 6.867/2

207_DC_TT_9 average = 1.655 +- 0.255 SM= 2.489 chi2/NDF = 0.561/2

207_DC_TT_10 average = 3.597 +- 0.399 SM= 3.085 chi2/NDF = 3.709/2
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B.3 Differential Cross-Section for Electron-Positron Fi-

nal States

The following lists show for each centre-of-mass energy point (rounded in GeV) the LEP-
combined differential cross-sections (DC) for e+e− (EE) final states in 15 cos θ-bins (1 − 15
with bin boundaries as defined in Tables 3.11 and 3.12), comparing the LEP average value
and its total error with the SM prediction. Also shown is the overall χ2/dof and the bin-by-
bin χ2/dof contribution. The overall matrix of correlation coefficients and inverse covariance
matrix are available at the LEPEWWG web site: http://www.cern.ch/LEPEWWG.

Total chi2/NDF = 199.402/189

189_DC_EE_1 average = 1.401 +- 0.161 SM= 1.590 chi2/NDF = 1.576/1

189_DC_EE_2 average = 2.030 +- 0.160 SM= 1.816 chi2/NDF = 6.274/2

189_DC_EE_3 average = 2.162 +- 0.170 SM= 2.162 chi2/NDF = 1.237/2

189_DC_EE_4 average = 2.298 +- 0.186 SM= 2.681 chi2/NDF = 0.654/2

189_DC_EE_5 average = 4.321 +- 0.230 SM= 3.906 chi2/NDF = 4.262/2

189_DC_EE_6 average = 4.898 +- 0.348 SM= 5.372 chi2/NDF = 2.403/2

189_DC_EE_7 average = 6.090 +- 0.404 SM= 6.892 chi2/NDF = 6.751/2

189_DC_EE_8 average = 8.838 +- 0.476 SM= 9.610 chi2/NDF = 2.341/2

189_DC_EE_9 average = 12.781 +- 0.576 SM= 13.345 chi2/NDF = 3.970/2

189_DC_EE_10 average = 19.586 +- 0.707 SM= 19.445 chi2/NDF = 0.115/2

189_DC_EE_11 average = 30.598 +- 0.895 SM= 30.476 chi2/NDF = 2.386/2

189_DC_EE_12 average = 50.488 +- 1.135 SM= 51.012 chi2/NDF = 2.339/2

189_DC_EE_13 average = 95.178 +- 1.520 SM= 95.563 chi2/NDF = 0.211/2

189_DC_EE_14 average =211.427 +- 2.900 SM=212.390 chi2/NDF = 2.620/1

189_DC_EE_15 average =679.146 +- 5.773 SM=689.989 chi2/NDF = 1.921/1

192_DC_EE_1 average = 1.300 +- 0.364 SM= 1.539 chi2/NDF = 0.051/1

192_DC_EE_2 average = 2.099 +- 0.419 SM= 1.754 chi2/NDF = 0.462/2

192_DC_EE_3 average = 1.871 +- 0.385 SM= 2.091 chi2/NDF = 1.602/2

192_DC_EE_4 average = 1.808 +- 0.422 SM= 2.604 chi2/NDF = 1.619/2

192_DC_EE_5 average = 3.800 +- 0.519 SM= 3.778 chi2/NDF = 3.179/2

192_DC_EE_6 average = 5.015 +- 0.891 SM= 5.205 chi2/NDF = 1.897/2

192_DC_EE_7 average = 5.695 +- 0.976 SM= 6.692 chi2/NDF = 9.314/2

192_DC_EE_8 average = 9.239 +- 1.175 SM= 9.242 chi2/NDF = 0.003/2

192_DC_EE_9 average = 12.941 +- 1.414 SM= 12.800 chi2/NDF = 0.749/2

192_DC_EE_10 average = 20.761 +- 1.807 SM= 18.776 chi2/NDF = 0.371/2

192_DC_EE_11 average = 26.466 +- 2.074 SM= 29.471 chi2/NDF = 4.398/2

192_DC_EE_12 average = 49.382 +- 2.671 SM= 49.338 chi2/NDF = 1.721/2

192_DC_EE_13 average = 89.676 +- 3.615 SM= 92.079 chi2/NDF = 2.159/2

192_DC_EE_14 average =204.579 +- 6.760 SM=206.087 chi2/NDF = 0.054/1

192_DC_EE_15 average =655.724 +- 12.588 SM=669.173 chi2/NDF = 0.482/1

196_DC_EE_1 average = 1.470 +- 0.261 SM= 1.483 chi2/NDF = 1.887/1

196_DC_EE_2 average = 1.527 +- 0.221 SM= 1.695 chi2/NDF = 0.421/2

196_DC_EE_3 average = 2.058 +- 0.250 SM= 2.000 chi2/NDF = 0.865/2

196_DC_EE_4 average = 2.788 +- 0.284 SM= 2.498 chi2/NDF = 0.014/2

196_DC_EE_5 average = 3.646 +- 0.318 SM= 3.610 chi2/NDF = 0.212/2

196_DC_EE_6 average = 5.887 +- 0.521 SM= 4.999 chi2/NDF = 1.809/2
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196_DC_EE_7 average = 6.233 +- 0.591 SM= 6.406 chi2/NDF = 1.078/2

196_DC_EE_8 average = 9.016 +- 0.694 SM= 8.832 chi2/NDF = 2.379/2

196_DC_EE_9 average = 13.444 +- 0.856 SM= 12.326 chi2/NDF = 0.593/2

196_DC_EE_10 average = 18.568 +- 0.977 SM= 18.039 chi2/NDF = 11.452/2

196_DC_EE_11 average = 27.056 +- 1.223 SM= 28.300 chi2/NDF = 0.962/2

196_DC_EE_12 average = 49.391 +- 1.619 SM= 47.362 chi2/NDF = 0.784/2

196_DC_EE_13 average = 88.163 +- 2.154 SM= 88.473 chi2/NDF = 0.982/2

196_DC_EE_14 average =197.369 +- 4.121 SM=198.250 chi2/NDF = 0.438/1

196_DC_EE_15 average =637.846 +- 8.003 SM=642.688 chi2/NDF = 0.118/1

200_DC_EE_1 average = 1.483 +- 0.245 SM= 1.420 chi2/NDF = 0.002/1

200_DC_EE_2 average = 1.638 +- 0.214 SM= 1.623 chi2/NDF = 0.802/2

200_DC_EE_3 average = 2.068 +- 0.227 SM= 1.885 chi2/NDF = 3.449/2

200_DC_EE_4 average = 2.362 +- 0.250 SM= 2.409 chi2/NDF = 0.753/2

200_DC_EE_5 average = 4.251 +- 0.313 SM= 3.435 chi2/NDF = 1.068/2

200_DC_EE_6 average = 5.244 +- 0.506 SM= 4.770 chi2/NDF = 1.098/2

200_DC_EE_7 average = 5.888 +- 0.571 SM= 6.157 chi2/NDF = 0.142/2

200_DC_EE_8 average = 8.244 +- 0.667 SM= 8.471 chi2/NDF = 3.666/2

200_DC_EE_9 average = 9.506 +- 0.736 SM= 11.773 chi2/NDF = 8.162/2

200_DC_EE_10 average = 16.376 +- 0.920 SM= 17.262 chi2/NDF = 3.021/2

200_DC_EE_11 average = 27.000 +- 1.214 SM= 27.117 chi2/NDF = 2.513/2

200_DC_EE_12 average = 44.614 +- 1.537 SM= 45.607 chi2/NDF = 5.241/2

200_DC_EE_13 average = 86.454 +- 2.060 SM= 85.143 chi2/NDF = 0.582/2

200_DC_EE_14 average =190.962 +- 3.941 SM=190.786 chi2/NDF = 0.760/1

200_DC_EE_15 average =604.986 +- 7.608 SM=617.718 chi2/NDF = 0.059/1

202_DC_EE_1 average = 1.568 +- 0.368 SM= 1.401 chi2/NDF = 2.070/1

202_DC_EE_2 average = 1.344 +- 0.276 SM= 1.579 chi2/NDF = 0.070/2

202_DC_EE_3 average = 2.107 +- 0.345 SM= 1.836 chi2/NDF = 1.503/2

202_DC_EE_4 average = 3.240 +- 0.406 SM= 2.361 chi2/NDF = 1.130/2

202_DC_EE_5 average = 2.911 +- 0.394 SM= 3.356 chi2/NDF = 3.574/2

202_DC_EE_6 average = 4.603 +- 0.628 SM= 4.669 chi2/NDF = 0.358/2

202_DC_EE_7 average = 6.463 +- 0.861 SM= 6.017 chi2/NDF = 1.590/2

202_DC_EE_8 average = 7.457 +- 0.957 SM= 8.320 chi2/NDF = 3.276/2

202_DC_EE_9 average = 11.032 +- 1.113 SM= 11.554 chi2/NDF = 0.602/2

202_DC_EE_10 average = 16.428 +- 1.338 SM= 16.891 chi2/NDF = 1.489/2

202_DC_EE_11 average = 27.153 +- 1.643 SM= 26.583 chi2/NDF = 4.350/2

202_DC_EE_12 average = 46.490 +- 2.214 SM= 44.786 chi2/NDF = 0.246/2

202_DC_EE_13 average = 87.253 +- 2.887 SM= 83.473 chi2/NDF = 1.047/2

202_DC_EE_14 average =189.026 +- 5.516 SM=186.904 chi2/NDF = 0.626/1

202_DC_EE_15 average =599.860 +- 10.339 SM=605.070 chi2/NDF = 0.476/1

205_DC_EE_1 average = 1.102 +- 0.205 SM= 1.355 chi2/NDF = 3.910/1

205_DC_EE_2 average = 1.470 +- 0.195 SM= 1.539 chi2/NDF = 4.105/2

205_DC_EE_3 average = 2.050 +- 0.231 SM= 1.786 chi2/NDF = 0.679/2

205_DC_EE_4 average = 2.564 +- 0.255 SM= 2.280 chi2/NDF = 0.611/2

205_DC_EE_5 average = 3.410 +- 0.300 SM= 3.253 chi2/NDF = 1.269/2

205_DC_EE_6 average = 5.308 +- 0.472 SM= 4.479 chi2/NDF = 1.159/2

205_DC_EE_7 average = 5.836 +- 0.571 SM= 5.820 chi2/NDF = 1.925/2

205_DC_EE_8 average = 7.996 +- 0.635 SM= 8.077 chi2/NDF = 0.869/2
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205_DC_EE_9 average = 10.607 +- 0.764 SM= 11.200 chi2/NDF = 0.581/2

205_DC_EE_10 average = 14.729 +- 0.874 SM= 16.322 chi2/NDF = 1.139/2

205_DC_EE_11 average = 26.189 +- 1.157 SM= 25.722 chi2/NDF = 0.829/2

205_DC_EE_12 average = 43.124 +- 1.497 SM= 43.217 chi2/NDF = 0.942/2

205_DC_EE_13 average = 79.255 +- 1.976 SM= 80.939 chi2/NDF = 0.758/2

205_DC_EE_14 average =179.842 +- 3.838 SM=180.878 chi2/NDF = 3.902/1

205_DC_EE_15 average =587.999 +- 7.527 SM=586.205 chi2/NDF = 2.437/1

207_DC_EE_1 average = 1.440 +- 0.196 SM= 1.339 chi2/NDF = 0.019/1

207_DC_EE_2 average = 1.426 +- 0.163 SM= 1.517 chi2/NDF = 1.800/2

207_DC_EE_3 average = 1.889 +- 0.177 SM= 1.745 chi2/NDF = 0.809/2

207_DC_EE_4 average = 2.156 +- 0.198 SM= 2.240 chi2/NDF = 4.511/2

207_DC_EE_5 average = 3.215 +- 0.233 SM= 3.194 chi2/NDF = 2.133/2

207_DC_EE_6 average = 4.434 +- 0.357 SM= 4.380 chi2/NDF = 4.019/2

207_DC_EE_7 average = 6.393 +- 0.463 SM= 5.729 chi2/NDF = 1.649/2

207_DC_EE_8 average = 6.951 +- 0.481 SM= 7.972 chi2/NDF = 1.727/2

207_DC_EE_9 average = 11.221 +- 0.615 SM= 11.019 chi2/NDF = 1.981/2

207_DC_EE_10 average = 15.933 +- 0.739 SM= 16.053 chi2/NDF = 1.275/2

207_DC_EE_11 average = 25.676 +- 0.923 SM= 25.254 chi2/NDF = 5.712/2

207_DC_EE_12 average = 42.075 +- 1.188 SM= 42.456 chi2/NDF = 0.527/2

207_DC_EE_13 average = 77.611 +- 1.569 SM= 79.639 chi2/NDF = 0.550/2

207_DC_EE_14 average =173.825 +- 3.002 SM=178.042 chi2/NDF = 0.026/1

207_DC_EE_15 average =573.637 +- 6.024 SM=576.688 chi2/NDF = 3.200/1

180



Appendix C

Determination of the LEP
Centre-of-Mass Energy Using
Radiative-Return Events

The LEP collaborations performed measurements of radiative Z boson production, e+e− →
Z + γ → ff + γ, at centre-of-mass energies well above the Z peak,

√
s = 161 − 209 GeV [151,

255, 256, 257]. Events with pairs of electrons, muons, taus, and hadronic jets were selected.
The presence of hard ISR photons, mostly emitted at small polar angles with respect to the
beam directions and recoiling against the di-fermion system, led to typical event topologies
with acollinear fermions measured in the detector. Due to the photon emission, the mass of the
two-fermion system,

√
s′, is reduced to values less than

√
s. The spectrum of

√
s′ exhibits a

resonance peak around the Z boson mass and allows a determination of mZ. The determination
of

√
s′ furthermore involves the knowledge of the e+e− centre-of-mass mass energy, because in

the kinematic reconstruction of the Z + γ → ff + γ events, energy-momentum conservation is
imposed. Thus, a measurement of the Z boson mass in radiative-return events, mff

Z , is equivalent
to determining the average

√
s of each analysed data set. Figure C.1 shows two examples of

the two-fermion mass spectra measured by the LEP experiments.
The ISR photons are either detected as isolated energy depositions in the calorimeters

compatible with an electromagnetic shower or as missing momentum pointing along the beam
directions. Typically, the energy of the calorimeter shower is required to be larger than 30 −
60 GeV. For hadronic final states, a kinematic fit is applied to the event imposing energy and
momentum conservation. In case the ISR photons are not observed in the detector, the sum of
the photon momenta is assumed to either point along only one beam direction or along both
beam axes. In the kinematic fit, usually both possibilities are tested and the one obtaining
the best fit results is eventually chosen. In this way, the mass of the two-fermion system is
reconstructed with optimised precision. In leptonic final states,

√
s′ is determined using the

well-measured polar angles of the leptons, according to the following equation:

√
s′ =

√

1− 2EISR√
s

, with (C.1)

EISR =
√
s

| sin(θ1 + θ2)|
sin θ1 + sin θ2 + | sin(θ1 + θ2)|

. (C.2)

The leptonic polar angles θ1 and θ2 are determined either relative to the beam axis if no photon
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Figure C.1: Examples of reconstructed two-fermion mass spectra in the Z + γ → µ+µ− + γ
channel (left) and in the hadronic channel (right), as measured by OPAL and by L3, respec-
tively [257]. The data collected at different centre-of-mass energies is combined and compared
to Monte-Carlo predictions using the nominal Z bosons mass [4]. The Z resonance peak is
clearly visible.

is measured in the detector, or relative to the direction of the measured ISR photon.
After correcting for remaining background, the mass of the Z boson is extracted either

by applying a Monte-Carlo event reweighting based on the corresponding matrix element of
the signal process or by fitting an analytical function describing the signal spectrum to the
data. The measured Z mass, mff

Z , is then compared to the Z mass determined in precision
measurements at Z-pole energies [4], mZ = 91.1875 ± 0.0021 GeV. The comparison is converted
into a difference in terms of the centre-of-mass energy, ∆

√
s, between

√
s derived from radiative

return events and the nominal centre-of-mass energy,
√
sLEP, determined by the precise LEP

energy calibration [246]:

∆
√
s =

√
s−

√
sLEP =

√
s
mff

Z −mZ

mZ
. (C.3)

This observable is eventually used to combine the results of the four LEP experiments.
Various sources of systematic uncertainties are studied and possible correlations between

them are taken into account in the combination procedure. The dominant uncertainty is due
to the modelling of the fragmentation process in hadronic Z decays. An uncertainty of 22 MeV
on ∆

√
s is derived from a comparison of different fragmentation models implemented in the

PYTHIA [140], HERWIG [258], and ARIADNE [254] software packages. The Monte-Carlo
predictions of the e+e− → ff + γ process are calculated using the KK v4.02 [60] Monte-Carlo
generator. Theoretical uncertainties in the description of ISR and FSR and missing higher order
corrections are estimated by reweighting events applying different orders of α in the prediction
and comparing it to the O(α2) calculations in the Coherent Exclusive Exponentiation scheme.
Furthermore, the effect of neglecting the interference between ISR and FSR was studied. The
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Source Uncertainty on
∆
√
s [MeV]

Fragmentation 22
ISR/FSR Modelling 7
Four Fermion Background 6
Z Mass 1
LEP Parameters 3
Total Correlated 23

Monte-Carlo Statistics 7
Detector Bias and Resolution 28
Total Uncorrelated 29

Total Systematics 37
Total Statistical 40
Total 54

Table C.1: Systematic and statistical uncertainties on the measurement of the LEP centre-of-
mass energy shift, ∆

√
s.

total systematic uncertainties due to modelling of ISR and FSR amounts to 7 MeV. The
uncertainty due to the prediction of the four-fermion background using measured cross-sections
as input is estimated to be 6 MeV. The operational parameters of the LEP collider may also
influence the reconstruction of the two-fermion mass. In particular, the effects of beam energy
spread and a possible asymmetry in beam energy were studied and found to influence ∆

√
s

by less than 3 MeV. The uncertainty on the nominal Z boson mass contributes with less than
1 MeV. All these sources of systematic uncertainties are assumed to be fully correlated between
experiments.

Each experiment determined the influence of detector alignment, bias in angular measure-
ments, uncertainty of energy and momentum scale and resolution in great detail. Control
samples were selected in data to measure the various detector and resolution effects. These
uncertainties are treated as uncorrelated between experiments. Uncertainties from limited
Monte-Carlo statistics also contribute. If sources of systematic uncertainties affect data from
different data taking periods or different channels similarly also the corresponding correlations
are taken into account. A summary of the different sources of systematic uncertainties is listed
in Table C.1. The uncertainties due to Monte-Carlo statistics and detector bias and resolution
are uncorrelated between experiments. Details of the systematic effects due to detector bias and
resolution combine several individual sources of uncertainty and are discussed in the publica-
tions by the experiments [151, 255, 256, 257]. The total statistical and systematic uncertainties
on the LEP average for ∆

√
s are 40 MeV and 36 MeV, respectively.

When combining all available LEP data [151, 255, 256, 257] with Z decays to hadrons, and
to electron, muon, and tau pairs, the difference is found to be:

∆
√
s = −54± 54 MeV , (C.4)

in good agreement with no shift with respect to the more precise standard LEP energy cali-
bration. There is also no significant shift observed when analysing the leptonic and hadronic
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Data set ∆
√
s [MeV]

e+e− → hadrons + γ -88 ± 40 ± 56
e+e− → ℓ+ℓ− + γ -10 ± 80 ± 26√

s = 183 GeV 70 ± 98 ± 50√
s = 189 GeV -86 ± 60 ± 46√

s = 192− 202 GeV -66 ± 62 ± 44√
s = 205− 209 GeV -140 ± 70 ± 52
All LEP data -54 ± 40 ± 36

Table C.2: Combined results of ALEPH, DELPHI, L3, and OPAL on the determination of the
LEP centre-of-mass energy shift, ∆

√
s, with respect to the nominal value of

√
s. The results

are shown for the leptonic and hadronic final states, as well as for the different data taking
periods, together with the LEP combined value. Statistical and systematic uncertainties are
given separately.

decay channels separately. Furthermore, there is no significant dependence on the LEP beam
energy, respectively data taking periods, as illustrated in Figure C.2 and Table C.2.
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 [GeV]s∆

-0.5 0.0 0.5

γqALEPH q  0.13±-0.09 
γ-µ+µ                0.21±-0.33 
γqDELPHI q  0.17±-0.12 
γ-µ+µ                  0.16±0.24 

γqL3  q  0.11±-0.17 
γ-µ+µ        0.23±-0.19 

γqOPAL q  0.11±0.00 
γ-l+           l  0.13±0.00 

γqLEP q  0.068±-0.088 
γ-l+        l  0.114±-0.010 

γfLEP f  0.054±-0.054 

LEP Z-Return Results

 [GeV]s∆

-0.5 0.0 0.5

=183 GeVs  0.11±0.07 

=189 GeVs  0.07±-0.09 

=192-202 GeVs  0.08±-0.07 

=205-209 GeVs  0.09±-0.14 

LEP all periods  0.054±-0.054 

LEP Z-Return Results

Figure C.2: Difference between the energy determined in Z-return events and the nominal LEP
centre-of-mass energy, ∆

√
s, for the different experiments and final states (top), and for the

data taking periods with energies well above the W-pair threshold (bottom). The individual
measurements as well as the LEP combined values take systematic uncertainties and their
correlations into account.
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Appendix D

Tests of the Colour-Reconnection
Combination Procedure

Here we report on the tests of the LEP combination procedure used to combine the mea-
surements of the LEP experiments on colour-reconnection (CR). It is shown that the LEP
combination procedure is able to reproduce the combination of each experiment separately.

For each measurement, the dependence of the measured observable on the model param-
eter kI is determined based on Monte-Carlo simulations. For the particle-flow based mea-
surements, the results are reported in Table D.1. The corresponding parameter values for the
phenomenological function shown in Equation 4.4 are listed in Table D.2. The parametrisations
of δ∆mW,i(kI) which are used to introduce systematic uncertainties for the likelihood functions
of the CR measurements from ∆mW by ALEPH, DELPHI, and OPAL are given by:

δ∆mW,A(kI) =























0.416408 + (0.624184)2 · kI , kI ∈ [0.0, 1.3)
1.227847 + (0.251441)2 · (kI − 1.3) , kI ∈ [1.3, 2.5)
1.529576 + (0.750313)2 · (kI − 2.5) , kI ∈ [2.5, 4.5)
3.030202 + (0.279341)2 · (kI − 4.5) , kI ∈ [4.5, 6.0)
3.449214 + (0.600389)2 · (kI − 6.0) , kI ∈ [6.0,∞)

(D.1)

δ∆mW,D(kI) = 0.233054 + (0.486925)2 · kI (D.2)

δ∆mW,O(kI) = 0.666308 + (0.483630)2 · kI . (D.3)

A graphical comparison of the original input and the parametrised ∆χ2 distributions is displayed
in Figure 4.2 and shows good agreement.

The ALEPH input is available as a set of ∆χ2(kI) values including systematic uncertainties,
which can be evaluated directly. The result is shown in Figure D.1 and the numerical analysis
yields:

kI = 0.33+1.82
−0.33 . (D.4)

By construction, this agrees well with the original ALEPH result [111]. However, the ALEPH
input does not include BEC systematic uncertainties. To incorporate also this effect, the
correlated part of the systematic uncertainties is increased by 11%. This value is derived from
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RN (kI) for SK1 Model
kI L3 OPAL

0.10 0.8613± 0.0037 1.2816± 0.0028
0.15 0.8598± 0.0037 1.2792± 0.0028
0.20 0.8585± 0.0037 1.2759± 0.0028
0.25 0.8561± 0.0037 1.2738± 0.0028
0.35 0.8551± 0.0037 1.2683± 0.0028
0.45 0.8509± 0.0036 1.2643± 0.0028
0.60 0.8482± 0.0036 1.2575± 0.0028
0.80 0.8414± 0.0037 1.2495± 0.0028
0.90 – 1.2464± 0.0028
1.00 0.8381± 0.0036 1.2420± 0.0028
1.10 – 1.2389± 0.0028
1.20 – 1.2355± 0.0028
1.30 – 1.2326± 0.0028
1.50 0.8318± 0.0036 1.2265± 0.0028
1.75 – 1.2201± 0.0028
2.00 – 1.2133± 0.0028
2.50 – 1.2029± 0.0028
3.00 0.8135± 0.0036 1.1942± 0.0028
5.00 0.7989± 0.0035 1.1705± 0.0028
10.00 – 1.1413± 0.0028
30.00 – 1.1101± 0.0028
60.00 – 1.0997± 0.0028
100.00 – 1.0918± 0.0028
10000.00 0.7482± 0.0033 1.0780± 0.0028

Table D.1: Monte-Carlo predictions for the particle-flow parameter RN (kI) provided for the
SK1 model by L3 and OPAL.

Experiment a1 a2 a3 a4 b

L3 -12.1076 2.03107 -0.23384 -10.1780 1.18954
OPAL -0.26969 0.20543 -0.06698 0.03388 10.8576

Table D.2: Parameter sets used for the functional description of the particle-flow input pro-
vided for the SK1 model by L3 and OPAL.
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a dedicated study, not included in the ALEPH publication. The final result using only ALEPH
data and including BEC uncertainties is

kI = 0.34+1.86
−0.34 . (D.5)

The 68% upper limit is about 3% higher compared to the original ALEPH input.
DELPHI provides ∆χ2(kI) inputs from their ∆MW and particle-flow analyses. In the

DELPHI publication, both curves are simply added neglecting correlations, yielding [128]:

kI = 2.2+2.5
−1.3 . (D.6)

As a cross-check, the same combination strategy is applied, i.e., assuming no correlations. When
using a total χ2(kI) of:

χ2(kI , c) = ∆χ2
∆mW ,D,full(kI) + ∆χ2

p−flow,D,full(kI) , (D.7)

the following result is obtained:

kI = 2.17+2.55
−1.33 , (D.8)

which is consistent with the combination performed by DELPHI. The LEP combination pro-
cedure allows a more refined treatment of correlations. Using a correlation coefficient of 0.50
between the measurements, motivated by the full covariance matrix for the particle-flow com-
bination, the fit obtains:

kI = 2.12+2.61
−1.33 . (D.9)

This corresponds to a 5% increase of the positive uncertainty and a small shift of the minimum.
The result is shown in Figure D.1.

The L3 input is provided in terms of r(kI) derived from Monte-Carlo simulations and the
measured rdata together with measurement uncertainties. The fit results in:

kI = 0.76+1.89
−1.22 , (D.10)

and the corresponding ∆χ2 curve is shown in Figure D.1. The result obtained is different
from the L3 paper on CR [129], where a value of kI = 0.08+1.02

−0.08 is derived. This is due to the
difference between the non-CR reference Monte-Carlo simulation used by L3 and the common
LEP Monte-Carlo sample used in this combination. These Monte-Carlo samples were generated
with different fragmentation and hadronisation parameters; the former was tuned to describe
L3 data best. The difference in the kI result is fully compatible with the systematic uncertainty
assigned to hadronisation and fragmentation effects.

OPAL measures kI in W-mass shift and particle-flow analyses. As for DELPHI, a correlation
coefficient of 0.50 is assumed between the correlated uncertainties in both inputs. Both ∆χ2

curves and their combination are shown in Figure D.1. The combined fit yields

kI = 1.24+1.13
−0.77 . (D.11)
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The 68% C.L. upper limit of 2.37 is in good agreement with the OPAL result kI < 2.3 at
68% C.L. [114]. OPAL presents the results in terms of preco = 0.43+0.15

−0.20 which translates into
kI ≈ 1.3+1.1

−0.8, using the conversion from preco to kI based on OPAL’s Monte-Carlo simulation.
Using only information from ∆MW , the fit obtains kI = 1.75+1.99

−1.28, also agreeing well with the
OPAL publication: kI = 1.7+2.0

−1.2.
In summary, the LEP combination procedure reproduces well the results obtained by each

collaboration, with the observed differences explained by known systematic effects.
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Figure D.1: LEP input to the CR measurement in terms of ∆χ2 curves. The input data
provided by the ALEPH experiment are shown as a dashed line and are compared to the data
used in the LEP combination, where additional BEC systematic uncertainties are taken into
account. The DELPHI and OPAL results from the analysis of the W-mass shift, ∆mW, and
from the measurement of particle-flow are shown as dashed and dotted lines, respectively. The
solid line represents the combined results taking correlations into account. The L3 experiment
provided input from the particle-flow measurement, also shown as a solid line.
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Appendix E

Detailed Inputs and Results of LEP
Four-Fermion Averages

Tables E.1–E.21 give the details of the inputs and of the results for the calculation of LEP
averages of the measured four-fermion cross-sections and the corresponding ratios of measured
cross-sections to the theoretical predictions. For both inputs and results, whenever relevant,
the breakdown of the errors into their various components is given in the tables.

For each measurement, the collaborations have privately provided unpublished information
which is necessary for the combination of the LEP results, such as the expected statistical error
or the split of the total systematic uncertainty into correlated and uncorrelated components.
Where necessary, minor re-arrangements with respect to published results across error categories
have been applied.
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√
s (LCEC) (LUEU) (LUEC)

(GeV) σWW ∆σstat
WW ∆σsyst

WW ∆σsyst
WW ∆σsyst

WW ∆σsyst
WW ∆σWW

ALEPH [157]
182.7 15.86 ±0.61 ±0.08 ±0.08 ±0.09 ±0.14 ±0.63
188.6 15.78 ±0.34 ±0.07 ±0.05 ±0.09 ±0.12 ±0.36
191.6 17.10 ±0.90 ±0.07 ±0.07 ±0.09 ±0.14 ±0.90
195.5 16.60 ±0.52 ±0.07 ±0.06 ±0.09 ±0.12 ±0.54
199.5 16.93 ±0.50 ±0.07 ±0.06 ±0.09 ±0.12 ±0.52
201.6 16.63 ±0.70 ±0.07 ±0.07 ±0.09 ±0.13 ±0.71
204.9 16.84 ±0.53 ±0.07 ±0.06 ±0.09 ±0.13 ±0.54
206.6 17.42 ±0.41 ±0.07 ±0.06 ±0.09 ±0.13 ±0.43

DELPHI [158]
182.7 16.07 ±0.68 ±0.09 ±0.09 ±0.08 ±0.15 ±0.70
188.6 16.09 ±0.39 ±0.08 ±0.09 ±0.09 ±0.15 ±0.42
191.6 16.64 ±0.99 ±0.09 ±0.10 ±0.09 ±0.16 ±1.00
195.5 17.04 ±0.58 ±0.09 ±0.10 ±0.09 ±0.16 ±0.60
199.5 17.39 ±0.55 ±0.09 ±0.10 ±0.09 ±0.16 ±0.57
201.6 17.37 ±0.80 ±0.10 ±0.10 ±0.09 ±0.17 ±0.82
204.9 17.56 ±0.57 ±0.10 ±0.10 ±0.09 ±0.17 ±0.59
206.6 16.35 ±0.44 ±0.10 ±0.10 ±0.09 ±0.17 ±0.47

L3 [159]
182.7 16.53 ±0.67 ±0.19 ±0.13 ±0.12 ±0.26 ±0.72
188.6 16.17 ±0.37 ±0.11 ±0.06 ±0.11 ±0.17 ±0.41
191.6 16.11 ±0.90 ±0.11 ±0.07 ±0.11 ±0.17 ±0.92
195.5 16.22 ±0.54 ±0.11 ±0.06 ±0.10 ±0.16 ±0.57
199.5 16.49 ±0.56 ±0.11 ±0.07 ±0.11 ±0.17 ±0.58
201.6 16.01 ±0.82 ±0.11 ±0.06 ±0.12 ±0.17 ±0.84
204.9 17.00 ±0.58 ±0.12 ±0.06 ±0.11 ±0.17 ±0.60
206.6 17.33 ±0.44 ±0.12 ±0.04 ±0.11 ±0.17 ±0.47

OPAL [160]
182.7 15.45 ±0.61 ±0.10 ±0.04 ±0.05 ±0.12 ±0.62
188.6 16.24 ±0.35 ±0.10 ±0.04 ±0.03 ±0.11 ±0.37
191.6 15.93 ±0.86 ±0.10 ±0.04 ±0.03 ±0.11 ±0.86
195.5 18.27 ±0.57 ±0.11 ±0.05 ±0.04 ±0.12 ±0.58
199.5 16.29 ±0.54 ±0.11 ±0.04 ±0.03 ±0.12 ±0.55
201.6 18.01 ±0.81 ±0.11 ±0.05 ±0.04 ±0.13 ±0.82
204.9 16.05 ±0.52 ±0.11 ±0.04 ±0.04 ±0.12 ±0.53
206.6 17.64 ±0.42 ±0.11 ±0.05 ±0.04 ±0.13 ±0.44

Table E.1: W-pair production cross-section (in pb) for different centre-of-mass energies from the
four LEP experiments. The first column contains the centre-of-mass energy and the second the
measurements. Observed statistical uncertainties are used in the fit and are listed in the third
column; when asymmetric errors are quoted by the collaborations, the positive error is listed in
the table and used in the fit. The fourth, fifth and sixth columns contain the components of the
systematic errors, as subdivided by the collaborations into LEP-correlated energy-correlated
(LCEC), LEP-uncorrelated energy-uncorrelated (LUEU), LEP-uncorrelated energy-correlated
(LUEC). The total systematic error is given in the seventh column, the total error in the eighth.
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LEP Averages√
s (LCEC) (LUEU) (LUEC)

(GeV) σWW ∆σstat
WW ∆σsyst

WW ∆σsyst
WW ∆σsyst

WW ∆σsyst
WW ∆σWW χ2/dof

182.7 15.92 ±0.33 ±0.10 ±0.04 ±0.04 ±0.11 ±0.34














































26.6/24

188.6 16.05 ±0.18 ±0.08 ±0.03 ±0.04 ±0.10 ±0.21
191.6 16.42 ±0.46 ±0.08 ±0.04 ±0.04 ±0.10 ±0.47
195.5 16.99 ±0.28 ±0.08 ±0.03 ±0.04 ±0.10 ±0.29
199.5 16.77 ±0.27 ±0.08 ±0.03 ±0.04 ±0.10 ±0.29
201.6 16.98 ±0.39 ±0.08 ±0.04 ±0.04 ±0.10 ±0.40
204.9 16.81 ±0.27 ±0.08 ±0.03 ±0.04 ±0.10 ±0.29
206.6 17.20 ±0.21 ±0.09 ±0.03 ±0.04 ±0.11 ±0.24

Table E.2: LEP combined W-pair production cross-section (in pb) for different centre-of-mass
energies. The first column contains the centre-of-mass energy and the second the measure-
ments. Observed statistical uncertainties are used in the fit and are listed in the third column;
when asymmetric errors are quoted by the collaborations, the positive error is listed in the
table and used in the fit. The fourth, fifth and sixth columns contain the components of the
systematic errors, as subdivided by the collaborations into LEP-correlated energy-correlated
(LCEC), LEP-uncorrelated energy-uncorrelated (LUEU), LEP-uncorrelated energy-correlated
(LUEC). The total systematic error is given in the seventh column, the total error in the eighth.
The χ2/dof of the fit is also given in the ninth column.

√
s(GeV) 182.7 188.6 191.6 195.5 199.5 201.6 204.9 206.6

182.7 1.000 0.145 0.065 0.104 0.105 0.076 0.104 0.130

188.6 0.145 1.000 0.093 0.148 0.149 0.108 0.148 0.186

191.6 0.065 0.093 1.000 0.066 0.067 0.048 0.066 0.083

195.5 0.104 0.148 0.066 1.000 0.107 0.077 0.106 0.133

199.5 0.105 0.149 0.067 0.107 1.000 0.078 0.106 0.134

201.6 0.076 0.108 0.048 0.077 0.078 1.000 0.077 0.097

204.9 0.104 0.148 0.066 0.106 0.106 0.077 1.000 0.132

206.6 0.130 0.186 0.083 0.133 0.134 0.097 0.132 1.000

Table E.3: Correlation matrix for the LEP combined W-pair cross-sections listed in Table E.2.
Correlations are all positive and range from 5% to 19%.
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√
s WW cross-section (pb)

(GeV) σYFSWW
WW σRACOONWW

WW

182.7 15.361± 0.005 15.368± 0.008

188.6 16.266± 0.005 16.249± 0.011

191.6 16.568± 0.006 16.519± 0.009

195.5 16.841± 0.006 16.801± 0.009

199.5 17.017± 0.007 16.979± 0.009

201.6 17.076± 0.006 17.032± 0.009

204.9 17.128± 0.006 17.079± 0.009

206.6 17.145± 0.006 17.087± 0.009

Table E.4: W-pair cross-section predictions (in pb) for different centre-of-mass energies, ac-
cording to YFSWW [161, 167] and RACOONWW [168], formW = 80.35 GeV. The errors listed
in the table are only the statistical errors from the numerical integration of the cross-section.
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√
s (LCEU) (LCEC) (LUEU) (LUEC)

(GeV) RWW ∆Rstat
WW ∆Rsyst

WW ∆Rsyst
WW ∆Rsyst

WW ∆Rsyst
WW ∆RWW χ2/dof

YFSWW [161, 167]

182.7 1.037 ±0.021 ±0.000 ±0.006 ±0.003 ±0.003 ±0.022














































26.6/24

188.6 0.987 ±0.011 ±0.000 ±0.005 ±0.002 ±0.003 ±0.013
191.6 0.991 ±0.028 ±0.000 ±0.005 ±0.002 ±0.002 ±0.028
195.5 1.009 ±0.016 ±0.000 ±0.005 ±0.002 ±0.002 ±0.018
199.5 0.985 ±0.016 ±0.000 ±0.005 ±0.002 ±0.003 ±0.017
201.6 0.994 ±0.023 ±0.000 ±0.005 ±0.002 ±0.003 ±0.023
204.9 0.982 ±0.016 ±0.000 ±0.005 ±0.002 ±0.002 ±0.017
206.6 1.003 ±0.013 ±0.000 ±0.005 ±0.002 ±0.002 ±0.014

Average 0.995 ±0.006 ±0.000 ±0.005 ±0.001 ±0.003 ±0.008 32.2/31

RACOONWW [168]

182.7 1.036 ±0.021 ±0.001 ±0.007 ±0.003 ±0.003 ±0.022














































26.6/24

188.6 0.988 ±0.011 ±0.001 ±0.005 ±0.002 ±0.003 ±0.013
191.6 0.994 ±0.028 ±0.001 ±0.005 ±0.002 ±0.002 ±0.028
195.5 1.011 ±0.017 ±0.001 ±0.005 ±0.002 ±0.003 ±0.018
199.5 0.987 ±0.016 ±0.001 ±0.005 ±0.002 ±0.003 ±0.017
201.6 0.997 ±0.023 ±0.001 ±0.005 ±0.002 ±0.003 ±0.024
204.9 0.984 ±0.016 ±0.001 ±0.005 ±0.002 ±0.002 ±0.017
206.6 1.007 ±0.013 ±0.001 ±0.005 ±0.002 ±0.002 ±0.014

Average 0.997 ±0.006 ±0.000 ±0.005 ±0.001 ±0.003 ±0.008 32.0/31

Table E.5: Ratios of LEP combined W-pair cross-section measurements to the expectations
of the considered theoretical models, for different centre-of-mass energies and for all energies
combined. The first column contains the centre-of-mass energy, the second the combined ratios,
the third the statistical errors. The fourth, fifth, sixth and seventh columns contain the sources
of systematic errors that are considered as LEP-correlated energy-uncorrelated (LCEU), LEP-
correlated energy-correlated (LCEC), LEP-uncorrelated energy-uncorrelated (LUEU), LEP-
uncorrelated energy-correlated (LUEC). The total error is given in the eighth column. The
only LCEU systematic sources considered are the statistical errors on the cross-section the-
oretical predictions, while the LCEC, LUEU and LUEC sources are those coming from the
corresponding errors on the cross-section measurements. For the LEP averages, the χ2/dof of
the fit is also given in the ninth column.
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Decay (unc) (cor) 3×3 correlation

channel B ∆Bstat ∆Bsyst ∆Bsyst ∆Bsyst ∆B for ∆B
ALEPH [157]

B(W → eνe) 10.78 ±0.27 ±0.09 ±0.04 ±0.10 ±0.29 ( 1.000 -0.009 -0.332

-0.009 1.000 -0.268

-0.332 -0.268 1.000

)

B(W → µνµ) 10.87 ±0.25 ±0.07 ±0.04 ±0.08 ±0.26

B(W → τντ ) 11.25 ±0.32 ±0.19 ±0.05 ±0.20 ±0.38

DELPHI [158]

B(W → eνe) 10.55 ±0.31 ±0.13 ±0.05 ±0.14 ±0.34 ( 1.000 0.030 -0.340

0.030 1.000 -0.170

-0.340 -0.170 1.000

)

B(W → µνµ) 10.65 ±0.26 ±0.06 ±0.05 ±0.08 ±0.27

B(W → τντ ) 11.46 ±0.39 ±0.17 ±0.09 ±0.19 ±0.43

L3 [159]

B(W → eνe) 10.78 ±0.29 ±0.10 ±0.08 ±0.13 ±0.32 ( 1.000 -0.016 -0.279

-0.016 1.000 -0.295

-0.279 -0.295 1.000

)

B(W → µνµ) 10.03 ±0.29 ±0.10 ±0.07 ±0.12 ±0.31

B(W → τντ ) 11.89 ±0.40 ±0.17 ±0.11 ±0.20 ±0.45

OPAL [160]

B(W → eνe) 10.71 ±0.25 ±0.09 ±0.06 ±0.11 ±0.27 ( 1.000 0.135 -0.303

0.135 1.000 -0.230

-0.303 -0.230 1.000

)

B(W → µνµ) 10.78 ±0.24 ±0.07 ±0.07 ±0.10 ±0.26

B(W → τντ ) 11.14 ±0.31 ±0.16 ±0.06 ±0.17 ±0.35

LEP Average (without lepton universality assumption)

B(W → eνe) 10.71 ±0.14 ±0.05 ±0.05 ±0.07 ±0.16 ( 1.000 0.136 -0.201

0.136 1.000 -0.122

-0.201 -0.122 1.000

)

B(W → µνµ) 10.63 ±0.13 ±0.04 ±0.05 ±0.07 ±0.15

B(W → τντ ) 11.38 ±0.17 ±0.09 ±0.07 ±0.11 ±0.21

χ2/dof 6.3/9

LEP Average (with lepton universality assumption)

B(W → ℓνℓ) 10.86 ±0.06 ±0.03 ±0.06 ±0.07 ±0.09

B(W → had.) 67.41 ±0.18 ±0.10 ±0.17 ±0.20 ±0.27

χ2/dof 15.4/11

Table E.6: W branching fraction measurements (in %). The first column contains the decay
channel, the second the measurements, the third the statistical uncertainty. The fourth and fifth
column list the uncorrelated and correlated components of the systematic errors, as provided
by the collaborations. The total systematic error is given in the sixth column and the total
error in the seventh. Correlation matrices for the three leptonic branching fractions are given
in the last column.
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ALEPH [157]√
s interval (GeV) Luminosity (pb−1) Luminosity weighted

√
s (GeV)

180-184 56.81 182.65

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.216 0.498 0.696 1.568 1.293 1.954 2.486 2.228 4.536 6.088

δσi(stat) (pb) 0.053 0.137 0.185 0.517 0.319 0.481 0.552 0.363 0.785 0.874
δσi(stat,exp.) (pb) 0.263 0.276 0.309 0.341 0.376 0.415 0.459 0.523 0.597 0.714
δσi(syst,unc) (pb) 0.012 0.018 0.017 0.025 0.023 0.021 0.036 0.047 0.047 0.066
δσi(syst,cor) (pb) 0.004 0.003 0.003 0.003 0.003 0.004 0.004 0.003 0.004 0.006√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

184-194 203.14 189.05

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.665 0.743 0.919 0.990 1.156 2.133 2.795 3.070 3.851 5.772

δσi(stat) (pb) 0.148 0.140 0.158 0.142 0.144 0.287 0.337 0.297 0.300 0.366
δσi(stat,exp.) (pb) 0.132 0.147 0.157 0.175 0.196 0.223 0.246 0.282 0.332 0.408
δσi(syst,unc) (pb) 0.010 0.016 0.015 0.024 0.021 0.020 0.035 0.047 0.049 0.075
δσi(syst,cor) (pb) 0.003 0.003 0.003 0.002 0.002 0.003 0.003 0.003 0.005 0.005√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

194-204 208.03 198.42

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.802 0.475 0.886 0.972 1.325 1.889 2.229 3.581 4.428 6.380

δσi(stat) (pb) 0.225 0.082 0.162 0.147 0.186 0.248 0.245 0.363 0.343 0.368
δσi(stat,exp.) (pb) 0.124 0.134 0.149 0.167 0.188 0.214 0.241 0.281 0.338 0.433
δσi(syst,unc) (pb) 0.007 0.013 0.012 0.021 0.018 0.016 0.032 0.046 0.049 0.082
δσi(syst,cor) (pb) 0.003 0.002 0.002 0.002 0.002 0.002 0.002 0.003 0.003 0.004√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

204-210 214.62 205.90

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.334 0.637 0.800 1.229 1.229 1.789 2.810 2.740 4.192 8.005

δσi(stat) (pb) 0.072 0.136 0.148 0.224 0.176 0.237 0.351 0.246 0.306 0.474
δσi(stat,exp.) (pb) 0.114 0.126 0.143 0.155 0.180 0.206 0.234 0.273 0.338 0.443
δσi(syst,unc) (pb) 0.008 0.013 0.013 0.020 0.018 0.017 0.033 0.046 0.052 0.089
δσi(syst,cor) (pb) 0.003 0.003 0.003 0.002 0.002 0.003 0.003 0.003 0.004 0.005

Table E.7: W− differential angular cross-section in the 10 angular bins for the four cho-
sen energy intervals for the ALEPH experiment. For each energy range, the measured in-
tegrated luminosity and the luminosity-weighted centre-of-mass energy is reported. The re-
sults per angular bin in each energy interval are then presented: σi indicates the average of
d[σWW(BReν+BRµν)]/dcosθW− in the i-th bin of cosθW− with width 0.2. The values in each bin
of the measured and expected statistical error and of the systematic errors, LEP uncorrelated
and correlated, are reported as well. All values are expressed in pb.
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DELPHI [158]√
s interval (GeV) Luminosity (pb−1) Luminosity weighted

√
s (GeV)

180-184 51.63 182.65

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.715 0.795 1.175 1.365 1.350 1.745 1.995 2.150 4.750 6.040

δσi(stat) (pb) 0.320 0.315 0.380 0.400 0.400 0.450 0.485 0.510 0.775 0.895
δσi(stat,exp.) (pb) 0.320 0.315 0.350 0.370 0.405 0.450 0.505 0.580 0.695 0.850
δσi(syst,unc) (pb) 0.020 0.025 0.035 0.035 0.040 0.085 0.050 0.065 0.095 0.075
δσi(syst,cor) (pb) 0.045 0.025 0.020 0.015 0.015 0.025 0.015 0.015 0.030 0.035√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

184-194 178.32 189.03

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.865 0.760 0.990 0.930 1.330 1.460 1.675 2.630 4.635 5.400

δσi(stat) (pb) 0.180 0.170 0.185 0.180 0.215 0.225 0.240 0.300 0.405 0.455
δσi(stat,exp.) (pb) 0.165 0.170 0.180 0.200 0.215 0.240 0.270 0.320 0.385 0.490
δσi(syst,unc) (pb) 0.020 0.020 0.035 0.035 0.040 0.085 0.050 0.060 0.100 0.085
δσi(syst,cor) (pb) 0.040 0.020 0.020 0.015 0.015 0.020 0.015 0.015 0.025 0.035√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

194-204 193.52 198.46

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.600 0.675 1.510 1.150 1.055 1.635 2.115 3.175 4.470 7.140

δσi(stat) (pb) 0.155 0.160 0.215 0.190 0.185 0.225 0.255 0.320 0.385 0.500
δσi(stat,exp.) (pb) 0.150 0.160 0.170 0.180 0.200 0.230 0.260 0.310 0.380 0.505
δσi(syst,unc) (pb) 0.015 0.020 0.030 0.035 0.035 0.085 0.045 0.055 0.105 0.100
δσi(syst,cor) (pb) 0.025 0.015 0.015 0.015 0.015 0.015 0.010 0.015 0.025 0.030√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

204-210 198.59 205.91

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.275 0.590 0.575 0.930 1.000 1.190 2.120 2.655 4.585 7.290

δσi(stat) (pb) 0.120 0.145 0.140 0.170 0.175 0.195 0.255 0.290 0.385 0.505
δσi(stat,exp.) (pb) 0.145 0.150 0.160 0.175 0.195 0.220 0.250 0.300 0.380 0.520
δσi(syst,unc) (pb) 0.015 0.020 0.025 0.035 0.035 0.085 0.045 0.055 0.110 0.110
δσi(syst,cor) (pb) 0.020 0.015 0.010 0.010 0.015 0.010 0.010 0.010 0.020 0.030

Table E.8: W− differential angular cross-section in the 10 angular bins for the four chosen
energy intervals for the DELPHI experiment. For each energy range, the measured inte-
grated luminosity and the luminosity-weighted centre-of-mass energy is reported. The re-
sults per angular bin in each energy interval are then presented: σi indicates the average of
d[σWW(BReν+BRµν)]/dcosθW− in the i-th bin of cosθW− with width 0.2. The values in each bin
of the measured and expected statistical error and of the systematic errors, LEP uncorrelated
and correlated, are reported as well. All values are expressed in pb.
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L3 [159]√
s interval (GeV) Luminosity (pb−1) Luminosity weighted

√
s (GeV)

180-184 55.46 182.68

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.691 0.646 0.508 0.919 1.477 2.587 3.541 3.167 3.879 4.467

δσi(stat) (pb) 0.270 0.265 0.243 0.322 0.407 0.539 0.640 0.619 0.708 0.801
δσi(stat,exp.) (pb) 0.269 0.290 0.329 0.364 0.404 0.453 0.508 0.591 0.704 0.877
δσi(syst,unc) (pb) 0.016 0.009 0.007 0.011 0.018 0.031 0.043 0.039 0.048 0.058
δσi(syst,cor) (pb) 0.002 0.002 0.002 0.003 0.005 0.009 0.012 0.011 0.013 0.015√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

184-194 206.49 189.16

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.759 0.902 1.125 1.320 1.472 1.544 2.085 2.870 4.144 6.022

δσi(stat) (pb) 0.128 0.151 0.173 0.190 0.209 0.213 0.254 0.303 0.370 0.459
δσi(stat,exp.) (pb) 0.115 0.137 0.160 0.180 0.205 0.223 0.262 0.304 0.367 0.461
δσi(syst,unc) (pb) 0.017 0.013 0.015 0.015 0.017 0.018 0.024 0.034 0.048 0.074
δσi(syst,cor) (pb) 0.003 0.003 0.004 0.005 0.005 0.005 0.007 0.010 0.014 0.021√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

194-204 203.50 198.30

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.652 0.709 0.880 0.859 1.140 1.295 2.114 2.334 3.395 5.773

δσi(stat) (pb) 0.105 0.123 0.146 0.155 0.179 0.192 0.255 0.264 0.333 0.442
δσi(stat,exp.) (pb) 0.092 0.117 0.140 0.164 0.184 0.209 0.245 0.288 0.354 0.459
δσi(syst,unc) (pb) 0.014 0.010 0.011 0.010 0.013 0.015 0.024 0.027 0.040 0.071
δσi(syst,cor) (pb) 0.002 0.002 0.003 0.003 0.004 0.004 0.007 0.008 0.012 0.020√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

204-210 217.30 205.96

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.678 0.578 0.768 1.052 1.620 1.734 1.873 2.903 4.638 7.886

δσi(stat) (pb) 0.111 0.114 0.140 0.168 0.212 0.226 0.238 0.302 0.394 0.534
δσi(stat,exp.) (pb) 0.089 0.117 0.141 0.164 0.186 0.216 0.251 0.303 0.387 0.528
δσi(syst,unc) (pb) 0.015 0.008 0.010 0.012 0.019 0.020 0.021 0.034 0.054 0.097
δσi(syst,cor) (pb) 0.002 0.002 0.003 0.004 0.006 0.006 0.006 0.010 0.016 0.027

Table E.9: W− differential angular cross-section in the 10 angular bins for the four chosen energy
intervals for the L3 experiment. For each energy range, the measured integrated luminosity and
the luminosity-weighted centre-of-mass energy is reported. The results per angular bin in each
energy interval are then presented: σi indicates the average of d[σWW(BReν+BRµν)]/dcosθW−

in the i-th bin of cosθW− with width 0.2. The values in each bin of the measured and expected
statistical error and of the systematic errors, LEP uncorrelated and correlated, are reported as
well. All values are expressed in pb.
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OPAL [160]√
s interval (GeV) Luminosity (pb−1) Luminosity weighted

√
s (GeV)

180-184 57.38 182.68

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.462 0.910 1.101 1.247 1.910 2.291 2.393 2.871 3.851 4.746

δσi(stat) (pb) 0.228 0.298 0.313 0.333 0.408 0.451 0.461 0.507 0.602 0.689
δσi(stat,exp.) (pb) 0.276 0.286 0.296 0.328 0.353 0.396 0.444 0.502 0.599 0.735
δσi(syst,unc) (pb) 0.008 0.013 0.013 0.020 0.018 0.017 0.033 0.046 0.052 0.089
δσi(syst,cor) (pb) 0.003 0.003 0.003 0.002 0.002 0.003 0.003 0.003 0.004 0.005√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

184-194 212.37 189.04

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.621 0.980 1.004 1.125 1.193 1.944 2.190 2.696 3.622 5.798

δσi(stat) (pb) 0.135 0.160 0.158 0.165 0.168 0.213 0.228 0.256 0.305 0.401
δσi(stat,exp.) (pb) 0.139 0.145 0.154 0.167 0.180 0.202 0.230 0.267 0.326 0.417
δσi(syst,unc) (pb) 0.008 0.013 0.013 0.020 0.018 0.017 0.033 0.046 0.052 0.089
δσi(syst,cor) (pb) 0.003 0.003 0.003 0.002 0.002 0.003 0.003 0.003 0.004 0.005√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

194-204 190.67 198.35

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.651 0.678 0.834 1.397 1.543 1.994 1.844 2.422 4.168 7.044

δσi(stat) (pb) 0.147 0.145 0.153 0.191 0.200 0.224 0.219 0.256 0.344 0.472
δσi(stat,exp.) (pb) 0.140 0.148 0.156 0.168 0.185 0.204 0.238 0.282 0.353 0.478
δσi(syst,unc) (pb) 0.008 0.013 0.013 0.020 0.018 0.017 0.033 0.046 0.052 0.089
δσi(syst,cor) (pb) 0.003 0.003 0.003 0.002 0.002 0.003 0.003 0.003 0.004 0.005√

s interval (GeV) Luminosity (pb−1) Luminosity weighted
√
s (GeV)

204-210 220.45 205.94

cosθW− bin i 1 2 3 4 5 6 7 8 9 10
σi (pb) 0.496 0.606 0.453 0.989 1.116 1.919 2.303 2.874 4.573 7.129

δσi(stat) (pb) 0.122 0.129 0.111 0.151 0.158 0.206 0.227 0.256 0.335 0.442
δσi(stat,exp.) (pb) 0.123 0.133 0.140 0.149 0.164 0.185 0.215 0.258 0.331 0.458
δσi(syst,unc) (pb) 0.008 0.013 0.013 0.020 0.018 0.017 0.033 0.046 0.052 0.089
δσi(syst,cor) (pb) 0.003 0.003 0.003 0.002 0.002 0.003 0.003 0.003 0.004 0.005

Table E.10: W− differential angular cross-section in the 10 angular bins for the four cho-
sen energy intervals for the OPAL experiment. For each energy range, the measured in-
tegrated luminosity and the luminosity-weighted centre-of-mass energy is reported. The re-
sults per angular bin in each energy interval are then presented: σi indicates the average of
d[σWW(BReν+BRµν)]/dcosθW− in the i-th bin of cosθW− with width 0.2. The values in each bin
of the measured and expected statistical error and of the systematic errors, LEP uncorrelated
and correlated, are reported as well. All values are expressed in pb.
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√
s (LCEC) (LUEU) (LUEC)

(GeV) σZZ ∆σstat
ZZ ∆σsyst

ZZ ∆σsyst
ZZ ∆σsyst

ZZ ∆σZZ ∆σ
stat (exp)
ZZ

ALEPH [179]
182.7 0.11 +0.16

−0.11 ±0.01 ±0.03 ±0.03 +0.16
−0.12 ±0.14

188.6 0.67 +0.13
−0.12 ±0.01 ±0.03 ±0.03 +0.14

−0.13 ±0.13
191.6 0.62 +0.40

−0.32 ±0.01 ±0.06 ±0.01 +0.40
−0.33 ±0.36

195.5 0.73 +0.24
−0.21 ±0.01 ±0.06 ±0.01 +0.25

−0.22 ±0.23
199.5 0.91 +0.24

−0.21 ±0.01 ±0.08 ±0.01 +0.25
−0.22 ±0.23

201.6 0.71 +0.31
−0.26 ±0.01 ±0.08 ±0.01 +0.32

−0.27 ±0.29
204.9 1.20 +0.27

−0.25 ±0.01 ±0.07 ±0.02 +0.28
−0.26 ±0.26

206.6 1.05 +0.21
−0.20 ±0.01 ±0.06 ±0.01 +0.22

−0.21 ±0.21
DELPHI [180]

182.7 0.35 +0.20
−0.15 ±0.01 ±0.00 ±0.02 +0.20

−0.15 ±0.16
188.6 0.52 +0.12

−0.11 ±0.01 ±0.00 ±0.02 +0.12
−0.11 ±0.13

191.6 0.63 +0.36
−0.30 ±0.01 ±0.01 ±0.02 +0.36

−0.30 ±0.35
195.5 1.05 +0.25

−0.22 ±0.01 ±0.01 ±0.02 +0.25
−0.22 ±0.21

199.5 0.75 +0.20
−0.18 ±0.01 ±0.01 ±0.01 +0.20

−0.18 ±0.21
201.6 0.85 +0.33

−0.28 ±0.01 ±0.01 ±0.01 +0.33
−0.28 ±0.32

204.9 1.03 +0.23
−0.20 ±0.02 ±0.01 ±0.01 +0.23

−0.20 ±0.23
206.6 0.96 +0.16

−0.15 ±0.02 ±0.01 ±0.01 +0.16
−0.15 ±0.17

L3 [181]
182.7 0.31 ±0.16 ±0.05 ±0.00 ±0.01 ±0.17 ±0.16
188.6 0.73 ±0.15 ±0.02 ±0.02 ±0.02 ±0.15 ±0.15
191.6 0.29 ±0.22 ±0.01 ±0.01 ±0.02 ±0.22 ±0.34
195.5 1.18 ±0.24 ±0.04 ±0.05 ±0.06 ±0.26 ±0.22
199.5 1.25 ±0.25 ±0.04 ±0.05 ±0.07 ±0.27 ±0.24
201.6 0.95 ±0.38 ±0.03 ±0.04 ±0.05 ±0.39 ±0.35
204.9 0.77 +0.21

−0.19 ±0.01 ±0.01 ±0.04 +0.21
−0.19 ±0.22

206.6 1.09 +0.17
−0.16 ±0.02 ±0.02 ±0.06 +0.18

−0.17 ±0.17
OPAL [182]

182.7 0.12 +0.20
−0.18 ±0.00 ±0.03 ±0.00 +0.20

−0.18 ±0.19
188.6 0.80 +0.14

−0.13 ±0.01 ±0.05 ±0.03 +0.15
−0.14 ±0.14

191.6 1.29 +0.47
−0.40 ±0.02 ±0.09 ±0.05 +0.48

−0.41 ±0.36
195.5 1.13 +0.26

−0.24 ±0.02 ±0.06 ±0.05 +0.27
−0.25 ±0.25

199.5 1.05 +0.25
−0.22 ±0.02 ±0.05 ±0.04 +0.26

−0.23 ±0.25
201.6 0.79 +0.35

−0.29 ±0.02 ±0.05 ±0.03 +0.36
−0.30 ±0.37

204.9 1.07 +0.27
−0.24 ±0.02 ±0.06 ±0.04 +0.28

−0.25 ±0.26
206.6 0.97 +0.19

−0.18 ±0.02 ±0.05 ±0.04 +0.20
−0.19 ±0.20

Table E.11: Z-pair production cross-section (in pb) at different energies from the four LEP
experiments. The first column contains the LEP centre-of-mass energy, the second the mea-
surements and the third the statistical uncertainty. The fourth, the fifth and the sixth columns
list the different components of the systematic errors as defined in Table E.5. The total error is
given in the seventh column, and the eighth column lists the symmetrised expected statistical
error for each of the four experiments.
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LEP√
s (LCEC) (LUEU) (LUEC)

(GeV) σZZ ∆σstat
ZZ ∆σsyst

ZZ ∆σsyst
ZZ ∆σsyst

ZZ ∆σZZ χ2/dof

182.7 0.22 ±0.08 ±0.02 ±0.01 ±0.01 ±0.08














































14.5/24

188.6 0.66 ±0.07 ±0.01 ±0.01 ±0.01 ±0.07
191.6 0.67 ±0.17 ±0.01 ±0.03 ±0.01 ±0.18
195.5 1.00 ±0.11 ±0.02 ±0.02 ±0.02 ±0.12
199.5 0.95 ±0.12 ±0.02 ±0.02 ±0.02 ±0.12
201.6 0.81 ±0.17 ±0.02 ±0.02 ±0.01 ±0.18
204.9 0.98 ±0.12 ±0.01 ±0.02 ±0.02 ±0.13
206.6 1.00 ±0.09 ±0.02 ±0.02 ±0.02 ±0.09

Table E.12: LEP combined Z-pair production cross-section (in pb) at different energies. The
first column contains the LEP centre-of-mass energy, the second the measurements and the
third the statistical uncertainty. The fourth, the fifth and the sixth columns list the different
components of the systematic errors as defined in Table E.5. The total error is given in the
seventh column, and the eighth column lists the χ2/dof of the fit.

√
s ZZ cross-section (pb)

(GeV) σYFSZZZZ σZZTOZZ

182.7 0.254[1] 0.25425[2]

188.6 0.655[2] 0.64823[1]

191.6 0.782[2] 0.77670[1]

195.5 0.897[3] 0.89622[1]

199.5 0.981[2] 0.97765[1]

201.6 1.015[1] 1.00937[1]

204.9 1.050[1] 1.04335[1]

206.6 1.066[1] 1.05535[1]

Table E.13: Z-pair cross-section predictions (in pb) interpolated at the data centre-of-mass
energies, according to the YFSZZ [183] and ZZTO [184] predictions. The numbers in brackets
are the errors on the last digit and arise from the numerical integration of the cross-section
only.
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√
s (LCEU) (LCEC) (LUEU) (LUEC)

(GeV) RZZ ∆Rstat
ZZ ∆Rsyst

ZZ ∆Rsyst
ZZ ∆Rsyst

ZZ ∆Rsyst
ZZ ∆RZZ χ2/dof

YFSZZ [183]

182.7 0.857 ±0.307 ±0.018 ±0.068 ±0.041 ±0.040 ±0.320














































14.5/24

188.6 1.007 ±0.104 ±0.020 ±0.019 ±0.022 ±0.018 ±0.111
191.6 0.859 ±0.220 ±0.017 ±0.013 ±0.032 ±0.016 ±0.224
195.5 1.118 ±0.127 ±0.023 ±0.021 ±0.025 ±0.019 ±0.134
199.5 0.970 ±0.119 ±0.020 ±0.018 ±0.025 ±0.016 ±0.126
201.6 0.800 ±0.170 ±0.016 ±0.016 ±0.023 ±0.012 ±0.174
204.9 0.928 ±0.116 ±0.019 ±0.013 ±0.019 ±0.014 ±0.121
206.6 0.938 ±0.085 ±0.019 ±0.014 ±0.017 ±0.016 ±0.091

Average 0.960 ±0.045 ±0.008 ±0.017 ±0.009 ±0.015 ±0.052 17.4/31

ZZTO [184]

182.7 0.857 ±0.307 ±0.018 ±0.068 ±0.041 ±0.040 ±0.320














































14.5/24

188.6 1.017 ±0.105 ±0.021 ±0.019 ±0.022 ±0.019 ±0.113
191.6 0.865 ±0.222 ±0.018 ±0.014 ±0.033 ±0.016 ±0.226
195.5 1.118 ±0.127 ±0.023 ±0.021 ±0.025 ±0.019 ±0.134
199.5 0.974 ±0.120 ±0.020 ±0.018 ±0.025 ±0.016 ±0.126
201.6 0.805 ±0.171 ±0.016 ±0.016 ±0.023 ±0.012 ±0.174
204.9 0.934 ±0.117 ±0.019 ±0.013 ±0.019 ±0.013 ±0.122
206.6 0.948 ±0.085 ±0.019 ±0.014 ±0.017 ±0.016 ±0.092

Average 0.966 ±0.046 ±0.008 ±0.017 ±0.009 ±0.015 ±0.052 17.4/31

Table E.14: Ratios of LEP combined Z-pair cross-section measurements to the expectations,
for different centre-of-mass energies and for all energies combined. The first column contains
the centre-of-mass energy, the second the combined ratios, the third the statistical errors. The
fourth to seventh columns contain the sources of systematic errors as defined in Table E.5. The
total error is given in the eighth column. The only LCEU systematic sources considered are the
statistical errors on the cross-section theoretical predictions, while the LCEC, LUEU and LUEC
sources are those coming from the corresponding errors on the cross-section measurements. For
the LEP averages, the χ2/dof of the fit is also given in the ninth column.
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√
s (LCEC) (LUEU) (LUEC)

(GeV) σWeν had ∆σstat
Weν had ∆σsyst

Weν had ∆σsyst
Weν had ∆σsyst

Weν had ∆σWeν had ∆σ
stat (exp)
Weν had

ALEPH [190]

182.7 0.44 +0.29
−0.24 ±0.01 ±0.01 ±0.01 +0.29

−0.24 ±0.26

188.6 0.33 +0.16
−0.14 ±0.02 ±0.01 ±0.01 +0.16

−0.15 ±0.16

191.6 0.52 +0.52
−0.40 ±0.02 ±0.01 ±0.01 +0.52

−0.40 ±0.45

195.5 0.61 +0.28
−0.25 ±0.02 ±0.01 ±0.01 +0.28

−0.25 ±0.25

199.5 1.06 +0.30
−0.27 ±0.02 ±0.01 ±0.01 +0.30

−0.27 ±0.24

201.6 0.72 +0.39
−0.33 ±0.02 ±0.01 ±0.02 +0.39

−0.33 ±0.34

204.9 0.34 +0.24
−0.21 ±0.02 ±0.01 ±0.02 +0.24

−0.21 ±0.25

206.6 0.64 +0.21
−0.19 ±0.02 ±0.01 ±0.02 +0.21

−0.19 ±0.19

DELPHI [191]

182.7 0.11 +0.30
−0.11 ±0.02 ±0.03 ±0.08 +0.31

−0.14 ±0.30

188.6 0.57 +0.19
−0.18 ±0.02 ±0.04 ±0.08 +0.21

−0.20 ±0.18

191.6 0.30 +0.47
−0.30 ±0.02 ±0.03 ±0.08 +0.48

−0.31 ±0.43

195.5 0.50 +0.29
−0.26 ±0.02 ±0.03 ±0.08 +0.30

−0.27 ±0.27

199.5 0.57 +0.27
−0.25 ±0.02 ±0.02 ±0.08 +0.28

−0.26 ±0.25

201.6 0.67 +0.39
−0.35 ±0.02 ±0.03 ±0.08 +0.40

−0.36 ±0.35

204.9 0.99 +0.32
−0.30 ±0.02 ±0.05 ±0.08 +0.33

−0.31 ±0.28

206.6 0.81 +0.22
−0.20 ±0.02 ±0.04 ±0.08 +0.23

−0.22 ±0.20

L3 [192, 193, 194]

182.7 0.58 +0.23
−0.20 ±0.03 ±0.03 ±0.00 +0.23

−0.20 ±0.21

188.6 0.52 +0.14
−0.13 ±0.02 ±0.02 ±0.00 +0.14

−0.13 ±0.14

191.6 0.84 +0.44
−0.37 ±0.03 ±0.03 ±0.00 +0.44

−0.37 ±0.41

195.5 0.66 +0.24
−0.22 ±0.02 ±0.03 ±0.00 +0.25

−0.23 ±0.21

199.5 0.37 +0.22
−0.20 ±0.01 ±0.02 ±0.00 +0.22

−0.20 ±0.22

201.6 1.10 +0.40
−0.35 ±0.05 ±0.05 ±0.00 +0.40

−0.35 ±0.35

204.9 0.42 +0.25
−0.21 ±0.02 ±0.03 ±0.00 +0.25

−0.21 ±0.25

206.6 0.66 +0.19
−0.17 ±0.02 ±0.03 ±0.00 +0.20

−0.18 ±0.20

LEP χ2/dof

182.7 0.42 ±0.15 ±0.02 ±0.02 ±0.01 ±0.15














































13.2/16

188.6 0.47 ±0.09 ±0.02 ±0.01 ±0.01 ±0.09
191.6 0.56 ±0.25 ±0.02 ±0.02 ±0.02 ±0.25
195.5 0.60 ±0.14 ±0.02 ±0.01 ±0.02 ±0.14
199.5 0.65 ±0.14 ±0.02 ±0.01 ±0.02 ±0.14
201.6 0.82 ±0.20 ±0.03 ±0.02 ±0.02 ±0.20
204.9 0.54 ±0.15 ±0.02 ±0.02 ±0.02 ±0.15
206.6 0.69 ±0.11 ±0.02 ±0.02 ±0.02 ±0.12

Table E.15: Single-W hadronic production cross-section (in pb) at different energies. The
first column contains the LEP centre-of-mass energy, and the second the measurements. The
third column reports the statistical error, and the fourth to the sixth columns list the different
systematic uncertainties. The labels LCEC, LUEU and LUEC are defined in Table E.5. The
seventh column contains the total error and the eighth lists the symmetrised expected statistical
error for the three LEP measurements, and, for the LEP combined value, the χ2/dof of the fit.
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√
s (LCEC) (LUEU) (LUEC)

(GeV) σWeν tot ∆σstat
Weν tot ∆σsyst

Weν tot ∆σsyst
Weν tot ∆σsyst

Weν tot ∆σWeν tot ∆σ
stat (exp)
Weν tot

ALEPH [190]

182.7 0.60 +0.32
−0.26 ±0.02 ±0.01 ±0.01 +0.32

−0.26 ±0.29

188.6 0.55 +0.18
−0.16 ±0.02 ±0.01 ±0.01 +0.18

−0.16 ±0.18

191.6 0.89 +0.58
−0.44 ±0.02 ±0.01 ±0.02 +0.58

−0.44 ±0.48

195.5 0.87 +0.31
−0.27 ±0.03 ±0.01 ±0.02 +0.31

−0.27 ±0.28

199.5 1.31 +0.32
−0.29 ±0.03 ±0.01 ±0.02 +0.32

−0.29 ±0.26

201.6 0.80 +0.42
−0.35 ±0.03 ±0.01 ±0.02 +0.42

−0.35 ±0.38

204.9 0.65 +0.27
−0.23 ±0.03 ±0.02 ±0.02 +0.27

−0.23 ±0.27

206.6 0.81 +0.22
−0.20 ±0.03 ±0.02 ±0.02 +0.22

−0.20 ±0.22

DELPHI [191]

182.7 0.69 +0.41
−0.23 ±0.02 ±0.04 ±0.08 +0.42

−0.25 ±0.33

188.6 0.75 +0.22
−0.20 ±0.02 ±0.04 ±0.08 +0.23

−0.22 ±0.20

191.6 0.40 +0.54
−0.31 ±0.02 ±0.03 ±0.08 +0.55

−0.33 ±0.48

195.5 0.68 +0.33
−0.28 ±0.02 ±0.03 ±0.08 +0.34

−0.38 ±0.30

199.5 0.95 +0.33
−0.29 ±0.02 ±0.03 ±0.08 +0.34

−0.30 ±0.29

201.6 1.24 +0.51
−0.42 ±0.02 ±0.04 ±0.08 +0.52

−0.43 ±0.41

204.9 1.06 +0.36
−0.30 ±0.02 ±0.05 ±0.08 +0.37

−0.32 ±0.33

206.6 1.14 +0.26
−0.23 ±0.02 ±0.04 ±0.08 +0.28

−0.25 ±0.23

L3 [192, 193, 194]

182.7 0.80 +0.28
−0.25 ±0.04 ±0.04 ±0.01 +0.28

−0.25 ±0.26

188.6 0.69 +0.16
−0.14 ±0.03 ±0.03 ±0.01 +0.16

−0.15 ±0.15

191.6 1.11 +0.48
−0.41 ±0.02 ±0.04 ±0.01 +0.48

−0.41 ±0.46

195.5 0.97 +0.27
−0.25 ±0.02 ±0.02 ±0.01 +0.27

−0.25 ±0.25

199.5 0.88 +0.26
−0.24 ±0.02 ±0.03 ±0.01 +0.26

−0.24 ±0.25

201.6 1.50 +0.45
−0.40 ±0.03 ±0.04 ±0.02 +0.45

−0.40 ±0.38

204.9 0.78 +0.29
−0.25 ±0.02 ±0.03 ±0.01 +0.29

−0.25 ±0.29

206.6 1.08 +0.21
−0.20 ±0.02 ±0.03 ±0.01 +0.21

−0.20 ±0.23

LEP χ2/dof

182.7 0.70 ±0.17 ±0.03 ±0.02 ±0.02 ±0.17














































8.1/16

188.6 0.66 ±0.10 ±0.02 ±0.02 ±0.01 ±0.10
191.6 0.81 ±0.27 ±0.02 ±0.02 ±0.02 ±0.28
195.5 0.85 ±0.16 ±0.02 ±0.01 ±0.02 ±0.16
199.5 1.05 ±0.15 ±0.02 ±0.01 ±0.02 ±0.16
201.6 1.17 ±0.23 ±0.03 ±0.02 ±0.02 ±0.23
204.9 0.80 ±0.17 ±0.02 ±0.02 ±0.02 ±0.17
206.6 1.00 ±0.13 ±0.03 ±0.02 ±0.02 ±0.14

Table E.16: Single-W total production cross-section (in pb) at different energies. The first
column contains the LEP centre-of-mass energy, and the second the measurements. The third
column reports the statistical error, and the fourth to the sixth columns list the different
systematic uncertainties. The labels LCEC, LUEU and LUEC are defined in Table E.5. The
seventh column contains the total error and the eighth lists the symmetrised expected statistical
error for the three LEP measurements, and, for the LEP combined values, the χ2/dof of the
fit.

205



√
s Weν →qqeν cross-section (pb) Weν total cross-section (pb)

(GeV) σ
grc4f
Weν had σWPHACT

Weν had σWTO
Weν had σ

grc4f
Weν tot σWPHACT

Weν tot

182.7 0.4194[1] 0.4070[2] 0.40934[8] 0.6254[1] 0.6066[2]

188.6 0.4699[1] 0.4560[2] 0.45974[9] 0.6999[1] 0.6796[2]

191.6 0.4960[1] 0.4810[2] 0.4852[1] 0.7381[2] 0.7163[2]

195.5 0.5308[2] 0.5152[2] 0.5207[1] 0.7896[2] 0.7665[3]

199.5 0.5673[2] 0.5509[3] 0.5573[1] 0.8431[2] 0.8182[3]

201.6 0.5870[2] 0.5704[4] 0.5768[1] 0.8718[2] 0.8474[4]

204.9 0.6196[2] 0.6021[4] 0.6093[2] 0.9185[3] 0.8921[4]

206.6 0.6358[2] 0.6179[4] 0.6254[2] 0.9423[3] 0.9157[5]

Table E.17: Single-W hadronic and total cross-section predictions (in pb) interpolated at the
data centre-of-mass energies, according to the grc4f [187], WPHACT [195] and WTO [198]
predictions. The numbers in brackets are the errors on the last digit and arise from the numerical
integration of the cross-section only.
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√
s (LCEU) (LCEC) (LUEU) (LUEC)

(GeV) RWeν ∆Rstat
Weν ∆Rsyst

Weν ∆Rsyst
Weν ∆Rsyst

Weν ∆Rsyst
Weν ∆RWeν χ2/dof

grc4f [187]

182.7 1.122 ±0.266 ±0.001 ±0.041 ±0.029 ±0.026 ±0.272














































8.1/16

188.6 0.936 ±0.142 ±0.001 ±0.033 ±0.022 ±0.024 ±0.149
191.6 1.094 ±0.370 ±0.001 ±0.030 ±0.026 ±0.028 ±0.373
195.5 1.081 ±0.199 ±0.001 ±0.028 ±0.017 ±0.023 ±0.203
199.5 1.242 ±0.183 ±0.001 ±0.028 ±0.017 ±0.022 ±0.187
201.6 1.340 ±0.258 ±0.001 ±0.031 ±0.021 ±0.023 ±0.261
204.9 0.873 ±0.185 ±0.001 ±0.025 ±0.020 ±0.020 ±0.189
206.6 1.058 ±0.138 ±0.001 ±0.026 ±0.019 ±0.021 ±0.143

Average 1.058 ±0.068 ±0.000 ±0.029 ±0.008 ±0.022 ±0.078 12.2/24

WPHACT [195]

182.7 1.157 ±0.274 ±0.001 ±0.043 ±0.030 ±0.027 ±0.281














































8.1/16

188.6 0.965 ±0.146 ±0.001 ±0.034 ±0.023 ±0.024 ±0.154
191.6 1.128 ±0.382 ±0.001 ±0.031 ±0.027 ±0.029 ±0.385
195.5 1.115 ±0.206 ±0.001 ±0.029 ±0.017 ±0.023 ±0.210
199.5 1.280 ±0.188 ±0.001 ±0.029 ±0.018 ±0.022 ±0.193
201.6 1.380 ±0.265 ±0.001 ±0.032 ±0.022 ±0.024 ±0.269
204.9 0.899 ±0.191 ±0.001 ±0.026 ±0.020 ±0.020 ±0.195
206.6 1.089 ±0.142 ±0.001 ±0.027 ±0.020 ±0.022 ±0.148

Average 1.090 ±0.070 ±0.000 ±0.030 ±0.008 ±0.023 ±0.080 12.2/24

Table E.18: Ratios of LEP combined total single-W cross-section measurements to the expec-
tations, for different centre-of-mass energies and for all energies combined. The first column
contains the centre-of-mass energy, the second the combined ratios, the third the statistical
errors. The fourth to seventh columns contain the sources of systematic errors, as defined in
Table E.5. The total error is given in the eighth column. The only LCEU systematic sources
considered are the statistical errors on the cross-section theoretical predictions, while the LCEC,
LUEU and LUEC sources are those arising from the corresponding errors on the cross-section
measurements.
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√
s (LCEC) (LUEU) (LUEC)

(GeV) σZee ∆σstat
Zee ∆σsyst

Zee ∆σsyst
Zee ∆σsyst

Zee ∆σZee ∆σ
stat (exp)
Zee

ALEPH [190]

182.7 0.27 +0.21
−0.16 ±0.01 ±0.02 ±0.01 +0.21

−0.16 ±0.20

188.6 0.42 +0.14
−0.12 ±0.01 ±0.03 ±0.01 +0.14

−0.12 ±0.12

191.6 0.61 +0.39
−0.29 ±0.01 ±0.03 ±0.01 +0.39

−0.29 ±0.29

195.5 0.72 +0.24
−0.20 ±0.01 ±0.03 ±0.01 +0.24

−0.20 ±0.18

199.5 0.60 +0.21
−0.18 ±0.01 ±0.03 ±0.01 +0.21

−0.18 ±0.17

201.6 0.89 +0.35
−0.28 ±0.01 ±0.03 ±0.01 +0.35

−0.28 ±0.24

204.9 0.42 +0.17
−0.14 ±0.01 ±0.03 ±0.01 +0.17

−0.15 ±0.17

206.6 0.70 +0.17
−0.15 ±0.01 ±0.03 ±0.01 +0.17

−0.15 ±0.14

DELPHI [191]

182.7 0.56 +0.27
−0.22 ±0.01 ±0.06 ±0.02 +0.28

−0.23 ±0.24

188.6 0.64 +0.15
−0.14 ±0.01 ±0.03 ±0.02 +0.16

−0.14 ±0.14

191.6 0.63 +0.40
−0.30 ±0.01 ±0.03 ±0.03 +0.40

−0.30 ±0.32

195.5 0.66 +0.22
−0.18 ±0.01 ±0.02 ±0.03 +0.22

−0.19 ±0.19

199.5 0.57 +0.20
−0.17 ±0.01 ±0.02 ±0.02 +0.20

−0.17 ±0.18

201.6 0.19 +0.21
−0.16 ±0.01 ±0.02 ±0.01 +0.21

−0.16 ±0.25

204.9 0.37 +0.18
−0.15 ±0.01 ±0.02 ±0.02 +0.18

−0.15 ±0.19

206.6 0.69 +0.16
−0.14 ±0.01 ±0.01 ±0.03 +0.16

−0.14 ±0.14

L3 [203]

182.7 0.51 +0.19
−0.16 ±0.02 ±0.01 ±0.03 +0.19

−0.16 ±0.16

188.6 0.55 +0.10
−0.09 ±0.02 ±0.01 ±0.03 +0.11

−0.10 ±0.09

191.6 0.60 +0.26
−0.21 ±0.01 ±0.01 ±0.03 +0.26

−0.21 ±0.21

195.5 0.40 +0.13
−0.11 ±0.01 ±0.01 ±0.03 +0.13

−0.11 ±0.13

199.5 0.33 +0.12
−0.10 ±0.01 ±0.01 ±0.03 +0.13

−0.11 ±0.14

201.6 0.81 +0.27
−0.23 ±0.02 ±0.02 ±0.03 +0.27

−0.23 ±0.19

204.9 0.56 +0.16
−0.14 ±0.01 ±0.01 ±0.03 +0.16

−0.14 ±0.14

206.6 0.59 +0.12
−0.10 ±0.01 ±0.01 ±0.03 +0.12

−0.11 ±0.11

LEP χ2/dof

182.7 0.45 ±0.11 ±0.01 ±0.02 ±0.01 ±0.11














































13.0/16

188.6 0.53 ±0.07 ±0.01 ±0.01 ±0.01 ±0.07
191.6 0.61 ±0.15 ±0.01 ±0.02 ±0.01 ±0.15
195.5 0.55 ±0.09 ±0.01 ±0.01 ±0.01 ±0.10
199.5 0.47 ±0.09 ±0.01 ±0.02 ±0.01 ±0.10
201.6 0.67 ±0.13 ±0.01 ±0.01 ±0.01 ±0.13
204.9 0.47 ±0.10 ±0.01 ±0.01 ±0.01 ±0.10
206.6 0.65 ±0.07 ±0.01 ±0.01 ±0.01 ±0.08

Table E.19: Single-Z hadronic production cross-section (in pb) at different energies. The first
column contains the LEP centre-of-mass energy, and the second the measurements. The third
column reports the statistical error, and the fourth to the sixth columns list the different
systematic uncertainties. The labels LCEC, LUEU and LUEC are defined in Table E.5. The
seventh column contains the total error and the eighth lists the symmetrised expected statistical
error for each of the three LEP experiments, and, for the LEP combined value, the χ2/dof of
the fit.
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√
s Zee cross-section (pb)

(GeV) σWPHACT
Zee σ

grc4f
Zee

182.7 0.51275[4] 0.51573[4]

188.6 0.53686[4] 0.54095[5]

191.6 0.54883[4] 0.55314[5]

195.5 0.56399[5] 0.56891[4]

199.5 0.57935[5] 0.58439[4]

201.6 0.58708[4] 0.59243[4]

204.9 0.59905[4] 0.60487[4]

206.6 0.61752[4] 0.60819[4]

Table E.20: Zee hadronic cross-section predictions (in pb) interpolated at the data centre-of-
mass energies, according to the WPHACT [195] and grc4f [187] predictions. The numbers
in brackets are the errors on the last digit and arise from the numerical integration of the
cross-section only.
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√
s (LCEU) (LCEC) (LUEU) (LUEC)

(GeV) RZee ∆Rstat
Zee ∆Rsyst

Zee ∆Rsyst
Zee ∆Rsyst

Zee ∆Rsyst
Zee ∆RZee χ2/dof

grc4f [187]

182.7 0.871 ±0.214 ±0.000 ±0.020 ±0.035 ±0.025 ±0.219














































13.0/16

188.6 0.982 ±0.120 ±0.000 ±0.022 ±0.023 ±0.024 ±0.126
191.6 1.104 ±0.272 ±0.000 ±0.019 ±0.027 ±0.025 ±0.276
195.5 0.964 ±0.163 ±0.000 ±0.016 ±0.024 ±0.025 ±0.167
199.5 0.809 ±0.160 ±0.000 ±0.018 ±0.030 ±0.023 ±0.165
201.6 1.126 ±0.219 ±0.000 ±0.023 ±0.024 ±0.021 ±0.222
204.9 0.769 ±0.157 ±0.000 ±0.019 ±0.019 ±0.021 ±0.160
206.6 1.062 ±0.119 ±0.000 ±0.018 ±0.018 ±0.024 ±0.124

Average 0.955 ±0.057 ±0.000 ±0.019 ±0.009 ±0.023 ±0.065 17.1/23

WPHACT [195]

182.7 0.876 ±0.215 ±0.000 ±0.020 ±0.035 ±0.025 ±0.220














































13.0/16

188.6 0.990 ±0.120 ±0.000 ±0.022 ±0.023 ±0.025 ±0.127
191.6 1.112 ±0.274 ±0.000 ±0.020 ±0.027 ±0.026 ±0.277
195.5 0.972 ±0.164 ±0.000 ±0.016 ±0.025 ±0.025 ±0.168
199.5 0.816 ±0.161 ±0.000 ±0.019 ±0.030 ±0.023 ±0.167
201.6 1.135 ±0.221 ±0.000 ±0.023 ±0.024 ±0.021 ±0.224
204.9 0.776 ±0.158 ±0.000 ±0.019 ±0.019 ±0.021 ±0.162
206.6 1.067 ±0.120 ±0.000 ±0.018 ±0.018 ±0.024 ±0.125

Average 0.962 ±0.057 ±0.000 ±0.020 ±0.009 ±0.024 ±0.065 17.0/23

Table E.21: Ratios of LEP combined single-Z hadronic cross-section measurements to the ex-
pectations, for different centre-of-mass energies and for all energies combined. The first column
contains the centre-of-mass energy, the second the combined ratios, the third the statistical
errors. The fourth to seventh columns contain the sources of systematic errors as defined in
Table E.5. The total error is given in the eighth column. The only LCEU systematic sources
considered are the statistical errors on the cross-section theoretical predictions, while the LCEC,
LUEU and LUEC sources are those arising from the corresponding errors on the cross-section
measurements. For the LEP averages, the χ2/dof of the fit is also given in the ninth column.
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Appendix F

Constraints on the Standard Model

F.1 Introduction

The experimental measurements used here to place constraints on the Standard Model (SM)
consist of three groups: (i) the final Z-pole results measured in electron-positron collisions by
the ALEPH, DELPHI, L3, OPAL and SLD experiments, as combined in Reference [4]; (ii) the
mass and width of the W boson measured at LEP-II and described earlier in this report; and
(iii) the measurements of the mass of the top quark and the mass and width of the W boson
at the Tevatron collider.

The measurements allow checks of the validity of the SM and, within its framework, to
infer valuable information about its fundamental parameters. The accuracy of the Z-boson and
W-boson measurements makes them sensitive to the mass of the top quark mt, and to the mass
of the Higgs boson mH through electroweak loop corrections. While the leading mt dependence
is quadratic, the leading mH dependence is logarithmic. Therefore, the inferred constraints on
mt are much stronger than those on mH.

In a first step, the predictions for the mass and width of the W boson based on measure-
ments performed at lower Z-pole centre-of-mass energies (LEP-I, SLC, etc) [4] are compared
to the direct measurements performed at LEP-II and the Tevatron. The comparison between
prediction and direct measurement is also performed for the mass of the top quark. Finally, all
measurements are used to infer constraints on the Higgs boson of the minimal SM.

This analysis updates our previous analysis [4]. Similar analyses of this type are presented
in References [178, 272], obtaining equivalent results when accounting for the different sets of
measurements considered.

F.2 Measurements

The measured quantities considered here are summarised in Table F.1. The predictions of these
observables are also shown in this table, derived from the results of the SM fit to the combined
high-Q2 measurements described in the last column of Table F.2. The measurements obtained
at the Z pole by the LEP and SLC experiments ALEPH, DELPHI, L3, OPAL and SLD and
their combinations, reported in parts a), b) and c) of Table F.1, are final and published [4].

The measurements of the W-boson mass published by CDF [274, 241] and D0 [281, 242],
and on the W-boson width published by CDF [289, 239] and D0 [290, 240] are combined by the
Tevatron Electroweak Working Group, based on a detailed treatment of correlated systematic
uncertainties, with the result: mW = 80.387±0.016 GeV [291] and ΓW = 2.050±0.058 GeV [292].
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Combining these Tevatron results with the final LEP-II results presented in Chapter 7 of this
report, mW = 80.376± 0.033 GeV and ΓW = 2.195 ± 0.083 GeV, the resulting world averages
are:

mW = 80.385± 0.015 GeV (F.1)

ΓW = 2.085± 0.042 GeV , (F.2)

and are used in the following.
For the mass of the top quark, mt, the published results from CDF [293] and D0 [301]

are combined by the Tevatron Electroweak Working Group with the result: mt = 173.2 ±
0.9 GeV [307].

In addition to these high-Q2 results, the following results measured in low-Q2 interactions
and reported in Table F.3 are considered: (i) the measurements of atomic parity violation
in caesium[309], with the numerical result[312] based on a revised analysis of QED radiative
corrections applied to the raw measurement; (ii) the result of the E-158 collaboration on the
electroweak mixing angle1 measured in Møller scattering [313]; and (iii) the final result of the
NuTeV collaboration on neutrino-nucleon neutral to charged current cross-section ratios [315].

Using neutrino-nucleon data with an average Q2 ≃ 20 GeV2, the NuTeV collaboration
has extracted the left- and right-handed couplings combinations g2νLud = 4g2Lν(g

2
Lu + g2Ld) =

[1/2− sin2 θeff +(5/9) sin4 θeff ]ρνρud and g2νRud = 4g2Lν(g
2
Ru+ g2Rd) = (5/9) sin4 θeffρνρud, with the

ρ parameters for example defined in [317]. The NuTeV results for the effective couplings are:
g2νLud = 0.30005± 0.00137 and g2νRud = 0.03076± 0.00110, with a correlation of −0.017. While
the result on gνRud agrees with the SM expectation, the result on gνLud, relatively measured
nearly eight times more precisely than gνRud, shows a deficit with respect to the expectation at
the level of 2.9 standard deviations [315]. A recent study finds that EMC-like isovector effects
are able to explain this difference [318].

An important quantity in electroweak analyses is given by the running electromagnetic
fine-structure constant, α(m2

Z). The uncertainty in α(m2
Z) arises from the contribution of light

quarks to the photon vacuum polarisation, ∆α
(5)
had(m

2
Z):

α(m2
Z) =

α(0)

1−∆αℓ(m2
Z)−∆α

(5)
had(m

2
Z)−∆αtop(m2

Z)
, (F.3)

where α(0) = 1/137.036. The top contribution, −0.00007(1), depends on the mass of the top
quark. The leptonic contribution is calculated to third order [320] to be 0.03150, with negli-

gible uncertainty. For the hadronic contribution ∆α
(5)
had(m

2
Z), we use the new result 0.02750 ±

0.00033 [321] listed in the first row of Table F.1, which takes into account recent results on
electron-positron annihilations into hadrons at low centre-of-mass energies measured by the
BES, CMD-2, KLOE and BABAR collaborations. The reduced uncertainty of 0.00033 still
causes an error of 0.00012 on the SM prediction of sin2 θlepteff and of 0.08 on the fitted value of
log(mH), while the αS(m

2
Z) values presented here are stable against a variation of α(m2

Z) in the

interval quoted. Several evaluations of ∆α
(5)
had(m

2
Z) exist which are more theory driven [322, 335],

resulting in a much reduced uncertainty. To show the effect of the α(m2
Z) uncertainty on the

results, we also use the most recent of these evaluations, 0.02757± 0.00010 [335].

1 E-158 quotes in the MS scheme, evolved to Q2 = m2

Z
. We add 0.00029 to the quoted value in order to

obtain the effective electroweak mixing angle [178].
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Measurement with Systematic Standard- Pull

Total Error Error Model fit

∆α
(5)
had(m

2
Z)[321] 0.02750± 0.00033 0.02759 −0.3

a) LEP-I

line-shape and

lepton asymmetries:

mZ [GeV] 91.1875± 0.0021 (a)0.0017 91.1874 0.0

ΓZ [GeV] 2.4952± 0.0023 (a)0.0012 2.4959 −0.3

σ0
had [nb] 41.540± 0.037 (b)0.028 41.478 1.7

R0
ℓ 20.767± 0.025 (b)0.007 20.742 1.0

A0, ℓ
FB 0.0171± 0.0010 (b)0.0003 0.0164 0.7

+ correlation matrix [4]

τ polarisation:

Aℓ (Pτ ) 0.1465± 0.0033 0.0016 0.1481 −0.5

qq charge asymmetry:

sin2 θlepteff (Qhad
FB ) 0.2324± 0.0012 0.0010 0.231439 0.8

b) SLD

Aℓ (SLD) 0.1513± 0.0021 0.0010 0.1481 1.6

c) LEP-I/SLD Heavy Flavour

R0
b 0.21629± 0.00066 0.00050 0.21579 0.8

R0
c 0.1721± 0.0030 0.0019 0.1723 −0.1

A0, b
FB 0.0992± 0.0016 0.0007 0.1038 −2.9

A0, c
FB 0.0707± 0.0035 0.0017 0.0742 −1.0

Ab 0.923± 0.020 0.013 0.935 −0.6

Ac 0.670± 0.027 0.015 0.668 0.1

+ correlation matrix [4]

d) LEP-II and Tevatron

mW [GeV] (LEP-II, Tevatron) 80.385± 0.015 80.377 0.5

ΓW [GeV] (LEP-II, Tevatron) 2.085± 0.042 2.092 −0.2

mt [GeV] (Tevatron [307]) 173.2± 0.9 173.3 −0.1

Table F.1: Summary of high-Q2 measurements included in the combined analysis of SM
parameters. Section a) summarises LEP-I averages, Section b) SLD results (Aℓ includes ALR

and the polarised lepton asymmetries), Section c) the LEP-I and SLD heavy flavour results,
and Section d) electroweak measurements from LEP-II and the Tevatron. The total errors in
column 2 include the systematic errors listed in column 3; the determination of the systematic
part of each error is approximate. The SM results in column 4 and the pulls (difference
between measurement and fit in units of the total measurement error) in column 5 are derived
from the SM fit to all high-Q2 data, see Table F.2 column 4.
(a)The systematic errors on mZ and ΓZ contain the errors arising from the uncertainties in the LEP-I
beam energy only.
(b)Only common systematic errors are indicated.
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An additional input parameter, not shown in Table F.1, is the Fermi constant GF , deter-
mined from the µ lifetime: GF = 1.16637(1) · 10−5 GeV−2[337]. New measurements of GF yield
values which are in good agreement [340]. The relative error of GF is comparable to that of
mZ; both uncertainties have negligible effects on the fit results.

F.3 Theoretical Uncertainties

Detailed studies of the theoretical uncertainties in the SM predictions due to missing higher-
order electroweak corrections and their interplay with QCD corrections had been carried out
by the working group on ‘Precision calculations for the Z resonance’[317], and later in Refer-
ences [343] and [344]. Theoretical uncertainties are evaluated by comparing different but, within
our present knowledge, equivalent treatments of aspects such as resummation techniques, mo-
mentum transfer scales for vertex corrections and factorisation schemes. The effects of these
theoretical uncertainties are reduced by the inclusion of higher-order corrections[345, 349] in
the electroweak libraries TOPAZ0 [351] and ZFITTER [36].

The use of the higher-order QCD corrections[349] increases the value of αS(m
2
Z) by 0.001,

as expected. The effect of missing higher-order QCD corrections on αS(m
2
Z) dominates missing

higher-order electroweak corrections and uncertainties in the interplay of electroweak and QCD
corrections. A discussion of theoretical uncertainties in the determination of αS can be found in
References [317] and [355], with a more recent analysis in Reference [358] where the theoretical
uncertainty is estimated to be about 0.001 for the analyses presented in the following.

The complete (fermionic and bosonic) two-loop corrections for the calculation of mW [359],
and the complete fermionic two-loop corrections for the calculation of sin2 θlepteff [360] have been
calculated. Including three-loop top-quark contributions to the ρ parameter in the limit of
large mt [361], efficient routines for evaluating these corrections have been implemented since
version 6.40 in the semi-analytical program ZFITTER. The remaining theoretical uncertainties
are estimated to be 4 MeV on mW and 0.000049 on sin2 θlepteff . The latter uncertainty dominates
the theoretical uncertainty in the SM fits and the extraction of constraints on the mass of the
Higgs boson presented below. For a consistent treatment, the complete two-loop calculation
for the partial Z decay widths should be calculated.

The theoretical uncertainties discussed above are not included in the results presented in
Tables F.2 and F.3. At present the impact of theoretical uncertainties on the determination of
SM parameters from the precise electroweak measurements is small compared to the error due
to the uncertainty in the value of α(m2

Z), which is included in the results.

F.4 Standard-Model Analyses

Strong Coupling Constant

Of the measurements listed in Table F.1, R0
ℓ is the one most sensitive to QCD corrections.

For mZ = 91.1875 GeV and imposing mt = 173.2 ± 0.9 GeV [307] as a constraint, αS =
0.1223± 0.0038 is obtained. Alternatively, σ0

lep ≡ σ0
had/R

0
ℓ = 2.0003± 0.0027 nb [4], which has

higher sensitivity to QCD corrections and less dependence on mH, yields: αS = 0.1179±0.0030.
The central values obtained increase by 0.0013 and 0.0010, respectively, when changing mH

from 100 GeV to 300 GeV. These results on αS, as well as those reported in the next section,
are in good agreement with both independent measurements of αS and the world average
αS(m

2
Z) = 0.1184± 0.0007 [362].
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Electroweak Analyses

In the following, several different SM analyses as reported in Table F.2 are discussed. The χ2

minimisation is performed with the program MINUIT [155], and the predictions are calculated

with ZFITTER 6.43 as a function of the five SM input parameters ∆α
(5)
had(m

2
Z), αS(m

2
Z), mZ,

mt and log10(mH/GeV) which are varied simultaneously in the fits; see [4] for details on the
fit procedure. The somewhat large χ2/dof for all of these fits is caused by the large dispersion
in the values of the leptonic effective electroweak mixing angle measured through the various
asymmetries at LEP-I and SLD [4]. Following [4] for the analyses presented here, this dispersion
is interpreted as a fluctuation in one or more of the input measurements, and thus we neither
modify nor exclude any of them. A further significant increase in χ2/dof is observed when the
low-Q2 NuTeV results are included in the analysis.

To test the agreement between the Z-pole data [4] (LEP-I and SLD) and the SM, a fit to these
data is performed. This fit differs from the corresponding analysis reported in Reference [4] in

that the new result for ∆α
(5)
had(m

2
Z) [321], reported in Table F.1, is used. The result is shown in

Table F.2, column 1. The indirect constraints onmW andmt are shown in Figure F.1, compared
with the direct measurements. Also shown are the SM predictions for Higgs masses between
114 and 1000 GeV. The indirect and direct results on mW and mt are in good agreement. In
both cases, a low value of the Higgs-boson mass is preferred.

For the fit shown in column 2 of Table F.2, the direct measurement of mt from the Tevatron
experiments is included, in order to obtain the best indirect determination of mW. The result is
also shown in Figure F.2. The indirect determination of the W-boson mass, 80.363±0.020 GeV,
is in good agreement with the direct measurements at LEP-II and the Tevatron, mW = 80.385±
0.015 GeV. For the fit shown in column 3 of Table F.2 and Figure F.3, the direct mW and ΓW

measurements from LEP-II and the Tevatron are included instead of the directmt measurement,
in order to obtain the constraint mt = 178+11

−8 GeV, in good agreement with the much more
precise direct measurement of mt = 173.2± 0.9 GeV.

The best constraints on mH are obtained when all high-Q2 measurements are used in the
fit. The results of this fit are shown in column 4 of Table F.2. The predictions of this fit
for observables measured in high-Q2 and low-Q2 reactions are listed in Tables F.1 and F.3,
respectively. In Figure F.4 the observed value of ∆χ2 ≡ χ2 − χ2

min as a function of mH is
plotted for this fit including all high-Q2 results. The solid curve is the result using ZFITTER,
and corresponds to the last column of Table F.2. The shaded band represents the uncertainty
due to uncalculated higher-order corrections, as estimated by ZFITTER. Also shown is the
result (dashed curve) obtained when using ∆α

(5)
had(m

2
Z) of Reference [335].

The 95% one-sided confidence level upper limit on mH (taking the band into account) is
152 GeV. When the 95% C.L. lower limit on mH of 114.4 GeV obtained from direct searches
at LEP-II [363] is included, the upper limit increases from 152 GeV to 171 GeV.

Given the direct measurements of the other four SM input parameters, each observable is
equivalent to a constraint on the mass of the SM Higgs boson. These constraints are compared
in Figure F.5. For very low Higgs-masses, the constraints are qualitative only as the effects of
real Higgs-strahlung, neither included in the experimental analyses nor in the SM calculations
of expectations, may become sizeable [364]. Besides the measurement of the W mass, the most
sensitive measurements are the asymmetries, i.e., sin2 θlepteff . A reduced uncertainty for the value
of α(m2

Z) would therefore result in an improved constraint on logmH and thus mH, as already
shown in Figure F.4.

Direct searches for the Higgs boson of the SM are currently performed at the Tevatron and
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- 1 - - 2 - - 3 - - 4 -

all Z-pole all Z-pole data all Z-pole data all Z-pole data

data plus mt plus mW, ΓW plus mt, mW,ΓW

mt [GeV] 173+13
−10 173.2+0.9

−0.9 178.1+10.9
−7.8 173.3+0.9

−0.9

mH [GeV] 118+203
−64 122+59

−41 148+237
−81 94+29

−24

log10(mH/GeV) 2.07+0.43
−0.34 2.09+0.17

−0.18 2.17+0.41
−0.35 1.97+0.12

−0.13

αS(m
2
Z) 0.1190± 0.0027 0.1191± 0.0027 0.1190± 0.0028 0.1185± 0.0026

χ2/dof (P ) 16.0/10 (9.9%) 16.0/11 (14%) 16.5/12 (17%) 16.9/13 (21%)

sin2 θlepteff 0.23149 0.23149 0.23144 0.23139
±0.00016 ±0.00016 ±0.00014 ±0.00011

sin2 θW 0.22334 0.22332 0.22298 0.22305
±0.00062 ±0.00039 ±0.00026 ±0.00023

mW [GeV] 80.362± 0.032 80.363± 0.020 80.381± 0.013 80.377± 0.012

Table F.2: Results of the fits to: (1) all Z-pole data (LEP-I and SLD), (2) all Z-pole data plus
the direct mt determination, (3) all Z-pole data plus the direct mW and ΓW determinations,
(4) all Z-pole data plus the direct mt, mW,ΓW determinations (i.e., all high-Q2 results). As the
sensitivity to mH is logarithmic, both mH as well as log10(mH/GeV) are quoted. The bottom
part of the table lists derived results for sin2 θlepteff , sin2 θW and mW. See text for a discussion of
theoretical errors not included in the errors above.

Measurement with Standard-Model Pull

Total Error High-Q2 Fit

APV [312]

QW(Cs) −72.74± 0.46 −72.909± 0.025 0.4

Møller [313]

sin2 θMS(mZ) 0.2330± 0.0015 0.23110± 0.00011 1.3

νN [315]

g2νLud 0.30005± 0.00137 0.30397± 0.00013 2.9

g2νRud 0.03076± 0.00110 0.03011± 0.00002 0.6

Table F.3: Summary of measurements performed in low-Q2 reactions: atomic parity violation,
e−e− Møller scattering and neutrino-nucleon scattering. The SM results and the pulls (differ-
ence between measurement and fit in units of the total measurement error) are derived from
the SM fit including all high-Q2 data (Table F.2, column 4) with the Higgs mass treated as a
free parameter.
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the LHC. In summer 2012, the combined Higgs-boson analyses of the Tevatron experiments
CDF and D0 excluded the mass ranges of 100− 103 GeV and 147− 180 GeV and reported evi-
dence for a new particle with a combined significance of about three standard deviations [365].
At the same time, using both 2011 and some 2012 data, the LHC collaborations ATLAS and
CMS excluded the mass regions of 110− 122 GeV and 128− 600 GeV and both reported inde-
pendently the observation of a new particle in Higgs-boson searches with a significance of five
or more standard deviations [260]. The electroweak precision data are well compatible with
the hypothesis that the new particle, observed with a mass in the range of 125 − 126 GeV,
is the Higgs boson of the SM, as is also evident from Figures F.1 to F.5. If the new particle
is not the Higgs boson of the SM, the results of electroweak fits such as those presented here
may be unreliable because in that case the new particle is not considered in the calculation of
electroweak radiative corrections.
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Figure F.1: The comparison of the indirect constraints on mW and mt based on LEP-I/SLD
data (dashed contour) and the direct measurements from the LEP-II/Tevatron experiments
(solid contour). In both cases the 68% CL contours are plotted. Also shown is the SM re-
lationship for the masses as a function of the Higgs mass in the region favoured by theory
(< 1000 GeV) and allowed by direct searches (dark green bands). The arrow labelled ∆α
shows the variation of this relation if α(m2

Z) is changed by plus/minus one standard deviation.
This variation gives an additional uncertainty to the SM band shown in the figure.

218



80.3

80.4

80.5

10 10
2

10
3

mH  [GeV]

m
W

  [
G

eV
]

Excluded

High Q2 except mW/ΓW

68% CL

mW (LEP2, Tevatron)

 

Figure F.2: The 68% confidence level contour in mW and mH for the fit to all data except the
direct measurement of mW, indicated by the shaded horizontal band of ±1 sigma width. The
vertical bands show the 95% CL exclusion ranges on mH from the direct searches.
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Figure F.3: The 68% confidence level contour in mt and mH for the fit to all data except the
direct measurement of mt, indicated by the shaded horizontal band of ±1 sigma width. The
vertical bands show the 95% CL exclusion ranges on mH from the direct searches.
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Figure F.4: ∆χ2 = χ2 − χ2
min vs. mH curve. The line is the result of the fit using all high-Q2

data (last column of Table F.2); the band represents an estimate of the theoretical error due
to missing higher order corrections. The vertical bands show the 95% CL exclusion ranges on
mH from the direct searches. The dashed curve is the result obtained using the evaluation
of ∆α

(5)
had(m

2
Z) from Reference [335]. The dotted curve corresponds to a fit including also the

low-Q2 data from Table F.3.
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Figure F.5: Constraints on the mass of the Higgs boson from each observable. The Higgs-boson
mass and its 68% CL uncertainty is obtained from a five-parameter SM fit to the observable, con-
straining ∆α

(5)
had(m

2
Z) = 0.02750±0.00033, αS(m

2
Z) = 0.118±0.003, mZ = 91.1875±0.0021 GeV

and mt = 173.2 ± 0.9 GeV. Because of these four common constraints the resulting Higgs-
boson mass values are highly correlated. The shaded band denotes the overall constraint on
the mass of the Higgs boson derived from all observables including the above four SM parame-
ters as reported in the last column of Table F.2. Results are only shown for observables whose
measurement accuracy allows to constrain the Higgs-boson mass on the scale of the figure.
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[150] L. Lonnblad and T. Sjöstrand, Eur.Phys.J. C2 (1998) 165–180

[151] ALEPH Collaboration, S. Schael et al., Eur.Phys.J. C47 (2006) 309–335

[152] DELPHI Collaboration, J. Abdallah et al., Eur.Phys.J. C55 (2008) 1–38

[153] L3 Collaboration, P. Achard et al., Eur.Phys.J. C45 (2006) 569–587

[154] OPAL Collaboration, G. Abbiendi et al., Eur.Phys.J. C45 (2006) 307–335

[155] F. James and M. Roos, Comput.Phys.Commun. 10 (1975) 343–367
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1 Introduction

Jets that arise from bottom-quark hadronization (b jets) are present in many physics processes, such
as the decay of top quarks, the Higgs boson, and various new particles predicted by supersymmetric
models. The ability to accurately identify b jets is crucial in reducing the otherwise overwhelm-
ing background to these channels from processes involving jets from gluons (g) and light-flavour
quarks (u, d, s), and from c-quark fragmentation.

The properties of the bottom and, to a lesser extent, the charm hadrons can be used to iden-
tify the hadronic jets into which the b and c quarks fragment. These hadrons have relatively large
masses, long lifetimes and daughter particles with hard momentum spectra. Their semileptonic
decays can be exploited as well. The Compact Muon Solenoid (CMS) detector, with its precise
charged-particle tracking and robust lepton identification systems, is well matched to the task of
b-jet identification (b-jet tagging). The first physics results using b-jet tagging have been pub-
lished [1–3] from the first data samples collected at the Large Hadron Collider (LHC).

This paper describes the b-jet tagging algorithms used by the CMS experiment and measure-
ments of their performance. A description of the apparatus is given in section 2. The event samples
and simulation are discussed in section 3. The algorithms for b-jet tagging are defined in section 4.
The distributions of the relevant observables are compared between simulation and proton-proton
collision data collected in 2011 at a centre-of-mass energy of 7TeV . The robustness of the algo-
rithms with respect to running conditions, such as the alignment of the detector elements and the
presence of additional collisions in the same bunch crossing (pileup), is also discussed.

Physics analyses using b-jet identification require the values of the efficiency and misidenti-
fication probability of the chosen algorithm, and, in general, these are a function of the transverse
momentum (pT) and pseudorapidity (η) of a jet. They can also depend on parameters such as
the efficiency of the track reconstruction, the resolution of the reconstructed track parameters, or
the track density in a jet. While the CMS simulation reproduces the performance of the detector
to a high degree of precision, it is difficult to model all the parameters relevant for b-jet tagging.
Therefore it is essential to measure the performance of the algorithms directly from data. These
measurements are performed with jet samples that are enriched in b jets, either chosen by applying
a discriminating variable on jets in multijet events or by selecting jets from top-quark decays. The
methods that are used to measure the performance are described in sections 5 and 6. The measure-
ments are complementary: multijet events cover a wider range in pT, while the results obtained
from tt events are best suited for some studies of top-quark physics. The efficiency measurements
are summarized and compared in section 7. The measurement of the misidentification probability
of light-parton (u, d, s, g) jets as b jets in the data is presented in section 8.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid, of 6 m internal diameter,
which provides a magnetic field of 3.8 T. Within the field volume are the silicon tracker, the crystal
electromagnetic calorimeter, and the brass/scintillator hadron calorimeter. Muons are measured in
gas-ionization detectors embedded in the steel return yoke.

– 2 –



2
0
1
3
 
J
I
N
S
T
 
8
 
P
0
4
0
1
3

CMS uses a right-handed coordinate system, with the origin at the nominal interaction point,
the x axis pointing to the centre of the LHC ring and the z axis along the counterclockwise-beam
direction. The polar angle, θ , is measured from the positive z axis and the azimuthal angle, φ , is
measured in the x-y plane. The pseudorapidity is defined as η ≡ − ln[tan(θ/2)]. A more detailed
description of the CMS detector can be found elsewhere [4].

The most relevant detector elements for the identification of b jets and the measurement of
algorithm performance are the tracking system and the muon detectors. The inner tracker consists
of 1440 silicon pixel and 15 148 silicon strip detector modules. It measures charged particles up
to a pseudorapidity of |η | < 2.5. The pixel modules are arranged in three cylindrical layers in the
central part of CMS and two endcap disks on each side of the interaction point. The silicon strip
detector comprises two cylindrical barrel detectors with a total of 10 layers and two endcap systems
with a total of 12 layers at each end of CMS. The tracking system provides an impact parameter
(IP) resolution of about 15 (30) µm at a pT of 100 (5)GeV/c. In comparison typical IP values for
tracks from b-hadron decays are at the level of a few 100 µm. Muons are measured and identified in
detection layers that use three technologies: drift tubes, cathode-strip chambers, and resistive-plate
chambers. The muon system covers the pseudorapidity range |η | < 2.4. The combination of the
muon and tracking systems yields muon candidates of high purity with a pT resolution of about 1
to 3%, for pT values from 5 to 100GeV/c.

3 Data samples and simulation

Samples of inclusive multijet events for the measurement of efficiencies and misidentification prob-
abilities were collected using jet triggers with pT thresholds of 30 to 300GeV/c. For efficiency
measurements, dedicated triggers were used to enrich the data sample with jets from semimuonic
b-hadron decays. These triggers required the presence of at least two jets with pT thresholds rang-
ing from 20 to 110GeV/c. One of these jets was required to include a muon with pT > 5GeV/c
within a cone of ∆R = 0.4 around the jet axis, where ∆R is defined as

√
(∆φ)2 +(∆η)2. Triggers

with low-pT thresholds were prescaled in order to limit the overall trigger rates. Depending on the
prescale applied to the trigger, the multijet analyses used datasets with integrated luminosities of
up to 5.0fb−1.

Data for the analysis of tt events were collected with single- (e or µ) and double-lepton (ee
or eµ or µµ) triggers. The samples were collected in the first part of the 2011 data taking with
an integrated luminosity of 2.3fb−1. The precision on the b-jet tagging efficiency from tt events is
limited by systematic uncertainties. Using the full dataset collected in 2011 would not significantly
reduce the overall uncertainty.

Monte Carlo (MC) simulated samples of multijet events were generated with PYTHIA 6.424 [5]
using the Z2 tune [6]. For b-jet tagging efficiency studies, dedicated multijet samples have been
produced with the explicit requirement of a muon in the final state.

In the simulation, a reconstructed jet is matched with a generated parton if the direction of the
parton is within a cone of radius ∆R = 0.3 around the jet axis. The jet is then assigned the flavour
of the parton. Should more than one parton be matched to a given jet, the flavour assigned is that of
the heaviest parton. The b flavour is given priority over the c flavour, which in turn is given priority
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over light partons. According to this definition jets originating from gluon splitting to bb, which
constitute an irreducible background for all tagging algorithms, are classified as b jets.

Events involving tt production were simulated using the MADGRAPH [7] event generator
(v. 5.1.1.0), where the top quark pairs were generated with up to four additional partons in the
final state. A top quark mass of mt = 172.5GeV/c2 was assumed. The parton configurations gener-
ated by MADGRAPH were processed with PYTHIA to provide showering of the generated particles.
The soft radiation was matched with the contributions from the matrix element computation using
the kT-MLM prescription [8]. The tau-lepton decays were handled with TAUOLA (v. 27.121.5) [9].

The electroweak production of single top quarks is considered as a background process for
analyses using tt events, and was simulated using POWHEG 301 [10]. The production of W/Z +
jets events, where the vector boson decays leptonically, has a signature similar to tt and constitutes
the main background. These events were simulated using MADGRAPH +PYTHIA, with up to four
additional partons in the final state. The bottom and charm components are separated from the
light-parton components in the analysis by matching reconstructed jets to partons in the simulation.

Signal and background processes used in the analysis of tt events were normalized to next-to-
leading-order (NLO) and next-to-next-to-leading-order (NNLO) cross sections, with the exception
of the QCD background.

The top-quark pair production NLO cross section was calculated to be σtt = 157+23
−24 pb, using

MCFM [11]. The uncertainty in this cross section includes the scale uncertainties, estimated by
varying simultaneously the factorization and renormalization scales by factors of 0.5 or 2 with
respect to the nominal scale of (2mt)2 + (∑ pparton

T )2, where pparton
T are the transverse momenta

of the partons in the event. The uncertainties from the parton distribution functions (PDF) and
the value of the strong coupling constant αS were estimated following the procedures from the
MSTW2008 [12], CTEQ6.6 [13], and NNPDF2.0 [14] sets. The uncertainties were then combined
according to the PDF4LHC prescriptions [15].

The t-channel single top NLO cross section was calculated to be σt = 64.6+3.4
−3.2 pb using

MCFM [11, 16–18]. The uncertainty was evaluated in the same way as for top-quark pair pro-
duction. The single top-quark associated production (tW) cross section was set to σtW = 15.7±
1.2 pb [19]. The s-channel single top-quark next-to-next-to-leading-log (NNLL) cross section was
determined to be σs = 4.6±0.1 pb [20].

The NNLO cross section of the inclusive production of W bosons multiplied by its branch-
ing fraction to leptons was determined to be σW→`ν = 31.3± 1.6 nb using FEWZ [21], setting the
renormalization and factorization scales to (mW)2 +(∑ pjet

T )2 with mW = 80.398GeV/c2. The uncer-
tainty was determined in the same way as in top-quark pair production. The normalizations of the
W+b jets and W+c jets components were determined in a measurement of the top pair production
cross section in the lepton+jet channel [1], where a simultaneous fit of the tt cross section and the
normalization of the main backgrounds was performed.

The Drell–Yan production cross section at NNLO was calculated using FEWZ as σZ/γ∗→``(m`` >

20GeV) = 5.00± 0.27 nb, where m`` is the invariant mass of the two leptons and the scales were
set using the Z boson mass mZ = 91.1876GeV/c2 [22].

All generated events were passed through the full simulation of the CMS detector based on
GEANT4 [23]. The samples were generated with a different pileup distribution than that observed in
the data. The simulated events were therefore reweighted to match the observed pileup distribution.
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4 Algorithms for b-jet identification

A variety of reconstructed objects — tracks, vertices and identified leptons — can be used to
build observables that discriminate between b and light-parton jets. Several simple and robust
algorithms use just a single observable, while others combine several of these objects to achieve a
higher discrimination power. Each of these algorithms yields a single discriminator value for each
jet. The minimum thresholds on these discriminators define loose (“L”), medium (“M”), and tight
(“T”) operating points with a misidentification probability for light-parton jets of close to 10%,
1%, and 0.1%, respectively, at an average jet pT of about 80GeV/c. Throughout this paper, the
tagging criteria will be labelled with the letter characterizing the operating point appended to the
acronym of one of the algorithms described in sections 4.2 and 4.3. The application of such a
tagging criterion will be called a “tagger”.

After a short description of the reconstructed objects used as inputs, details on the tagging
algorithms are given in the following subsections, proceeding in order of increasing complexity.
Muon-based b-jet identification is mainly used as a reference method for performance measure-
ments. It is described in more detail in section 5.

4.1 Reconstructed objects used in b-jet identification

Jets are clustered from objects reconstructed by the particle-flow algorithm [24, 25]. This algorithm
combines information from all subdetectors to create a consistent set of reconstructed particles for
each event. The particles are then clustered into jets using the anti-kT clustering algorithm [26]
with a distance parameter of 0.5. The raw jet energies are corrected to obtain a uniform response
in η and an absolute calibration in pT [27]. Although particle-flow jets are used as the default, the
b-jet tagging algorithms can be applied to jets clustered from other reconstructed objects.

Each algorithm described in the next section uses the measured kinematic properties of charged
particles, including identified leptons, in a jet. The trajectories of these particles are reconstructed
in the CMS tracking system in an iterative procedure using a standard Kalman filter-based method.
Details on the pattern recognition, the track-parameter estimation, and the tracking performance in
proton-proton collisions can be found in refs. [4, 28].

A “global” muon reconstruction, using information from multiple detector systems, is achieved
by first reconstructing a muon track in the muon chambers. This is then matched to a track mea-
sured in the silicon tracker [29]. A refit is then performed using the measurements on both tracks.

Primary vertex candidates are selected by clustering reconstructed tracks based on the z coor-
dinate of their closest approach to the beam line. An adaptive vertex fit [30] is then used to estimate
the vertex position using a sample of tracks compatible with originating from the interaction region.
Among the primary vertices found in this way, the one with the highest ∑(ptrack

T )2 is selected as a
candidate for the origin of the hard interaction, where the ptrack

T are the transverse momenta of the
tracks associated to the vertex.

The b-jet tagging algorithms require a sample of well-reconstructed tracks of high purity.
Specific requirements are imposed in addition to the selection applied in the tracking step. The
fraction of misreconstructed or poorly reconstructed tracks is reduced by requiring a transverse
momentum of at least 1GeV/c. At least eight hits must be associated with the track. To ensure a
good fit, χ2/n.d.o.f. < 5 is required, where n.d.o.f. stands for the number of degrees of freedom in
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the fit. At least two hits are required in the pixel system since track measurements in the innermost
layers provide most of the discriminating power. A loose selection on the track impact parameters
is used to further increase the fraction of well-reconstructed tracks and to reduce the contamination
by decay products of long-lived particles, e.g. neutral kaons. The impact parameters dxy and dz

are defined as the transverse and longitudinal distance to the primary vertex at the point of closest
approach in the transverse plane. Their absolute values must be smaller than 0.2cm and 17cm,
respectively. Tracks are associated to jets in a cone ∆R < 0.5 around the jet axis, where the jet axis
is defined by the primary vertex and the direction of the jet momentum. The distance of a track to
the jet axis is defined as the distance of closest approach of the track to the axis. In order to reject
tracks from pileup this quantity is required to be less than 700 µm. The point of closest approach
must be within 5cm of the primary vertex. This sample of associated tracks is the basis for all
algorithms that use impact parameters for discrimination.

Properties of the tracks and the average multiplicity after the selection (except for the variable
plotted) are shown in figure 1. The uncertainties shown in this and all following figures are statis-
tical unless otherwise stated. The data were recorded with a prescaled jet trigger in the second part
of 2011 when the number of pileup events was highest. The jet pT threshold was 60GeV/c. The
distributions show satisfactory agreement with the expectations from simulation. The track mul-
tiplicity and the lower part of the momentum spectrum are particularly sensitive to the modelling
of the particle multiplicity and kinematics by the Monte Carlo generator, as are other distributions
such as the number of hits in the innermost pixel layers. Detector effects that are not modelled by
the simulation, such as the dynamic readout inefficiency in the pixel system, can also contribute
to the remaining discrepancies. In figure 1 and the following figures, simulated events with gluon
splitting to bb are shown as a special category. The b jets in these events tend to be close in space
and can be inadvertently merged by the clustering algorithm, resulting in a higher average track
multiplicity per jet.

The combinatorial complexity of the reconstruction of the decay points (secondary vertices)
of b or c hadrons is more challenging in the presence of multiple proton-proton interactions. In
order to minimize this complexity a different track selection is applied. Tracks must be within a
cone of ∆R = 0.3 around the jet axis with a maximal distance to this axis of 0.2cm and pass a
“high-purity” criterion [28]. The “high-purity” criterion uses the normalized χ2 of the track fit,
the track length, and impact parameter information to optimize the purity for each of the iterations
in track reconstruction. The vertex finding procedure begins with tracks defined by this selection
and proceeds iteratively. A vertex candidate is identified by applying an adaptive vertex fit [30],
which is robust in the presence of outliers. The fit estimates the vertex position and assigns a
weight between 0 and 1 to each track based on its compatibility with the vertex. All tracks with
weights > 0.5 are then removed from the sample. The fit procedure is repeated until no new vertex
candidate can be found. In the first iteration the interaction region is used as a constraint in order
to identify the prompt tracks in the jet. The subsequent iterations produce decay vertex candidates.

4.2 Identification using track impact parameters

The impact parameter of a track with respect to the primary vertex can be used to distinguish the
decay products of a b hadron from prompt tracks. The IP is calculated in three dimensions by taking
advantage of the excellent resolution of the pixel detector along the z axis. The impact parameter
has the same sign as the scalar product of the vector pointing from the primary vertex to the point
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(d)

Figure 1. Track properties after basic selection (except for the variable plotted): (a) number of hits in the
pixel system, (b) transverse momentum, (c) distance to the jet axis. The average number of tracks passing the
basic selection is shown in (d) as a function of the transverse momentum of the jet. In (a)–(c) the distributions
from simulation have been normalized to match the counts in data. The filled circles correspond to data. The
stacked, coloured histograms indicate the contributions of different components from simulated multijet
(“QCD”) samples. Simulated events involving gluon splitting to b quarks (“b from gluon splitting”) are
indicated separately from the other b production processes (“b quark”). In each histogram, the rightmost bin
includes all events from the overflow. The sample corresponds to a trigger selection with jet pT > 60GeV/c.

of closest approach with the jet direction. Tracks originating from the decay of particles travelling
along the jet axis will tend to have positive IP values. In contrast, the impact parameters of prompt
tracks can have positive or negative IP values. The resolution of the impact parameter depends
strongly on the pT and η of a track. The impact parameter significance SIP, defined as the ratio of
the IP to its estimated uncertainty, is used as an observable. The distributions of IP values and their
significance are shown in figure 2. In general, good agreement with simulation is observed with
the exception of a small difference in the width of the core of the IP significance distribution.

By itself the impact parameter significance has discriminating power between the decay prod-
ucts of b and non-b jets. The Track Counting (TC) algorithm sorts tracks in a jet by decreasing
values of the IP significance. Although the ranking tends to bias the values for the first track to
high positive IP significances, the probability to have several tracks with high positive values is
low for light-parton jets. Therefore the two different versions of the algorithm use the IP sig-
nificance of the second and third ranked track as the discriminator value. These two versions of
the algorithm are called Track Counting High Efficiency (TCHE) and Track Counting High Purity
(TCHP), respectively. The distribution of the TCHE discriminator is shown in figure 3 (a).

– 7 –



2
0
1
3
 
J
I
N
S
T
 
8
 
P
0
4
0
1
3

-0.1 -0.05 0 0.05 0.1

mµ
Tr

ac
ks

 / 
20

 

210

310

410

510

Data
b quark
b from gluon splitting
c quark
uds quark or gluon

 = 7 TeVsCMS 2011,  

(a)

3D IP [cm]
-0.1 -0.05 0 0.05 0.1D

at
a/

M
C

0.5

1

1.5 3D IP significance
-30 -20 -10 0 10 20 30

Tr
ac

ks
 / 

0.
7

210

310

410

510

610 Data
b quark
b from gluon splitting
c quark
uds quark or gluon

 = 7 TeVsCMS 2011,  

(b)

3D IP significance
-30 -20 -10 0 10 20 30D

at
a/

M
C

0.5

1

1.5

Figure 2. Distributions of (a) the 3D impact parameter and (b) the significance of the 3D impact parameter
for all selected tracks. Selection and symbols are the same as in figure 1. Underflow and overflow are added
to the first and last bins, respectively.
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Figure 3. Discriminator values for (a) the TCHE and (b) the JP algorithms. Selection and symbols are the
same as in figure 1. The small discontinuities in the JP distributions are due to the single track probabilities
which are required to be greater than 0.5%.

A natural extension of the TC algorithms is the combination of the IP information of several
tracks in a jet. Two discriminators are computed from additional algorithms. The Jet Probability
(JP) algorithm uses an estimate of the likelihood that all tracks associated to the jet come from the
primary vertex. The Jet B Probability (JBP) algorithm gives more weight to the tracks with the
highest IP significance, up to a maximum of four such tracks, which matches the average number
of reconstructed charged particles from b-hadron decays. The estimate for the likelihood, Pjet, is
defined as

Pjet = Π ·
N−1

∑
i=0

(− lnΠ)i

i!
with Π =

N

∏
i=1

max(Pi,0.005) , (4.1)

where N is the number of tracks under consideration and Pi is the estimated probability for track
i to come from the primary vertex [31, 32]. The Pi are based on the probability density functions
for the IP significance of prompt tracks. These functions are extracted from data for different track
quality classes, using the shape of the negative part of the SIP distribution. Eight quality classes
are defined for tracks with χ2/n.d.o.f < 2.5, depending on the momentum (< 8 or > 8GeV/c) and
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pseudorapidity (|η | within 0-0.8, 0.-1.6, 1.6-2.4 if there are at least three pixel hits or |η | < 2.4
if there are only two pixel hits). A ninth quality class is defined for tracks with χ2/n.d.o.f > 2.5.
The cut-off parameter for Pi at 0.5% limits the effect of single, poorly reconstructed tracks on the
global estimate. The discriminators for the jet probability algorithms have been constructed to be
proportional to − lnPjet. The distribution of the JP discriminator in data and simulation is shown in
figure 3 (b).

4.3 Identification using secondary vertices

The presence of a secondary vertex and the kinematic variables associated with this vertex can be
used to discriminate between b and non-b jets. Two of these variables are the flight distance and
direction, using the vector between primary and secondary vertices. The other variables are related
to various properties of the system of associated secondary tracks such as the multiplicity, the mass
(assuming the pion mass for all secondary tracks), or the energy. Secondary-vertex candidates must
meet the following requirements to enhance the b purity:

• secondary vertices must share less than 65% of their associated tracks with the primary vertex
and the significance of the radial distance between the two vertices has to exceed 3σ ;

• secondary vertex candidates with a radial distance of more than 2.5cm with respect to the
primary vertex, with masses compatible with the mass of K0 or exceeding 6.5GeV/c2 are
rejected, reducing the contamination by vertices corresponding to the interactions of particles
with the detector material and by decays of long-lived mesons;

• the flight direction of each candidate has to be within a cone of ∆R < 0.5 around the jet
direction.

The Simple Secondary Vertex (SSV) algorithms use the significance of the flight distance (the
ratio of the flight distance to its estimated uncertainty) as the discriminating variable. The algo-
rithms’ efficiencies are limited by the secondary vertex reconstruction efficiency to about 65%.
Similar to the Track Counting algorithms, there exist two versions optimized for different purity:
the High Efficiency (SSVHE) version uses vertices with at least two associated tracks, while for
the High Purity (SSVHP) version at least three tracks are required. In figure 4 the flight distance
significance and the mass associated with the secondary vertex are shown.

A more complex approach involves the use of secondary vertices, together with track-based
lifetime information. By using these additional variables, the Combined Secondary Vertex (CSV)
algorithm provides discrimination also in cases when no secondary vertices are found, increasing
the maximum efficiency with respect to the SSV algorithms. In many cases, tracks with an SIP > 2
can be combined in a “pseudo vertex”, allowing for the computation of a subset of secondary-
vertex-based quantities even without an actual vertex fit. When even this is not possible, a “no
vertex” category reverts to track-based variables that are combined in a way similar to that of the
JP algorithm.

The following set of variables with high discriminating power and low correlations is used (in
the “no vertex” category only the last two variables are available):

• the vertex category (real, “pseudo,” or “no vertex”);
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Figure 4. Properties of reconstructed decay vertices: (a) the significance of the 3D secondary vertex (3D
SV) flight distance and (b) the mass associated with the secondary vertex. Selection and symbols are the
same as in figure 1.

• the flight distance significance in the transverse plane (“2D”);

• the vertex mass;

• the number of tracks at the vertex;

• the ratio of the energy carried by tracks at the vertex with respect to all tracks in the jet;

• the pseudorapidities of the tracks at the vertex with respect to the jet axis;

• the 2D IP significance of the first track that raises the invariant mass above the charm thresh-
old of 1.5GeV/c2 (tracks are ordered by decreasing IP significance and the mass of the system
is recalculated after adding each track);

• the number of tracks in the jet;

• the 3D IP significances for each track in the jet.

Two likelihood ratios are built from these variables. They are used to discriminate between b
and c jets and between b and light-parton jets. They are combined with prior weights of 0.25 and
0.75, respectively. The distributions of the vertex multiplicity and of the CSV discriminator are
presented in figure 5.

4.4 Performance of the algorithms in simulation

The performance of the algorithms described above is summarized in figure 6 where the predictions
of the simulation for the misidentification probabilities (the efficiencies to tag non-b jets) are shown
as a function of the b-jet efficiencies. Jets with pT > 60GeV/c in a sample of simulated multijet
events are used to obtain the efficiencies and misidentification probabilities. For loose selections
with 10% misidentification probability for light-parton jets a b-jet tagging efficiency of ∼ 80–85%
is achieved. In this region the JBP has the highest b-jet tagging efficiency. For tight selections with
misidentification probabilities of 0.1%, the typical b-jet tagging efficiency values are ∼ 45–55%.
For medium and tight selections the CSV algorithm shows the best performance. As can be seen in
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Figure 5. Distributions of (a) the secondary vertex multiplicity and (b) the CSV discriminator. Selection
and symbols are the same as in figure 1.
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Figure 6. Performance curves obtained from simulation for the algorithms described in the text. (a) light-
parton- and (b) c-jet misidentification probabilities as a function of the b-jet efficiency. Jets with pT >

60GeV/c in a sample of simulated multijet events are used to obtain the efficiency and misidentification
probability values.

figure 6, the TC and SSV algorithms cannot be tuned to provide good performance for the whole
range of operating points. Therefore two versions of these algorithms are provided, with the “high
efficiency” version to be used for loose to medium operating points and the “high purity” version
for tighter selections. Because of the non-negligible lifetime of c hadrons the separation of c from b
jets is naturally more challenging. Due to the explicit tuning of the CSV algorithm for light-parton-
and c-jet rejection it provides the best c-jet rejection values in the high-purity region.

Figure 7 presents the efficiencies and misidentification probabilities as a function of jet pT and
pseudorapidity for the JPL and CSVM taggers. Two simulated samples are used: a QCD multijet
sample with a jet pT trigger threshold of 60GeV/c applied to the leading jet, and a tt sample. Jets
with pT > 30GeV/c and |η | < 2.4 are considered in both cases. The b-jet identification efficiency
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is slightly larger in tt events at small jet pT (< 100GeV/c) due to the presence of more central
jets. At large jet pT (> 200GeV/c), the presence of b and c jets from gluon splitting explains the
apparent higher identification efficiency in the QCD multijet sample. The b-jet efficiency and the
c-jet misidentification probability rise with jet pT for values below 100GeV/c and decrease above
200GeV/c. This dependence is due to a convolution of the track impact parameter resolution (which
is larger at low pT), of the heavy-hadron decay lengths (which scale with jet pT) and of the track-
selection criteria. The misidentification probability for light-parton jets rises continuously with
jet pT due to the logarithmic increase of the number of particles in jets and the higher fraction
of merged hits in the innermost layers of the tracking system. However, both the identification
efficiencies and misidentification probabilities stay roughly constant over most of the pixel detector
acceptance.

4.5 Impact of running conditions on b-jet identification

All tagging algorithms rely on a high track identification efficiency and a reliable estimation of
the track parameters and their uncertainties. These are both potentially sensitive to changes in
the running conditions of the experiment. The robustness of the algorithms with respect to the
misalignment of the tracking system and an increase in the density of tracks due to pile up, which
are the most important of the changes in conditions, has been studied.

The alignment of the CMS tracker is performed using a mixture of tracks from cosmic rays
and minimum bias collisions [33, 34], and is regularly monitored. During the 2011 data taking,
the most significant movements were between the two halves of the pixel barrel detector, where
discrete changes in the relative z position of up to 30 µm were observed. The sensitivity of b-
jet identification to misalignment was studied on simulated tt̄ samples. With the current estimated
accuracy of the positions of the active elements, no significant deterioration is observed with respect
to a perfectly aligned detector. The effect of displacements between the two parts of the pixel barrel
detector was studied by introducing artificial separations of 40, 80, 120, and 160 µm in the detector
simulation. The movements observed in 2011 were not found to cause any significant degradation
of the performance.

Because of the luminosity profile of the 2011 data, the number of proton collisions taking
place simultaneously in one bunch crossing was of the order of 5 to 20 depending on the time
period. Although these additional collisions increase the total number of tracks in the event, the
track selection is able to reject tracks from nearby primary vertices. The multiplicity distribution
of selected tracks is almost independent of the number of primary vertices, as shown in figure 8
(a). There is an indication of a slightly lower tracking efficiency in events with high pileup. The
rejection of the additional tracks is mainly due to the requirement on the distance of the tracks with
respect to the jet axis. This selection criterion is very efficient for the rejection of tracks from pileup.
The reconstruction of track parameters is hardly affected. The distribution of the second-highest
IP significance is stable, as shown in figure 8 (b). The impact of high pileup on the b-jet tagging
performance is illustrated in figure 9. This shows the light-parton misidentification probability
versus the b-jet tagging efficiency for the TCHP and SSVHP algorithms. In order to focus on the
changes due to the b-jet tagging algorithms, the performance curves have been compared using a
jet pT threshold of 60GeV/c at the generator level. The changes are small and concentrated in the
regions of very high purity.
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Figure 8. (a) the number of tracks associated with the selected jets for three ranges of primary vertex (PV)
multiplicity. (b) the IP significance of the second-most significant track, for the three ranges of primary
vertex multiplicity. The selection is the same as in figure 1. The distributions are normalized to the event
count for 1–6 PV range. Underflow and overflow entries are added to the first and last bins, respectively.
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Figure 9. Light-parton misidentification probability versus b-jet tagging efficiency for jets with pT >

60GeV/c at generator level for the (a) TCHP and (b) SSVHP algorithms for different pileup (PU) scenar-
ios.

5 Efficiency measurement with multijet events

For the b-jet tagging algorithms to be used in physics analyses, it is crucial to know the efficiency
for each algorithm to select genuine b jets. There are a number of techniques that can be applied
to CMS data to measure the efficiencies in situ, and thus reduce the reliance on simulations. If
event distributions from MC simulation match those observed in data reasonably well, then the
simulation can be used for a wide range of topologies after applying corrections determined from
specific data samples. Corrections can be applied to simulated events using a scale factor SFb,
defined as the ratio of the efficiency measured with collision data to the efficiency found in the
equivalent simulated samples, using MC generator-level information to identify the jet flavour.
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Furthermore, the measurement techniques used for data are also applied to the simulation in order
to validate the different algorithms.

Some efficiency measurements are performed using samples that include a jet with a muon
within ∆R = 0.4 from the jet axis (a “muon jet”). Because the semileptonic branching fraction of
b hadrons is significantly larger than that for other hadrons (about 11%, or 20% when b→ c→ `

cascade decays are included), these jets are more likely to arise from b quarks than from another
flavour. Muons are identified very efficiently in the CMS detector, making it straightforward to col-
lect samples of jets with at least one muon. These muons can be used to measure the performance
of the lifetime-based tagging algorithms, since the efficiencies of the muon- and lifetime-based
b-jet identification techniques are largely uncorrelated. Sections 5.1 and 5.2 describe efficiency
measurements that use muon jets, while the technique of section 5.3 makes use of a more generic
dijet sample. The results are given in section 7.

5.1 Efficiency measurement with kinematic properties of muon jets

Due to the large b-quark mass, the momentum component of the muon transverse to the jet axis,
prel

T , is larger for muons from b-hadron decays than for muons in light-parton jets or from charm
hadrons. This component is used as the discriminant for the “PtRel” method. In addition, the
impact parameter of the muon track, calculated in three dimensions, is also larger for b hadrons
than for other hadrons. This parameter is used as the discriminant for the “IP3D” method. Both of
these variables can thus be used as a discriminant in the b-jet tagging efficiency determination. In
both cases, the discriminating power of the variable depends on the muon jet pT. The muon prel

T
(IP) distributions provide better separation for jets with pT smaller (greater) than about 120GeV/c.
The PtRel and IP3D methods rely on fits to the prel

T [35] and muon IP distributions in the data with
respect to simulated spectra for the b signal and charm+light-parton background.

In the two methods, the prel
T and IP spectra for muon jets are modelled using simulated distri-

butions that represent the spectra expected for different jet flavours to obtain the b-jet content of
the sample. The efficiency for a particular tagger is obtained by measuring the fraction of muon
jets that satisfy the requirements of the tagger. To make the treatment of the statistical uncertainty
more straightforward, the muon jet sample is separated into those jets that satisfy and those that
fail the requirements of the tagger. These jets are referred to as “tagged” and “untagged.”

A dijet sample with high b-jet purity is obtained by requiring that events have exactly two
reconstructed jets: the muon jet as defined above and another jet fulfilling the TCHPM b-jet tagging
criterion (the “medium” operating point for the TCHP algorithm). Simulated MC events are used
to establish prel

T and IP spectra for muon jets resulting from the fragmentation of b, c, and light
partons. Muons in light-parton jets mostly arise from the decay of charged pions or kaons and
from misidentified muons or hadronic punch-through in the calorimeters, effects that might not be
modelled well in the simulation. The spectra for light-parton jets from simulation can be validated
against control samples of collision data. In figure 10 the distributions of prel

T and ln(|IP|[cm])
derived from the simulation are compared to the ones obtained for tracks in inclusive jet data
by applying the same kinematic selection and track reconstruction quality requirements as for the
muon candidates. In order to measure the ability of the simulation to model the investigated spectra,
we apply the same procedure to a sample of simulated inclusive jet events. The spectra derived for
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Figure 10. Comparison of distributions of (a) muon prel
T for jets with pT between 80 and 120GeV/c and

(b) ln(|IP|[cm]) for jets with pT between 160 and 320GeV/c for muons in simulated light-parton jets (“MC
light”), tracks from simulated inclusive jet events (“any tracks”), tracks from data, and muons in simulated
light-parton jets after corrections based on data (“MC light scaled”).

low-pT muons from light-parton jets in simulation are corrected by multiplying them with the ratio
of shapes of the inclusive distributions obtained in data and simulation on a bin-by-bin basis.

The fractions of each jet flavour in the dijet sample are extracted with a binned maximum
likelihood fit using prel

T and IP templates for b, c and light-parton jets derived from simulation or
inclusive jet data. The fits are performed independently in the tagged and untagged subsamples of
the muon jets. Results of representative fits are shown in figures 11 and 12.

From each fit the fractions of b jets ( f tag
b , f untag

b ) are extracted from the data. With these
fractions and the total yields of tagged and untagged muon jets (Ntag

data, Nuntag
data ), the number of b jets

in these samples are calculated, and the efficiency ε
tag
b for tagging b jets in the data is inferred:

ε
tag
b =

f tag
b ·N

tag
data

f tag
b ·N

tag
data + f untag

b ·Nuntag
data

. (5.1)

To obtain SFb, the efficiency for tagging b jets in the simulation is obtained from jets that have
been identified as b jets with MC generator-level matching.

5.2 Efficiency measurement with the System8 method

The “System8” method [36, 37] is applied to events with a muon jet and at least one other, “away-
tag”, jet. The muon jet is used as a probe. The reference lifetime tagger and a supplementary
prel

T -based selection are tested on this jet. The away-tag jet is tested with a separate lifetime tagger.
There are eight quantities that can be counted from the full data sample. The quantities depend on
the number of passing or failing tags. A set of equations correlates these eight quantities with the
tagging efficiencies.

A muon jet can be tagged as a b jet using either a lifetime tagger, or by requiring that the muon
has large prel

T . In this analysis, the requirement is prel
T > 0.8GeV/c. These two tagging criteria have

efficiencies ε
tag
b and εPtRel

b , respectively, for b jets. The third tagging criterion is the requirement
that another jet in the event passes also a lifetime-based tagger. This last requirement defines the
“away-tag sample”. It enriches the b content of the events, and thus makes it more likely that the
muon jet is a b jet. Correlations between the efficiencies of the two tagging criteria are estimated
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Figure 11. Fits of the summed b and non-b templates, for simulated muon jets, to the muon prel
T distributions

from data. (a) and (c) show the results for muon jets that pass (tagged) or fail (untagged) the b-jet tagging
criteria of the JPL method, respectively. (b) and (d) are the equivalent plots for the CSVM method. The
muon jet pT is between 80 and 120GeV/c.
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Figure 12. Same as figure 11 using the ln(|IP|[cm]) distributions. The muon jet pT is between 160 and
320GeV/c.
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from simulation. As prel
T provides less discrimination between jet flavours at higher jet energies,

the System8 method loses sensitivity for jet pT > 120GeV/c.
With these criteria eight quantities are measured. The four quantities for the muon jets are: the

total number of muon jets in the sample n, the number of muon jets that pass the lifetime-tagging
criterion ntag, the number of muon jets that pass the prel

T requirement nPtRel, and the number of
muon jets that pass both criteria ntag,PtRel. Likewise, the four quantities for the away-tag sample are
labelled p, ptag, pPtRel, ptag,PtRel. The away-tag jets are tagged with the TCHPL criterion.

The full muon jet sample, n, and the away-tag sample, p, are each composed of an unknown
mix of b and non-b jets. The non-b jets are labelled “c`”. The muon sample thus comprises nb

and nc`, and the away-tag sample, pb and pc`. The efficiencies of the two tagging criteria on b
jets (ε tag

b , εPtRel
b ) and on non-b jets (ε tag

c` , εPtRel
c` ) are also unknown, for a total of eight unknown

quantities. Thus, a system of eight equations can be written that relates the measurable quantities
to the unknowns:

n = nb +nc` ,

p = pb + pc` ,

ntag = ε
tag
b nb + ε

tag
c` nc` ,

ptag = β
tag

ε
tag
b pb +α

tag
ε

tag
c` pc` , (5.2)

nPtRel = ε
PtRel
b nb + ε

PtRel
c` nc` ,

pPtRel = β
PtRel

ε
PtRel
b pb +α

PtRel
ε

PtRel
c` pc` ,

ntag,pTrel = β
n

ε
tag
b ε

PtRel
b nb +α

n
ε

tag
c` ε

PtRel
c` nc` ,

ptag,pTrel = β
p

ε
tag
b ε

PtRel
b pb +α

p
ε

tag
c` ε

PtRel
c` pc` .

The method assumes that the efficiencies for a combination of tagging criteria are factorizable.
Thus eight correlation factors are introduced to solve the system of equations: α tag, β tag, αPtRel,
β PtRel, αn, β n, α p, and β p. These factors are obtained from the simulation as a function of the
muon jet pT and |η |. The factors α and β are determined for non-b and b jets, respectively. The
superscripts “tag” and “PtRel” of α and β indicate the efficiency ratio of the p to the n samples for
the lifetime and prel

T criteria. The superscripts “n” and “p” refer to the correlation between the two
tagging efficiencies, “tag” and “PtRel”, in the n and p samples.

The simulation predicts that the correlation coefficients typically range between 0.95 and 1.05
for those associated with the b-jet tagging efficiencies, and between 0.7 and 1.2 for those associated
with the c+`-tagging efficiencies. A numerical computation is applied to solve the system of eight
equations in the data to determine the eight unknowns, thus simultaneously determining the tagging
efficiencies and flavour contents of both the full and away-tag samples.

5.3 Efficiency measurement using a reference lifetime algorithm

While muon prel
T provides less discrimination power between jet flavours at large jet pT, the lifetime-

based algorithms described in sections 4.2 and 4.3 (TCHE, TCHP, JP, JBP, SSVHE, SSVHP and
CSV) retain their sensitivity to distinguish different jet flavours. In particular, the discriminant for
the jet probability algorithm has different distributions for different jet flavours for jet momenta
in the range 30 < pT < 700GeV/c. The JP algorithm can be calibrated directly with data. Tracks
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with negative impact parameter are used to compute the probability that those tracks come from
the primary vertex. The same calibration is performed separately in simulated samples. As a result,
the JP algorithm serves as a reference for estimating the fraction of b jets in a data sample, and also
for estimating the fraction of b jets in a subsample that has been selected by an independent tag-
ging algorithm. In this manner the efficiency of the independent algorithm can be measured. This
method is called the lifetime tagging method (“LT”). It can be performed on both inclusive and
muon jet samples. The resulting scale factors are compared to obtain an estimate of the systematic
uncertainty.

The efficiency measurement is performed in inclusive jet events in which at least one jet must
be above a given pT threshold, and separately in dijet events in which at least one jet is a muon
jet. To increase the fraction of b jets in the inclusive sample, an additional jet tagged by the JPM
algorithm is also required. The sample with muon jets is already sufficiently enriched in b jets by
the muon requirement. The same set of samples can be established with simulated events, so that
the true tagging efficiency can be measured there and a scale factor computed.

Because a value of the JP discriminant can be defined for jets that have as few as one track
with a positive impact parameter significance, the discriminant can be calculated for most b jets,
regardless of their pT. The fraction of b jets that have JP information, Cb, rises from about 0.91 at
pT = 20GeV/c to more than 0.98 for pT > 50GeV/c.

Figure 13 shows the JP discriminant distributions in the muon jet sample and the inclusive
sample, before and after tagging the jets with an independent tagger, in this case the CSVM tagger.
Also shown is a fit to the distributions using JP-discriminant templates derived from simulations
of b, c, and light-parton jets. The normalization of the relative flavour fractions fb, fc and flight

is left free, with the constraint that fb + fc + flight = 1. The b-jet tagging efficiency is the ratio of
the number of b jets that are tagged by the independent tagger to the number of b jets before the
tagging. The numbers are calculated using the fit. The b-jet tagging efficiency is corrected for the
fraction of jets that have JP information,

ε
tag
b =

Cb · f tag
b ·N

tag
data

f before tag
b ·Nbefore tag

data

, (5.3)

where the superscripts “before tag” and “tag” refer to the samples before and after application of
the tagging criterion.

Examples of the efficiencies measured for the JPL and CSVM taggers are shown in figure 14.
In both cases the results from simulation are close to those obtained from data.

This technique cannot be used to measure the efficiency of the JP algorithm itself, as the JP
discriminant is used in the fit to determine the b-jet content of the sample. However, the CSV
discriminant, which is mostly based on information from secondary vertices, can be used in its
place to determine the flavour content. More than 90% of jets have CSV information, as is the case
with the JP discriminant. But unlike the JP discriminant, the CSV discriminant cannot be calibrated
solely with the data. To remedy this, the CSV discriminant is used to estimate the tagging efficiency
of the TC algorithms. By comparing these results to those using the JP discriminant, the bias due
to using the CSV discriminant is determined to be (0–2%, 4–6%, 6–9%) for the (loose, medium,
tight) operating points. The efficiencies and scale factors for the JP algorithm are corrected for
these biases.
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Figure 13. Fits of the summed b, c and light-parton templates, for simulated jets, to the JP-discriminant
distributions from data. (a) and (b) show the results for muon jets before and after identification with the
CSVM tagger, respectively. (c) and (d), the equivalent plots for inclusive jets. The black line is the sum
of the contributions from the templates. The jet pT is in the range 260 < pT < 320GeV/c. Overflows are
displayed in the rightmost bins.

5.4 Systematic uncertainties on efficiency measurements

Several systematic uncertainties affect the measurement of the b-jet tagging efficiency. Some are
common to all four methods (PtRel, IP3D, System8, LT), some are common to a subset of them,
and some are unique to a particular method.

Common systematic uncertainties for all methods:

• Pileup: the measured b-jet tagging efficiency depends on the number of pp collisions super-
imposed on the primary interaction of interest. The systematic uncertainty is computed by
varying the average value of the pileup in data by 10% and calculating the difference in the
values of SFb after reweighting the simulation with the modified distribution.

• Gluon splitting: studies of angular correlation between b jets at the LHC [38] indicate that
QCD events may have a larger fraction of gluon splitting into bb pairs than is assumed in the
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Figure 14. Efficiencies for the identification of b-jets measured for (a) the JPL and (b) the CSVM tagger
with the LT method in the muon jet sample. Filled and open circles correspond to data and simulation,
respectively.

generation of the simulation. A study was carried out with the MC sample where the number
of events with gluon splitting was artificially changed by 50%. Results obtained with this
modified gluon splitting MC sample are then compared to those with the original sample.
The observed deviation is quoted as a systematic uncertainty.

• Muon pµ

T: the central value of the b-jet tagging efficiency is extracted from data with muon
pµ

T > 5GeV/c. The choice of the selection affects the shape of the template distributions
used in fits, and also the number of events used to measure the tagging efficiencies. The pµ

T
threshold is varied up to 9GeV/c to test the sensitivity to this choice.

Common uncertainty for the PtRel, IP3D and System8 methods:

• Away-jet tagger: the dependency of the calculated b-jet tagging efficiency on the away-jet
tagger is studied by comparing the results obtained by tagging the away jets with different
variants of the TC algorithm (TCHEL, TCHEM, TCHPM). The measured SFb tends to in-
crease when the away tag is tighter. The maximum deviation from the default away-jet tagger
is taken as a systematic uncertainty.

Uncertainty unique to the PtRel method:

• Ratio of light-parton to charm jets in simulation: the shapes of the prel
T and IP spectra for

light-parton jets have been obtained from control samples in data, which minimizes the bias
due to a mismodelling of the muon kinematics in the simulation. However, since the prel

T dis-
tribution in data is fitted with a sum of templates for b jets and for c+udsg jets, uncertainties

– 21 –



2
0
1
3
 
J
I
N
S
T
 
8
 
P
0
4
0
1
3

on the ratio between light-parton and charmed jets in the simulation must be considered. To
do so, the predicted ratio is varied by±20%, and the fit is repeated, taking the variation in the
results as a systematic uncertainty. This uncertainty does not apply to the IP method, where
a three-component fit is performed that determines the light-parton and charm contributions
independently.

Uncertainties unique to the System8 method:

• Selection on prel
T : one of the System8 criteria is a selection on the muon prel

T > 0.8GeV/c. In
order to test the sensitivity to the b purity in the muon jet sample and the relative charm/light-
parton fraction in the non-b background, this selection was changed from 0.5 to 1.2GeV/c in
the data. The correlation factors were recomputed accordingly in the simulation and the Sys-
tem8 method was applied again to the data in order to compute the b-jet tagging efficiency.
The largest deviation observed from the central value is quoted as a systematic uncertainty.

• MC closure test: the b-jet tagging efficiency can be directly calculated from the simulated
QCD muon-enriched sample, as the flavour of the jets at generator level is known. In this
case, the efficiency can be measured by taking the number of identified true b jets over all
true b jets. The resulting value is denoted as the MC truth b-jet tagging efficiency. The
System8 method is also applied to this MC sample. The resulting b-jet tagging efficiencies
are in good agreement with the MC truth, giving a negligible systematic uncertainty. (This
systematic uncertainty does not appear for the other methods as they rely on template fits,
making such a test trivial.)

Uncertainties unique to the LT method:

• Fraction of b jets with JP information: the fraction of inclusive jets with JP information
is well described by the simulation. As explained above, the number of b jets before tagging
is measured by a fit to the JP distribution and corrected by the fraction Cb of b jets with
JP information. A systematic uncertainty of half the residual correction, (1−Cb)/(2Cb), is
estimated from the simulation as a function of the b-jet pT. A corresponding factor with a
similar uncertainty is needed for measuring the efficiency of the JP and JBP taggers with the
CSV discriminator spectrum.

• Difference between muon jets and inclusive jets: in the fits to the Jet Probability dis-
criminator, the shape for the light-parton contribution is mostly calibrated from the data.
However, as the LT method relies on a lifetime discriminator, a systematic effect may arise
from some mismodelling of correlations for b jets between the JP discriminator and the other
tagging criterion under study. This effect is specific to the LT method. In order to estimate
the uncertainty due to this effect, two independent samples with different b-jet fractions are
considered: the muon-jet sample and an inclusive jet sample (where another jet is tagged by
the JPM criterion). The difference between the measured SFb in muon jets and in inclusive
b jets is taken as a systematic uncertainty. This is the largest contribution to the systematic
uncertainty on SFb with the LT method. Due to the large statistical uncertainty on SFb for
inclusive jets with pT < 80GeV/c, the same systematic uncertainty is used for pT < 80GeV/c
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and for the range 80–210GeV/c. If the difference on SFb between muon jets and inclusive
jets is smaller than the statistical error on SFb for inclusive jets, this uncertainty is used for
the systematic uncertainty estimate.

• Bias for the JP and JBP taggers: the uncertainty on the measurement of the bias, when
using the CSV discriminant to measure the efficiency of the JP and JBP taggers as estimated
for the TC taggers, is propagated into the uncertainty on the scale factors for these taggers.

The systematic uncertainties on the data/MC scale factors for different tagging criteria are
detailed in tables 1–4 for the PtRel and System8 methods at low jet pT (80 < pT < 120GeV/c) and
for the IP3D and LT methods at higher jet pT (160 < pT < 320GeV/c). In these momentum ranges
the average uncertainty is about 3% for the PtRel method, 6–10% for the System8 method, 3–4%
for the IP3D method, and 2–7% for the LT method.

6 Efficiency measurement with tt events

In the framework of the standard model, the top quark is expected to decay to a W boson and
a b quark about 99.8% of the time [22]. Experimentally, the measurement of the heavy-flavour
content of tt events can provide either a direct measurement of the branching fraction of the decay
of the top quark to a W boson and a b quark, B(t→Wb), or, assuming B(t→Wb) = 1, the b-jet
tagging efficiency. The b jets in tt events have an average pT of about 80GeV/c and cover a pT

range relevant for many processes both within the standard model and for many models beyond the
standard model.

In this section, we present several methods to study the heavy-flavour content of tt events.
The profile likelihood ratio (PLR) method, described in section 6.3, and the flavour tag matching
(FTM) method, described in section 6.5, use tt events in the dilepton channel in which both W
bosons decay into leptons. The flavour tag consistency (FTC) method, described in section 6.4,
and the bSample method (section 6.6) use tt events in the lepton+jets channel, in which one W
boson decays into quarks and the other into a charged lepton and a neutrino. These methods are
used to measure the efficiency of tagging b jets in the data and the simulation over the average
pT and η range of jets in the top-quark events. The differences in efficiencies observed between
the data and MC simulation are provided as a data/MC scale factor SFb similar to the techniques
described in section 5.

6.1 Event selection

The event reconstruction used herein follows closely the event selection performed for the tt pro-
duction cross section measurements [1, 39], with the exception of the b-jet tagging requirements.
All objects are reconstructed using a particle-flow algorithm.

In the lepton+jets channel, the final state is composed of four jets, one energetic isolated muon
and missing transverse energy. Events are required to pass a single-muon trigger. After offline
reconstruction, events are selected requiring exactly one isolated muon with pT > 30GeV/c and
|η |< 2.1 and at least four jets with pT > 30GeV/c and |η |< 2.4. The FTC method further requires
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Table 1. Relative systematic uncertainties on SFb for the PtRel method in the muon jet pT range 80–120
GeV/c, using the medium operating point of the b-jet tagging algorithms.

b tagger pileup g→ bb pµ

T away jet light / charm total
JPM 1.6% 1.6% 1.1% 1.9% 0.4% 3.2%

JBPM 0.9% 0.5% 1.8% 1.2% 0.5% 2.5%
TCHEM 1.5% 0.5% 1.4% 1.6% 0.4% 2.7%
TCHPM 1.1% 0.1% 2.3% 1.1% 0.6% 2.8%

SSVHEM 0.7% 1.3% 2.0% 0.4% 0.4% 2.5%
CSVM 1.4% 1.3% 1.3% 1.2% 0.5% 2.6%

Table 2. Relative systematic uncertainties on SFb for the System8 method in the muon jet pT range 80–120
GeV/c, using the medium operating point of the b-jet tagging algorithms.

b tagger pileup g→ bb pµ

T away jet prel
T MC closure total

JPM 1.4% 0.6% 4.2% 3.9% 1.6% 0.1% 6.1%
JBPM 1.5% 1.9% 6.5% 1.5% 4.0% <0.1% 8.2%

TCHEM 1.3% 1.3% 6.6% 2.1% 2.4% <0.1% 7.5%
TCHPM 1.3% 2.7% 8.2% 1.9% 4.0% 0.1% 9.7%

SSVHEM 1.3% 0.1% 3.7% 2.8% 3.0% <0.1% 5.6%
CSVM 1.5% 0.4% 4.3% 1.3% 4.5% 0.1% 6.5%

Table 3. Relative systematic uncertainties on SFb for the IP3D method in the muon jet pT range 160–320
GeV/c, using the medium operating point of the b-jet tagging algorithms.

b tagger pileup g→ bb pµ

T away jet total
JPM 0.1% 0.7% 0.1% 3.2% 3.2%

JBPM 0.2% 1.7% 0.4% 2.8% 3.3%
TCHEM 0.1% 1.2% 0.4% 2.4% 2.7%
TCHPM 0.2% 2.3% 0.7% 2.2% 3.3%

SSVHEM 0.6% 2.2% 0.3% 2.9% 3.6%
CSVM 0.6% 2.3% 0.1% 3.2% 4.0%

Table 4. Relative systematic uncertainty on SFb with the LT method in the muon jet pT range 160–320GeV/c,
using the medium operating point of the b-jet tagging algorithms.

b tagger pileup g→ bb pµ

T Cb inc. jets bias total
JPM 0.1% 0.8% 0.5% 0.1% 4.4% 4.0% 6.0%

JBPM 0.1% 0.4% 0.8% 0.1% 4.3% 4.0% 5.9%
TCHEM 0.1% 1.6% 0.3% 0.2% 2.8% — 3.2%
TCHPM 0.2% 0.5% 0.5% 0.2% 1.7% — 1.9%

SSVHEM 0.1% 2.3% 0.8% 0.2% 6.6% — 7.0%
CSVM 0.2% 2.3% 0.7% 0.2% 5.2% — 5.7%
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that the two leading jets have transverse momenta greater than 70GeV/c and 50GeV/c respectively,
and that the transverse momentum of the muon is greater than 35GeV/c. The reconstructed missing
transverse energy (6ET) is required to be above 20GeV.

In the dilepton channel, the final state is composed of two jets, two energetic isolated leptons
(electron or muon) and missing transverse energy. Events are required to pass dilepton triggers
in which two muons, two electrons, or one electron and one muon are required to be present.
After offline reconstruction, events are selected with two isolated, oppositely charged leptons with
pT > 20GeV/c and |η | < 2.5 (2.4) for electrons (muons), at least two jets with pT > 30GeV/c
and |η | < 2.4, and 6ET > 30GeV for ee/µµ events. The selected leptons and jets are required
to originate from the same primary interaction vertex. Events with same-flavour lepton pairs in
the dilepton mass window (76 < m`` < 106GeV/c2) are removed to suppress the dominant Z+jet
background. Dilepton pairs from heavy-flavour resonances and low-mass Drell–Yan production
are also removed by requiring a minimum dilepton invariant mass of 12GeV/c2.

The numbers of observed and predicted events in the lepton+jets channel and the dilepton
channel are given in tables 5 and 6, respectively. The uncertainties include the uncertainties on the
luminosity measurement and the cross sections. For all MC predictions, events are reweighted to
take into account differences in trigger and lepton selection efficiencies between data and simula-
tion [1, 39]. The lepton selection efficiency scale factors are estimated from data using Z events.
For dilepton events, the trigger efficiencies are estimated on a data sample using a trigger that is
weakly correlated to the dilepton triggers. The dilepton trigger selection efficiency is estimated on
events which contain two leptons that fulfil the complete dilepton event selection.

The Drell–Yan background is measured using data. Two different methods are used, and the
two estimates are compatible. In the PLR method, for the ee and µµ channels, the ratio of Drell–
Yan events outside and inside the dilepton invariant mass window, Rout/in, is estimated from the
simulation. This is used to estimate the Drell-Yan background using the number of data events
inside the dilepton invariant mass window [39]. A contamination from other backgrounds can still
be present in the Z-mass window, and this contribution is subtracted using the eµ channel scaled
according to the event yields in the ee and µµ channels. For the eµ channel, the DY background
yield is estimated after performing a binned maximum-likelihood fit to the dilepton invariant mass
distribution. In the FTM method, the number of Drell-Yan events in the ee and µµ channels is
estimated from the shape of the distribution of the angle between the momentum vectors of the two
leptons. For the eµ channel, the predictions are taken from simulation.

6.2 Systematic uncertainties

Most of the sources of systematic uncertainties are common to all methods, and several methods
have specific additional contributions. A description of the common systematic uncertainties is
given in this section. The description of the procedure to estimate the systematic uncertainties in
each analysis and the influence of the different sources will be given separately for each analysis in
its relevant section.

There are different sources of uncertainties originating from the detector knowledge or related
to the theory and the simulation. These uncertainties can affect the normalization factor for each
process or they can distort the distributions themselves.
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Table 5. Number of observed and predicted events in the lepton+jets sample after applying all selection
requirements of the FTC method. All MC samples have been scaled to an integrated luminosity of 2.3fb−1.
The uncertainties include the uncertainties on the luminosity and the cross sections. The CSVM operating
point has been used for the b-jet tagging requirement.

no tagging ≥ 1 b-tagged jets ≥ 2 b-tagged jets
tt 8504 ± 1275 7425 ± 1113 3744 ± 561
Single top 477 ± 82 394 ± 118 162 ± 49
W+jets 6170 ± 1851 1367 ± 410 214 ± 64
Z+jets 459 ± 138 83 ± 25 15 ± 5
QCD 23 ± 7 3 ± 1 0.20 ± 0.06
Total prediction 15633 ± 2253 9272 ± 1921 4134 ± 566
Data 14391 8781 3897

Table 6. Number of observed and predicted events in the dilepton sample after applying all selection
requirements of the PLR method. All MC samples have been scaled to a luminosity of 2.3fb−1. The
uncertainties include the uncertainties on the luminosity and the cross sections. The TCHEL operating point
has been used for the b-jet tagging requirement. The component “tt signal” stands for the dilepton events.
The component “tt other” contains the events in all other decay channels.

Processes Channel ee Channel µµ Channel eµ

Without b-jet tagging requirement
tt signal 971 ± 147 1275 ± 182 3453 ± 521
tt other 11.5 ± 5.7 3.3 ± 1.7 23.6 ± 11.8
Single top 48.7 ± 14.6 62.7 ± 18.9 163.7 ± 49.0
Di-bosons 22.3 ± 6.7 29.2 ± 8.8 49.4 ± 14.8
Z+jets 409 ± 204 545 ± 273 200 ± 100
W+jets 12.0 ± 6.0 < 0.5 11.4 ± 5.7
Total prediction 1475 ± 259 1915 ± 343 3902 ± 512
Data 1442 1773 3898

With ≥ 1 b-tagged jets
Total prediction 1088 ± 170 1429 ± 218 3390 ± 475
Data 1080 1364 3375

With ≥ 2 b-tagged jets
Total prediction 529 ± 73 697 ± 97 1827 ± 263
Data 554 686 1854

The dominant sources of uncertainty arise from the MC simulation. The uncertainty due to
the modelling of the underlying event is estimated by comparing results between the main sample
generated with the Z2 tune to that with the D6T tune [40]. The effect due to the scale used to match
clustered jets to partons (i.e., jet-parton matching) is estimated with dedicated samples generated by
varying the nominal matching pT thresholds by factors of 2 and 1/2. Effects due to the definition
of the renormalization and factorization scales used in the simulation of the signal are studied
with dedicated MC samples with the scales varied simultaneously by factors of 2 and 1/2. The
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uncertainties related to the parton distribution function (PDF) used to model the hard scattering
of the proton-proton collisions are estimated by varying the parameters of the PDF by ±1σ with
respect to their nominal values and using the PDF4LHC prescription [13, 15]. Variations in the
relative composition of the simulated samples are studied by varying the contributions of each
background with respect to the signal and each other.

Several systematic uncertainties pertain to the modelling of the CMS detector in the MC sim-
ulations. Important uncertainties are the energy scales of the jets and, to a lesser extent, of the
leptons, as they shift the momenta of the reconstructed objects. Similarly, the uncertainty in jet
energy resolution has also been considered. The effects of the jet energy scale are taken into ac-
count by varying the energy scale of the jets according to its uncertainty [27]. A further source
comes from the uncertainties associated with the measurement of the trigger and lepton selection
efficiencies. The uncertainty due to pileup is evaluated by varying the mean value of the measured
pileup distribution by ±10%.

6.3 Profile likelihood ratio method

In this method, the data/MC scale factor of the b-jet tagging efficiency is measured with the PLR
method using the 2-dimensional distribution of the jet multiplicity versus the b-tagged jet multi-
plicity in dilepton events. The uncertainties in the event yield and in the shape of the distribution
are considered as nuisance parameters in the likelihood function and are then fitted during the mini-
mization procedure. This leads to combined statistical and systematic uncertainties associated with
the measurement of the scale factor.

The likelihood function for a given dilepton channel j (ee, eµ or µµ) and a given bin i of the
2-dimensional distribution (corresponding to n jets and m b-tagged jets) is written as [41]:

Li, j(SFb,Nobs
i, j ,{Uk}) = Poisson(Nobs

i, j ,µi, j(SFb,{Uk}))×∏
k
Gauss(Uk,0,1) , (6.1)

where Nobs
i, j is the number of observed events, µi, j the number of expected events, and Uk the

nuisance parameters. The distribution of the number of b-tagged jets observed in data and predicted
in the simulation for the TCHEL operating point for tt and background events is shown in figure 15.
The likelihood function for a given channel j is then the product of the likelihood functions over
all the bins of the distribution:

L j(SFb,{Nobs
i, j },{Uk}) = ∏

i
Li, j(SFb,Nobs

i, j ,{Uk}) . (6.2)

Since the decay channels are statistically independent, the overall likelihood function is then simply
the product of the individual channel likelihoods:

L(SFb,{Nobs
i, j },{Uk}) = ∏

j
L j . (6.3)

The expression of the profile likelihood ratio LR is then

LR(SFb) =
L(SFb,{ ˆ̂Ui})
L( ˆSFb,{Ûi})

, (6.4)
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Figure 15. Number of b-tagged jets per event in the dilepton channel for the TCHEL operating point, in
the data (filled circles) and the simulation (solid histograms), before the fit. The simulated distribution is
normalized to an integrated luminosity of 2.3fb−1. The bin labels (m,n) refer to the number of events with m
jets in the event of which n are tagged. The component “tt signal” are the dilepton events, and the component
“tt other” contains the events in all other decay channels. The hatched area corresponds to the combined
statistical and systematic uncertainty.

where ˆ̂Ui represents the conditional maximum likelihood estimates of Ui obtained with the scale
factor SFb fixed while ˆSFb and Ûi are the estimates obtained with SFb free.

The distribution of −2ln(LR(SFb)) is asymptotically distributed as a χ2 distribution with one
degree of freedom (Wilk’s theorem [42]). An LR curve is obtained by scanning the values of SFb

in a given range and used to determine a 68% confidence level interval. These uncertainties are the
combination of the statistical uncertainty and the systematic uncertainties considered as nuisance
parameters. All the nuisance parameters are common to the three channels except the estimation of
the backgrounds from data for W+jets and Z+jets. The Z+jets background is estimated from data
as described in section 6.1. The small W+jets background is estimated from data using the matrix
method [39].

The expected number of b-tagged jets in events with n jets of a given dilepton final state, µi, j

in eq. (6.1), is derived from pre-tagged simulated events with n jets. This is carried out by applying
per-jet b-jet tagging efficiencies, considering all jet tagging combinations. These efficiencies are
derived as a function of pT and η , using simulated tt events for b jets and using data samples
dominated by light-parton jets. A constant scale factor SFb is applied to the b- and c-jet efficiencies
to model the b-jet tagging efficiency in data. The value of SFb is then extracted by minimizing the
LR as described above. A closure test is performed on simulated signal events to check that, for a
unit scale factor, the b-tagged jet multiplicity distribution obtained with the reweighting procedure
is the same as the one obtained directly from MC simulation using a requirement on the b-jet
tagging discriminant.
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Several uncertainties are considered as nuisance parameters in the likelihood function and are
then fitted during the minimization procedure. These are the uncertainties on the energy scale
of the jets and the leptons, the expected number of events of the different contributions, and the
uncertainty on the light-parton jet scale factor.

Further contributions to the systematic uncertainties are estimated outside the PLR procedure.
The expected input distributions to the PLR method are re-derived, using MC samples with varied
parameters, and the b-jet tagging scale factors are re-measured. The relative differences of SFb

with respect to the nominal values are taken as systematic uncertainties, and added in quadrature
to the total uncertainty from the fit. These uncertainties include the uncertainties on the jet-parton
matching scale, the parton-shower/matrix-element threshold, and the top mass.

The factorization scale is the dominant systematic uncertainty, as it affects the jet multiplicity
distribution, with a relative uncertainty of approximately 1.7% on the scale factor of the CSVL
operating point. The second-largest contribution is from the uncertainty on the tt event yield,
which is estimated to be 20%. It includes the uncertainties on the tt cross section, the trigger and
lepton selection efficiencies, and the branching fraction of the decays of the W bosons. This results
in an uncertainty of 1.4% on the scale factor of the CSVL operating point. Further, the statistical
uncertainty on the b-jet tagging efficiency in the simulation was found to range between 0.4% and
1.6% depending on the operating point considered. A 1.6% systematic uncertainty on the scale
factor was therefore chosen for all the operating points.

Finally, to account for a possible uncertainty coming from the fitting algorithm itself, an addi-
tional uncertainty is estimated using different choices of the likelihood minimization. This is taken
as a 1% relative uncertainty.

6.4 Flavour tag consistency method

The FTC method requires consistency between the observed and expected number of tags in the
lepton+jets events to study the performance of the heavy-flavour algorithms.

In a sample of tt pair candidates in the lepton+jets channel, the expected number of events
with n b-tagged jets 〈Nn〉 can be written as

〈Nn〉= L ·σtt ·ε ·∑
i, j,k

Fi jk

i′≤i, j′≤ j,k′≤k

∑
i′+ j′+k′=n

[Ci′
i ε

i′
b (1−εb)(i−i′)C j′

j ε
j′

c (1−εc)( j− j′)Ck′
k ε

k′
l (1−εl)(k−k′)], (6.5)

where L is the integrated luminosity, σtt is the tt cross section, ε is the pre-tagging selection effi-
ciency, Cb

a is the binomial coefficient, and εb,εc, and εl are the b-, c-, and light-parton jet tagging
efficiencies. The factors Fi jk are the fractions of events with i b jets, j c jets, and k light-parton jets.
They are derived from the tt simulation in which the true flavour of the jets is known.

As an example, the F112 term contributes to the expected number of events with 1 b-tagged jet
〈N1〉 in the following way:

〈N1〉 ∝ F112×

1 · εb(1− εc)(1− εl)2︸ ︷︷ ︸
the b jet

+1 · (1− εb)εc(1− εl)2︸ ︷︷ ︸
the c jet

+2 · (1− εb)(1− εc)εl(1− εl)︸ ︷︷ ︸
the light-parton jet

 .

(6.6)
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Figure 16. Number of tagged jets per event in the lepton+jet channel with the FTC method with the CSVM
operating point, in the data (filled circles) and the simulation (solid histograms), (a) before and (b) after
the fit. The simulated distribution is normalized to an integrated luminosity of 2.3fb−1. The hatched area
corresponds to the combined statistical and systematic uncertainty.

To account for the non-negligible amount of background, eq. (6.5) is modified to include each
background sample:

〈Nn〉 = 〈Ntt
n 〉+ 〈Nbackground

n 〉

= L ·σtt · εtt ·

[
∑
i, j,k

F tt
i jk

i′≤i, j′≤ j,k′≤k

∑
i′+ j′+k′=n

(· · ·)

+
σbackground

σtt
·

εbackground

εtt
·∑

i, j,k
Fbackground

i jk

i′≤i, j′≤ j,k′≤k

∑
i′+ j′+k′=n

(· · ·)

]
, (6.7)

where (· · ·) stands for the expression in square brackets from eq. (6.5).
The tagging efficiencies and the tt production cross section are then measured by minimizing

the log-likelihood function:

L=−2log∏
n
Poisson(Nn,〈Nn〉), (6.8)

where Nn is the number of observed events with n b-tagged jets. The distribution of the number
of b-tagged jets observed in data and predicted in the simulation before and after the fit for tt and
background events is shown in figure 16.

In the current implementation the likelihood only uses the b-tagged jet multiplicity in tt lep-
ton+jets events with between four to seven reconstructed jets, as it emphasizes the measurement
of the heavy-flavour b-jet tagging efficiency. The b-jet tagging efficiencies and tt cross section are
treated as free parameters in the fit. The tt cross section determined in the fits are consistent with
the published values. The c- and light-parton-jet tagging efficiencies are taken from the simulation
corrected for the data/MC scale factors.

The systematic uncertainties are determined from ensembles of pseudo-experiments. In each
of these pseudo-experiments, the number of signal and background events are generated using
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Poisson statistics, using as mean values the number of expected events in each channel. Events
are then randomly chosen in the simulated samples and the b-tagged jet multiplicity distributions
are populated according to the simulated jet multiplicity in each event. The measurement is then
performed as described above using the factors Fi jk from the nominal simulation. The average b-jet
tagging efficiency is compared to the average b-jet tagging efficiency value measured in ensemble
tests with the nominal samples. The difference is taken as a systematic uncertainty.

The dominant contribution is the uncertainty on the jet energy scale, with a relative uncertainty
of 2.2% on the scale factor of the CSVL operating point. The second-largest uncertainty arises
from the uncertainty on the production cross section of the W+heavy flavour jets, with a relative
uncertainty of 0.97%. The uncertainties due to the factorization scale and the jet-parton matching
are 0.41% and 0.35%, respectively, for the CSVL operating point.

6.5 Flavour tag matching method

The FTM method requires consistency between the observed and expected number of tags in dilep-
ton events. The expected number of events with n b-tagged jets 〈Nn〉 is written as

〈Nn〉=
all jets

∑
k jets=2

nk ·Pn,k , (6.9)

where nk is the observed number of events with k jets, and Pn,k is the probability to count n b-tagged
jets in a k-jet event. These probability functions are written in terms of the tagging efficiencies and
the expected jet composition.

In order to illustrate explicitly the construction of the probability functions, the exclusive two-
jet multiplicity bin is used and the following expression is obtained:

Pn,2 =
2

∑
i jets=0

from top decay

αi ·Pn,2,i , (6.10)

where Pn,2,i is the probability that n b tags are observed in an event with two jets of which i jets
come from tt decays.

The misassignment probabilities αi denote the probability in the sample that i jets from the
decay of the tt pair have been reconstructed and selected. These are normalized such that ∑i αi = 1.
For example, α2 is the probability that both b jets from the tt decay have been selected. They take
into account both the contribution from the background, which is small in the dilepton channel,
and jet misassignment. Either or both of the jets from the decays of the two top quarks may not be
selected, and jets from initial- and final- state radiation, or jets from the proton recoil may enter the
selection, further diluting the sample.

As an example, for the case where two tagged jets are found in a two-jet event, the probabilities
can be explicitly written as:

P2,2,0 = ε2
q if no jets are from tt decays;

P2,2,1 = 2εbεq if 1 jet is from tt decays;

P2,2,2 = ε2
b if 2 jets are from tt decays.

(6.11)
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The misidentification probability εq is an effective measurement of the probability of tagging gluon,
light and charm quark jets in the dilepton sample. Similar expressions can easily be derived for the
other jet multiplicity bins.

The misassignment probabilities are determined from data, and used in the subsequent likeli-
hood of the b-tagged jet multiplicity distribution. In order to estimate the actual fraction of b jets
from top-quark decays in the selected sample, kinematic properties of the top decay topology are
used. The invariant mass of the lepton-jet pairs from a t→Wb decay have a kinematic end-point

at Mmax
`,b ≡

√
m2

t −m2
W ≈ 156GeV/c2. The invariant mass of misassigned lepton-jet pairs exhibits a

longer tail towards high mass values. The shape of the misassigned pairs can be modelled by mix-
ing lepton-jet pairs from different events or randomly changing the lepton momentum direction.
The fraction of jets from t→Wb decays can thus be measured normalizing the spectrum obtained
from the combinatorial model to the number of pairs observed in the tail (i.e. M`,b > 180GeV/c2).
This is estimated independently for each dilepton channel and for each jet-multiplicity bin. The
procedure is checked and found to be unbiased from MC pseudo-experiments. Taking into account
the expected contribution of tt and single-top events to the final sample, the sample composition in
terms of events with 2, 1, or 0 correctly reconstructed and selected b jets is estimated.

The b-jet tagging efficiency εb can then be measured by maximizing the likelihood function:

L(εb,εq,αi) =
all jets

∏
n=0
Poisson(Nn,〈Nn〉) , (6.12)

where Nn is the observed number of events with n b-tagged jets.
The likelihood only uses the b tagged jet multiplicity in tt dilepton events with two and three

reconstructed jets. Gaussian constraints are added for the effective c- and light-parton jet tagging
efficiency εq and the misassignment probabilities:

L=
all jets

∏
n=0
Poisson(Nn,〈Nn〉) · ∏

i
Gauss(αi, α̂i,σαi) · Gauss(εq, ε̂q,σεq) . (6.13)

The central value ε̂q and width σεq of εq are determined from the simulation. For the misassignment
probabilities αi, the central values α̂i are taken from the measurement described above, and the
width σαi derived from the uncertainty of the expected contribution of tt and single-top events to
the final sample.

The systematic uncertainties affect the measurement of the b-jet tagging probability through
their effect on the parameters of the fit, namely the measured misassignment probabilities and the
misidentification probability for non-b jets. The effect on the measured misassignment probabili-
ties is determined from ensembles of pseudo-experiments, where, for each source of uncertainty,
the bias on the probabilities is determined. Most sources of uncertainties such as jet energy scale
and resolution, and pileup have little effect. This is because the method used to derive the misas-
signment probabilities is based on templates for the lepton-jet invariant mass obtained from control
samples in data. Other sources, which might affect the contribution from top-quark decays and
from initial- and final-state radiation jets to the final sample, are evaluated using samples where the
QCD factorisation and renormalisation scales and the jet-parton matching scales are varied. In the
pseudo-experiments the standard tt sample is substituted by each of these samples and the process
is repeated.
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This bias is then used to shift the measured misassignment probabilities. The likelihood fit of
the data is repeated with the modified values. The difference with respect to the nominal result is
taken as the systematic uncertainty. The same procedure is applied to evaluate the uncertainty on
the misidentification probability for non-b jets.

The final uncertainty is dominated by factors which tend to increase the contamination of
background or alter the jet environment. The main uncertainties are the factorization scale, and to
a smaller extent, the jet-parton matching with relative uncertainties on the scale factor of 2.3% and
1.4% respectively, for the CSVL operating point. The second-largest uncertainty arises from the
1.5% uncertainty on the light-parton jet tagging efficiency.

6.6 Efficiency measurement from a b-enriched jet sample

In this method, the b-jet tagging efficiency is measured from a sample enriched with b jets (bSam-
ple) in lepton+jets events. The contamination of this sample due to light-parton jets is estimated
from data and subtracted.

In order to select the correct jets originating from the decay of the top quarks, a χ2 is calculated
for each jet-parton combination based on the masses of the reconstructed W boson mqq and the
hadronically decaying top quark mbqq:

χ
2 =

(
mbqq−mt

σt

)2

+
(

mqq−mW

σW

)2

. (6.14)

The mean masses and widths are obtained from the tt simulation using a Gaussian fit to the mass
distributions of the combination with the correct jet-to-quark assignment. The mean and width
of the reconstructed top-quark mass distribution are 172.5GeV/c2 and 16.3GeV/c2, respectively.
The mean and width of the reconstructed W-boson distribution are 82.9GeV/c2 and 9.5GeV/c2,
respectively. Using the four leading jets, with transverse momenta above 30GeV/c, there are 12
combinations to pair the four reconstructed jets with the quarks from tt decay. The combination
with the lowest χ2 is selected to represent the event topology. The event is rejected if the lowest χ2

is above 90.
A generic b-candidate sample is constructed by taking the jet assigned to the lepton. This

sample is further subdivided into b-enriched and b-depleted subsamples by using the invariant
mass of that jet and the muon (called the jet-muon mass, mµ j). The distribution of this variable is
shown in figure 17. For the b-enriched subsample, the jet-muon mass is required to be in the range
80 < mµ j < 150GeV/c2. For the b-depleted subsample the jet-muon mass is required to be in the
range 150 < mµ j < 250GeV/c2. Based on the simulation, the purities of the two subsamples are
45% and 16%, respectively.

The distribution of the discriminators of the taggers for true b jets, ∆̂enr
b , is obtained by sub-

tracting the discriminator distribution of the b-depleted subsample, ∆
depl
b from the discriminator

distribution of the b-enriched subsample, ∆enr
b :

∆̂
enr
b = ∆

enr
b −F×∆

depl
b . (6.15)

The factor F represents the ratio of the number of non-b jets in the b-enriched and b-depleted
subsamples. It is measured from a background dominated sample composed mainly of light-flavour
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Figure 17. Distribution of the jet-muon mass in the data (filled circles) and the simulation (solid histograms).
The simulated distribution is normalized to an integrated luminosity of 2.3fb−1. The component “tt signal”
stands for the lepton+jet events. The component “tt other” contains the events in all other decay channels.
The hatched area corresponds to the combined statistical and systematic uncertainty. Overflow entries are
added to the last bin.

quark jets. This sample is obtained by using the jets attributed to the decay of the W boson and
ensuring that they both fail the b-jet tagging requirements of the TCHEM operating point. Both jets
are used to construct a jet-muon mass distribution, and the same subsamples are defined as for the
signal sample. The purity of light-flavour quark jets is 92% in the region 80 < mµ j < 150GeV/c2 and
95% in the region 150 < mµ j < 250GeV/c2. To match the shape of the jet-muon mass distribution
of this background sample to that of the signal sample, the jets in the background sample are
reweighted according to the (pT, η) of the signal sample. After this reweighting, the two samples
have similar jet-muon mass distribution. The factor F is taken as the ratio of the number of events
in the 80 < mµ j < 150GeV/c2 and the 150 < mµ j < 250GeV/c2 regions in the background sample,
and is found to be 1.16±0.02.

A small correlation between the jet-muon mass and the discriminators has to be corrected for.
This correlation is attributed to the correlation between the transverse momentum of the jet and the
jet-muon mass. This correlation distorts the distribution of the discriminants of the b-jet tagging
algorithms in the b-depleted subsample with respect to the distribution of the non-b jets in the b-
enhanced subsample. This effect is corrected by reweighting the jets in the b-depleted subsample
according to the transverse momentum distribution of the jets in the b-enhanced subsample.

The systematic uncertainties for the b-jet tagging efficiency and the scale factors are the abso-
lute differences between the nominal simulation sample and the sample with modified parameters.
Additionally, a systematic uncertainty is assigned based on tests of the method in simulation. The
tests show no bias in the method with an uncertainty driven by statistical uncertainties on available
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Table 7. Data/MC scale factors SFb as measured using the PtRel, System8, and LT methods and their
combination. Results are given for jet pT between 80 and 120GeV/c. The first uncertainty on SFb is statistical
and the second is systematic. For the combination the total uncertainty is quoted.

b tagger SFb (PtRel) SFb (System8) SFb (LT) SFb (comb.)
JPL 0.98±0.01±0.03 1.00±0.02±0.07 1.00±0.01±0.04 0.99±0.03
JBPL 0.99±0.01±0.02 0.98±0.02±0.04 1.01±0.01±0.04 0.99±0.02
TCHEL 0.99±0.01±0.02 0.97±0.02±0.05 1.00±0.01±0.01 1.00±0.01
CSVL 1.00±0.01±0.02 1.01±0.02±0.06 0.98±0.01±0.02 0.99±0.02
JPM 0.90±0.01±0.03 0.93±0.03±0.06 0.99±0.01±0.05 0.92±0.03
JBPM 0.92±0.01±0.02 0.96±0.03±0.08 0.99±0.01±0.05 0.91±0.03
TCHEM 0.94±0.01±0.03 0.99±0.03±0.07 0.98±0.01±0.03 0.95±0.02
TCHPM 0.95±0.01±0.03 0.94±0.02±0.09 0.97±0.01±0.02 0.96±0.02
SSVHEM 0.92±0.01±0.02 0.92±0.03±0.05 0.97±0.01±0.02 0.95±0.02
CSVM 0.93±0.01±0.02 0.97±0.03±0.06 0.97±0.01±0.03 0.95±0.02
JPT 0.82±0.01±0.05 0.85±0.03±0.07 0.96±0.01±0.07 0.87±0.05
JBPT 0.83±0.01±0.06 0.89±0.03±0.11 0.96±0.01±0.08 0.87±0.06
TCHPT 0.87±0.01±0.05 0.91±0.03±0.10 0.94±0.01±0.04 0.91±0.04
SSVHPT 0.87±0.01±0.03 0.84±0.03±0.10 0.96±0.01±0.03 0.92±0.03
CSVT 0.86±0.01±0.04 0.92±0.03±0.07 0.94±0.01±0.04 0.90±0.03

samples. For the CSVL operating point, the relative uncertainty is 3.1%. The jet energy scale
and resolution have a small contribution from the change in the mean masses and widths used for
the χ2. For the CSVL operating point, the relative uncertainties on the scale factor are 1.4% and
2.2%, respectively. A small uncertainty of 0.5% is due to the choice of the boundaries of the b-
depleted region. The high tail of the jet-muon mass distribution is composed mainly of background
events and wrongly combined jets that do not reflect the kinematics of the signal events. The effect
of imposing an upper limit on the region is assessed by varying the boundary between 200 and
300GeV/c2.

7 Efficiency measurement results

7.1 Results from multijet events

The methods described in section 5 cover a large range of jet transverse momenta. The PtRel and
the System8 methods provide precise measurements for the lower part of the spectrum. The IP3D
and the LT methods have been designed for high jet pT. The measured data/MC scale factors are
given in table 7 for jets with low pT from 80 to 120GeV/c, and in table 8 for jets with high pT, from
160 to 320GeV/c. In these ranges the methods give compatible results within the quoted uncertain-
ties. While some of the methods measure the efficiencies and scale factors only for muon jets,
and not inclusive b jets, simulation studies have shown that the difference in tagging efficiencies
between the two are only a few percent. We assume that these small differences have no significant
effect on the scale factors, which are relative data/MC measurements.
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Table 8. Data/MC scale factors SFb as measured using the IP3D and LT methods and their combination.
Results are given for jet pT between 160 and 320GeV/c. The first uncertainty on SFb is statistical and the
second is systematic. For the combination the total uncertainty is quoted.

b tagger SFb (IP3D) SFb (LT) SFb (comb.)
JPL 0.99±0.01±0.01 1.00±0.01±0.06 0.99±0.02
JBPL 1.00±0.01±0.01 1.00±0.01±0.05 1.00±0.02
TCHEL 1.00±0.01±0.02 1.00±0.01±0.02 1.00±0.02
CSVL 0.98±0.02±0.01 0.96±0.01±0.04 0.97±0.03
JPM 0.93±0.02±0.03 0.99±0.01±0.06 0.95±0.04
JBPM 0.97±0.02±0.03 0.99±0.01±0.06 0.97±0.04
TCHEM 0.96±0.02±0.03 0.97±0.01±0.03 0.96±0.03
TCHPM 0.97±0.02±0.03 0.97±0.01±0.02 0.97±0.02
SSVHEM 0.98±0.02±0.04 0.98±0.01±0.07 0.98±0.04
CSVM 0.95±0.02±0.04 0.97±0.01±0.06 0.96±0.04
JPT 0.89±0.02±0.04 0.95±0.01±0.10 0.91±0.05
JBPT 0.91±0.02±0.03 0.96±0.01±0.11 0.92±0.05
TCHPT 0.89±0.02±0.03 0.94±0.01±0.04 0.92±0.04
SSVHPT 0.92±0.02±0.04 0.96±0.01±0.05 0.94±0.04
CSVT 0.90±0.02±0.07 0.94±0.01±0.09 0.92±0.07

The results have been combined to provide the best measurements of the data/MC scale factors
for 30 < pT < 670GeV/c. For each jet pT range the most precise results have been used: the PtRel
and System8 methods for pT < 120GeV/c, the IP3D method for pT > 120GeV/c and the LT method
for the full momentum range.

The combination is based on a weighted mean of the scale factors in each jet pT bin [43].
However, there are a significant number of jets from QCD dijet and multijet events (with at least
one muon associated to a jet) which are shared between the methods. The shared fraction of jets
varies with jet pT. Typical values are 10–25% between the LT and PtRel/IP3D methods, 40–50%
between the PtRel and System8 methods, and 20–50% between the System8 and LT methods. This
overlap has been taken into account in the combination.

Several sources of systematic uncertainties are common for all methods: the effects due to
pileup, gluon splitting, and the selection criteria for muons. The muon PtRel and IP3D methods
have the same sensitivity to the choice of the away-jet tagger. The corresponding uncertainties were
assumed to be fully correlated or anticorrelated according to the sign of the variations observed for
the different methods. All other systematic effects are specific to individual methods and have
been treated as uncorrelated. A conservative value for the uncertainty is used if the χ2 from the fit
exceeds the number of degrees of freedom, in which case the uncertainty is scaled by the square
root of the normalised χ2. Summaries for the individual and combined scale factor measurements
for the JPL and the CSVM taggers are shown in figure 18. Also shown are the parameterizations
of the combined scale factor of the form SFb(pT) = α(1+β pT)/(1+γ pT). Combined values for a
low and a high jet pT range are shown in the right hand columns of tables 7 and 8, respectively. The
same studies have been been performed separately for muon jets with |η |< 1.2 and 1.2 < |η |< 2.4.
Compatible scale factor values are obtained in both regions.
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Table 9. The scale factors SFb as measured using the PLR, FTC, FTM and bSample methods, and the
weighted mean (WM). The uncertainties are the combined statistical and systematic uncertainty.

b tagger PLR FTC FTM bSample WM
JPL 0.96 ± 0.03 0.99 ± 0.03 0.96 ± 0.03 0.96 ± 0.05 0.97 ± 0.03
JBPL 0.97 ± 0.03 1.00 ± 0.05 0.96 ± 0.03 0.97 ± 0.05 0.98 ± 0.03
TCHEL 0.96 ± 0.03 0.94 ± 0.04 0.95 ± 0.03 0.92 ± 0.05 0.95 ± 0.03
CSVL 1.00 ± 0.03 1.03 ± 0.03 0.99 ± 0.04 0.97 ± 0.05 1.01 ± 0.03
JPM 0.95 ± 0.03 0.95 ± 0.04 0.93 ± 0.03 0.94 ± 0.06 0.95 ± 0.03
JBPM 0.93 ± 0.03 0.95 ± 0.04 0.91 ± 0.03 0.93 ± 0.06 0.94 ± 0.03
TCHEM 0.96 ± 0.03 0.97 ± 0.04 0.96 ± 0.03 0.93 ± 0.06 0.96 ± 0.03
TCHPM 0.94 ± 0.03 0.93 ± 0.04 0.95 ± 0.04 0.92 ± 0.06 0.93 ± 0.03
SSVHEM 0.95 ± 0.03 0.98 ± 0.04 0.98 ± 0.04 0.95 ± 0.07 0.96 ± 0.03
CSVM 0.97 ± 0.03 0.98 ± 0.04 0.97 ± 0.04 0.95 ± 0.06 0.97 ± 0.03
JPT 0.90 ± 0.03 0.89 ± 0.05 0.90 ± 0.03 0.95 ± 0.07 0.90 ± 0.03
JBPT 0.90 ± 0.03 0.88 ± 0.05 0.90 ± 0.03 0.90 ± 0.07 0.89 ± 0.03
TCHPT 0.93 ± 0.03 0.92 ± 0.05 0.94 ± 0.04 0.91 ± 0.07 0.93 ± 0.03
SSVHPT 0.95 ± 0.03 0.95 ± 0.04 0.96 ± 0.04 0.89 ± 0.07 0.95 ± 0.03
CSVT 0.95 ± 0.03 0.97 ± 0.05 0.96 ± 0.03 0.95 ± 0.06 0.96 ± 0.03

7.2 Results from tt events

The statistical properties of the four methods presented in sections 6.3 to 6.6 have been studied
using ensembles of pseudo-experiments based on the expected numbers of signal and background
events. The distributions of the estimated values and their uncertainties show that the methods
are unbiased. This is shown by the pull distributions, which have mean values close to zero and
standard deviations close to one.

The scale factors SFb = εmeas
b /εMC

b measured with the different algorithms are shown in table 9
using data with an integrated luminosity of 2.3fb−1. The scale factors were stable over the whole
data-taking period and can be applied to the full dataset. The measured b-jet tagging efficiencies
and scale factors for the CSV algorithm are shown in figure 19.

The PLR and FTC methods are used to calculate a combined scale factor for use in analyses,
by taking the weighted mean of the scale factors from each method. The two methods are chosen
because each has the smallest uncertainty among the analyses in its respective decay channel.
By choosing one analysis in the dilepton channel and one in the lepton+jets channel, there is no
statistical correlation between the two measurements as the samples are mutually exclusive. Based
on the statistical and systematic uncertainties of the PLR and FTC methods, the uncertainty of the
resulting scale factor is ±0.03 for all operating points.

A continuous function for the scale factors is required in physics analyses that use b-jet tag-
ging discriminators with multivariate methods. The function is obtained from a linear fit to the
distribution of the scale factors measured with the FTC method. This is offset vertically to match
the weighted mean of the medium operating point, as illustrated in figure 20.
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Figure 19. Measured b-jet tagging efficiency as a function of the flavour discriminator threshold for the CSV
algorithm, measured with the (a) FTC method, (b) FTM method and (c) bSample method. The absolute b-jet
tagging efficiencies measured from data and predicted from simulation are shown in the upper histograms of
each panel. The scale factors SFb are shown in the lower histogram, where the blue dashed lines represent
the combined statistical and systematic uncertainty. The arrows indicate the standard operating points. For
the FTC method, the red line represents a linear function fitted on the distribution of the scale factors.

– 39 –



2
0
1
3
 
J
I
N
S
T
 
8
 
P
0
4
0
1
3

FTC

Linear fit to FTC

PLR

Weighted mean

Final function

 = 7 TeVs at -1CMS, 2.3 fb

CSV Discriminator Value
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

b
S

F

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

Figure 20. Scale factors measured with the PLR and FTC methods and weighted mean as a function
of the discriminator threshold for the CSV algorithm. The black function is derived from a fit to the values
measured with the FTC method. The red function labelled “Final function” corresponds to the same function
offset vertically to match the weighted mean of the medium operating point. The uncertainties are the
combined statistical and systematic uncertainty.

7.3 Comparison of results

The pT-dependent scale factors measured in dijet and multijet events have been compared by
reweighted them to match the jet pT spectrum observed in tt events. The results are shown in
table 10 and are in good agreement with each other. This justifies the assumption that the scale
factors for the muon jets and inclusive jets are compatible.

8 Misidentification probability measurement

The measurement of the misidentification probability for light-parton jets relies on the definition
of inverted tagging algorithms, selecting non-b jets using the same variables and techniques as
the standard versions. These “negative taggers” can be used in the same way as the regular b-jet
tagging algorithms both in data and in the simulation. As the negative-tagged jets are enriched
in light flavours, the misidentification probability can be measured from data, with the simulation
used to extract a correction factor.

The misidentification probability is evaluated from tracks with a negative impact parameter
or from secondary vertices with a negative decay length (see section 4). When a negative tagger
is applied to jets of any flavour, the corresponding tagging efficiency is denoted “negative tag
rate”. The negative and positive b-jet tagging discriminator distributions in data are compared with
the simulation in figure 21. The events are selected by requiring jet triggers with a pT threshold of
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Table 10. The efficiency scale factors SFb, and their uncertainties, obtained in multijet and tt events for b
jets in the expected pT range of tt events.

b tagger SFb in multijet events SFb in tt events
JPL 0.98±0.02 0.97±0.03
JBPL 0.98±0.02 0.98±0.03
TCHEL 0.98±0.02 0.95±0.03
CSVL 0.99±0.02 1.01±0.03
JPM 0.92±0.03 0.95±0.03
JBPM 0.92±0.03 0.94±0.03
TCHEM 0.95±0.03 0.96±0.03
TCHPM 0.94±0.03 0.93±0.03
SSVHEM 0.95±0.03 0.96±0.03
CSVM 0.95±0.03 0.97±0.03
JPT 0.87±0.04 0.90±0.03
JBPT 0.87±0.05 0.89±0.03
TCHPT 0.91±0.04 0.93±0.03
SSVHPT 0.92±0.03 0.95±0.03
CSVT 0.91±0.03 0.96±0.03

30GeV/c, corresponding to an average pT over all jets in the events of 44GeV/c. For all b-jet tagging
algorithms, the data and simulation are found to be in agreement to within about ±20%. Similar
results are found for a sample of events selected by requiring jet triggers with a pT threshold of
300GeV/c, in which the average pT is 213GeV/c. Depending on the prescales applied, the data
correspond to an integrated luminosity of up to 5.0fb−1.

The misidentification probability is evaluated as:

ε
misid
data = ε

−
data ·Rlight , (8.1)

where ε
−
data is the negative tag rate as measured in jet data, defined as the fraction of jets that are

negatively tagged. Rlight = εmisid
MC /ε

−
MC, a correction factor taken from simulation, is the ratio of the

misidentification probability for light-parton jets to the negative tag rate for jets of all flavours in
the simulation.

The rate ε
−
data depends on the numbers of c and b quarks in the negative-tagged jets (which

tend to decrease Rlight), on the residual differences between light-flavour quark and gluon jets,
the number of tracks from other displaced processes (such as K0

S and Λ decays, and interactions
in the detector material), and mismeasured tracks (which tend to increase Rlight). Due to these
contributions the simulation predicts ranges of Rlight, for the different algorithms and jet pT values,
of about 1.1 to 1.4, 1 to 2, and 1 to 4, for the loose, medium, and tight operating points, respectively.

To compare the measured misidentification probability to that predicted by the simulation, a
scale factor SFlight is defined:

SFlight = ε
misid
data / ε

misid
MC . (8.2)

The following systematic effects on the misidentification probability based on negative tags
are considered:
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Figure 21. Signed b-jet tagging discriminators in data (dots) and simulation for light-parton jets (blue
histogram, with a lighter colour for the negative discriminators), c jets (green histogram), and b jets (red
histogram) for the (a) TCHE, (b) JP, (c) SSVHE, and (d) CSV algorithms. A jet-trigger pT threshold of
30GeV/c is required for both data and simulation. The simulation is normalized to the number of entries in
the data. Underflow and overflow entries are added to the first and last bins, respectively.
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• b and c fractions: the fraction of b-flavour jets has been measured in CMS to agree with the
simulation within a±20% uncertainty [44]. A±20% uncertainty is conservatively estimated
for the overall fraction of b and c jets. The b- and c-flavour fraction is varied in the QCD
multijet simulation, from which a systematic uncertainty on Rlight is inferred.

• Gluon fraction: this affects both the misidentification probability in simulation and the
overall negative tag rates. The average fraction of gluon jets depends on the details of the
parton density and hadronization functions used in the simulation. An uncertainty of ±20%
is extracted from the comparison of simulation with data [45].

• Long-lived K0
S and Λ decays: the amount of reconstructed K0

S and Λ are found to be larger
in the data than in the simulation [46]. To estimate the uncertainty on Rlight due to the K0

S
and Λ contribution, the simulated jets are reweighted by factors of 1.3± 0.3 and 1.5± 0.5,
respectively, in order to match the observed yield of K0

S and Λ in the data. The quoted
uncertainties on the factors account for the pT dependence. The yield is varied accordingly
and the inferred variation on Rlight is taken as a systematic uncertainty.

• Photon conversion and nuclear interactions: the rate of secondary interactions in the pixel
detector layers has been measured with±5% precision [28, 47]. The corresponding variation
implies a systematic uncertainty on Rlight.

• Mismeasured tracks: according to the simulation, jets with a reconstructed track not associ-
ated with a genuine charged particle also present an excess of positive over negative tags. To
correct for residual mismeasurement effects, a ±50% variation on this contribution is taken
into account in the systematic uncertainty on Rlight.

• Sign flip: small differences in the angle between a track and the jet axis can lead to a change
of the sign of the impact parameter (“sign flip”) and modify the negative tag rate. In order to
quantify this effect the ratio of the number of negative to positive tagged jets is computed in
a muon jet sample similar to the one described in section 5, with a larger than 80% b purity.
Data and simulation are found to be in good agreement. From the statistical uncertainty on
the comparison, the absolute uncertainty on this ratio is estimated as 2%, 1%, and 0.5% for
loose, medium, and tight operating points, respectively. This sign flip uncertainty can be
translated into a systematic uncertainty on Rlight.

• Pileup: the misidentification probability depends on the pileup model used in the simu-
lation. The simulated events are reweighted in order to match the pileup rate in the data.
Differences between Rlight values obtained for different running periods are used to estimate
the systematic uncertainty, which is about ±1% for all taggers.

• Event sample: physics analyses use jets from different event topologies. For a given jet pT,
the misidentification probability is different for the leading jet or if there are other jets with
higher pT values in the same event. Measured misidentification scale factors for leading and
subleading jets have a dispersion of about 7%. In addition, misidentification scale factors
vary by 2–7%, depending on the tagger, for different running periods. These two uncertain-
ties are added in quadrature to account for an uncertainty due to sample dependence. This
is the dominant contribution to the overall systematic uncertainty on the misidentification
probability.
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Table 11. Relative systematic uncertainties on SFlight for jet pT in the range 80–120GeV/c. The columns
correspond to the different sources of systematics in the order described in the text.

b tagger b and gluon V0 and mismeas. sign flip MC stat pileup and total
c jets 2nd int. evt. sample

JPM 8.6% 0.8% 7.9% 1.0% 6.4% 0.9% 9.4% 16.5%
JBPM 6.2% 1.2% 6.9% 0.5% 1.6% 0.9% 9.0% 13.2%
TCHEM 4.5% 0.8% 6.2% 1.2% 5.1% 0.7% 8.0% 12.4%
TCHPM 1.6% 1.0% 3.0% 0.6% 2.5% 0.6% 9.2% 10.3%
SSVHEM 1.0% 0.9% 3.2% 1.9% 2.9% 0.7% 7.3% 9.0%
CSVM 3.2% 1.8% 4.4% 0.7% 4.6% 0.7% 7.4% 10.6%

Table 12. Misidentification probabilities and the corresponding data/MC scale factors SFlight for different
algorithms and operating points for jet pT in the range 80–120GeV/c. The statistical uncertainties are quoted
for the misidentification probabilities, while both the statistical and the systematic uncertainties are given for
the scale factors.

b tagger misidentification probability SFlight

JPL 0.1000±0.0004 0.99±0.01±0.10
JBPL 0.1019±0.0004 0.96±0.01±0.09
TCHEL 0.1989±0.0005 1.10±0.01±0.09
CSVL 0.1020±0.0004 1.10±0.01±0.09
JPM 0.0107±0.0001 1.03±0.01±0.17
JBPM 0.0110±0.0001 0.95±0.01±0.13
TCHEM 0.0282±0.0003 1.21±0.01±0.15
TCHPM 0.0304±0.0003 1.24±0.01±0.13
SSVHEM 0.0208±0.0002 0.94±0.01±0.08
CSVM 0.0151±0.0002 1.11±0.01±0.12
JPT 0.00116±0.00005 1.03±0.04±0.25
JBPT 0.00117±0.00004 0.95±0.04±0.19
TCHPT 0.00284±0.00009 1.26±0.04±0.21
SSVHPT 0.00207±0.00009 1.02±0.04±0.17
CSVT 0.00120±0.00005 1.17±0.05±0.21

The systematic uncertainties are detailed in table 11 for the various algorithms and for the example
of the medium operating points in the jet pT range between 80 and 120GeV/c.

The measured misidentification probabilities and data/MC scale factors are presented in fig-
ures 22 and 23 as a function of the jet pT for the JPL and CSVM taggers. For a jet pT of
about 80GeV/c the misidentification probabilities are close to 10% and 1% for the loose (JPL)
and medium (CSVM) selections, respectively. Both algorithms show an increase of the misiden-
tification probability with jet pT that can be explained by the higher track densities in collimated
jets. The simulation reproduces this dependence to a large extent. The observed scale factors are
close to one with a decrease of∼10% toward the highest jet pT. The misidentification probabilities
measured with data and the data/MC scale factors are given in table 12 for jets with pT between
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80 and 120GeV/c. The scale factors for the misidentification probability have also been measured
as a function of the jet pT for jets in several pseudorapidity intervals: |η | < 0.5, 0.5 ≤ |η | < 1.0,
1.0 ≤ |η | < 1.5 and 1.5 ≤ |η | < 2.4 for the loose operating points and |η | < 0.8, 0.8 ≤ |η | < 1.6
and 1.6 ≤ |η | < 2.4 for the medium operating points. For each b-tagging algorithm, the scale
factors are compatible within about 10%. These pseudorapidity-dependent scale factors for the
misidentification probabilities are used in physics analyses.
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Figure 22. For the JPL tagger: (a) misidentification probability in data (red squares) and simulation (blue
dots); (b) scale factor for the misidentification probability. The last pT bin in each plot includes all jets
with pT > 670GeV/c. The solid curve is the result of a polynomial fit to the data points. The dashed curves
represent the overall statistical and systematic uncertainties on the measurements.
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Figure 23. Same as figure 22 but for the CSVM tagger.

9 Conclusions

The CMS collaboration has developed a variety of algorithms that are used to identify jets that arise
from the hadronization of bottom quarks. Early analyses relied on simple and robust techniques,
based on the second or third highest impact parameter significance of the tracks associated to a jet,
or the flight distance measured using a reconstructed secondary vertex. More recent analyses use
algorithms with better performance that define a powerful discriminant from the combination of
several variables. The use of these more advanced algorithms is made possible by the high degree
of agreement achieved between data and simulation, and by the robustness of the algorithms against
variations in the running conditions.

The algorithms provide selections at several operating points. The efficiencies of the algo-
rithms at these operating points have been measured with a number of methods using multijet and
tt events. A differential measurement of the efficiency as a function of jet pT, from 30 to 670GeV/c,
has been carried out with the multijet sample. This information is used in analyses that require
knowledge of the performance of b-jet tagging over a wide range of transverse momenta. The in-
formation is also helpful for analyses such as the measurement of the tt cross section in order to
avoid the strong correlations that can occur if the efficiencies are inferred from the tt event sample
itself.

The tt sample provides inclusive results, which are suitable for measurements of top-quark
properties and for the analysis of standard model processes with similar jet momentum spectra and
multiplicities. The misidentification probability, that a light-parton jet is mistaken as a b-quark jet,
has been measured by applying inverted tagging algorithms to the multijet events.
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The most effective algorithm is the Combined Secondary Vertex tagger. Using a loose se-
lection, CMS achieves b-jet tagging efficiencies of about 85%, for a light-parton misidentification
probability of 10%. This selection is suited for tt analyses. In analyses requiring higher b-jet pu-
rity, such as searches for supersymmetric particles, approximately 70% b-jet tagging efficiency is
achieved, for a light-parton misidentification probability of only 1.5%. These values apply for jet
transverse momenta typically observed in tt events.

The measured b-jet tagging performance is quantified and implemented in CMS analyses by
using scale factor corrections to the MC simulation. These scale factors have been used extensively
to enable studies over a wide range of event topologies that would otherwise not be possible due
to limited statistics. The scale factors for the b-jet tagging efficiencies are measured with uncer-
tainties of 2–4%, and 3–8%, in the jet pT range 30–320GeV/c and 320–670GeV/c respectively. The
maximum deviation of these scale factors from unity is approximately 10%. The scale factors for
light-parton jet misidentification probabilities are measured to a precision of 8–17% over the full
pT range, and differ from unity by at most 25%. The scale factors for c-jet tagging efficiency are
assumed to be the same as for b jets, with the corresponding uncertainty conservatively doubled.

The b-jet identification techniques discussed in this paper have been used in more than 40
analyses published by CMS, including measurements of top-quark properties, the Higgs boson,
and searches for signals of physics beyond the standard model. The reduction of the uncertainties
on the b-jet tagging scale factors has enabled the CMS experiment to decrease the light-parton
background to unprecedented levels while maintaining high b-jet tagging efficiency for a wide
range of processes containing heavy-flavour jets.
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Glossary

bSample Method to measure the b-jet tagging efficiency in tt events from a b-enriched sample

CSVL Combined Secondary Vertex algorithm at the loose operating point

CSVM Combined Secondary Vertex algorithm at the medium operating point

CSVT Combined Secondary Vertex algorithm at the tight operating point

FTC Flavour Tag Consistency method for the measurement of the b-jet tagging efficiency in tt
events

FTM Flavour Tag Matching method for the measurement of the b-jet tagging efficiency in tt events

IP3D (method) Method for the measurement of the b-jet tagging efficiency in multijet events
based on the impact parameters of muons

IP Impact parameter of a track

JBPL Jet B Probability algorithm at the loose operating point

JBPM Jet B Probability algorithm at the medium operating point

JBPT Jet B Probability algorithm at the tight operating point

JPL Jet Probability algorithm at the loose operating point

JPM Jet Probability algorithm at the medium operating point

JPT Jet Probability algorithm at the tight operating point

LT (method) Lifetime Tagging method for the measurement of the b-jet tagging efficiency in mul-
tijet events

PLR Profile Likelihood Ratio method for the measurement of the b-jet tagging efficiency in tt
events

PtRel (method) Method for the measurement of the b-jet tagging efficiency in multijet events
based on the transverse momenta of muons w.r.t. the jet axis

PV Primary Vertex (proton-proton interaction point)

SIP Significance of the impact parameter of a track

SSVHEM Simple Secondary Vertex High Efficiency algorithm at the medium operating point

SSVHPT Simple Secondary Vertex High Purity algorithm at the tight operating point

SV Secondary Vertex (decay vertex of a long-lived particle)

TC Track Counting (TCHE and TCHP) algorithms

TCHEL Track Counting High Efficiency algorithm at the loose operating point

TCHEM Track Counting High Efficiency algorithm at the medium operating point

TCHPM Track Counting High Purity algorithm at the medium operating point

TCHPT Track Counting High Purity algorithm at the tight operating point
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W. Adam, E. Aguilo, T. Bergauer, M. Dragicevic, J. Erö, C. Fabjan1, M. Friedl, R. Frühwirth1, V.M. Ghete,
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M. Kadastik, M. Müntel, M. Raidal, L. Rebane, A. Tiko

Department of Physics, University of Helsinki, Helsinki, Finland
P. Eerola, G. Fedi, M. Voutilainen

Helsinki Institute of Physics, Helsinki, Finland
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Centro de Investigaciones Energéticas Medioambientales y Tecnológicas (CIEMAT),
Madrid, Spain
M. Aguilar-Benitez, J. Alcaraz Maestre, P. Arce, C. Battilana, E. Calvo, M. Cerrada, M. Chamizo Llatas,
N. Colino, B. De La Cruz, A. Delgado Peris, D. Domı́nguez Vázquez, C. Fernandez Bedoya, J.P. Fernández
Ramos, A. Ferrando, J. Flix, M.C. Fouz, P. Garcia-Abia, O. Gonzalez Lopez, S. Goy Lopez, J.M. Hernandez,
M.I. Josa, G. Merino, J. Puerta Pelayo, A. Quintario Olmeda, I. Redondo, L. Romero, J. Santaolalla,
M.S. Soares, C. Willmott

Universidad Autónoma de Madrid, Madrid, Spain
C. Albajar, G. Codispoti, J.F. de Trocóniz

Universidad de Oviedo, Oviedo, Spain
H. Brun, J. Cuevas, J. Fernandez Menendez, S. Folgueras, I. Gonzalez Caballero, L. Lloret Iglesias, J. Piedra
Gomez

Instituto de Fı́sica de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain
J.A. Brochero Cifuentes, I.J. Cabrillo, A. Calderon, S.H. Chuang, J. Duarte Campderros, M. Felcini32,
M. Fernandez, G. Gomez, J. Gonzalez Sanchez, A. Graziano, C. Jorda, A. Lopez Virto, J. Marco, R. Marco,
C. Martinez Rivero, F. Matorras, F.J. Munoz Sanchez, T. Rodrigo, A.Y. Rodrı́guez-Marrero, A. Ruiz-Jimeno,
L. Scodellaro, M. Sobron Sanudo, I. Vila, R. Vilar Cortabitarte

CERN, European Organization for Nuclear Research, Geneva, Switzerland
D. Abbaneo, E. Auffray, G. Auzinger, P. Baillon, A.H. Ball, D. Barney, J.F. Benitez, C. Bernet6, G. Bianchi,
P. Bloch, A. Bocci, A. Bonato, C. Botta, H. Breuker, T. Camporesi, G. Cerminara, T. Christiansen,
J.A. Coarasa Perez, D. D’Enterria, A. Dabrowski, A. De Roeck, S. Di Guida, M. Dobson, N. Dupont-
Sagorin, A. Elliott-Peisert, B. Frisch, W. Funk, G. Georgiou, M. Giffels, D. Gigi, K. Gill, D. Giordano,
M. Giunta, F. Glege, R. Gomez-Reino Garrido, P. Govoni, S. Gowdy, R. Guida, M. Hansen, P. Harris,
C. Hartl, J. Harvey, B. Hegner, A. Hinzmann, V. Innocente, P. Janot, K. Kaadze, E. Karavakis, K. Kousouris,
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Results are presented from searches for the standard model Higgs boson in proton–proton collisions
at

√
s = 7 and 8 TeV in the Compact Muon Solenoid experiment at the LHC, using data samples

corresponding to integrated luminosities of up to 5.1 fb−1 at 7 TeV and 5.3 fb−1 at 8 TeV. The search
is performed in five decay modes: γ γ , ZZ, W+W−, τ+τ−, and bb. An excess of events is observed above
the expected background, with a local significance of 5.0 standard deviations, at a mass near 125 GeV,
signalling the production of a new particle. The expected significance for a standard model Higgs boson
of that mass is 5.8 standard deviations. The excess is most significant in the two decay modes with the
best mass resolution, γ γ and ZZ; a fit to these signals gives a mass of 125.3 ± 0.4(stat.)± 0.5(syst.) GeV.
The decay to two photons indicates that the new particle is a boson with spin different from one.

© 2012 CERN. Published by Elsevier B.V. Open access under CC BY-NC-ND license.
1. Introduction

The standard model (SM) of elementary particles provides a re-
markably accurate description of results from many accelerator and
non-accelerator based experiments. The SM comprises quarks and
leptons as the building blocks of matter, and describes their in-
teractions through the exchange of force carriers: the photon for
electromagnetic interactions, the W and Z bosons for weak inter-
actions, and the gluons for strong interactions. The electromagnetic
and weak interactions are unified in the electroweak theory. Al-
though the predictions of the SM have been extensively confirmed,
the question of how the W and Z gauge bosons acquire mass
whilst the photon remains massless is still open.

Nearly fifty years ago it was proposed [1–6] that spontaneous
symmetry breaking in gauge theories could be achieved through
the introduction of a scalar field. Applying this mechanism to the
electroweak theory [7–9] through a complex scalar doublet field
leads to the generation of the W and Z masses, and to the predic-
tion of the existence of the SM Higgs boson (H). The scalar field
also gives mass to the fundamental fermions through the Yukawa
interaction. The mass mH of the SM Higgs boson is not predicted
by theory. However, general considerations [10–13] suggest that

✩ © CERN for the benefit of the CMS Collaboration.
� E-mail address: cms-publication-committee-chair@cern.ch.

mH should be smaller than ∼1 TeV, while precision electroweak
measurements imply that mH < 152 GeV at 95% confidence level
(CL) [14]. Over the past twenty years, direct searches for the Higgs
boson have been carried out at the LEP collider, leading to a lower
bound of mH > 114.4 GeV at 95% CL [15], and at the Tevatron
proton–antiproton collider, excluding the mass range 162–166 GeV
at 95% CL [16] and detecting an excess of events, recently reported
in [17–19], in the range 120–135 GeV.

The discovery or exclusion of the SM Higgs boson is one of the
primary scientific goals of the Large Hadron Collider (LHC) [20].
Previous direct searches at the LHC were based on data from
proton–proton collisions corresponding to an integrated luminos-
ity of 5 fb−1 collected at a centre-of-mass energy

√
s = 7 TeV.

The CMS experiment excluded at 95% CL a range of masses from
127 to 600 GeV [21]. The ATLAS experiment excluded at 95%
CL the ranges 111.4–116.6, 119.4–122.1 and 129.2–541 GeV [22].
Within the remaining allowed mass region, an excess of events
near 125 GeV was reported by both experiments. In 2012 the
proton–proton centre-of-mass energy was increased to 8 TeV and
by the end of June an additional integrated luminosity of more
than 5 fb−1 had been recorded by each of these experiments,
thereby enhancing significantly the sensitivity of the search for the
Higgs boson.

This Letter reports the results of a search for the SM Higgs bo-
son using samples collected by the CMS experiment, comprising
data recorded at

√
s = 7 and 8 TeV. The search is performed in

0370-2693 © 2012 CERN. Published by Elsevier B.V.
http://dx.doi.org/10.1016/j.physletb.2012.08.021
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five decay modes, H → γ γ , ZZ, W+W− , τ+τ− , and bb, in the
low-mass range from 110 up to 160 GeV. In this mass range the
Higgs boson production cross section is predicted to have val-
ues between 23 (29) and 10 (14) pb at

√
s = 7 (8) TeV [23].

The natural width of the SM Higgs boson over the same range is
less than 100 MeV and the width of any observed peak would
be entirely dominated by instrumental mass resolution. In what
follows, � stands for electrons or muons, H → W+W− is denoted
as H → WW, H → τ+τ− as H → ττ , and H → bb as H → bb. For
the final states ZZ and WW in the low-mass region, one or more
of the Z or W bosons is off mass shell.

With respect to the published analyses [24–28], most analy-
ses have been re-optimized, incorporating improvements in re-
construction performance and event selection, and mitigating the
more challenging conditions due to the higher LHC intensities
in 2012. The new analyses presented herein, of 8 TeV samples,
and of 7 TeV samples featuring modified event selection criteria,
were performed in a “blind” way: the algorithms and selection
procedures were formally approved and fixed before the results
from data in the signal region were examined. In the previously
published analyses similar but less formal procedures were fol-
lowed.

Within the context of this search for the SM Higgs boson, we
report the observation of an excess of events above the expected
background, consistent with the production of a new particle with
mass near 125 GeV. The observed local significance is 5.0 standard
deviations (σ ), compared with an expected significance of 5.8σ .
The evidence is strongest in the two final states with the best
mass resolution, namely H → γ γ with a significance of 4.1σ and
H → ZZ (with the Z bosons decaying to electrons or muons) with
a significance of 3.2σ . The decay to two photons indicates that the
new particle is a boson with spin different from one.

2. The CMS experiment

The possibility of detection of the SM Higgs boson played
a crucial role in the conceptual design of the CMS experiment
as a benchmark to test the performance of the detector [29–31].
Since the SM Higgs boson mass is not predicted by theory and its
production cross section and natural width vary widely over the
allowed mass range, a search was envisaged over a large range of
masses and in diverse decay modes: pairs of photons, Z bosons, W
bosons, τ leptons, and b quarks. Planning in view of the analysis of
all these channels ensured a detector capable of observing a Higgs
boson over a broad mass range and able to detect most potential
signals of new physics.

The central feature of the CMS apparatus [32] is a supercon-
ducting solenoid of 6 m internal diameter, which provides a mag-
netic field of 3.8 T. Within the field volume are a silicon pixel and
strip tracker, a lead tungstate crystal electromagnetic calorimeter
(ECAL), and a brass/scintillator hadron calorimeter (HCAL). Muons
are measured in gas-ionization detectors embedded in the steel
flux-return yoke. Extensive forward calorimeters complement the
coverage provided by the barrel and endcap detectors.

Charged particles are tracked within the pseudorapidity range
|η| < 2.5, where η = − ln[tan(θ/2)], and θ is the polar angle mea-
sured from the positive z axis (along the anticlockwise beam direc-
tion). The silicon pixel tracker comprises 66 million 100 × 150 μm2

pixels, arranged in three barrel layers and two disks at each end.
The silicon strip tracker, organized in ten barrel layers and twelve
disks at each end, comprises 9.3 million strips with pitch between
80 and 180 μm, with a total silicon surface area of 198 m2. The
tracker has a track-finding efficiency larger than 99% for muons
with transverse momentum pT greater than 1 GeV and a trans-
verse momentum resolution between 1.5 and 2.5% for charged

tracks of pT ∼ 100 GeV in the central region (|η| < 1.5). Measure-
ments of the impact parameters of charged tracks and secondary
vertices are used to identify jets that are likely to contain the
hadronisation and decay products of b quarks (“b jets”). A b-jet
tagging efficiency of more than 50% is achieved with a rejection
factor for light-quark jets of ∼200, as measured in tt̄ events in
data [33]. The dimuon mass resolution at the Υ mass, dominated
by instrumental effects, is measured to be 0.6% in the barrel re-
gion [34], consistent with the design goal.

The ECAL is a fine-grained hermetic calorimeter consisting of
75 848 lead tungstate crystals, arranged in a quasi-projective ge-
ometry and distributed in a barrel region (|η| < 1.48) and two end-
caps that extend up to |η| = 3.0. The front-face cross section of the
crystals is 22 × 22 mm2 in the barrel region and 28.6 × 28.6 mm2

in the endcaps. Preshower detectors consisting of two planes of
silicon sensors interleaved with a total of three radiation lengths
of lead absorber are located in front of the endcaps. Electromag-
netic showers are very narrow in lead tungstate (Molière radius of
21 mm), helping in particle identification and in the implementa-
tion of isolation criteria. In the central barrel region the energy res-
olution of electrons that do not radiate substantially in the tracker
material indicates that the resolution of unconverted photons is
consistent with design goals. For such photons the diphoton mass
resolution is 1.1 GeV at a mass of 125 GeV.

The HCAL barrel and endcaps are sampling calorimeters con-
sisting of brass and scintillator plates, covering |η| < 3.0. Their
thickness varies from 7 to 11 interaction lengths, depending on η;
a scintillator “tail catcher” placed outside the coil of the solenoid,
just in front of the innermost muon detector, extends the instru-
mented thickness to more than 10 interaction lengths everywhere.
Iron forward calorimeters with quartz fibers, read out by photo-
multipliers, extend the calorimeter coverage up to |η| = 5.0.

Muons are measured in the range |η| < 2.4, with detection
planes based on three technologies: drift tubes (|η| < 1.2), cath-
ode strip chambers (0.9 < |η| < 2.4), and resistive plate chambers
(|η| < 1.6). The first two technologies provide a precise position
measurement and trigger whilst the third provides precise tim-
ing information as well as a second and independent trigger. The
muon system consists of four stations in the barrel and endcaps,
designed to ensure robust triggering and detection of muons over
a large angular range. In the barrel region each muon station con-
sists of twelve drift-tube layers, except for the outermost station,
which has eight layers. In the endcaps, each muon station consists
of six detection planes. The precision of the r–φ measurement is
100 μm in the drift tubes and varies from 60 to 140 μm in the
cathode strip chambers.

The CMS trigger and data acquisition systems ensure that po-
tentially interesting events are recorded with high efficiency. The
first level (L1) trigger, comprising the calorimeter, muon, and
global trigger processors, uses coarse-granularity information to
select the most interesting events in less than 4 μs. The detec-
tor data are pipelined to ensure negligible deadtime up to a L1
rate of 100 kHz. After L1 triggering, data are transferred from
the readout electronics of all subdetectors, through the readout
network, to the high-level-trigger processor farm, which operates
offline-quality reconstruction algorithms to decrease the event rate
to around 0.5 kHz, before data storage.

The CMS experiment employs a highly distributed computing
infrastructure, with a primary Tier-0 centre at CERN, supplemented
by seven Tier-1, more than 50 Tier-2, and many Tier-3 centres at
national laboratories and universities throughout the world. The
CMS software running on this high-performance computing system
executes numerous tasks, including the reconstruction and analy-
sis of the collected data, as well as the generation and detailed
detector simulation of Monte Carlo (MC) event samples.
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3. Event reconstruction

The CMS “particle-flow” event description algorithm [35,36] is
used to reconstruct and identify each single particle with an opti-
mized combination of all subdetector information. In this process,
the identification of the particle (photon, electron, muon, charged
hadron, neutral hadron) plays an important role in the determi-
nation of the particle momentum. The reconstructed particles are
henceforth referred to as objects.

Jets are reconstructed by clustering the particle-flow objects
with the anti-kT algorithm [37] using a distance parameter of 0.5.
Additional selection criteria are applied to each event to remove
spurious features originating from isolated noise patterns in cer-
tain HCAL regions, and from anomalous signals caused by particles
depositing energy in the silicon avalanche photodiodes used in the
ECAL barrel region. The average number of pp interactions per LHC
bunch crossing is estimated to be about 9 and 19 in the 7 TeV
(2011) and 8 TeV (2012) data sets, respectively. Energy from over-
lapping pp interactions (“pileup”), and from the underlying event,
is subtracted using the FastJet technique [38–40], which is based
on the calculation of the η-dependent transverse momentum den-
sity, evaluated on an event-by-event basis.

The jet momentum is determined as the vector sum of all par-
ticle momenta in the jet. Jet energy corrections are derived from
simulation studies and from in situ measurements using the en-
ergy balance of dijet and Z/γ + jet events [41]. These corrections
are between 5% and 10% of the true momentum over the entire
pT spectrum and detector acceptance. The jet momentum resolu-
tion achieved is σ(pT)/pT = 85%/

√
pT/GeV ⊕ 4% for central jets.

A selection is applied to separate jets originating in the primary in-
teraction from those due to energy deposits associated with pileup.
The discrimination is based on the differences in the jet shapes,
in the relative multiplicity of charged and neutral components,
and in the fraction of transverse momentum carried by the hard-
est components. Within the tracker acceptance the jet tracks are
also required to be consistent with originating at the primary ver-
tex.

The missing transverse energy vector is taken as the negative
vector sum of all particle transverse momenta, and its magnitude
is referred to as Emiss

T . The typical missing transverse energy res-
olution is around 0.5

√∑
ET GeV [42], where

∑
ET is the scalar

sum of all particle transverse momenta in GeV.
The energy deposited in the ECAL is clustered both with gen-

eral clustering algorithms [43] and with algorithms that constrain
the clusters in η and φ to the shapes expected from electrons and
photons with high pT [44]. These specialised algorithms are used
to cluster electromagnetic showers without any hypothesis regard-
ing whether the particle originating from the interaction point was
a photon or an electron; doing this for electrons from Z → ee
events provides a measurement of the photon trigger, reconstruc-
tion, and identification efficiencies, as well as of the photon energy
scale and resolution. The width of the reconstructed Z resonance
is used to quantify the performance of the ECAL, using decays to
two electrons whose energies are measured using the ECAL alone,
with only their directions being determined from the tracks. In
the 7 TeV data set, the dielectron mass resolution at the Z bo-
son mass is 1.56 GeV in the barrel and 2.57 GeV in the endcaps,
while in the 8 TeV sample, reconstructed with preliminary cali-
bration constants, the corresponding values are 1.61 and 3.75 GeV.
For electrons, the reconstruction combines the clusters in the ECAL
and the trajectory in the silicon tracker [45]. Trajectories in the
tracker volume are reconstructed using a model of electron energy
loss and fitted with a Gaussian sum filter [46]. The electron mo-
mentum is determined from the combination of ECAL and tracker
measurements.

Table 1
Summary of the subchannels, or categories, used in the analysis of each decay
mode.

Decay
mode

Production
tagging

No. of
subchannels

mH range
(GeV)

Int. Lum. (fb−1)

7 TeV 8 TeV

γ γ untagged 4 110–150 5.1 5.3
dijet (VBF) 1 or 2

ZZ untagged 3 110–160 5.1 5.3
WW untagged 4 110–160 4.9 5.1

dijet (VBF) 1 or 2
ττ untagged 16 110–145 4.9 5.1

dijet (VBF) 4
bb lepton, Emiss

T (VH) 10 110–135 5.0 5.1

Muon candidates are reconstructed with two algorithms, one in
which the tracks in the silicon detector are matched to segments
in the muon chambers, and another in which a combined fit is per-
formed to the signals found in both the silicon tracker and muon
systems [43]. The efficiency to reconstruct a muon of pT > 5 GeV
is larger than 95%, while the probability to misidentify a hadron as
a muon is below 0.1%. For pT > 200 GeV the precision of the mo-
mentum measurement improves when the silicon tracker signals
are complemented with the information from the muon chambers.

Selection based on isolation of lepton and photon objects is
used extensively. A requirement is placed on the scalar sum of the
transverse momenta of the particles reconstructed within a dis-
tance �Rmax of the object, sometimes normalised to the pT of
the object. The distance �R is defined as �R = √

(�η)2 + (�φ)2,
where �η and �φ are the pseudorapidity and azimuthal angle
differences between the particle direction and the object direction.
Typically �Rmax is chosen to be 0.3 or 0.4.

The measurement of the integrated luminosity in CMS is based
on a pixel cluster counting method, which exploits the large num-
ber of silicon pixels, and hence their low occupancy in a pp
collision [47]. The cross section normalisation is derived from
van der Meer scans [48]. The uncertainties in the luminosity mea-
surements are 2.2% and 4.4% for the 7 TeV and 8 TeV data sets,
respectively.

4. Searches for the standard model Higgs boson

Initial phenomenological discussions of Higgs boson produc-
tion and decay can be found in Refs. [49–56]. Four main mecha-
nisms are predicted for Higgs boson production in pp collisions:
the gluon–gluon fusion mechanism, which has the largest cross
section, followed in turn by vector-boson fusion (VBF), associated
WH and ZH production (VH), and production in association with
top quarks (tt̄H). The cross sections for the individual production
mechanisms and the decay branching fractions, together with their
uncertainties, have been computed following Refs. [57–101] and
are compiled in Refs. [23,102].

The particular set of sensitive decay modes of the SM Higgs bo-
son depends strongly on mH. The results presented in this Letter
are based on the five most sensitive decay modes in the low-mass
region: H → γ γ ; H → ZZ followed by ZZ decays to 4�; H → WW
followed by decays to 2�2ν; H → ττ followed by at least one lep-
tonic τ decay; and H → bb followed by b-quark fragmentation into
jets. This list is presented in Table 1 and comprises the full set of
decay modes and subchannels, or categories, for which both the
7 and 8 TeV data sets have been analysed. Other lower sensitivity
subchannels (tt̄H, H → bb; W/ZH, H → ττ ; W/ZH, H → WW →
2�2ν; H → ZZ → 2�2q) have also been studied, so far only in the
7 TeV data, and are not included here. Adding these analyses in
the combination results in an improvement of 0.1σ in the overall
expected local significance at mH = 125 GeV.
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For a given value of mH, the search sensitivity depends on the
production cross section, the decay branching fraction into the
chosen final state, the signal selection efficiency, the mass reso-
lution, and the level of background from identical or similar final-
state topologies.

Samples of MC events used to represent signal and background
are fully simulated using geant4 [103]. The simulations include
pileup interactions matching the distribution of the number of
such interactions observed in data. The description of the Higgs
boson signal is obtained from MC simulation using, for most of
the decay modes and production processes, the next-to-leading-
order (NLO) matrix-element generator powheg [104,105], inter-
faced with pythia 6.4 [106]. For the dominant gluon–gluon fu-
sion process, the transverse momentum spectrum of the Higgs
boson in the 7 TeV MC samples is reweighted to the next-to-
next-to-leading-logarithmic (NNLL) + NLO distribution computed
with hqt [71,72,107] and FeHiPro [108,109], except in the H → ZZ
analysis, where the effect is marginal. The agreement of the pT
spectrum in the simulation at 8 TeV with the NNLL + NLO distri-
bution makes reweighting unnecessary. The improved agreement
is due to a modification in the powheg setup recommended in
Ref. [102]. The simulation of associated-production signal sam-
ples uses pythia and all signal samples for H → bb are made
using powheg interfaced to herwig++ [110]. Samples used for
background studies are generated with pythia, powheg, and Mad-

Graph [111], and the normalisations are obtained from the best
available NNLO or NLO calculations. The uncertainty in the signal
cross section related to the choice of parton distribution functions
is determined with the PDF4LHC prescription [96–100].

The overall statistical methodology [112] used in this Letter was
developed by the CMS and ATLAS Collaborations in the context of
the LHC Higgs Combination Group. A more concise summary of
CMS usage in the search for a Higgs boson is given in Ref. [21].
The modified frequentist criterion CLs [113,114] is used for the
calculation of exclusion limits. Systematic uncertainties are incor-
porated as nuisance parameters and are treated according to the
frequentist paradigm. The combination of searches requires simul-
taneous analysis of the data selected by all individual analyses,
accounting for all statistical and systematic uncertainties and their
correlations. The probability for a background fluctuation to be at
least as large as the observed maximum excess is termed the lo-
cal p-value, and that for an excess anywhere in a specified mass
range the global p-value. This probability can be evaluated by
generating sets of simulated data incorporating all correlations be-
tween analyses optimized for different Higgs boson masses. The
global p-value (for the specified region) is greater than the local
p-value, and this fact is often referred to as the look-elsewhere
effect (LEE) [115]. Both the local and global p-values can be ex-
pressed as a corresponding number of standard deviations using
the one-sided Gaussian tail convention. The magnitude of a pos-
sible Higgs boson signal is characterised by the production cross
section times the relevant branching fractions, relative to the SM
expectation, denoted σ/σSM and referred to as the signal strength.
The results presented in this Letter are obtained using asymp-
totic formulae [116], including updates recently introduced in the
RooStats package [117].

Fig. 1 shows the expected local p-values in the mass range 110–
145 GeV for the five decay modes reported here. The expected
significance of a SM Higgs boson signal at mH = 125 GeV when
the five decay modes are combined is 5.6σ . The highest sensitivity
in this mass range is achieved in the ZZ, γ γ , and WW channels.
Because of the excellent mass resolution (1–2 GeV) achieved in the
γ γ and ZZ channels, they play a special role in the low-mass re-
gion, where the natural width of the SM Higgs boson is predicted
to be less than 100 MeV. The expected signature in these channels

Fig. 1. Expected local p-values for a SM Higgs boson as a function of mH, for the
decay modes γ γ , ZZ, WW, ττ , and bb and their combination.

is therefore a narrow resonance above background, with a width
consistent with the detector resolution.

5. Decay modes with high mass resolution

5.1. H → γ γ

In the H → γ γ analysis a search is made for a narrow peak
in the diphoton invariant mass distribution in the range 110–
150 GeV, on a large irreducible background from QCD production
of two photons. There is also a reducible background where one
or more of the reconstructed photon candidates originate from
misidentification of jet fragments. Early detailed studies indicated
this to be one of the most promising channels in the search for
a SM Higgs boson in the low-mass range [118].

To enhance the sensitivity of the analysis, candidate diphoton
events are separated into mutually exclusive categories of differ-
ent expected signal-to-background ratios, based on the properties
of the reconstructed photons and on the presence of two jets sat-
isfying criteria aimed at selecting events in which a Higgs boson
is produced through the VBF process. The analysis uses multivari-
ate techniques for the selection and classification of the events. As
an independent cross-check, an analysis is also performed that is
almost identical to the one described in Ref. [24], using simpler
criteria based on the properties of the reconstructed photons to
select and classify events. The multivariate analysis achieves 15%
higher sensitivity than the cross-check analysis.

The reconstructed primary vertex that most probably corre-
sponds to the interaction vertex of the diphoton candidate is iden-
tified using the kinematic properties of the tracks associated with
that vertex and their correlation with the diphoton kinematics. In
addition, if either of the photons converts and the tracks from
the conversion are reconstructed and identified, the direction of
the converted photon contributes to the identification of the hard-
scattering vertex. More details can be found in Ref. [24].

The event selection requires two photon candidates satisfy-
ing pT requirements and “loose” photon identification criteria.
These photons must be reconstructed within the fiducial region,
|η| < 2.5, excluding the barrel–endcap transition region, 1.44 <

|η| < 1.57. A pT threshold of mγ γ /3 (mγ γ /4) is applied to the
photon leading (subleading) in pT, where mγ γ is the diphoton
invariant mass. Scaling the pT thresholds in this way avoids dis-
tortion of the shape of the mγ γ distribution. In the case of events
passing the dijet selection, the requirement on the leading photon
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Table 2
Expected numbers of SM Higgs boson events (mH = 125 GeV) and estimated background (at mγ γ = 125 GeV) for all event categories of the 7 and 8 TeV data sets. There are
two dijet-tagged categories for the 8 TeV data as described in the text, and for both data sets the remaining untagged events are separated into four categories labelled here
BDT 0–3, BDT 0 having the largest expected signal-to-background ratio. The composition of the SM Higgs boson signal in terms of the production processes, and its mass
resolution, are also given.

Event
categories

SM Higgs boson expected signal (mH = 125 GeV) Background
mγ γ = 125 GeV
(events/GeV)

Events ggH VBF VH ttH σeff
(GeV)

FWHM/2.35
(GeV)

7 TeV, 5.1 fb−1 BDT 0 3.2 61% 17% 19% 3% 1.21 1.14 3.3 ± 0.4
BDT 1 16.3 88% 6% 6% – 1.26 1.08 37.5 ± 1.3
BDT 2 21.5 92% 4% 4% – 1.59 1.32 74.8 ± 1.9
BDT 3 32.8 92% 4% 4% – 2.47 2.07 193.6 ± 3.0
Dijet tag 2.9 27% 72% 1% – 1.73 1.37 1.7 ± 0.2

8 TeV, 5.3 fb−1 BDT 0 6.1 68% 12% 16% 4% 1.38 1.23 7.4 ± 0.6
BDT 1 21.0 87% 6% 6% 1% 1.53 1.31 54.7 ± 1.5
BDT 2 30.2 92% 4% 4% – 1.94 1.55 115.2± 2.3
BDT 3 40.0 92% 4% 4% – 2.86 2.35 256.5 ± 3.4
Dijet tight 2.6 23% 77% – – 2.06 1.57 1.3 ± 0.2
Dijet loose 3.0 53% 45% 2% – 1.95 1.48 3.7 ± 0.4
is increased to mγ γ /2, further reducing background with negligi-
ble loss of signal.

Jet selection criteria are applied to the two jets of largest pT
in the event within |η| < 4.7. The jet selection requirements are
optimized using simulated VBF signal and diphoton background
events. The pT thresholds for the two jets are 30 and 20 GeV, and
their η separation is required to be greater than 3.5. The dijet in-
variant mass is required to be greater than 350 and 250 GeV for
the 7 and 8 TeV data sets, respectively. The lower dijet invariant
mass requirement for the 8 TeV data set reflects the fact that for
the analysis of that data set, the dijet event category is divided
into two to increase the search sensitivity. This division creates
a second “tight” dijet-tagged category in which the dijet invari-
ant mass must be greater than 500 GeV and both jets must have
pT > 30 GeV. Two additional selection criteria, relating the dijet to
the diphoton system, are applied: the difference between the av-
erage pseudorapidity of the two jets and the pseudorapidity of the
diphoton system is required to be less than 2.5, and the difference
in azimuthal angle between the diphoton system and the dijet sys-
tem is required to be greater than 2.6 radians.

A multivariate regression is used to extract the photon energy
and a photon-by-photon estimate of the uncertainty in that mea-
surement. The calibration of the photon energy scale uses the
Z boson mass as a reference; ECAL showers coming from elec-
trons in Z → ee events are clustered and reconstructed in exactly
the same way as photon showers. The photon selection efficiency,
energy resolution, and associated systematic uncertainties are es-
timated from data, using Z → ee events to derive data/simulation
correction factors. The jet reconstruction efficiency, the efficiency
to correctly locate the vertex position, and the trigger efficiency,
together with the corresponding systematic uncertainties, are also
evaluated from data.

For the multivariate analysis, a boosted decision tree (BDT)
[119,120] is trained to give a high output value (score) for signal-
like events and for events with good diphoton invariant mass res-
olution, based on the following observables: (i) the photon quality
determined from electromagnetic shower shape and isolation vari-
ables; (ii) the expected mass resolution; (iii) the per-event estimate
of the probability of locating the diphoton vertex within 10 mm of
its true location along the beam direction; and (iv) kinematic char-
acteristics of the photons and the diphoton system. The kinematic
variables are constructed so as to contain no information about the
invariant mass of the diphoton system. The diphoton events not
satisfying the dijet selection are classified into five categories based
on the output of the BDT, with category boundaries optimized for
sensitivity to a SM Higgs boson. Events in the category with small-

est expected signal-to-background ratio are rejected, leaving four
categories of events. Dijet-tagged events with BDT scores smaller
than the threshold for the fourth category are also rejected. Sim-
ulation studies indicate that the background in the selected event
categories is dominated by the irreducible background from QCD
production of two photons and that fewer than 30% of the dipho-
ton events used in the analysis contain one or more misidentified
photons (predominantly from γ + jet production).

Table 2 shows the expected number of signal events in each
event category for a SM Higgs boson (of mH = 125 GeV), and the
background at mγ γ = 125 GeV, estimated from the fit described
below. The estimated mass resolution is also shown, measured
both by σeff, half the minimum width containing 68% of the signal
events, and by the full width at half maximum (FWHM). A large
variation in the expected signal-to-background ratio between the
categories can be seen, although as a consequence of the optimiza-
tion of the category boundaries the expected signal significances
in each category are rather similar. The differences in the relative
signal-to-background ratio between the categories are almost in-
dependent of mH.

The background is estimated from data, without the use of
MC simulation, by fitting the diphoton invariant mass distribu-
tion in each of the categories in a range (100 < mγ γ < 180 GeV)
extending slightly above and below that in which the search is
performed. The choices of the function used to model the back-
ground and of the fit range are made based on a study of the
possible bias in the measured signal strength. Polynomial functions
are used. The degree is chosen by requiring that the potential bias
be at least a factor of 5 smaller than the statistical accuracy of
the fit prediction. The required polynomial degree ranges from 3
to 5.

A further independent analysis (referred to as the sideband
background model) is performed using a different approach to the
background modelling. Its sensitivity is very similar to that of the
standard analysis. It employs a fit to the output of an additional
BDT that takes as input the diphoton invariant mass and the dipho-
ton BDT output, and uses a background model derived from the
sidebands of the invariant mass distribution. A fit to the diphoton
invariant mass distribution is used to obtain the background nor-
malisation. This fit is of a power law and excludes a window of
width ±2% × mH around the mass hypothesis. The methodology
allows a systematic uncertainty to be assigned to the fit shape.

The expected 95% CL upper limit on the signal strength σ/σSM,
in the background-only hypothesis, for the combined 7 and 8 TeV
data, is less than 1.0 in the range 110 < mH < 140 GeV, with a
value of 0.76 at mH = 125 GeV. The observed limit indicates the
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Fig. 2. The local p-value as a function of mH in the γ γ decay mode for the com-
bined 7 and 8 TeV data sets. The additional lines show the values for the two data
sets taken individually. The dashed line shows the expected local p-value for the
combined data sets, should a SM Higgs boson exist with mass mH.

presence of a significant excess at mH = 125 GeV in both the 7 and
8 TeV data. The features of the observed limit are confirmed by the
independent sideband-background-model and cross-check analy-
ses. The local p-value is shown as a function of mH in Fig. 2 for
the 7 and 8 TeV data, and for their combination. The expected (ob-
served) local p-value for a SM Higgs boson of mass 125 GeV corre-
sponds to 2.8(4.1)σ . In the sideband-background-model and cross-
check analyses, the observed local p-values for mH = 125 GeV cor-
respond to 4.6 and 3.7σ , respectively. The best-fit signal strength
for a SM Higgs boson mass hypothesis of 125 GeV is σ/σSM =
1.6 ± 0.4.

In order to illustrate, in the mγ γ distribution, the significance
given by the statistical methods, it is necessary to take into ac-
count the large differences in the expected signal-to-background
ratios of the event categories shown in Table 2. The events are
weighted according to the category in which they fall. A weight
proportional to S/(S + B) is used, as suggested in Ref. [121], where
S and B are the number of signal and background events, respec-
tively, calculated from the simultaneous signal-plus-background fit
to all categories (with varying overall signal strength) and inte-
grating over a 2σeff wide window, in each category, centred on
125 GeV. Fig. 3 shows the data, the signal model, and the back-
ground model, all weighted. The weights are normalised such that
the integral of the weighted signal model matches the number of
signal events given by the best fit. The unweighted distribution,
using the same binning but in a more restricted mass range, is
shown as an inset. The excess at 125 GeV is evident in both the
weighted and unweighted distributions.

5.2. H → ZZ

In the H → ZZ → 4� decay mode a search is made for a narrow
four-lepton mass peak in the presence of a small continuum back-
ground. Early detailed studies outlined the promise of this mode
over a wide range of Higgs boson masses [122]. Only the search
in the range 110–160 GeV is reported here. Since there are dif-
ferences in the reducible background rates and mass resolutions
between the subchannels 4e, 4μ, and 2e2μ, they are analysed sep-
arately. The background sources include an irreducible four-lepton
contribution from direct ZZ production via qq and gluon–gluon
processes. Reducible contributions arise from Z+bb and tt̄ produc-
tion where the final states contain two isolated leptons and two
b-quark jets producing secondary leptons. Additional background

Fig. 3. The diphoton invariant mass distribution with each event weighted by the
S/(S + B) value of its category. The lines represent the fitted background and signal,
and the coloured bands represent the ±1 and ±2 standard deviation uncertainties
in the background estimate. The inset shows the central part of the unweighted
invariant mass distribution. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this Letter.)

arises from Z + jets and WZ + jets events where jets are misidenti-
fied as leptons. Compared to the analysis reported in Ref. [25], the
present analysis employs improved muon reconstruction, improved
lepton identification and isolation, and a kinematic discriminant
exploiting the decay kinematics expected for the signal events. An
algorithm to recover final-state radiation (FSR) photons has also
been deployed.

Electrons are required to have pT > 7 GeV and |η| < 2.5.
The corresponding requirements for muons are pT > 5 GeV and
|η| < 2.4. Electrons are selected using a multivariate identifier
trained using a sample of W + jets events, and the working point
is optimized using Z + jets events. Both muons and electrons are
required to be isolated. The combined reconstruction and selection
efficiency is measured using electrons and muons in Z boson de-
cays. Muon reconstruction and identification efficiency for muons
with pT < 15 GeV is measured using J/ψ decays.

The electron or muon pairs from Z boson decays are required to
originate from the same primary vertex. This is ensured by requir-
ing that the significance of the impact parameter with respect to
the event vertex satisfy |S IP| < 4 for each lepton, where S IP = I/σI ,
I is the three-dimensional lepton impact parameter at the point of
closest approach to the vertex, and σI its uncertainty.

Final-state radiation from the leptons is recovered and included
in the computation of the lepton-pair invariant mass. The FSR re-
covery is tuned using simulated samples of ZZ → 4� and tested
on data samples of Z boson decays to electrons and muons. Pho-
tons reconstructed within |η| < 2.4 are considered as possibly due
to FSR. The photons must satisfy the following requirements. They
must be within �R < 0.07 of a muon and have pγ

T > 2 GeV (most
photon showers within this distance of an electron having already
been automatically clustered with the electron shower); or if their
distance from a lepton is in the range 0.07 < �R < 0.5, they must
satisfy pγ

T > 4 GeV, and be isolated within �R = 0.3. Such photon
candidates are combined with the lepton if the resulting three-
body invariant mass is less than 100 GeV and closer to the Z boson
mass than the mass before the addition of the photon.

The event selection requires two pairs of same-flavour, oppo-
sitely charged leptons. The pair with invariant mass closest to the
Z boson mass is required to have a mass in the range 40–120 GeV
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Table 3
The number of selected events, compared to the expected background yields and expected number of signal
events (mH = 125 GeV) for each final state in the H → ZZ analysis. The estimates of the Z + X background
are based on data. These results are given for the mass range from 110 to 160 GeV. The total background
and the observed numbers of events are also shown for the three bins (“signal region”) of Fig. 4 where an
excess is seen (121.5 < m4� < 130.5 GeV).

Channel 4e 4μ 2e2μ 4�

ZZ background 2.7 ± 0.3 5.7 ± 0.6 7.2 ± 0.8 15.6 ± 1.4
Z + X 1.2+1.1

−0.8 0.9+0.7
−0.6 2.3+1.8

−1.4 4.4+2.2
−1.7

All backgrounds (110 < m4� < 160 GeV) 4.0 ± 1.0 6.6 ± 0.9 9.7 ± 1.8 20 ± 3
Observed (110 < m4� < 160 GeV) 6 6 9 21

Signal (mH = 125 GeV) 1.36 ± 0.22 2.74 ± 0.32 3.44 ± 0.44 7.54 ± 0.78

All backgrounds (signal region) 0.7 ± 0.2 1.3 ± 0.1 1.9 ± 0.3 3.8 ± 0.5
Observed (signal region) 1 3 5 9
and the other pair is required to have a mass in the range
12–120 GeV. The ZZ background is evaluated from MC simula-
tion studies. Two different approaches are employed to estimate
the reducible and instrumental backgrounds from data. Both start
by selecting events in a background control region, well separated
from the signal region, by relaxing the isolation and identification
criteria for two same-flavour reconstructed leptons. In the first ap-
proach, the additional pair of leptons is required to have the same
charge (to avoid signal contamination) while in the second, two
opposite-charge leptons failing the isolation and identification cri-
teria are required. In addition, a control region with three passing
leptons and one failing lepton is used to estimate contributions
from backgrounds with three prompt leptons and one misidenti-
fied lepton. The event rates measured in the background control
region are extrapolated to the signal region using the measured
probability for a reconstructed lepton to pass the isolation and
identification requirements. This probability is measured in an in-
dependent sample. Within uncertainties, comparable background
counts in the signal region are estimated by both methods.

The number of selected ZZ → 4� candidate events in the mass
range 110 < m4� < 160 GeV, in each of the three final states, is
given in Table 3, where m4� is the four-lepton invariant mass. The
number of predicted background events, in each of the three fi-
nal states, and their uncertainties are also given, together with
the number of signal events expected from a SM Higgs boson of
mH = 125 GeV. The m4� distribution is shown in Fig. 4. There is a
clear peak at the Z boson mass where the decay Z → 4� is re-
constructed. This feature of the data is well reproduced by the
background estimation. The figure also shows an excess of events
above the expected background around 125 GeV. The total back-
ground and the numbers of events observed in the three bins
where an excess is seen are also shown in Table 3. The combined
signal reconstruction and selection efficiency, with respect to the
mH = 125 GeV generated signal with m�� > 1 GeV as the only cut,
is 18% for the 4e channel, 40% for the 4μ channel, and 27% for the
2e2μ channel.

The kinematics of the H → ZZ → 4� process in its centre-of-
mass frame, for a given invariant mass of the four-lepton system,
is fully described by five angles and the invariant masses of the
two lepton pairs [123–125]. These seven variables provide signif-
icant discriminating power between signal and background. The
momentum of the ZZ system may further differentiate signal from
background, but would introduce dependence on the production
mechanism, and on the modelling of the QCD effects, and is there-
fore not considered here. A kinematic discriminant is constructed
based on the probability ratio of the signal and background hy-
potheses, K D = Psig/(Psig + Pbkg), as described in Ref. [126]. The
likelihood ratio is defined for each value of m4� . For the signal, the
phase-space and Z propagator terms [127] are included in a fully
analytic parameterization [124], while the background probability

Fig. 4. Distribution of the four-lepton invariant mass for the ZZ → 4� analysis.
The points represent the data, the filled histograms represent the background,
and the open histogram shows the signal expectation for a Higgs boson of mass
mH = 125 GeV, added to the background expectation. The inset shows the m4� dis-
tribution after selection of events with K D > 0.5, as described in the text.

is tabulated using a simulation of the qq → ZZ/Zγ process. The
statistical analysis only includes events with m4� > 100 GeV.

Fig. 5 (upper) shows the distribution of K D versus m4� for
events selected in the 4� subchannels. The colour-coded regions
show the expected background. Fig. 5 (lower) shows the same two-
dimensional distribution of events, but this time superimposed
on the expected event density from a SM Higgs boson (mH =
125 GeV). A clustering of events is observed around 125 GeV with
a large value of K D , where the background expectation is low and
the signal expectation is high, corresponding to the excess seen
in the one-dimensional mass distribution. The m4� distribution of
events satisfying K D > 0.5 is shown in the inset in Fig. 4.

There are three final states and two data sets (7 and 8 TeV),
and thus the statistical treatment requires six simultaneous two-
dimensional maximum-likelihood fits for each value of mH, in the
variables m4� and K D . Systematic uncertainties are evaluated from
data for the trigger efficiency and for the combined lepton re-
construction, identification, and isolation efficiencies, as described
in [128]. Systematic uncertainties in the energy/momentum cal-
ibration and in the energy resolution are estimated from data.
Additional systematic uncertainties arise from limited statistical
precision in the reducible background control regions.

The expected 95% CL upper limit on the signal strength σ/σSM,
in the background-only hypothesis, for the combined 7 and 8 TeV
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Fig. 5. The distribution of events selected in the 4� subchannels for the kinematic
discriminant K D versus m4� . Events in the three final states are marked by filled
symbols (defined in the legend). The horizontal error bars indicate the estimated
mass resolution. In the upper plot the colour-coded regions show the background
expectation; in the lower plot the colour-coded regions show the event density
expected from a SM Higgs boson (mH = 125 GeV) (both in arbitrary units). (For in-
terpretation of the references to colour in this figure legend, the reader is referred
to the web version of this Letter.)

data, falls steeply between 110 and 140 GeV, and has a value of 0.6
at mH = 125 GeV. The observed upper limit indicates the presence
of a significant excess in the range 120 < mH < 130 GeV. The local
p-value is shown as a function of mH in Fig. 6 for the 7 and 8 TeV
data, and for their combination. The minimum local p-value in the
data occurs at mH = 125.6 GeV and has a significance of 3.2σ (ex-
pected 3.8σ ). The combined best-fit signal strength for a SM Higgs
boson mass hypothesis of 125.6 GeV is σ/σSM = 0.7+0.4

−0.3.

6. Decay modes with low mass resolution

6.1. H → WW

The decay mode H → WW is highly sensitive to a SM Higgs bo-
son in the mass range around the WW threshold of 160 GeV. With
the development of tools for lepton identification and Emiss

T recon-
struction optimized for LHC pileup conditions, it is possible to ex-
tend the sensitivity down to 120 GeV. This decay mode is analysed
by selecting events in which both W bosons decay leptonically, re-
sulting in a signature with two isolated, oppositely charged leptons
(electrons or muons) and large Emiss

T due to the undetected neu-
trinos [129,130]. A pT threshold of 20 (10) GeV is applied to the
lepton leading (subleading) in pT. The analysis of the 7 TeV data
is described in Ref. [26] and remains unchanged, while the 8 TeV
analysis was modified to cope with more difficult conditions in-
duced by the higher pileup of the 2012 data taking.

Fig. 6. The observed local p-value for the ZZ decay mode as a function of the SM
Higgs boson mass. The dashed line shows the expected local p-values for a SM
Higgs boson with a mass mH.

Events are classified according to the number of jets (0, 1, or 2)
with pT > 30 GeV and within |η| < 4.7 (|η| < 5.0 for the 7 TeV
data set), and further separated into same-flavour (ee and μμ) or
different-flavour (eμ) categories. Events with more than two jets
are rejected. To improve the sensitivity of the analysis, the selec-
tion criteria are optimized separately for the different event cate-
gories since they are characterised by different dominating back-
grounds. The zero-jet eμ category has the best signal sensitivity.
Its main backgrounds are irreducible nonresonant WW produc-
tion and reducible W + jets processes, where a jet is misidentified
as a lepton. The one-jet eμ and zero-jet same-flavour categories
only contribute to the signal sensitivity at the 10% level because
of larger backgrounds, from top-quark decays and Drell–Yan pro-
duction, respectively. Event selection in the two-jet category is
optimized for the VBF production mechanism. This category has
the highest expected signal-to-background ratio, but its contribu-
tion to the overall sensitivity is small owing to the lower cross
section relative to inclusive production.

The projected Emiss
T variable [26] is used to reduce the Drell–

Yan background arising from events where the Emiss
T vector is

aligned with the lepton pT, as well as events with mismeasured
Emiss

T associated with poorly reconstructed leptons and jets. The
projected Emiss

T is defined as the transverse component of the Emiss
T

vector with respect to the closest lepton direction, if it is closer
than π/2 in azimuthal angle, or the full Emiss

T otherwise. Since
pileup degrades the projected Emiss

T resolution, the minimum of
two different projected Emiss

T definitions is used: the first includes
all particle candidates in the event, while the second uses only
the charged particle candidates associated with the primary ver-
tex. In the 8 TeV analysis, the minimum projected Emiss

T defined
in this way is then required to be above a threshold that varies
by category. For mH > 140 GeV, projected Emiss

T is required to be
greater than 20 GeV in the eμ channel, and greater than 45 GeV in
the same-flavour channels. For mH � 140 GeV in the same-flavour
channels, where it is more difficult to separate the signal from the
Drell–Yan background, a multivariate selection is used, combining
kinematic and topological variables. In the two-jet category, a sim-
ple selection of Emiss

T > 45 GeV is applied. To further reduce the
Drell–Yan background in the same-flavour final states, events with
a dilepton mass within 15 GeV of the Z boson mass are rejected.
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Table 4
Observed number of events, background estimates, and signal predictions for mH = 125 GeV in each category of the
WW analysis of the 8 TeV data set. All the selection requirements have been applied. The combined experimental and
theoretical, systematic and statistical uncertainties are shown. The Zγ process includes the dimuon, dielectron, and
ττ → �� final states.

Category: 0-jet eμ 0-jet �� 1-jet eμ 1-jet �� 2-jet eμ 2-jet ��

WW 87.6 ± 9.5 60.4 ± 6.7 19.5 ± 3.7 9.7 ± 1.9 0.4 ± 0.1 0.3 ± 0.1
WZ + ZZ + Zγ 2.2 ± 0.2 37.7 ± 12.5 2.4 ± 0.3 8.7 ± 4.9 0.1 ± 0.0 3.1 ± 1.8
Top 9.3 ± 2.7 1.9 ± 0.5 22.3 ± 2.0 9.5 ± 1.1 3.4 ± 1.9 2.0 ± 1.2
W + jets 19.1 ± 7.2 10.8 ± 4.3 11.7 ± 4.6 3.9 ± 1.7 0.3 ± 0.3 0.0 ± 0.0
Wγ (∗) 6.0 ± 2.3 4.6 ± 2.5 5.9 ± 3.2 1.3 ± 1.2 0.0 ± 0.0 0.0 ± 0.0

All backgrounds 124.2 ± 12.4 115.5 ± 15.0 61.7 ± 7.0 33.1 ± 5.7 4.1 ± 1.9 5.4 ± 2.2

Signal (mH = 125 GeV) 23.9 ± 5.2 14.9 ± 3.3 10.3 ± 3.0 4.4 ± 1.3 1.5 ± 0.2 0.8 ± 0.1

Data 158 123 54 43 6 7
The background from low-mass resonances is rejected by requiring
a dilepton invariant mass greater than 12 GeV.

To suppress the top-quark background, a “top tagging” tech-
nique based on soft-muon and b-jet tagging is applied. The first
method is designed to veto events containing muons in b jets com-
ing from decays of top quarks. The second method uses a b-jet
tagging algorithm, which looks within jets for tracks with large
impact parameters. The algorithm is applied also in the case of
zero-jet events, which may contain low-pT jets below the selection
threshold. To reduce the background from WZ production, events
with a third lepton passing the identification and isolation require-
ments are rejected.

Yields for the dominant backgrounds are estimated using con-
trol regions in the data. The W + jets contribution is derived from
data using a “tight–loose” sample in which one lepton passes
the standard criteria and the other does not, but instead satisfies
a “loose” set of requirements. The efficiency εloose for a jet that
satisfies the loose selection to pass the tight selection is deter-
mined using data from an independent loose lepton-trigger sample
dominated by jets. The background contamination is then esti-
mated using the events of the “tight–loose” sample weighted by
εloose/(1 − εloose). The normalisation of the top-quark background
is estimated by counting the number of top-tagged events and ap-
plying the corresponding top-tagging efficiency. The nonresonant
WW contribution is normalised by using events with a dilepton
mass larger than 100 GeV, where the Higgs boson signal con-
tamination is negligible, extrapolated to the signal region using
simulated samples. The same-flavour Drell–Yan background is nor-
malised using the number of events observed with a dilepton mass
within 7.5 GeV of the Z boson mass, after subtracting the non-
Drell–Yan contribution. Other minor backgrounds from WZ, ZZ,
and Wγ are estimated from simulation.

The 7 TeV data are analysed by training a BDT for each Higgs
boson mass hypothesis in the zero-jet and one-jet event cate-
gories, while a simple selection strategy is employed in the VBF
category [26]. In the BDT analysis, the Higgs boson signal is sepa-
rated from the background by using a binned maximum-likelihood
fit to the classifier distribution. The 8 TeV analysis is based on
a simple selection strategy optimized for each mass hypothesis,
where additional kinematic and topological requirements are ap-
plied to improve the signal-to-background ratio. One of the most
sensitive variables to discriminate between H → WW decays and
nonresonant WW production is the dilepton invariant mass m�� .
This quantity is shown in Fig. 7 for the zero-jet eμ category af-
ter the full selection for mH = 125 GeV, except for the selection
on m�� itself. Table 4 shows for the 8 TeV analysis the number of
events selected in data, background estimates, and signal predic-
tions for mH = 125 GeV in each analysis category after applying all
the selection requirements. About 97% of the signal events selected

Fig. 7. Distribution of m�� for the zero-jet eμ category in the H → WW search at
8 TeV. The signal expected from a Higgs boson with a mass mH = 125 GeV is shown
added to the background.

in the zero-jet eμ category are expected to be produced by the
gluon–gluon fusion process, whereas 83% of the signal in the two-
jet eμ category is expected to be produced by the VBF process.
The 95% CL expected and observed limits for the combination of
the 7 and 8 TeV analyses are shown in Fig. 8. A broad excess is ob-
served that is consistent with a SM Higgs boson of mass 125 GeV.
This is illustrated by the dotted curve in Fig. 8 showing the me-
dian expected limit in the presence of a SM Higgs boson with
mH = 125 GeV. The expected significance for a SM Higgs of mass
125 GeV is 2.4σ and the observed significance is 1.6σ .

6.2. H → ττ

The decay mode H → ττ is searched for in four exclusive sub-
channels, corresponding to different decays of the τ pair: eμ,
μμ, eτh, and μτh, where electrons and muons arise from leptonic
τ decays, and τh denotes hadronic τ decays. The latter are recon-
structed by selecting τ decays consistent with the hypothesis of
three charged pions, or one charged pion and up to two neutral
pions [131]. The search is made in the mass range 110–145 GeV,
and a signal should appear as a broad excess in the distribution of
the τ -pair invariant mass mττ .

The sensitivity of the search is improved by classifying the
events according to jet multiplicity and the transverse momentum
of the reconstructed τ . The multiplicity of jets with pT > 30 GeV
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Fig. 8. The 95% CL limit on σ/σSM for a Higgs boson decaying, via a W boson pair, to
two leptons and two neutrinos, for the combined 7 and 8 TeV data sets. The symbol
σ/σSM denotes the production cross section times the relevant branching fractions,
relative to the SM expectation. The background-only expectations are represented
by their median (dashed line) and by the 68% and 95% CL bands. The dotted curve
shows the median expected limit for a SM Higgs boson with mH = 125 GeV.

Fig. 9. Distribution of mττ in the combined 7 and 8 TeV data sets for the μτh
VBF category of the H → ττ search. The signal expected from a SM Higgs boson
(mH = 125 GeV) is added to the background.

reflects the production mechanism: events with zero or one jet are
likely to come from the gluon–gluon fusion process, while events
with two jets are candidates for VBF production. Events includ-
ing b jets with pT > 20 GeV are removed from zero- and one-jet
categories. The signal purities in the zero- and one-jet categories
are increased, and the mττ resolution is improved, by separating
events into low- and high-pT subchannels. The high-pT subchan-
nels are defined by pτh

T > 40 GeV in channels with a hadronic τ

decay, and pμ
T > 35 (30) GeV in the eμ (μμ) channel. The mass

mττ is reconstructed with an algorithm [132] combining the visi-
ble τ decay products and the missing transverse energy, achieving
a resolution of about 20% on mττ . Fig. 9 shows as an example the
reconstructed mττ distribution in the μτh VBF category for the
combined 7 and 8 TeV data samples.

Backgrounds in the eμ and μμ channels arise from tt̄ and
Drell–Yan production, while W and Z production with a misiden-
tified τh candidate from an electron, muon, or jet dominates in
the hadronic channels. Backgrounds from Z → ττ decays are mod-
elled with Z → μμ events in data where each muon is replaced

Table 5
Numbers of expected and observed events in the most sensitive event categories
(VBF) in the H → ττ analysis for the 7 and 8 TeV data sets. The expected signal
yields for a SM Higgs boson with mH = 125 GeV are also shown. Combined statisti-
cal and systematic uncertainties in each estimate are reported.

Subchannel eτh μτh eμ μμ

Z → ττ 53 ± 5 100 ± 9 56 ± 12 5.3 ± 0.4
QCD 35 ± 7 41 ± 9 7.4 ± 1.4 –
W + jets 46 ± 10 72 ± 15 – –
Z + jets 13 ± 2 2.5 ± 0.6 – –
Z → μμ – – – 70 ± 8
tt̄ 7.0 ± 1.7 14 ± 3 24 ± 2 6.7 ± 1.5
Dibosons 1.2 ± 0.9 2.9 ± 2.1 11 ± 2 2.4 ± 0.9

All backgrounds 156 ± 13 233 ± 20 99 ± 13 85 ± 9

Signal (mH = 125 GeV) 4.3 ± 0.6 7.7 ± 1.1 3.5 ± 0.4 0.8 ± 0.1

Data 142 263 110 83

Fig. 10. The 95% CL limit on the signal strength σ/σSM for a Higgs boson decaying
to τ pairs, for the combined 7 and 8 TeV data sets. The symbol σ/σSM denotes
the production cross section times the relevant branching fractions, relative to the
SM expectation. The background-only expectations are represented by their median
(dashed line) and by the 68% and 95% CL bands. The dotted curve shows the median
expected limit for a SM Higgs boson with mH = 125 GeV.

with particles from simulated decays of a τ with the same mo-
mentum as the muon. Reducible backgrounds, comprising W+ jets,
QCD multijet production, and residual Z → ee events, are estimated
from the data [27]. An improved signal-to-background ratio is
achieved by including explicitly in the event selection for the VBF
production mechanism the pseudorapidity separation between for-
ward jets and the large invariant mass of the dijet system. Table 5
shows the numbers of expected and observed events in the most
sensitive event categories (VBF) for the 7 and 8 TeV data sets. The
expected signal yields for a SM Higgs boson with mH = 125 GeV
are also shown.

To search for the presence of a Higgs boson signal in the se-
lected events, a binned maximum-likelihood fit to mττ is per-
formed jointly across the four final states, each with five event
categories. Systematic uncertainties are represented by nuisance
parameters in the fitting process. The expected and observed 95%
CL limits on the signal strength for the combination of all cat-
egories are shown in Fig. 10. The expected and observed limits
are 1.3 and 1.1 times the SM Higgs boson cross section at mass
125 GeV, respectively. The expected significance for a SM Higgs
boson of mass 125 GeV is 1.4σ , and the observed value is zero.
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Fig. 11. Distribution of BDT scores for the high-pT subchannel of the Z(νν)H(bb)

search in the 8 TeV data set after all selection criteria have been applied. The signal
expected from a Higgs boson (mH = 125 GeV), including W(�ν)H events where the
charged lepton is not reconstructed, is shown added to the background and also
overlaid for comparison with the diboson background.

6.3. H → bb

For mH � 135 GeV, the decay H → bb has the largest branch-
ing fraction of the five search modes, but the inclusive signal is
overwhelmed by QCD production of bottom quarks. The analysis
is therefore designed to search for the associated production of
the Higgs boson in events where a dijet resonance is produced
at high pT in association with a W or Z boson; this largely sup-
presses the QCD background. Five independent search channels are
explored corresponding to different decays of the vector boson:
Z(��)H, Z(νν)H, and W(�ν)H. Events are further separated into
two categories based on the pT of the vector boson, ranging from
50–100 GeV for the lowest bin in the Z(��) search, to greater than
170 GeV for the highest bin in the W(�ν) search. For the Z(νν)

search, two subchannels are defined as 120 < Emiss
T < 160 GeV and

Emiss
T > 160 GeV. The two jets comprising the candidate Higgs bo-

son decay are required to be identified as b jets, and the dijet
system must satisfy a pT threshold that is optimized within each
channel: greater than 120 GeV for WH, 160 GeV for Z(νν)H, and
no explicit threshold for Z(��)H.

Dominant backgrounds arise from production of vector bosons
in association with jets, pair- or single-production of top quarks,
and diboson production (WW, WZ, ZZ) with one of the bosons de-
caying hadronically. Significant background rejection is achieved in
general by requiring large pT for the dijet, while also requiring that
there be minimal additional jet activity and that the vector bo-
son and dijet be back to back in azimuth. The effect on the signal
efficiency of this selection due to higher-order electroweak [133]
and QCD [91] corrections is accounted for in the systematic un-
certainties. Further signal discrimination is obtained from the dijet
invariant mass, which is expected to peak near mH. A multivariate
regression algorithm to better estimate b-jet pT is trained on jets
in simulated signal events and achieves a final dijet mass resolu-
tion of 8–9% for mH = 125 GeV. The performance of the regression
algorithm is checked in data using W/Z + jets and tt̄ events.

A search for the signal is made in the distribution of scores
of a BDT trained at discrete mass points. Input variables to the
BDT algorithm exploit kinematic and topological information about
the vector boson and dijet systems, and the colour-singlet nature
of the Higgs boson [134]. The distribution of scores in simulated
background events is checked using control regions in the data
designed to enrich individual background contributions. Fig. 11
shows as an example the BDT scores for the high-pT subchannel

Fig. 12. The 95% CL limit on the signal strength σ/σSM for a Higgs boson decaying to
two b quarks, for the combined 7 and 8 TeV data sets. The symbol σ/σSM denotes
the production cross section times the relevant branching fractions, relative to the
SM expectation. The background-only expectations are represented by their median
(dashed line) and by the 68% and 95% CL bands. The dotted curve shows the median
expected limit for a SM Higgs boson with mH = 125 GeV.

of the Z(νν)H channel in the 8 TeV data set, after all selection cri-
teria have been applied.

The rates for the dominant backgrounds arising from produc-
tion of W/Z + jets and top-quark pairs are estimated in data [28],
while contributions from single-top and diboson production are es-
timated from simulation studies. The signal is then searched for as
an excess in the BDT score distribution using the predicted shapes
for signal and background events, for Higgs boson masses in the
range 110–135 GeV.

Combined results for expected and observed 95% CL limits ob-
tained from the 7 and 8 TeV data sets are displayed in Fig. 12. The
expected and observed limits are 1.6 and 2.1 times the SM Higgs
boson cross section at mass 125 GeV. The expected local p-value
for a SM Higgs of mass 125 GeV corresponds to 1.9σ , while the
observed value corresponds to 0.7σ .

7. Combined results

The individual results for the channels analysed for the five de-
cay modes, summarised in Table 1, are combined using the meth-
ods outlined in Section 4. The combination assumes the relative
branching fractions predicted by the SM and takes into account
the experimental statistical and systematic uncertainties as well as
the theoretical uncertainties, which are dominated by the imper-
fect knowledge of the QCD scale and parton distribution functions.
The CLs is shown in Fig. 13 as a function of the Higgs boson mass
hypothesis. The observed values are shown by the solid points.
The dashed line indicates the median of the expected results for
the background-only hypothesis, with the green (dark) and yel-
low (light) bands indicating the ranges in which the CLs values
are expected to lie in 68% and 95% of the experiments under the
background-only hypothesis. The probabilities for an observation,
in the absence of a signal, to lie above or below the 68% (95%)
band are 16% (2.5%) each. The thick horizontal lines indicate CLs
values of 0.05, 0.01, and 0.001. The mass regions where the ob-
served CLs values are below these lines are excluded with the
corresponding (1−CLs) confidence levels. Our previously published
results exclude the SM Higgs boson from 127 to 600 GeV [21]. In
the search described here, the SM Higgs boson is excluded at 95%
CL in the range 110 < mH < 121.5 GeV. In the range 121.5 < mH <

128 GeV a significant excess is seen and the SM Higgs boson can-
not be excluded at 95% CL.
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Fig. 13. The CLs values for the SM Higgs boson hypothesis as a function of the
Higgs boson mass in the range 110–145 GeV. The background-only expectations are
represented by their median (dashed line) and by the 68% and 95% CL bands. (For
interpretation of the references to colour, the reader is referred to the web version
of this Letter.)

Fig. 14. The observed local p-value for 7 TeV and 8 TeV data, and their combination
as a function of the SM Higgs boson mass. The dashed line shows the expected local
p-values for a SM Higgs boson with a mass mH.

7.1. Significance of the observed excess

The consistency of the observed excess with the background-
only hypothesis may be judged from Fig. 14, which shows a scan of
the local p-value for the 7 and 8 TeV data sets and their combina-
tion. The 7 and 8 TeV data sets exhibit an excess of 3.2σ and 3.8σ
significance, respectively, for a Higgs boson mass of approximately
125 GeV. In the overall combination the significance is 5.0σ for
mH = 125.5 GeV. Fig. 15 gives the local p-value for the five decay
modes individually and displays the expected overall p-value.

The largest contributors to the overall excess in the combina-
tion are the γ γ and ZZ decay modes. They both have very good
mass resolution, allowing good localization of the invariant mass
of a putative resonance responsible for the excess. Their com-
bined significance reaches 5.0σ (Fig. 16). The WW decay mode
has an exclusion sensitivity comparable to the γ γ and ZZ decay
modes but does not have a good mass resolution. It has an excess
with local significance 1.6σ for mH ∼ 125 GeV. When added to
the γ γ and ZZ decay modes, the combined significance becomes
5.1σ . Adding the ττ and bb channels in the combination, the final
significance becomes 5.0σ . Table 6 summarises the expected and
observed local p-values for a SM Higgs boson mass hypothesis of
125.5 GeV for the various combinations of channels.

Fig. 15. The observed local p-value for the five decay modes and the overall com-
bination as a function of the SM Higgs boson mass. The dashed line shows the
expected local p-values for a SM Higgs boson with a mass mH.

Fig. 16. The observed local p-value for decay modes with high mass-resolution
channels, γ γ and ZZ, as a function of the SM Higgs boson mass. The dashed line
shows the expected local p-values for a SM Higgs boson with a mass mH.

Table 6
The expected and observed local p-values, expressed as the corresponding number
of standard deviations of the observed excess from the background-only hypothesis,
for mH = 125.5 GeV, for various combinations of decay modes.

Decay mode/combination Expected (σ ) Observed (σ )

γ γ 2.8 4.1
ZZ 3.8 3.2

ττ + bb 2.4 0.5
γ γ + ZZ 4.7 5.0
γ γ + ZZ + WW 5.2 5.1
γ γ + ZZ + WW + ττ + bb 5.8 5.0

The global p-value for the search range 115–130 (110–145) GeV
is calculated using the method suggested in Ref. [115], and corre-
sponds to 4.6σ (4.5σ ). These results confirm the very low proba-
bility for an excess as large as or larger than that observed to arise
from a statistical fluctuation of the background. The excess consti-
tutes the observation of a new particle with a mass near 125 GeV,
manifesting itself in decays to two photons or to ZZ. These two
decay modes indicate that the new particle is a boson; the two-
photon decay implies that its spin is different from one [135,136].
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Fig. 17. The 68% CL contours for the signal strength σ/σSM versus the boson mass
mX for the untagged γ γ , γ γ with VBF-like dijet, 4�, and their combination. The
symbol σ/σSM denotes the production cross section times the relevant branching
fractions, relative to the SM expectation. In this combination, the relative signal
strengths for the three decay modes are constrained by the expectations for the SM
Higgs boson.

7.2. Mass of the observed boson

The mass mX of the observed boson is determined using the
γ γ and ZZ decay modes, with the former dominating the preci-
sion of the measurement. The calibration of the energy scale in the
γ γ decay mode is achieved with reference to the known Z boson
mass, as described in Section 5.1. There are two main sources of
systematic uncertainty: (i) imperfect simulation of the differences
between electrons and photons and (ii) the need to extrapolate
from mZ to mX ≈ 125 GeV. The systematic uncertainties are evalu-
ated by making comparisons between data and simulated samples
of Z → ee and H → γ γ (mH = 90 GeV). The two uncertainties,
which together amount to 0.5%, are assumed to be fully correlated
between all the γ γ event categories in the 7 and 8 TeV data. For
the ZZ → 4� decay mode the energy scale (for electrons) and mo-
mentum scale (for muons) are calibrated using the leptonic decays
of the Z boson, with an assigned uncertainty of 0.4%.

Fig. 17 shows the two-dimensional 68% CL regions for the signal
strength σ/σSM versus mX for the three channels (untagged γ γ ,
dijet-tagged γ γ , and ZZ → 4�). The combined 68% CL contour
shown in Fig. 17 assumes that the relative event yields among the
three channels are those expected from the standard model, while
the overall signal strength is a free parameter.

To extract the value of mX in a model-independent way, the
signal yields of the three channels are allowed to vary indepen-
dently. Thus the expected event yields in these channels are scaled
by independent factors, while the signal is assumed to be due to
a particle with a unique mass mX. The combined best-fit mass is
mX = 125.3 ± 0.4(stat.) ± 0.5(syst.) GeV.

7.3. Compatibility with the SM Higgs boson hypothesis

A first test of the compatibility of the observed boson with the
SM Higgs boson is provided by examination of the best-fit value
for the common signal strength σ/σSM, obtained in a combination
of all search channels. Fig. 18 shows a scan of the overall σ/σSM
obtained in the combination of all channels versus a hypothesised
Higgs boson mass mH. The band corresponds to the ±1σ uncer-
tainty (statistical and systematic). The excesses seen in the 7 TeV
and 8 TeV data, and in their combination, around 125 GeV are

Fig. 18. The observed best-fit signal strength σ/σSM as a function of the SM Higgs
boson mass in the range 110–145 GeV for the combined 7 and 8 TeV data sets. The
symbol σ/σSM denotes the production cross section times the relevant branching
fractions, relative to the SM expectation. The band corresponds to the ±1 standard
deviation uncertainty in σ/σSM.

Fig. 19. Values of σ/σSM for the combination (solid vertical line) and for individual
decay modes (points). The vertical band shows the overall σ/σSM value 0.87± 0.23.
The symbol σ/σSM denotes the production cross section times the relevant branch-
ing fractions, relative to the SM expectation. The horizontal bars indicate the ±1
standard deviation uncertainties in the σ/σSM values for individual modes; they
include both statistical and systematic uncertainties.

consistent with unity within the ±1σ uncertainties. The observed
σ/σSM value for an excess at 125.5 GeV in a combination of all
data is 0.87±0.23. The different decay channels and data sets have
been examined for self-consistency. Fig. 19 shows the measured
values of σ/σSM results obtained for the different decay modes.
These results are consistent, within uncertainties, with the expec-
tations for the SM Higgs boson.

8. Conclusions

Results are presented from searches for the standard model
Higgs boson in proton–proton collisions at

√
s = 7 and 8 TeV in

the CMS experiment at the LHC, using data samples correspond-
ing to integrated luminosities of up to 5.1 fb−1 at 7 TeV and
5.3 fb−1 at 8 TeV. The search is performed in five decay modes:
γ γ , ZZ, W+W− , τ+τ− , and bb. An excess of events is observed
above the expected background, with a local significance of 5.0σ ,
at a mass near 125 GeV, signalling the production of a new par-
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ticle. The expected local significance for a standard model Higgs
boson of that mass is 5.8σ . The global p-value in the search range
of 115–130 (110–145) GeV corresponds to 4.6σ (4.5σ ). The excess
is most significant in the two decay modes with the best mass
resolution, γ γ and ZZ, and a fit to these signals gives a mass of
125.3 ± 0.4(stat.) ± 0.5(syst.) GeV. The decay to two photons in-
dicates that the new particle is a boson with spin different from
one. The results presented here are consistent, within uncertain-
ties, with expectations for the standard model Higgs boson. The
collection of further data will enable a more rigorous test of this
conclusion and an investigation of whether the properties of the
new particle imply physics beyond the standard model.
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The first measurement of the cross section for top-quark pair production in pp collisions at the
Large Hadron Collider at center-of-mass energy

√
s = 7 TeV has been performed using a data sample

corresponding to an integrated luminosity of 3.1 ± 0.3 pb−1 recorded by the CMS detector. This result
utilizes the final state with two isolated, highly energetic charged leptons, large missing transverse
energy, and two or more jets. Backgrounds from Drell–Yan and non-W/Z boson production are estimated
from data. Eleven events are observed in the data with 2.1 ± 1.0 events expected from background. The
measured cross section is 194±72(stat.)±24(syst.)±21(lumi.) pb, consistent with next-to-leading order
predictions.

© 2010 CERN. Published by Elsevier B.V. All rights reserved.
Since its discovery [1,2], the properties of the top quark have
been subject to numerous detailed studies [3], which until recently
have only been possible at the Tevatron proton–antiproton col-
lider. With the advent of the Large Hadron Collider (LHC) era [4],
top-quark processes can be studied for the first time in multi-TeV
proton–proton collisions. In both pp̄ and pp collisions, top quarks
are expected to be produced primarily via the strong interaction in
top–antitop (tt̄) pairs. At the LHC, the tt̄ production mechanism is
expected to be dominated by a gluon fusion process, whereas at
the Tevatron, top-quark pairs are predominantly produced through
quark–antiquark annihilation. Measurements of top-quark produc-
tion at the LHC are therefore important new tests of our under-
standing of the tt̄ production mechanism. This is a crucial compo-
nent of the early LHC physics program, since many signatures of
new physics models accessible at the LHC either suffer from top-
quark production as a significant background or contain top quarks
themselves.

In this Letter we present the first measurement of the cross
section for tt̄ production in proton–proton collisions at the LHC
at center-of-mass energy

√
s = 7 TeV. The results are based on a

data sample corresponding to an integrated luminosity of 3.1 ±
0.3 pb−1 [5] recorded by the CMS experiment [6] between March
and August 2010. This measurement is an important milestone for

✩ © CERN, for the benefit of the CMS Collaboration.
E-mail address: cms-publication-committee-chair@cern.ch.

CMS, demonstrating the experiment’s capabilities in extracting an
intricate signature.

Within the standard model, the top quark decays via the
weak process t → Wb almost exclusively. Experimentally, top-
quark pair events are categorized according to the decay of the
two W bosons: the all-hadronic channel, in which both W bosons
decay into quarks; the lepton + jets channel, in which one W bo-
son decays leptonically, the other into quarks; and the dilepton
channel, in which both W bosons decay into leptons. The measure-
ment described herein is performed using the e+e− , μ+μ− , and
e±μ∓ dilepton tt̄ modes. These modes comprise (6.45 ± 0.11)% [7]
of the total branching fraction for tt̄ when including contributions
from tau leptons that subsequently decay to electrons and muons,
as is done here. Therefore, the final state studied in this analy-
sis contains two oppositely charged leptons (electrons or muons),
two neutrinos from the W boson decays, and at least two jets of
particles resulting from the hadronization of the b quarks. Similar
measurements have been performed recently at the Tevatron [8,9].

The central feature of the CMS apparatus is a superconduct-
ing solenoid, 13 m in length and 6 m in diameter, which provides
an axial magnetic field of 3.8 T. The bore of the solenoid is out-
fitted with various particle detection systems. Charged particle
trajectories are measured by the silicon pixel and strip tracker,
covering 0 < φ < 2π in azimuth and |η| < 2.5, where the pseu-
dorapidity η is defined as η = − ln[tan θ/2], with θ being the
polar angle of the trajectory of the particle with respect to
the beam direction. A crystal electromagnetic calorimeter (ECAL)

0370-2693/$ – see front matter © 2010 CERN. Published by Elsevier B.V. All rights reserved.
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and a brass/scintillator hadronic calorimeter (HCAL) surround the
tracking volume; in this analysis the calorimetry provides high-
resolution energy and direction measurements of electrons and
hadronic jets. Muons are measured in gas detectors embedded in
the steel return yoke outside the solenoid. The detector is nearly
hermetic, allowing for energy balance measurements in the plane
transverse to the beam directions. A two-tier trigger system selects
the most interesting pp collision events for use in physics analy-
sis. A more detailed description of the CMS detector can be found
elsewhere [6].

The trigger providing the data sample used in this analysis is
based on the presence of at least one charged lepton, either an
electron or a muon, with a minimum transverse momentum pT

of 9 (15) GeV/c for the muon (electron). This data sample is used
both for the selection of the signal and for signal-depleted control
regions used for studies related to background processes. Simu-
lated signal events that pass the event selection, as described be-
low, satisfy the trigger requirements with an efficiency above 97%
in the μ+μ− decay mode and above 99% in the other two modes,
in agreement with estimates from Z boson events in the data.

Before further consideration, events are required to have at
least one good reconstructed pp interaction vertex [10]. Among
these events, selection criteria are applied to reconstructed objects
to identify candidates consistent with dilepton tt̄ processes.

Muon candidates are reconstructed [11] using two algorithms
that require consistent hits in the tracker and muon systems: one
is an algorithm based on the matching of extrapolated trajectories
from the silicon tracker to hits in the muon system (tracker-based
muons); the second is an algorithm based on performing a global
fit of consistent hits in the tracker and the muon system (globally-
fitted muons). Candidates are required to have pT > 20 GeV/c and
|η| < 2.5. Additionally, the track associated with the muon candi-
date is required to have a minimum number of hits in the silicon
tracker, to be consistent with originating from the beam spot, and
to have a high-quality global fit including a minimum number of
hits in the muon detector.

Electron candidates are reconstructed [12] starting from a clus-
ter of energy deposits in the crystals of the ECAL, which is then
matched to hits in the silicon tracker, used to initiate a special
track reconstruction algorithm. The electron reconstruction algo-
rithm takes into account the possibility of significant energy loss
of the electron through bremsstrahlung as it traverses the mate-
rial of the tracker. Electron candidates are required to have pT >

20 GeV/c and pseudorapidity |η| < 2.5. The electron candidate
track is required to be consistent with originating from the beam
spot. Requirements on the values of electron identification vari-
ables based on shower shape and track-cluster matching are ap-
plied to the reconstructed candidates; the criteria are optimized for
inclusive W → eν selection and are designed to maximize the re-
jection of electron candidates from QCD multijet production while
maintaining 90% efficiency for electrons from the decay of W/Z
bosons. Electron candidates within �R = √

�φ2 + �η2 < 0.1 of a
tracker-based or globally-fitted muon are rejected to remove fake
electron candidates due to muon bremsstrahlung. In addition, elec-
trons consistent with anomalous depositions in the ECAL or with
photon conversions are rejected.

Charged leptons from the decay of W bosons are expected to
be isolated from other activity in the event. For selected muon and
electron candidates, a cone of �R < 0.3 is constructed around the
track direction at the origin and the scalar sum of the track trans-
verse momenta and calorimeter energy deposits, projected onto a
plane transverse to the beam, is calculated. The contribution from
the candidate itself is excluded. If the value of this scalar sum is
more than 15% of the candidate’s transverse momentum, the can-
didate is considered to be non-isolated and is rejected.

Lepton trigger, identification, and isolation efficiencies are mea-
sured using inclusive Z events from data and are compared
with simulation. All comparisons show good agreement, gener-
ally within 2%. The residual differences between the efficiencies
estimated in data and simulation are treated as systematic uncer-
tainties.

Events are required to have at least one pair of oppositely
charged leptons. Both charged leptons are required to originate
from within 1 cm along the beam line of the reconstructed pp in-
teraction location. To veto contributions from Z production, the in-
variant mass of the dilepton system, M�� , is required to be outside
a ±15 GeV/c2 window centered at the mass of the Z boson for the
e+e− and μ+μ− modes. Additionally, dilepton candidate events
with M�� < 10 GeV/c2 are removed, at essentially no penalty for
the collected signal.

The neutrinos from the W boson decays do not interact with
the detector and escape without depositing any of their energy.
The presence of a neutrino manifests itself as an imbalance in
the measured energy depositions; the imbalance in the projection
perpendicular to the beam line (missing transverse energy, /E T )
is an important distinguishing feature of tt̄ events in this chan-
nel. At CMS there are several techniques for calculating /E T [13];
here, the raw /E T , calculated from calorimeter signals, is made
more accurate through a series of corrections taking into account
the contribution from the minimally interacting muons and, most
importantly, a per-track correction for the expected imperfect re-
sponse of the calorimeter, derived from simulation. This track cor-
rection results in an improved energy resolution, especially for
low-energy charged particles. Neither the dominant background
processes, Drell–Yan Z/γ 
 → e+e− and μ+μ− , nor the difficult-
to-model background from isolated lepton candidates produced in
QCD multijet events, contain a natural source of large /E T . Hence,
in the e+e− and μ+μ− modes, /E T > 30 GeV is required; in
the e±μ∓ mode a looser requirement of /E T > 20 GeV is used
due to the significantly smaller contribution of Drell–Yan back-
ground.

Dilepton tt̄ events will have at least two hadronic jets from the
hadronization of the two b quarks. The anti-kT clustering algo-
rithm [14] with R = 0.5 is used for jet clustering. Jets are recon-
structed using calorimeter information and corrected using recon-
structed tracks [15]. Further corrections are applied to the raw jet
momenta to establish a relative uniform response of the calorime-
ter in jet η and an absolute uniform response in jet pT . The jet
energy scale uncertainty for these track-corrected jets is 5%. Jet
candidates are required to have pT > 30 GeV/c, |η| < 2.5, and
must not overlap with any electron or muon candidate within
�R < 0.4. Events with fewer than two jets are not used in the
measurement.

The selection efficiency of signal events is evaluated in a sim-
ulated tt̄ event sample modeled with the MadGraph event gener-
ator version 4.4.12 [16] with up to three additional hadronic jets.
The events are subsequently processed with pythia (v. 6.420) [17]
to provide showering of generated particles, and then processed
with a full CMS detector simulation based on geant4 (v. 9.2 Rev01)
[18]. The total next-to-leading order (NLO) cross section for top-
quark pair production used here to scale simulated signal distribu-
tions is σtt̄ = 158+23

−24 pb, as obtained with MCFM [19–22] for a top-
quark mass of 172.5 GeV/c2. Approximate next-to-next-to-leading
order (NNLO) calculations for the tt̄ cross section have been com-
pleted (see for example [23–29]) but are not used here. The the-
oretical uncertainty on the cross section includes the scale uncer-
tainties, determined by varying the factorization and renormaliza-
tion scales by factors of 2 and 0.5 around the central scale, cor-
responding to the assumed top-quark mass, and the uncertainties
from the parton distribution functions (PDFs) and the value of αS,
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Table 1
The expected number of dilepton tt̄ signal and background events passing the full
selection criteria, compared to the number of observed events. The procedures for
estimating the expected numbers of events and their uncertainties are described
in the text. For the backgrounds estimated from data, the statistical and systematic
uncertainties are quoted separately. The expected signal yield assumes a tt̄ cross
section of σtt̄ = 158+23

−24 pb.

Source Number of events

Expected tt̄ 7.7 ± 1.5

Dibosons (VV) 0.13 ± 0.07
Single top (tW) 0.25 ± 0.13
Drell–Yan Z/γ 
 → τ+τ− 0.18 ± 0.09
Drell–Yan Z/γ 
 → e+e− , μ+μ− 1.4 ± 0.5 ± 0.5
Events with non-W/Z leptons 0.1 ± 0.5 ± 0.3

Total backgrounds 2.1 ± 1.0

Expected total, including tt̄ 9.8 ± 1.8

Data 11

following the procedures from the MSTW2008 [30], CTEQ6.6 [31],
and NNPDF2.0 [32] sets. From the simulated tt̄ sample, the total
signal acceptance, including geometric acceptance and event re-
construction and selection efficiencies, is found to be (23.0 ± 1.4)%
for events contributing to the e+e− , μ+μ− , and e±μ∓ modes
combined, where the systematic uncertainty on the acceptance is
described later in the text. The expected yield of events passing
the selection criteria, assuming the NLO production cross section,
is 1.5 ± 0.3, 1.7 ± 0.3, and 4.5 ± 0.9 for the e+e− , μ+μ− , and
e±μ∓ decay modes, respectively. The uncertainties on these pre-
dicted event yields combine the systematic uncertainties on the
event selection, the theoretical production cross section, and the
integrated luminosity of the sample, where the contribution from
the last two sources dominates the total. Note that the simulated tt̄
signal sample used for the estimate of the expected signal events
was generated with the W → �ν branching fraction set to 1/9,
which is different from the standard value (0.1080 ± 0.0009) [7]
used in the cross section measurement.

The selected sample is not 100% pure in dilepton tt̄ events.
There are two types of background estimation techniques used in
this analysis. One strategy utilizes simulated pp collision events to
model background processes. There are, however, some pathologi-
cal backgrounds that are harder to model accurately. In such cases,
it is preferred to estimate the yields of these events from the data.

Contributions from diboson production (VV, where V = W or
Z/γ 
), based on a leading-order production cross section of σVV =
4.8 pb [16], and electroweak single-top production in the tW chan-
nel (σtW = 10.6 pb [33]) are modeled with the MadGraph event
generator and are processed in an equivalent fashion as the sim-
ulated tt̄ sample used to assess the signal yield. The Drell–Yan
Z/γ 
 → ττ process (σZ/γ 
→ττ = 1666 pb [34]) is modeled with
pythia and MadGraph. The uncertainties on these production cross
sections are well within the total systematic uncertainty of 50%
used for each of these backgrounds. Table 1 gives the simulation-
based predictions for the event yields from these processes.

The contributions from two important background sources are
estimated from the data: exceptional Drell–Yan events that evade
the Z veto and are accompanied by significant missing trans-
verse energy; and dilepton candidate events from multijet and
W + jets production. Difficult-to-simulate instrumental effects in-
fluence both topologies and hence it is preferable to use calibration
samples from the data in these estimations.

The events rejected by the Z veto are used to estimate the
residual contributions from Drell–Yan Z/γ 
 → e+e− and μ+μ− in
the surviving selected sample. In the μ+μ− final state the rate of
events surviving the Z veto is equal to an estimate of the Drell–

Yan contribution near the M�� peak, scaled by the expected ratio
of off-peak to near-peak events derived from simulation. The near-
peak Drell–Yan Z/γ 
 contribution is estimated from the number of
all events failing the Z veto, after subtraction of the non-Drell–Yan
contribution estimated from e±μ∓ events passing the same selec-
tion and corrected for the differences between the electron and
muon identification efficiencies. The estimate in the e+e− mode
is done in a similar fashion; the summed contribution is shown
in Table 1. The systematic uncertainty of this method, evaluated in
each mode separately, is estimated to be 50%. This is dominated by
detector calibration effects and changes of the fraction of Z-vetoed
Drell–Yan Z/γ 
 events with increasingly stringent requirements
(additional jets and missing transverse energy) as estimated from
simulation.

Dilepton candidate events from multijet and W + jets produc-
tion mostly arise from jets that are able to satisfy the tight lepton
identification criteria. These contributions to the selected sample
from isolated lepton candidates from non-W/Z decays are also de-
rived from data. A superset of dilepton candidate events is chosen
by loosening the lepton identification criteria in the data samples
used for the measurement. The number of these candidates pass-
ing the loosened selection criteria from non-W/Z leptons can be
weighted by the ratio of yields of tight-to-loose lepton candidates
(RTL) to produce an estimate of non-W/Z leptons passing the tight
selections. The ratio RTL is measured as a function of candidate
transverse momentum and pseudorapidity in a multijet-dominated
data sample containing events with one lepton candidate pass-
ing loose selection criteria. Additional selection criteria, based on
the missing transverse energy and on the transverse mass of the
system defined by the /E T and charged lepton candidate pT , are
applied to suppress the residual contribution to the loose lepton
sample from electroweak processes. We assume this RTL is appro-
priate for use in the dilepton signal sample, and we also consider
RTL to be independent from the other lepton in events with two
leptons. In this measurement, the value of RTL changes slightly as
a function of candidate pT and |η|; for both muon and electron
candidates, RTL is in the interval between 0.2 and 0.4.

Estimates for the contributions from lepton candidates in pure
multijet QCD, with two such non-W/Z candidates, and in W + jets,
with one such candidate beyond that from the decay of the W, are
derived separately. A sample of loose dilepton events both failing
the tight selections is used to estimate the multijet QCD contribu-
tion. Loose dilepton events with only one lepton failing the tight
requirements include contributions from W + jets events, but are
contaminated by multijets and leptons from W/Z decays. The mul-
tijet QCD contamination is subtracted using the previous estimate,
while the contamination from W/Z leptons is measured from a
sample of Z events fulfilling loose selection requirements.

The prediction for these non-W/Z leptons is shown in Table 1.
The systematic uncertainty on the non-W/Z lepton estimate is pri-
marily from differences in the jet momentum spectrum and flavor
composition between the QCD-dominated sample in which RTL is
measured and the sample where it is applied. Other subdominant
contributions to the systematic uncertainties include the RTL mea-
surement biases due to electroweak signal contribution, the dis-
similarity in the trigger between the RTL calibration sample and
the signal sample to which it is applied, and from the statistical
limitations on the RTL calibration sample. The systematic uncer-
tainty on the electron RTL is 50%, which corresponds to a 50%
(100%) uncertainty on a raw estimate of the W + jets (QCD mul-
tijets) non-W/Z isolated lepton contribution, prior to accounting
for the signal contribution to the estimate. Similarly, the system-
atic uncertainty on the muon RTL is +50

−100%, which corresponds to
a +50

−100% ( +100
−100%) uncertainty on the estimate of the W + jets (QCD

multijets) non-W/Z isolated lepton contribution.
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Fig. 1. Number of jets in events passing all dilepton selection criteria before the
�2-jet requirement for all three dilepton modes combined, compared to signal and
background predictions. The hatched bands reflect the uncertainties on the back-
ground predictions.

Expected yields from simulated signal and background pro-
cesses, normalized to estimates from data where appropriate, are
shown in Fig. 1 as a function of jet multiplicity for events sat-
isfying the complete dilepton event selection criteria except the
�2-jet requirement; the tt̄ signal dominates the bins with at least
two jets.

Eleven dilepton events (3 e+e− , 3 μ+μ− , 5 e±μ∓) are ob-
served in the data after applying the event selection criteria, with
a total of 2.1 ± 1.0 background events expected. We attribute the
excess of events above the background expectation to top-quark
pair production.

The top-quark mass reconstruction methods of [35] (KIN, i.e.,
KINematic, method) and [36] (MWT, i.e., Matrix Weighting Tech-
nique) are applied to the selected events. In both methods, nu-
merical solutions to the kinematic equations appropriate for a tt̄
decay with two charged leptons in the final state are found for
each event. The solutions are based on an ensemble of values
of jet momenta and missing energy, generated corresponding to
their expected resolution around the measured values. In the KIN
method the underconstrained system is solved by introducing an
additional constraint on the longitudinal momentum of the tt̄ sys-
tem, whose probability distribution is expected to have a negligible
dependence on the top-quark mass and is therefore assumed from
simulation. The top-quark mass value corresponding to the largest
number of solutions is the reconstructed mass for each event. In
the MWT method the system is solved for a range of top-quark
mass values, and weights, dependent on the momentum of the
initial partons and the lepton energies in the top-quark rest frame,
are assigned based on the likelihood of each solution. The mass
for which the sum of the weights of all solutions is maximized
is used as the mass estimator. Fig. 2 shows that the kinematics
of the selected events are statistically compatible with predictions
based on a top-quark mass of 172.5 GeV/c2, demonstrating the
consistency of the selected sample with top-quark pair produc-
tion.

Further, beyond the complete event selection described above,
the property that the two jets expected in dilepton tt̄ events both
originate from b quarks is exploited to further confirm the top-
quark signal. A b-quark jet identification algorithm that relies on
the presence of charged particle tracks displaced from the primary
pp interaction location, as expected from the decay products of
long-lived b hadrons [37], is used. A jet is identified to be from

Fig. 2. Distribution of the top-quark mass using two different reconstruction
methods [35,36], compared with the expected yields from simulated signal-plus-
background and background-only hypotheses. The points in each bin for the two
methods are slightly offset in reconstructed mass to allow coincident points to be
visible. The last bin contains the overflow.

Fig. 3. Number of b-tagged jets in events passing all dilepton selection criteria for
all three dilepton modes combined, compared to signal and background directly
from simulations. The hatched bands reflect the expected uncertainties on the b-
tag efficiency for signal events.

a b quark if there are at least two tracks satisfying a minimum
impact parameter significance requirement. The efficiency of this
algorithm for a b-quark jet in dilepton tt̄ signal events is about 80%
with a 10% false positive rate, as estimated in simulated QCD mul-
tijet events with no b quarks. This algorithm is applied to events
passing all the selection criteria. The multiplicity of jets satisfying
these b-tagging criteria in events passing the full dilepton event
selection is shown in Fig. 3. Although not used directly in the cross
section extraction, the b-tag multiplicity provides additional sup-
port for the hypothesis that the selected data are consistent with
dilepton tt̄ production.

The top-quark pair production cross section is determined from
the ratio of the number of observed events in the data after back-
ground subtraction with the product of the total signal acceptance,
the branching fractions, and the integrated luminosity. The impact
of systematic uncertainty is included on each piece, as described
below.
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Various sources of systematic uncertainty related to the event
selection have been evaluated. The systematic uncertainty assigned
to the dilepton selection efficiency is 4.4%, obtained from a com-
parison of Z events in data and simulation, together with half of
the difference between the efficiencies obtained in simulated Z
and tt̄ events. The effect of multiple pp interactions in a single
beam crossing — an effect that is present in the data but not in
these simulated samples — is included in this uncertainty. The sys-
tematic uncertainty due to the reconstruction of jets and missing
transverse energy is estimated by varying the jet energy scale by
±5%, simultaneously with a ±5% variation in the hadronic part of
the missing transverse energy, resulting in a value of 3.7%. Uncer-
tainties on the simulation of the signal selection efficiency include
the amount of QCD radiation, hadron and tau decay modeling,
and the W leptonic branching fraction; these sources combined
give a systematic uncertainty of 2.8%. Other sources of system-
atic uncertainty pertaining to the signal, including uncertainties in
the parton distribution functions inside the colliding protons, the
effect of uncertainty on the world-average top-quark mass mea-
surement [38], and the effect of additional minimum bias inter-
actions in the signal selection, are neglected because they were
found to have a relatively small impact. The overall systematic
uncertainty on the total tt̄ cross section from the above sources
is 6.4%.

The background contributions from single-top, diboson, and
Drell–Yan Z/γ 
 → τ+τ− processes shown in Table 1 are obtained
from simulation and found to be small compared to the total event
yield. Each of these backgrounds is assigned a 50% systematic un-
certainty. The contributions from Drell–Yan e+e− and μ+μ− pro-
cesses and events with non-W/Z isolated leptons are estimated
from data with absolute systematic uncertainties of 0.5 and 0.3
events, respectively. The contribution to the systematic uncertainty
on the cross section from the uncertainties on the background es-
timates is 11%.

The total systematic uncertainty on the measured cross section,
dominated by the uncertainty on the estimated background yield,
is 24 pb. An additional systematic effect of 21 pb, due to a 11%
relative uncertainty on the integrated luminosity measurement [5],
is quoted separately.

Taking into account the data yield, the background estimation,
the branching fraction, the signal acceptance, the integrated lumi-
nosity, and all associated statistical and systematic uncertainties,
the top-quark pair production cross section is measured to be

σ(pp → tt̄ + X) = 194 ± 72(stat.) ± 24(syst.) ± 21(lumi.) pb.

An alternative analysis, exploiting jets constructed only from sili-
con tracker information [39] and without missing transverse en-
ergy requirements in the event selection, yields a similar cross
section. The quoted measurement can be compared with the cal-
culated NLO theoretical cross section of 158+23

−24 pb for a top-quark
mass of 172.5 GeV/c2 [19,20].

In conclusion, the first measurement at the LHC of the cross
section for tt̄ production has been completed. This measurement,
made with an integrated luminosity of 3.1 ± 0.3 pb−1, is only the
beginning of a rich top-quark physics program to be conducted at
the CMS experiment.
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1 Introduction

Non-linear instability of anti-de Sitter (AdS) space has attracted a considerable amount of

attention since the pioneering observations of [1]. Reasons include the inherent mathemat-

ical depth of the problem and its dual interpretation in terms of thermalization processes

in quantum gauge theories (in the context of the AdS/CFT correspondence). AdS space

is known to be linearly stable, but all frequencies of normal modes are integer in appro-

priate units, in which case non-linearities are known to induce significant (perturbatively)
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slow resonant transfer of energy between different normal modes, no matter how small the

perturbation amplitudes are.

The ultimate fate of the energy flow between the different normal modes induced

by non-linearities is a subtle matter [1–13], and most of the available considerations are

numerical. At first, a series of numerical examples of smooth initial data that develop a

turbulent cascade leading to energy transfer to very short wave length modes and black hole

formation was presented in [1]. It was later observed, however, that other initial profiles

do not lead to collapse [5, 6] and that some explicit finite deformations of AdS make it

stable [3]. This seems to imply a complicated interplay of stable and unstable behavior

described by a rich topography in the phase space. It was further suggested in [12] that the

instability domain might even shrink to a set of measure zero as the perturbation amplitude

is decreased, but more analysis will be required to either confirm or rule out this possibility.

The subtleties of the AdS stability phenomena make it necessary to go beyond the

inherent uncertainty of numerical methods and attempt to develop some analytic under-

standing. The evolution of small deviations from the AdS background is governed by

non-linear perturbation theory. Possibilities of significant transfer of energy between the

modes (at small amplitude values) manifest themselves as secular terms (terms exhibiting

unbounded growth in time) in näıve asymptotic expansions of the solutions to the equa-

tions of motion in powers of the perturbation amplitude, as noted already in [1]. These

terms by themselves, however, do not provide any reliable information on the ultimate fate

of the system and simply signify a break-down of the näıve perturbation theory at late

times. Various techniques can be employed to re-structure (resum) the näıve perturbation

theory and produce modified asymptotic expansions valid at late times. Since the instabil-

ity cascade takes a very long time to develop, it can only be analytically discussed in the

context of such improved asymptotic expansions.

In [11], we described a perturbative resummation technique, based on the idea of the

renormalization group, that produces effective equations describing the slow energy flow

between the normal modes, and at the same time eliminates the secular terms at lowest

non-trivial order, making the perturbation theory valid on long time intervals. A closely

related technique, called the ‘Two-Time Framework’, had been previously employed for

the same system in [10], though in a way geared towards numerical modelling rather than

analytic study, and restricted to a finite set of low-lying modes. We have observed that only

a subset of secular terms that could have appeared based on the normal mode frequency

spectrum actually appear in the AdS case we study. This feature is further reflected in the

effective energy flow equations we have derived, since a number of terms in those equations

that could be present in fact vanish, restricting the availability of energy flow channels.

In light of the complex interplay of stability and instability that has been revealed in

AdS space through numerical simulations, it is important to study precisely the constraints

on the energy flow of the type we mentioned. Since the instability is generated by reso-

nant transfer of energy to short wave-length, high-frequency modes, any limitation on the

energy transfer channels available will hinder the instability onset. Such constraints are

particularly apparent if formulated explicitly as conservation laws in our effective equations

describing the energy transfer. This approach will form the main subject of our present

– 2 –
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study. We shall extract the three conservation laws present in the equations of [10, 11],

analyze their origin and note that one of the three laws is explicitly related to the absence

of certain types of secular terms proved in [11].

The three conservation laws we find form a direct parallel to the considerations of [14],

where an identical mathematical structure was described for the case of a self-interacting

probe scalar field in a non-dynamical AdS space. In that paper, averaging over fast oscilla-

tions was used to produce an effective Lagrangian governing the slow energy transfer. The

three conservation laws follow naturally from the symmetries of this effective Lagrangian.

Since we find such perception very appealing, we shall extend this picture to the case in-

volving fully dynamical gravity, which is algebraically much more elaborate. In addition,

we shall comment on different possible implementations of the averaging over fast oscilla-

tions and the relation of this approach to the resummation schemes of [10, 11]. This will

also strengthen the theoretical foundations of the results of [14].

It may appear surprising that the cases of self-interacting scalar field in a fixed back-

ground and full gravitational non-linearity appear so similar in terms of the constraints on

slow energy transfer between the modes. The structure of secular terms in non-linear per-

turbation theory, and hence the restrictions on energy transfer channels depend crucially on

the type of non-linearities involved. It happens nonetheless that scalar field self-interactions

and gravitational forces produce similar energy transfer patterns in our setting.

Our observations suggest that a self-interacting scalar field in a fixed AdS background

is likely to be an efficient toy model to the full gravitational weak turbulence, which is a

much more complicated process. Of course, one would not be able to discuss black hole

formation in this toy model setting, since the geometric background does not evolve. In

general, one has to maintain a clear understanding that weak turbulence and black hole

formation are distinct, even if often related, manifestations of AdS instability. Black hole

formation occurs through focusing of the scalar field wave profile, for which transfer of

energy to short wavelength modes is necessary. There are settings, however, when such en-

ergy transfer occurs but a black hole does not form. A self-interacting scalar field in a fixed

geometry is a completely obvious example. In a more subtle way, collapse in AdS3 cannot

occur in the weak field regime, since there is a finite minimal mass for black holes in that

space. Yet, the flow of energy renders the dynamics just as turbulent as in higher dimen-

sions [7]. Turbulence is conveniently analyzed by estimating the growth of Sobolev norms

(weighted sums of mode energies preferentially representing the ultraviolet modes). A clas-

sic treatment of this sort (for the weak turbulence of the non-linear Schrödinger equation

on a torus) can be found in [15]. At the same time, as emphasized in [12], mode energies by

themselves are insufficient for making statements about horizon formation, since focusing

in position space is sensitive to phases as well as amplitudes of individual normal modes.

The paper is organized as follows. In section 2, we review the non-linear pertubation

theory in the AdS background along the lines of [11]. In section 3, we demonstrate by a

brute force verification that these equations admit three conservation laws. In section 4,

we demonstrate that a (field-dependent) time reparametrization allows one to give the

effective dynamics a Lagrangian form and relate the three conservation laws to explicit

symmetries of the Lagrangian. (The reasons why this Lagrangian structure of the effective

– 3 –
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energy transfer equations only becomes apparent in certain variables are somewhat subtle

and will become apparent from our subsequent systematic discussion.) We then turn to

averaging methods in section 5 in hope of being able to derive a Lagrangian or Hamiltonian

effective theory directly. We review the relation between averaging and the multi-scale

resummation methods employed to describe the energy transfer in [10, 11], and we show in

general how averaging can be performed directly at the level of the Hamiltonian. Finally,

in section 6 we give a technical implementation of the averaging approach for the case of

non-linear AdS perturbations.

Sections 3 and 4 are rather technical in nature and are meant to give a matter-of-fact

statement of the conservation laws in the context of the renormalization flow formalism

developed in [11]. A more systematic picture based on averaging methods is given in

sections 5 and 6, which may be read semi-independently from sections 3 and 4.

2 Non-linear perturbation theory around the AdS background

2.1 Setup of the system

We briefly recapitulate the setup of [1, 11, 16] in which we will study the stability of AdSd+1

space-time, with d standing for the number of spatial dimensions. Einstein gravity with

negative cosmological constant Λ = −d(d − 1)/(2L2) is coupled to a free massless scalar

field, leading to the equations of motion

Rµν −
1

2
gµνR+ Λgµν − 8πG

(

∂µφ∂νφ− 1

2
gµν(∂φ)2

)

= 0 (2.1)

and
1√−g∂µ

(√−ggµν∂νφ
)

= 0. (2.2)

Restricting to spherically symmetric configurations, we consider the metric ansatz

ds2 =
L2

cos2 x

(
dx2

A
−Ae−2δdt2 + sin2 x dΩ2

d−1

)

, (2.3)

where the metric functions A(x, t) and δ(x, t), as well as the scalar field φ(x, t), only depend

on the time coordinate t, which takes values in R, and the radial coordinate x, which takes

values in [0, π/2). The metric (2.3) is not completely gauge fixed: one still has the freedom

to transform δ(x, t) 7→ δ(x, t)+q(t) together with a redefinition of the time variable t. Two

possible gauge fixing conditions have appeared in the literature: δ(0, t) = 0 [1, 10, 11] and

δ(π/2, t) = 0 [13]. The first choice corresponds to t being the proper time measured in the

interior at x = 0, while the second choice means that t is the proper time measured at the

boundary.

We introduce the notation Φ ≡ φ′ and Π ≡ A−1eδφ̇ (where dots and primes denote the

t- and x-derivatives, respectively) together with the convention 8πG = d−1. Furthermore,

it is convenient to define

µ(x) ≡ (tanx)d−1 and ν(x) ≡ (d− 1)

µ′(x)
=

sinx cosx

(tanx)d−1
. (2.4)
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The equations of motion then reduce to

Φ̇ =
(

Ae−δΠ
)′
, Π̇ =

1

µ

(

µAe−δΦ
)′
, (2.5a)

A′ =
ν ′

ν
(A− 1) − µν

(
Φ2 + Π2

)
A, δ′ = −µν

(
Φ2 + Π2

)
, (2.5b)

Ȧ = −2µνA2e−δΦΠ. (2.5c)

A static solution of these equations is the AdS-Schwarzschild black hole A(x, t) = 1 −
Mν(x), δ(x, t) = 0 and φ(x, t) = 0. Unperturbed AdS space itself corresponds to A = 1,

δ = φ = 0.

2.2 Weakly non-linear perturbation theory

We will search for an approximate solution of the equations of motion (2.5), subject to

initial conditions (φ(x, t)|t=0, φ̇(x, t)|t=0) = (ǫφ0(x), ǫψ0(x)). Therefore, we expand the

unknown functions in the amplitude of the initial conditions:

φ(x, t) =

∞∑

k=0

ǫ2k+1φ2k+1(x, t), A(x, t) = 1 +

∞∑

k=1

ǫ2kA2k(x, t), δ(x, t) =

∞∑

k=1

ǫ2kδ2k(x, t).

(2.6)

At first order in the ǫ-expansion, the equations of motion (2.5) are linearized and result in

the homogeneous partial differential equation

φ̈1 + L̂φ1 = 0 with L̂ ≡ − 1

µ(x)
∂x (µ(x)∂x) . (2.7)

The operator L̂ is self-adjoint on the subspace of functions ψ(x) that vanish at the boundary

ψ(π/2) = 0. The inner product on this Hilbert space is

〈ψ, χ〉 ≡
∫ π/2

0
ψ̄(x)χ(x)µ(x)dx. (2.8)

The eigenvalues and eigenfunctions for L̂ are ω2
n, with

ωn = d+ 2n, n = 0, 1, . . . , (2.9)

and

en(x) = kn(cosx)dP
( d
2
−1, d

2
)

n (cos(2x)) with kn =
2
√

n!(n+ d− 1)!

Γ
(
n+ d

2

) . (2.10)

The function P
(a,b)
n (x) is a Jacobi polynomial of order n. These eigenfunctions are nor-

malized such that L̂ej = ω2
j ej and 〈ei, ej〉 = δij . Note that all the mode frequencies ωn

are integer and therefore the spectrum is fully resonant. We can expand the unknown

functions in the basis {en(x)} of eigenmodes:

φ2k+1(x, t) =
∞∑

n=0

c(2k+1)
n (t)en(x) with c(2k+1)

n (t) = 〈φ2k+1(x, t), en(x)〉. (2.11)

– 5 –
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Equation (2.7) then translates to c̈
(1)
n + ω2

nc
(1)
n = 0 and yields the general solution of the

linearized equation for φ1,

φ1(x, t) =
∞∑

n=0

An cos(ωnt+Bn)en(x). (2.12)

The backreaction on the metric appears at second order. It is given by

A2(x, t) = −ν(x)

∫ x

0

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)dy, (2.13)

δ2(x, t) =







−
∫ x
0

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)dy in the gauge δ(0, t) = 0
∫ π/2
x

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)dy in the gauge δ(π/2, t) = 0.
(2.14)

At third order in the ǫ-expansion, the equations of motion (2.5) lead to the inhomogeneous

equation

φ̈3 + L̂φ3 = S ≡ 2 (A2 − δ2) φ̈1 +
(

Ȧ2 − δ̇2

)

φ̇1 +
(
A′

2 − δ′2
)
φ′1. (2.15)

We can project this equation onto the eigenbasis {en}, such that

c̈(3)n + ω2
nc

(3)
n = Sn with Sn = 〈S, en〉. (2.16)

After a tedious but straightforward calculation [11], one finds an explicit expression for the

source term Sn(t) in terms of the c
(1)
n (t). Because the spectrum (2.9) of linear perturbations

is resonant, this source contains resonant terms that will induce secular growth of c
(3)
n (t).

2.3 Renormalization flow equations

The secular behavior of the solutions at order O
(
ǫ3
)

can be resummed by absorbing it in

the renormalized amplitudes Al and phases Bl. The renormalization group resummation

of these secular terms conducted in [11] (using the gauge fixing condition δ(0) = 0) leads

to the general renormalization flow equations,

2ωl

ǫ2
dAl

dτ
= −

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

SijklAiAjAk sin(Bl +Bk −Bi −Bj) (2.17)

and

2ωlAl

ǫ2
dBl

dτ
= −TlA3

l −
i 6=l
∑

i

RilA
2
iAl−

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

SijklAiAjAk cos(Bl+Bk−Bi−Bj). (2.18)

The coefficients that appear in these equations are written explicitly in appendix A. {i, j} 6=
{k, l} means than neither i nor j coincides with either k or l. Potentially, there could have

been extra contributions in these equations: terms proportional toAiAjAk sin(Bl−Bi−Bj−
Bk) in (2.17) and to AiAjAk cos(Bl−Bi−Bj −Bk) in (2.18), from the resonant frequency

– 6 –
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addition pattern ωl = ωi+ωj+ωk, and terms proportional to AiAjAk sin(Bl+Bj+Bk−Bi)

in (2.17) and to AiAjAk cos(Bl + Bj + Bk − Bi) in (2.18), from the resonant frequency

addition pattern ωl = ωi − ωj − ωk. We have proved in [11], however, that all such terms

vanish for the AdS case. This property is not generic for all systems1 that have equations

of motion of the form (2.5), but depends on the particular dynamics of AdSd+1.

For our purposes, the symmetry properties of the non-vanishing coefficients Ti, Rij and

Sijkl will be more important than their precise values. Whenever the resonance condition

ωi +ωj = ωk +ωl is satisfied, one has Sijkl = Sjikl, Sijkl = Sijlk and Sijkl = Sklij . Another

useful observation is that

Rij −Rji = ω2
i (Ajj + ω2

jVjj) − ω2
j (Aii + ω2

i Vii), (2.19)

where the coefficients Aij and Vij are defined in appendix A. We can thus conclude that

the Rij coefficients are generically non-symmetric. A noteworthy exception to this is AdS3,

as proven in appendix B.

The equations can be simplified by adopting the complex notation αk = Ak
2 e

−iBk (used,

for instance, in [10]), such that the first order scalar field solution is written as

φ1(x, t) =

∞∑

k=0

Ak cos(ωkt+Bk)ek(x) =

∞∑

k=0

(
αke

−iωkt + ᾱke
iωkt
)
ek(x). (2.20)

The two renormalization flow equations (2.17), (2.18) can then be combined into

ωl

(2iǫ2)

dαl

dτ
= Tl|αl|2αl +

i 6= l
∑

i

Ril|αi|2αl +

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

Sijklαiαjᾱk. (2.21)

Note that the extra terms we have described under (2.18), which are absent due to special

properties of the AdS space, would have resulted in contributions of the form αiαjαk, etc.

in the above equation. This would have had an impact on the conservation laws we shall

derive in section 3.

It is instructive to define the quantity

V =
∑

i

Ti|αi|4 +

i 6= j
∑

i,j

RS
ij |αi|2|αj |2 +

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k

∑

l
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

Sijklαiαjᾱkᾱl, (2.22)

in terms of which the renormalization flow equation (2.21) can be simplified to

ωj

(2iǫ2)

dαj

dτ
=

1

2

∂V

∂ᾱj
+
∑

i

RA
ij |αi|2αj . (2.23)

In the previous two formulas, RS
ij = (Rij + Rji)/2 and RA

ij = (Rij − Rji)/2. Note that

in (2.23) we were allowed to drop the i 6= j requirement from the sum over i because RA
ii = 0.

1For example a spherical cavity in 4-dimensional Minkowski spacetime with Dirichlet boundary condi-

tions [17] and a holographic hard wall model in AdS4 with Neumann boundary conditions [18, 19] are de-

scribed by equations of motion of the same form as (2.5) and display a resonant spectrum of linearized modes.

The extra terms in the renormalization flow equations vanishing in our case are present for those systems.
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3 Conservation laws

We now proceed to prove the existence of three conserved quantities of the renormalization

flow. First note that by equation (2.21) and its complex conjugate, we have

ωl
d|αl|2
dτ

= ωlᾱl
dαl

dτ
+ ωlαl

dᾱl

dτ
= (2iǫ2)

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

Sijkl(αiαjᾱkᾱl − ᾱiᾱjαkαl), (3.1)

and therefore

d

dτ

(
∑

l

ωl|αl|2
)

= (2iǫ2)

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k

∑

l
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

Sijkl(αiαjᾱkᾱl − ᾱiᾱjαkαl). (3.2)

Since under interchange of (i, j) ↔ (k, l) the coefficients Sijkl are symmetric, while the

tensor (αiαjᾱkᾱl − ᾱiᾱjαkαl) is antisymmetric, we find that

J =
∑

l

ωl|αl|2 (3.3)

is a conserved quantity of the renormalization flow equations (2.21).

Similarly, from (3.1) we obtain

d

dτ

(
∑

l

ω2
l |αl|2

)

= (2iǫ2)

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k

∑

l
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

Sijkl(αiαjᾱkᾱl − ᾱiᾱjαkαl)ωl

=
1

2
(2iǫ2)

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k

∑

l
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

Sijkl(αiαjᾱkᾱl − ᾱiᾱjαkαl)(ωl + ωk). (3.4)

In the last step, we interchanged the summation indices k and l and used the fact that

Sijkl = Sijlk. Now note that whenever the resonance condition ωi+ωj = ωk+ωl is satisfied,

the tensor Sijkl(ωl +ωk) is symmetric under interchange of (i, j) ↔ (k, l). Since the tensor

(αiαjᾱkᾱl − ᾱiᾱjαkαl) is antisymmetric, we find that

E =
∑

l

ω2
l |αl|2 (3.5)

is a conserved quantity of the renormalization flow equations (2.21).

Finally, using the renormalization flow equations (2.23), one can check that

dV

dτ
=
∑

j

(
∂V

∂αj

dαj

dτ
+
∂V

∂ᾱj

dᾱj

dτ

)

= −
∑

i,j

RA
ij |αi|2

(
2iǫ2

ωj

)(

ᾱj
∂V

∂ᾱj
− αj

∂V

∂αj

)

= −2
∑

i,j

RA
ij |αi|2

(

ᾱj
dαj

dτ
+ αj

dᾱj

dτ

)

= −2
∑

i,j

RA
ij |αi|2

d|αj |2
dτ

. (3.6)
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Using (2.19) this becomes

dV

dτ
= −

∑

i,j

(
ω2
i (Ajj + ω2

jVjj) − ω2
j (Aii + ω2

i Vii)
)
|αi|2

d|αj |2
dτ

= −E d

dτ

∑

j

(Ajj + ω2
jVjj)|αj |2 +

∑

i

(Aii + ω2
i Vii)|αi|2

dE

dτ
. (3.7)

Since we already know that E is conserved, dE/dτ = 0, we conclude that

W = V + E
∑

j

(
Ajj + ω2

jVjj
)
|αj |2 (3.8)

is a conserved quantity of the renormalization flow equations (2.21). For d = 2, this

expression reduces to W = V + E2.

We have thus found three integrals of motion (J , E and W ) of the renormalization flow

equations. E and W can be understood as the ‘free motion’ and ‘interaction’ energies of the

oscillators comprising the scalar field. They are conserved separately under renormalization

flow. J is akin to a classical version of the number operator in quantum field theory

(note that our normalization of αk differs from the canonical normalization of creation-

annihilation operators in field theory). The conservation of J depends crucially on the

absense of extra terms mentioned under (2.18) and (2.21) in the renormalization flow

equations, and is specific to the AdS case we are considering.

4 Lagrangian form of the conservation laws

In order to relate the conserved quantities in section 3 to symmetries using a Noether

procedure, one might be tempted to try and find a Lagrangian L(α, ᾱ) that gives rise to

the renormalization flow equations (2.23). However, since for d > 3 the Rij coefficients are

non-symmetric, the right hand side of (2.23) violates an integrability condition (the curl of

the force is not zero) and therefore the equations of motion cannot be derived in a usual

way from a Lagrangian. In this section, we will show that this problem can be overcome

by working in a different gauge for δ.

4.1 Renormalization flow equations in boundary time gauge

The renormalization flow equations (2.17) and (2.18) were computed in [11] using the inte-

rior time gauge fixing condition δ(0, t) = 0. In section 4.3, we shall repeat that calculation

in the boundary time gauge δ(π/2, t) = 0 and find the renormalization flow equations

ωj

(2iǫ2)

dαj

dτ
=

1

2

∂W

∂ᾱj
, (4.1)

where W is the quantity defined in equation (3.8). In contrast to the renormalization flow

equations in interior time gauge (2.23), these equations are the Euler-Lagrange equations

associated to a Lagrangian,

L =
∑

k

iωk

(

ᾱk
dαk

dτ
− αk

dᾱk

dτ

)

+ 2ǫ2W. (4.2)
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As was done in section 3.1 of [14] for a simpler system, we can identify three symmetries:

• A U(1) symmetry for which all αn have the same charge: αn 7→ eiθαn. The conserved

quantity associated to this symmetry is J =
∑

n ωn|αn|2. The absence of the possible

extra terms mentioned under (2.18) and (2.21) is crucial for this symmetry to occur.

• A U(1) symmetry for which αn has charge ωn: αn 7→ eiωnθαn. The conserved quantity

associated to this symmetry is E =
∑

n ω
2
n|αn|2.

• A time translation symmetry τ 7→ τ − τ0. The conserved quantity associated to this

symmetry is W .

These conserved quantities are exactly the same as the ones that we determined in section 3

for the renormalization flow (2.23) in the interior time gauge.

4.2 Relation between the renormalization flows in different gauges

One may wonder why the renormalization flow equations are derivable from a Lagrangian

in one gauge but not in another. Furthermore, one may ask why the flow equations in both

gauges have exactly the same conserved quantities.

In order to gain insight in these questions, we compare the result (4.1) to the renor-

malization flow equations (2.23) that appear in the interior time gauge,

ωj

(2iǫ2)

dβj
dτ

=
1

2

∂V

∂β̄j
+
∑

i

RA
ij |βi|2βj , (4.3)

where we have replaced α by β to highlight the difference with equation (4.1). From the

metric ansatz (2.3), we observe that the interior proper time tI and the boundary proper

time tB are related by

dtB = e−δ(π
2
,tI)dtI =

(

1 + ǫ2
∫ π/2

0
dx
(
(ϕ′)2 + (ϕ̇)2

)
µν + O

(
ǫ4
)

)

dtI ,

=



1 + ǫ2
∑

ij

(Aijcicj + Vij ċiċj) + O
(
ǫ4
)



 dtI , (4.4)

where, again, the coefficients Aij and Vij are defined in appendix A. If one expresses cj
through the complex amplitudes βj as cj = βje

−iωjtI + β̄je
iωjtI and substitutes into the

above equation, there are two types of terms: the ones rapidly oscillating (with periods of

order 1) and the ones that depend on time only through slow modulations of βj (on time

scales of order 1/ε2). The former terms will only produce minuscule contributions to tB
upon integration, whereas the latter can become appreciable at late times, despite being

formally of order ε2. This structure is quite similar to how secular terms generally appear

in perturbatively expanded solutions to the equations of motion. Retaining only the slowly

varying terms, in a manner closely related to the averaging methods we shall describe in

the next section, one obtains

tB ≈ tI + 2ε2
∫ tI

dt

(
∑

i

(
Aii + ω2

i Vii
)
|βi|2

)

. (4.5)
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Comparing (2.20) in boundary and interior gauges then suggests αje
−iωjtB = βje

−iωjtI , or

αj(τ) = e2iǫ
2ωjθ(τ)βj(τ), (4.6)

with the phase

θ(τ) =

∫ τ

τ0

dt

(
∑

i

(
Aii + ω2

i Vii
)
|βi|2

)

. (4.7)

Indeed, using the fact that this transformation satisfies |αi|2 = |βi|2, W (α, ᾱ) = W (β, β̄)

and

ωj

(2iǫ2)

dαj

dτ
= e2iǫ

2ωjθ

(

ωj

(2iǫ2)

dβj
dτ

+ ω2
jβj

∑

i

(
Aii + ω2

i Vii
)
|βi|2

)

, (4.8)

one can show that the transformation (4.6) relates the renormalization flow equations (4.1)

and (4.3) in the different gauges. This also illuminates the fact that both renormalization

flow equations share the same conserved quantities.

One can check that substituting (4.6) in the effective Lagrangian (4.2) leads to a

local Lagrangian L(β, β̄) despite the transformation itself being non-local. We know, how-

ever, that the renormalization flow equations in interior time gauge do not straightfor-

wardly arise from varying a Lagrangian, so one may wonder what happens if we simply

vary L(β, β̄). First of all, if one extremizes this Lagrangian under variations that satisfy

δβ|τ=τi = δβ|τ=τf = 0 at the initial and final time, one indeed does not reproduce the

renormalization flow equations. So what went wrong? In the boundary time gauge, we ex-

tremized the Lagrangian under variations that satisfied δα|τ=τi = δα|τ=τf = 0. The point

is that, because of the non-local relation (4.6), δα|τ=τi = δα|τ=τf = 0 is not equivalent

to δβ|τ=τi = δβ|τ=τf = 0, but rather to a much more complicated condition that involves

the values of δβ for all times. To summarize, in the boundary time gauge, the renormal-

ization flow equations can be straightforwardly obtained from extremizing a Lagrangian

under variations that vanish at the initial and final time. If one translates this procedure

to interior time gauge, one would have to extremize the Lagrangian under variations that

satisfy very unusual, awkward boundary conditions.

4.3 Computation of the renormalization flow equations in the boundary time

gauge

We elaborate here on the computation of the renormalization flow equations in the bound-

ary time gauge δ(π/2) = 0. Readers who are not interested in the particular details of this

calculation may skip this section without loss of continuity. When repeating the calculation

of [11] in this new gauge, one has to replace everywhere the solution

δ2 = −
∫ x

0
dy
(

(φ̇1)
2 + (φ′1)

2
)

µν, (4.9)

by the expression

δ2 =

∫ π/2

x
dy
(

(φ̇1)
2 + (φ′1)

2
)

µν. (4.10)
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In particular, this replacement has to be done in the computation of the source term Sl
(see appendix A of [11]) that appears in the equation at order O

(
ǫ3
)
. The only two terms

that will change are 〈δ2φ̈1, el〉 and 〈δ̇2φ̇1, el〉. In the end, the source term in the boundary

time gauge will be related to the source term in the interior time gauge by

S
δ(π/2)=0
l = S

δ(0)=0
l + 2

∞∑

i=0

∞∑

j=0

ω2
l cl(t){ċi(t)ċj(t)Vij + ci(t)cj(t)Aij}

−
∞∑

i=0

∞∑

j=0

ċl(t)
∂

∂t
{ċi(t)ċj(t)Vij + ci(t)cj(t)Aij}. (4.11)

The rest of the computation is analogous to that in [11] and leads to the renormalization

flow equations2

ωl

(2iǫ2)

dαl

dτ
=
(
Tl + ω2

l (All + ω2
l Vll)

)
|αl|2αl

+

i 6= l
∑

i

(
Ril + ω2

l (Aii + ω2
i Vii)

)
|αi|2αl +

{i,j}
∑

i

6=
∑

j

{k,l}
∑

k
︸ ︷︷ ︸

ωi+ωj=ωk+ωl

Sijklαiαjᾱk. (4.12)

Using (3.8), these equations can be written as (4.1).

5 Averaging methods

In the previous section, the renormalization group equation governing the slow energy

transfer between the modes due to resonant non-linear interactions were rewritten in a La-

grangian form. Thereupon, the three conservation laws restricting the energy flow became

an obvious consequence of the symmetries of this effective Lagrangian. A very attractive

picture for a similar set of conservation laws was obtained in [14] for a simpler closely

related system, namely, a probe scalar field with φ4 self-interactions.

In [14], an ansatz involving (linearized) fast oscillations of the scalar field with slowly

drifting amplitudes and phases was substituted directly into the φ4 Lagrangian in the AdS

background, and an averaging was performed over the fast oscillation, leaving an effective

Lagrangian for the slow drift. This Lagrangian had a structure very similar to our (4.2),

with the same set of symmetries and the same conservation laws,3 though of course, the

2Effectively, we need to replace everywhere the coefficients Pijl 7→ Pijl − Vij and Bijl 7→ Bijl −Aij .
3As we explained in sections 3 and 4, one of the three conservation laws we find, and the corresponding

Lagrangian symmetry, depend crucially on the absence of +++ and + - - secular terms established for a

free scalar field in a fully dynamical geometry in [11]. It is not obvious, but true, that a similar property

holds for a probe self-interacting scalar field. This can in fact be demonstrated with considerably greater

ease than for the gravitational case. In short, the coefficients of the φ4 secular terms are proportional to∫
dxµ eiejekel sec

2 x, as can be deduced from (2.4) of [14]. This can be re-written as an integral of a product

of the corresponding Jacobi polynomials PiPjPkPl times another fixed polynomial of degree d− 1, with the

standard Jacobi polynomial measure. If ωl = ωi + ωj + ωk, then l = d + i + j + k and the degree of Pl is

higher than the sum of the degrees of all the remaining polynomials. This structure vanishes by the Jacobi

polynomial orthogonality. A similar argument, with l and i interchanged, holds for the case ωl = ωi−ωj−ωk.
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exact coefficients in the potential term are different, since they depend on the exact form

of the non-linearities.

It could be desirable to derive a similar elegant picture of the conservation laws for

the fully dynamical gravitational instability, and we shall do that in the next section.

It is worthwhile, however, to review the systematics of fast oscillation averaging and its

relation to the perturbative resummation methods we have previously employed. Averaging

at the level of the equation of motion is standard material in non-linear perturbation

theory; a lucid and elementary detailed exposition can be found in [20], and will be briefly

summarized here. In addition, given our interest in deriving the flow equations directly

from a Lagrangian or Hamiltonian, we will develop a systematic Hamiltonian averaging

method, which in the next section will be applied to our system of interest.

5.1 Averaging over fast oscillations and the periodic normal form

It is a natural idea that if the dynamics of a system involves rapid oscillations superimposed

on slow drift behavior, there should be some sort of simplified effective description of

the slow motion, in which the fast oscillations have been ‘integrated out’. The Born-

Oppenheimer approximation in quantum mechanics is a familiar example of that.

The ideas of fast oscillation averaging in classical differential equations are well-

developed and stand in close relation to methods of non-linear perturbation theory. It

is not generally true that one can simply discard rapidly oscillating terms in a consistent

fashion, and there are known counterexamples. However, there is a class of systems of

what is known as the ‘periodic normal form’ for which discarding rapidly oscillating terms

has been proved to be accurate in a well-defined sense:

d~x

dt
= ε~f(~x, t), (5.1)

where ~f is periodic in t with period 2π. Here, ~x evolves on a timescale of order 1/ε, whereas
~f oscillates on timescales of order 1, which is fast compared to the variation of ~x. One can

then introduce a time-averaged version of ~f ,

~favr =
1

2π

2π∫

0

dt~f(~x, t), (5.2)

and the corresponding averaged equation,

d~xavr

dt
= ε~favr(~xavr). (5.3)

Importantly, there is an explicit accuracy theorem for this procedure, bounding the de-

viations of ~xavr from ~x uniformly on long time intervals. Namely, for any T , there exist

constants c and ε1 such that

|~x(t) − ~xavr(t)| < cε for 0 < t <
T

ε
, 0 < ε < ε1. (5.4)

(For a more accurate version, see theorem 6.2.2 of [20].)
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It is straightforward to put the oscillatory systems of the sort we study,

c̈j + ω2
j cj = Sj(c), (5.5)

with a cubic4 source Sj in the periodic normal form. To this end, one first introduces the

conjugate momenta πj = ċj to obtain

ċj = πj , π̇j = −ω2
j cj + Sj(c). (5.6)

Note that this is just the Hamiltonian form of the equations, and we shall return to this fact

in section 5.3 in the context of the Hamiltonian averaging. One then introduces complex

variables αj(t) such that5

cj = ε
(
αje

−iωjt + ᾱje
iωjt
)
, πj = −iεωj

(
αje

−iωjt − ᾱje
iωjt
)
. (5.7)

The equations for αj(t) are in the periodic normal form (we are using the fact that the

source Sj is a cubic polynomial in c):

α̇j = ε2Sj(α, ᾱ, t), (5.8)

where the source has acquired an explicit periodic time dependence on t through the explicit

time dependences in (5.7). Note that the fully resonant spectrum of AdS perturbations that

generates the complexity of AdS stability phenomena here works in our favor, as it makes Sj
in (5.8) exactly periodic with a period of at most 2π in the units of AdS time we are using,

since all the frequencies are integer. One can then average (5.8), and the standard accuracy

theorems will hold without any need for modifications. These averaged equations are in

fact exactly the same as the ones describing the slow renormalization running of complex

amplitudes in the context of secular term resummation, as we shall show in section 5.2.

Note that the time-scales of order 1/ε2, on which the uniform accuracy of averaging is

guaranteed in (5.8), are exactly the same as the time-scales for black hole formation and

turbulence suggested by numerical studies. Of course, in a collapse situation, large values

of fields develop in small spatial regions, invalidating our neglect of higher-order terms in

the polynomial expansion of the source Sj that preceeded our application of the averag-

ing method. Nevertheless, the standard accuracy theorems give considerable strength to

the averaged equations at early stages of collapse and for non-collapsing solutions. They

should provide a reliable tool for probing the characteristic AdS phenomena that have been

4In the context of AdS, the source is a complicated non-linear function, and one works with the cubic

part of its polynomial expansion at lowest order in perturbation amplitudes. We shall not discuss accurately

the systematics of neglecting the higher-order terms, and simply observe that they are suppressed by higher

powers of the expansion parameter.
5For those familiar with multiscale methods, the expressions for cj and πj we write may look like

resummed perturbative expansions including slow modulations of the complex amplitudes αj , truncated

to the lowest order. This picture is indeed valid, and we comment on the equivalence of averaging and

multiscale methods in section 5.2. Note, however, that from the onset, the averaging procedure is not

formulated in the context of asymptotic expansions, but rather as a qualitatively motivated simplification

in the equations of motion, which is explicitly proved to be accurate in the small ε limit. (5.7) is just a

change of variables, treated as exact in our context.
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observed numerically. Note also that, in a collapse situation, there is a different form of

weak field expansion that reliably describes horizon formation [21]. This latter possibility

is outside our present investigation, though.

5.2 Equivalence of averaging and multiscale methods

The averaging procedure we have described is formulated rather differently from the per-

turbative resummation methods we were dealing with in [11] and in sections 3–4 of this

paper. In the context of perturbative resummation methods, one was starting with a näıve

expansion of the solutions in powers of the perturbation amplitude, discovering that these

expansions contained growing (secular) terms that invalidated perturbation theory at late

times, and then finding a way to reorganize perturbative expansions in a way that elimi-

nates the secular terms. This modified expansion included slow time dependences of the

integration constants of the linearized (zeroth order) solutions described by renormaliza-

tion flow equations very similar to the ones resulting from the averaging procedure. We

would now like to see more explicitly how this happens.

One can start with the non-linear oscillator equations written in the periodic normal

form (5.8), construct the corresponding näıve perturbation theory, examine secular terms

and see how they should be eliminated with a renormalization flow. This renormalization

flow will coincide with an averaged version of (5.8). (This is slightly different from the

construction we employed in [11], since there, we were working in the oscillating variables

of (5.5). However, those variables and the complex amplitudes α are related by linear

transformations (5.7), which act straightforwardly on perturbative expansions and trans-

form secular terms to secular terms.)

The näıve perturbative expansion for (5.8) is extremely simple. The zeroth order is

just αj(t) = αj,0 = const. One then looks for perturbative solutions of the form

αj(t) = αj,0 + ε2α
(1)
j + · · · (5.9)

α
(1)
j satisfies

α̇
(1)
j = Sj(αj,0, ᾱj,0, t), (5.10)

which is trivially solved by

α
(1)
j (t) =

t∫

0

dtSj(αj,0, ᾱj,0, t). (5.11)

Since S is a periodic function of t with a period 2π, the latter expression can be written as

α
(1)
j (t) =

t

2π

2π∫

0

dtSj(αj,0, ᾱj,0, t) + α
(1,non-secular)
j (t), (5.12)

where α
(1,non-secular)
j (t) remains bounded at large times and does not compromise the

validity of perturbation theory.
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The renormalization method (like other related multi-scale methods) gives a prescrip-

tion for eliminating the first (secular) term on the right-hand side of (5.12) that grows with

time and invalidates näıve perturbation theory at times of order 1/ε2. (We only give a

brief practical sketch here; further details and explanations can be found in [11].) Given a

secular term proportional to t, one introduces an arbitrary time τ , writes t = (t − τ) + τ

and absorbs the contribution proportional to τ in ‘renormalized’ integration constants of

the zeroth order solution. In our case, the integration constants αj,0 are related to their

renormalized versions by

αj,0 = αj,R(τ) − ε2τ

2π

2π∫

0

dtSj(αj,R(τ), ᾱj,R(τ), t). (5.13)

If this is substituted into (5.9), the secular term in (5.12) is indeed exactly cancelled at

the moment t = τ . One then demands that the expansions with different ‘renormalization

scale’ τ represent the same solution,

d

dτ



αj,R(τ) +
ε2(t− τ)

2π

2π∫

0

dtSj(αj,R(τ), ᾱj,R(τ), t)



 = 0. (5.14)

To leading nontrivial order in ǫ, this results in

dαj,R

dτ
=
ε2

2π

2π∫

0

dtSj(αj,R(τ), ᾱj,R(τ), t), (5.15)

exactly identical to the averaged form of (5.8). Finally, one sets τ = t. By the standard

lore of renormalization, perturbation theory expressed through αj,R(τ) at a gliding scale

τ = t is free of (lowest order) secular terms at all times and valid on long time intervals.

Since we have established equivalence of the lowest order renormalization resummation and

lowest order averaging, the standard accuracy theorems for averaging also apply.

5.3 Lagrangian and Hamiltonian averaging

One of the primary motivations for our appeal to averaging methods has been the picture of

conservation laws for a probe self-interacting scalar field developed in [14]. By performing

averaging directly in the Lagrangian, the authors derive a Lagrangian form of the effective

theory as a descendant of the Lagrangian form of the fundamantal theory. The conservation

laws are manifest in this procedure. By contrast, in multi-scale resummation approaches,

the effective equations for slow energy transfer are derived by specific techniques having

nothing to do with the Lagrangian formalism, and the Lagrangian nature of the resulting

flow equations has to be guessed, together with the conservation laws.

Even though the qualitative picture developed in [14] is very attractive, the practical

implementation of averaging can be considerably improved in terms of consistency and

rigor. The authors consider a Lagrangian for oscillators with weak non-linear couplings

(the same structure that we are dealing with, only the values of the couplings are different
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for their system) and make the following substitution (more similar in spirit to the ‘Two-

Time Framework’ than to rigorous implementations of averaging):

cj = αj(τ)eiωjt + ᾱj(τ)e−iωjt. (5.16)

They then average the Lagrangian over time to be left with a theory for τ -evolution. It

is difficult to implement this procedure accurately however, since one sometimes pretends

that τ -dependent (but t-independent) terms are constants, but while differentiating cj ,

one uses τ = ε2t, as in the ‘Two-Time Framework’ of [10] (remember that the expansion

parameter is ε2 for the AdS case). At the same time, terms containing two τ -derivatives

are discarded on the basis of being ‘small’, whereas discarding highest derivative terms

is, in general, a subtle operation. The results of [14] are essentially correct and must be

derivable by more accurate methods. We shall now explain how to bring them in accord

with the standard lore of fast oscillation averaging.

Since most rigorous results on averaging are formulated in the context of the first order

periodic normal form equations (5.1), it is natural to work in the Hamiltonian, rather than

Lagrangian formalism, since the Hamiltonian equations are naturally first order. Of course,

if one obtains an effective Hamiltonian theory for the slow energy transfer at the end, it is

straightforward to convert it to a Lagrangian theory. Furthermore, conservation laws can

be deduced from symmetries of the Hamiltonian directly.

One can easily bring the equations for a system with a Hamiltonian H0 + εH1 to the

periodic normal form (5.1) while maintaining their Hamiltonian character. This can be

accomplished in a number of ways, for example by the following method, which is the

classical analog of the familiar quantum-mechanical ‘interaction picture’. Let q and p

be the canonical coordinates and momenta of the original system. One can then define

new (‘interaction picture’) canonical variables q̃ and p̃ by the following (time-dependent)

canonical transformation: for given q and p at moment t, we define q̃ and p̃ to be the

initial conditions at moment 0 that, under the evolution induced by H0, evolve to q and p

at moment t. Such transformations induced by a Hamiltonian evolution are known to be

canonical, with a generating function equal to the action S0 of the classical solution of H0

connecting q̃ at t = 0 with q at t. The new Hamiltonian for q̃, p̃ is

H̃ = H0 + εH1 +
∂S0
∂t

= εH1, (5.17)

where we have used the Hamilton-Jacobi equation for H0, and the equations of motion are

explicitly of the periodic normal form:

dp̃

dt
= −ε∂H1

∂q̃
,

dq̃

dt
= ε

∂H1

∂p̃
. (5.18)

Since the canonical transformation we have employed depends on time, H1 expressed in

terms of the new variables also has an explicit dependence on time. Averaging over that

dependence commutes with differentiation with respect to q̃ and p̃, hence the result of

applying the standard averaging procedure would still be in the Hamiltonian form,

dp̃

dt
= −ε∂H̄

∂q̃
,

dq̃

dt
= ε

∂H̄

∂p̃
, (5.19)
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where H̄ is the time average of H1 (after it has been expressed in the ‘interaction picture’,

and only averaging over explicit time dependences is understood, as in all the rigorous

implementations of averaging we have described). Thus, the standard averaging of the

equations of motion in the ‘periodic normal form’ can be simply implemented by averaging

(explicit time dependence of) the Hamiltonian expressed in the ‘interaction picture’.

In application to systems of non-linear oscillators of the form (5.5), we shall simply

employ the transformation (5.7), closely related to the canonical transformation described

above (5.17). The only difference is that in addition to cancelling the part of the evolution

corresponding to the free part of the Hamiltonian, one changes to the complex amplitude

representation. The resulting equations of motion are in the periodic normal form, being

the Hamiltonian version of (5.8). Similarly to what we described above, one can apply the

averaging procedure to these equations by simply applying it to the Hamiltonian. This is

a straightforward reformulation of the standard averaging and the validity of the accuracy

theorems is maintained.

6 AdS averaging

6.1 Effective action for the scalar field

Since our aim is to obtain an effective averaged Hamiltonian theory for the slow en-

ergy transfer between the scalar field modes, we must start by revealing the La-

grangian/Hamiltonian structures in the underlying fundamental theory. The field equa-

tions (2.1) and (2.2) can be reproduced by extremizing the action

S =

∫

M
dd+1x

√−g
(

1

16πG
(R− 2Λ) − 1

2
(∂φ)2

)

+
1

8πG

∫

∂M
ddx

√−γK + SC , (6.1)

where the boundary term consists of the Gibbons-Hawking term and a holographic coun-

terterm

SC = − 1

8πG

∫

∂M
ddx

√−γ
(
d− 1

L

)

. (6.2)

We can write the variation of this action as

δS =

∫

M
dd+1x

√−g
(

1

16πG
Eµνδg

µν + �φδφ

)

+

∫

∂M
ddx

√−γ
(

1

16πG

(

Kij −Kγij +

(
d− 1

L

)

γij

)

δγij − nµ∂µφδφ

)

, (6.3)

where Eµν and �φ are the left-hand sides of (2.1) and (2.2). Demanding that this should

vanish under variations which at the boundary satisfy δγij = 0 and δφ = 0, indeed leads

to (2.1) and (2.2).

Using the constraint equations (2.5b), one can integrate out the metric dependence in

the action (6.1) and expand to lowest non-trivial order in powers of the scalar field. The

constraint equations (2.5b) can be rewritten as

1 −A = eδν

∫ x

0
dy
(
Φ2 + Π2

)
e−δµ (6.4)
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and

δ =

∫ π/2

x
dy
(
Φ2 + Π2

)
µν, (6.5)

and can be solved perturbatively in powers of the scalar field φ. Substituting the resulting

expressions for the metric functions in the action, one obtains an effective action for the

scalar field. For the boundary time gauge δ(π/2, t) = 0, the computation described in

appendix C results in the effective action

S̃=−L
d−1Vd−1

2

∫

dx

∫

dt

((

(φ′)2−(φ̇)2
)

µ−
(

(φ′)2+(φ̇)2
)

µν

∫ x

0
dy
(

(φ′)2+(φ̇)2
)

µ

)

,

(6.6)

where Vd−1 represents the volume of the sphere Sd−1. This gives an effective action for φ

up to first non-trivial order in the interactions.

We briefly pause to discuss why we computed the effective action in boundary time

gauge rather than interior time gauge. One can anticipate as follows that this is the

correct choice. After solving for the metric functions using the constraints, it is clear that

the variations in (6.3) are no longer independent, since, in any given gauge, the metric

functions are specific functionals of the scalar field. If we consider variations of the scalar

field that vanish at the boundary, then in boundary time gauge the metric variations vanish

automatically at the boundary (e.g., the metric function δ vanishes at the boundary by the

gauge condition, and so will its variation) and the variational principle straightforwardly

reproduces the correct equations of motion. In interior time gauge, however, variations

of the scalar field that vanish at the boundary will generically lead to variations of the

metric function δ that do not vanish at the boundary (because the boundary value of δ

also depends on the scalar field in the bulk), so a naive implementation of the variational

principle would not reproduce the correct equations of motion. This difference between the

two gauges is similar and related to the difference discussed at the end of section 4.2 for

renormalization flows, where a useful Lagrangian description could only be found in the

boundary time gauge. We will therefore limit our attention to the boundary time gauge.

Expanding in modes φ(x, t) = ǫ
∑

k ck(t)ek(x) and defining the coefficients

W
(a,b)
ijkl =

∫ π/2

0
dx e

(a)
i (x)e

(a)
j (x)µ(x)ν(x)

∫ x

0
e
(b)
k (y)e

(b)
l (y)µ(y), (6.7)

where e
(a)
i denotes the ath derivative of ei, etc, we can write this effective action as S̃ =

Ld−1Vd−1ǫ
2
∫

dtL, with Lagrangian

L =
1

2

∑

k

(
ċ2k − ω2

kc
2
k

)
(6.8)

+
ǫ2

2

∑

ijkl

(

cicjckclW
(1,1)
(ijkl) + ċiċjckclW

(0,1)
ijkl + cicj ċk ċlW

(1,0)
ijkl + ċiċj ċkċlW

(0,0)
(ijkl)

)

+ O
(
ǫ4
)
.

Because of the interchange symmetry of the arguments, we really need the symmetric part

W
(a,a)
(ijkl) =

1

6

(

W
(a,a)
ijkl +W

(a,a)
klij +W

(a,a)
ikjl +W

(a,a)
jlik +W

(a,a)
iljk +W

(a,a)
jkil

)

. (6.9)
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6.2 Averaged Hamiltonian system

For the effective Lagrangian (6.8), the canonical momenta are given by

πk =
∂L
∂ċk

=ċk + ǫ2
∑

ijl

(

ċlcicjW
(0,1)
klij + cicj ċlW

(1,0)
ijkl + 2ċiċj ċlW

(0,0)
(ijkl)

)

+ O
(
ǫ4
)
, (6.10)

such that the Hamitonian H =
∑

k πk ċk − L becomes

H =
1

2

∑

k

(
π2k + ω2

kc
2
k

)
(6.11)

− ǫ2

2

∑

ijkl

(

cicjckclW
(1,1)
(ijkl)+πiπjckclW

(0,1)
ijkl +cicjπkπlW

(1,0)
ijkl +πiπjπkπlW

(0,0)
(ijkl)

)

+O
(
ǫ4
)
.

Next, one performs a (time dependent) canonical transformation of the sort we described

above (5.17):

ck = c̃k cosωkt+
π̃k
ωk

sinωkt, πk = π̃k cosωkt− ωk c̃k sinωkt. (6.12)

The time dependences are chosen precisely in a way that puts the system in the ‘interaction

picture’, i.e., cancels the free evolution given by the first line of (6.11). The new equations

of motion are

˙̃ck =
∂H̃
∂π̃k

, ˙̃πk = −∂H̃
∂c̃k

. (6.13)

where H̃ is the second line of (6.11), expressed through c̃k and π̃k.

Equations (6.13) are of the periodic normal form. As per our general discussion in

section 5, the standard averaging procedure can be implemented by simply averaging the

explicit time dependence in H̃ (acquired due to the explicit time dependence of the canon-

ical transformation we have employed):

H(c̃k, π̃k) =
1

2π

2π∫

0

dt H̃(c̃k, π̃k, t). (6.14)

It is convenient to re-express the averaged Hamiltonian through the complex amplitudes

αk that we have been using in the preceeding sections of this paper:

c̃k = αk + ᾱk, π̃k = −iωk(αk − ᾱk). (6.15)

Since this transformation is time-independent, it does not interfere with the averaging

in (6.14):

H(αk, ᾱk) =
1

2π

2π∫

0

dt H̃(αk, ᾱk, t). (6.16)

The relation of the original ck, πk and the complex amplitudes αk is given by the standard

formulas,

ck = e−iωktαk + eiωktᾱk, πk = −iωk

(
e−iωktαk − eiωktᾱk

)
. (6.17)
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The averaged form of (6.13) is simply

˙̃ck =
∂H
∂π̃k

, ˙̃πk = −∂H
∂c̃k

, (6.18)

or in terms of the complex amplitudes

α̇k =
1

2iωk

∂H
∂ᾱk

. (6.19)

After some algebra, described in detail in appendix D, one finds that computing (6.16)

gives

H = −2ǫ2W, (6.20)

where W is the quantity defined in (3.8). Equation (6.19) then becomes

− iωkα̇k = ǫ2
∂W

∂ᾱk
, (6.21)

which is exactly the renormalization flow equations (4.1). The averaged Lagrangian L cor-

responding to the averaged Hamiltonian H is exactly the Lagrangian (4.2) that appeared

in section 4. The conservation laws, which have been the main subject-matter of our treat-

ment, are straightforward consequences of the symmetries of these averaged Lagrangian

and Hamiltonian, as described under (4.2).
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A Coefficients of the renormalization flow equations

Here, we shall summarize (simplified versions of) the expressions of [11] for the coeffi-

cients that appear in the renormalization flow equations in terms of integrals of the mode

functions,6

Tl =
1

2
ω2
lXllll +

3

2
Yllll + 2ω4

lWllll + 2ω2
lW

∗
llll − ω2

l (All + ω2
l Vll), (A.1)

Ril =
1

2

(
ω2
i +ω2

l

ω2
l −ω2

i

)
(
ω2
lXilli−ω2

iXliil

)
+2

(
ω2
l Yilil−ω2

i Ylili
ω2
l −ω2

i

)

+

(
ω2
i ω

2
l

ω2
l −ω2

i

)

(Xilli−Xlili)

6Compared to the corresponding results in [11], we used that Hijkl = ω2

kXijkl−Yijkl+ω2

iXklij−Yklij and

Mijk = ω2

iWijk+Bijk−Aij−Xijkk, which can be shown using integration by parts, along with the relations

Wijk = Wijkk, Pijk = Vij −Wijkk and Bijk = Aij −W ∗

ijkk, which follow directly from the definitions.
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+
1

2
(Yiill+Yllii)+ω2

i ω
2
l (Wllii+Wiill)+ω2

iW
∗
llii+ω

2
lW

∗
iill−ω2

l (Aii+ω
2
i Vii), (A.2)

Sijkl = −1

4

(
1

ωi + ωj
+

1

ωi − ωk
+

1

ωj − ωk

)

(ωiωjωkXlijk − ωlYiljk)

− 1

4

(
1

ωi + ωj
+

1

ωi − ωk
− 1

ωj − ωk

)

(ωjωkωlXijkl − ωiYjikl)

− 1

4

(
1

ωi + ωj
− 1

ωi − ωk
+

1

ωj − ωk

)

(ωiωkωlXjikl − ωjYijkl)

− 1

4

(
1

ωi + ωj
− 1

ωi − ωk
− 1

ωj − ωk

)

(ωiωjωlXkijl − ωkYikjl), (A.3)

Qijkl =
1

12

(
1

ωi + ωj
+

1

ωi + ωk
+

1

ωj + ωk

)

(ωiωjωkXlijk + ωlYiljk)

+
1

12

(
1

ωi + ωj
+

1

ωi + ωk
− 1

ωj + ωk

)

(ωjωkωlXijkl + ωiYjikl)

+
1

12

(
1

ωi + ωj
− 1

ωi + ωk
+

1

ωj + ωk

)

(ωiωkωlXjikl + ωjYijkl)

+
1

12

(

− 1

ωi + ωj
+

1

ωi + ωk
+

1

ωj + ωk

)

(ωiωjωlXkijl + ωkYikjl), (A.4)

where Qijkl is the would-be coefficient of the +++ secular terms, proved to vanish in [11].

The expressions for the S and Q coefficients given above are substantial simplifications of

what has been published previously. The integrals that appear in these expressions are

defined by

Xijkl =

∫ π/2

0
dx e′i(x)ej(x)ek(x)el(x)(µ(x))2ν(x), (A.5a)

Yijkl =

∫ π/2

0
dx e′i(x)ej(x)e′k(x)e′l(x)(µ(x))2ν(x), (A.5b)

Wijkl =

∫ π/2

0
dx ei(x)ej(x)µ(x)ν(x)

∫ x

0
dy ek(y)el(y)µ(y), (A.5c)

W ∗
ijkl =

∫ π/2

0
dx e′i(x)e′j(x)µ(x)ν(x)

∫ x

0
dy ek(y)el(y)µ(y), (A.5d)

Vij =

∫ π/2

0
dx ei(x)ej(x)µ(x)ν(x), (A.5e)

Aij =

∫ π/2

0
dx e′i(x)e′j(x)µ(x)ν(x). (A.5f)

B Symmetry of Rij coefficients in AdS3

Renormalization coefficients possess some special properties for d = 2. We shall now show

that Rij = Rji in AdS3. First, we introduce

Vij =

∫ π
2

0
dx eiejµν , Nij =

∫ π
2

0
dx e′iejµν

′. and Aij =

∫ π
2

0
dx e′ie

′
jµν. (B.1)
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Using integration by parts and the fact that (µe′i)
′ = −ω2

i µei and (µν ′)′ = −4µν, we find

that

Nij +Aij = ω2
i Vij (B.2)

and

Nij +Nji = CiCj + 4Vij with Ci ≡
2
√
d− 2

Γ(d/2)

√

(i+ d− 1)!

i!
. (B.3)

For this last result, we have also used that limx→0 (ei(x)ej(x)µ(x)ν ′(x)) = −CiCj . Com-

bining these two equations, we find that

Rij−Rji=ω2
i (Ajj+ω

2
jVjj)−ω2

j (Aii+ω
2
i Vii)=2ω2

i (ω2
j−1)Vjj−2ω2

j (ω2
i −1)Vii−

ω2
i

2
C2
j +

ω2
j

2
C2
i .

(B.4)

We can use the identity

(2n+ a+ b+ 2)(1 + x)P (a,b+1)
n (x) = (2n+ 2b+ 2)P (a,b)

n (x) + (2n+ 2)P
(a,b)
n+1 (x), (B.5)

to rewrite the eigenfunctions for d = 2 as

en(x) = kn(cosx)2P (0,1)
n (cos(2x)) =

1

2
kn

(

P (0,0)
n (cos(2x)) + P

(0,0)
n+1 (cos(2x))

)

. (B.6)

We can relate this to associated Legendre polynomials pml (x) as

P (a,a)
n (x) = (−1)a

2a(a+ n)!

(2a+ n)!

(
1 − x2

)−a
2 paa+n(x), (B.7)

such that

en(x) =
√
n+ 1 (pn(cos(2x)) + pn+1(cos(2x))) , (B.8)

In this expression, the functions pn(x) = p0n(x) are the ordinary Legendre polynomials.

These are defined by

pn(x) =
1

2nn!

dn

dxn
[(
x2 − 1

)n]
, (B.9)

and satisfy the following useful identity,

∫ π/2

0
pn(cos(2x))pm(cos(2x)) sinx cosx dx =

1

2(2n+ 1)
δnm. (B.10)

It follows from this expression that for d = 2, we have that Vii = 1
2

(
ω2

i

ω2

i −1

)

. Notice that

also Ci = 0 for d = 2. This completes the proof that Rij = Rji for d = 2.

C Effective action for the scalar field

An effective action for the scalar field can be obtained by integrating out the metric com-

ponents from the action (6.1) using the constraint equations (2.5b). If we formally extract

the amplitude of the scalar field as φ = ξϕ, we get

δ = ξ2∆2 + ξ4∆4 + O
(
ξ6
)

and A = 1 + ξ2Λ2 + ξ4Λ4 + O
(
ξ6
)
, (C.1)
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with

∆2 =

∫ π/2

x
dy
(
(ϕ′)2 + (ϕ̇)2

)
µν and Λ2 = −ν

∫ x

0
dy
(
(ϕ′)2 + (ϕ̇)2

)
µ. (C.2)

Using the metric ansatz (2.3), we find that

L2R+ d(d− 1) =
(cosx)2eδ

(tanx)d−1

(
∂Cx

∂x
− ∂Ct

∂t
− µ′(x)e−δ(A− 1)δ′

)

, (C.3)

with

Cx = e−δ
(

µ(x)(2Aδ′ −A′) − µ′(x)(A− 1) − 2(tanx)dA
)

and Ct = µ(x)
eδȦ

A2
. (C.4)

For the measure, one has

∫

dd+1x
√−g(. . .) = Ld+1Vd−1

∫

dx

∫

dt e−δ (tanx)d−1

(cosx)2
(. . .). (C.5)

The volume of the angular part Sd−1 is given by Vd−1 =
∫

Sd−1 dΩd−1 = 2πd/2

Γ(d/2) . If we

expand the metric part of the action (6.1) in powers of ξ, we find that

Sg =
1

16πG

∫

dd+1x
√−g

(

R+
d(d− 1)

L2

)

=
Ld−1Vd−1

2(d− 1)

∫

dx

∫

dt

(
∂Cx

∂x
− ∂Ct

∂t
− µ′(x)(Λ2∆

′
2)ξ

4 + O
(
ξ6
)
)

. (C.6)

The Gibbons-Hawking boundary term can be written as

SGH =
1

8πG

∫

∂M
ddx

√−γK = −L
d−1Vd−1

2(d− 1)

∫

dt
(

Cx − µ′(x)(1 +A)e−δ
)∣
∣
∣
x=π

2

. (C.7)

The total derivative of Cx in the bulk action will cancel with the Cx in the boundary action.

The second (divergent) term in the boundary action is removed by the counterterm

SC =− 1

8πG

∫

∂M
ddx

√−γ
(
d−1

L

)

=−L
d−1Vd−1

(d− 1)

∫

dt

(

(d−1)
(tanx)d−1

cosx
e−δ

√
A

)∣
∣
∣
∣
x=π

2

.

(C.8)

One needs to use the fact that A→ 1 when x→ π/2. In the end, we have

Sg+GH+C = −L
d−1Vd−1

2

∫

dx

∫

dt

(
Λ2∆

′
2

ν

)

ξ4 + O
(
ξ6
)

= −L
d−1Vd−1

2

∫

dx

∫

dt

(
(
(ϕ′)2 + (ϕ̇)2

)
µν

∫ x

0
dy
(
(ϕ′)2 + (ϕ̇)2

)
µ

)

ξ4 + O
(
ξ6
)
. (C.9)

On the other hand,

L2(∂φ)2 = (cosx)2A(φ′)2 − (cosx)2

A
e2δ(φ̇)2 = (cosx)2A

(
Φ2 − Π2

)
, (C.10)
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and thus

Sφ =

∫

dd+1x
√−g

(

−1

2
(∂φ)2

)

= −L
d−1Vd−1

2

∫

dx

∫

dt Ae−δ
(
Φ2 − Π2

)
µ

= −L
d−1Vd−1

2

∫

dx

∫

dt
((

(ϕ′)2−(ϕ̇)2
)
µ ξ2+(Λ2−∆2)

(
(ϕ′)2+(ϕ̇)2

)
µ ξ4

)
+O

(
ξ6
)

= −L
d−1Vd−1

2

∫

dx

∫

dt
((

(ϕ′)2 − (ϕ̇)2
)
µ
)
ξ2

− Ld−1Vd−1

2

∫

dx

∫

dt

(

Λ2

(
(ϕ′)2+(ϕ̇)2

)
µ+∆′

2

∫ x

0
dy
(
(ϕ′)2+(ϕ̇)2

)
µ

)

ξ4+O
(
ξ6
)

= −L
d−1Vd−1

2

∫

dx

∫

dt
((

(ϕ′)2 − (ϕ̇)2
)
µ
)
ξ2

− Ld−1Vd−1

2

∫

dx

∫

dt

(

−2
(
(ϕ′)2+(ϕ̇)2

)
µν

∫ x

0
dy
(
(ϕ′)2+(ϕ̇)2

)
µ

)

ξ4+O
(
ξ6
)

(C.11)

All in all, up to fourth order in the scalar field, we find the action

S̃=−L
d−1Vd−1

2

∫

dx

∫

dt

((

(φ′)2−(φ̇)2
)

µ−
(

(φ′)2+(φ̇)2
)

µν

∫ x

0
dy
(

(φ′)2+(φ̇)2
)

µ

)

.

(C.12)

D Relating the coefficients in the renormalization and averaging proce-

dures

Here, we present the details of the calculations that led to the result (6.20) for the aver-

aged Hamiltonian H. Following the procedure outlined in section 6.2, we find after some

straightforward algebra that

H = −ǫ
2

2

∑

ijkl
ωi+ωj=ωk+ωl

Ωijklαiαjᾱkᾱl −
ǫ2

2

∑

ijkl
ωi+ωj+ωk=ωl

Γijkl (ᾱiᾱjᾱkαl + αiαjαkᾱl) , (D.1)

where the coefficients Ωijkl and Γijkl are given explicitly in terms of the W
(a,b)
ijkl coeffi-

cients (6.7) as

Ωijkl = 6W
(1,1)
(ijkl) − ωiωjW

(0,1)
ijkl − ωkωlW

(0,1)
klij + ωiωkW

(0,1)
ikjl + ωiωlW

(0,1)
ilkj

+ ωjωkW
(0,1)
kjil + ωjωlW

(0,1)
ljki − ωiωjW

(1,0)
klij − ωkωlW

(1,0)
ijkl + ωiωkW

(1,0)
jlik + ωiωlW

(1,0)
kjil

+ ωjωkW
(1,0)
ilkj + ωjωlW

(1,0)
kilj + 6ωiωjωkωlW

(0,0)
(ijkl) (D.2)

and

3 Γijkl = 12W
(1,1)
(ijkl) − 2ωiωjW

(0,1)
ijkl − 2ωiωkW

(0,1)
ikjl − 2ωjωkW

(0,1)
jkil + 2ωkωlW

(0,1)
klij

+ 2ωjωlW
(0,1)
jlik + 2ωiωlW

(0,1)
iljk − 2ωiωjW

(1,0)
klij − 2ωiωkW

(1,0)
jlik − 2ωkωjW

(1,0)
iljk

+ 2ωkωlW
(1,0)
ijkl + 2ωjωlW

(1,0)
ikjl + 2ωiωlW

(1,0)
jkil − 12ωiωjωkωlW

(0,0)
(ijkl). (D.3)
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The Ωijkl coefficients satisfy the symmetry relations Ωijkl = Ωjikl, Ωijkl = Ωijlk and Ωijkl =

Ωklij and the Γijkl coefficients are totally symmetric in the first three indices. Using

integration by parts, one can establish the relations

W
(0,1)
ijkl − ω2

kW
(0,0)
ijkl = Xkijl, W

(1,1)
ijkl − ω2

kW
(1,0)
ijkl = Yiljk, (D.4a)

(
ω2
k − ω2

l

)
W

(0,0)
ijkl = Xlijk −Xkijl,

(
ω2
k − ω2

l

)
W

(1,0)
ijkl = Yikjl − Yiljk, (D.4b)

(
ω2
k − ω2

l

)
W

(0,1)
ijkl = ω2

kXlijk − ω2
lXkijl,

(
ω2
k − ω2

l

)
W

(1,1)
ijkl = ω2

kYikjl − ω2
l Yiljk. (D.4c)

The coefficients Xijkl and Yijkl that appear here are defined in appendix A. These identities

can be used to show that

Ωllll = 4Tl + 4ω2
l

(
All + ω2

l Vll
)
, (D.5a)

Ωilil = 2Ril + 2ω2
l (Aii + ω2

i Vii) if i 6= l, (D.5b)

Ωijkl = 4Sijkl if {i, j} 6= {k, l} and ωi + ωj = ωk + ωl, (D.5c)

Γijkl = 8Qijkl = 0 if ωi + ωj + ωk = ωl. (D.5d)

In the end, after comparing with the expression (3.8) for W , we deduce (6.20).

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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1 Introduction

Time-dependent perturbation theory is often plagued by secular terms. While suppressed

by the expansion parameter, secular terms grow with time. They invalidate the näıve

perturbation theory at time scales that are typically proportional to some inverse power of

the expansion parameter. In order to extend the validity of perturbation theory to larger

times, secular terms need to be resummed.

To set the stage, consider the anharmonic oscillator [1, 2]

ẍ+ x+ ǫx3 = 0 (1.1)

with small positive ǫ, and construct a perturbative solution x(t) = x0(t)+ ǫx1(t)+ · · · . For

initial conditions x(0) = 1, ẋ(0) = 0, the zeroth order solution is x0(t) = cos t. At first

order, we find

ẍ1 + x1 = −
1

4
cos 3t−

3

4
cos t. (1.2)

The last term is a resonant source term, giving rise to a secular term proportional to t sin t:

x(t) = cos(t) + ǫ

[
1

32
(cos 3t− cos t)−

3

8
t sin t

]

+ · · · (1.3)

– 1 –
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According to the Poincaré-Lindstedt method, the secular term can be absorbed in a small

frequency shift, leading to a generalized asymptotic expansion that provides more accurate

approximations for longer time intervals,

x(t) = cos

[(

1 +
3ǫ

8
+ · · ·

)

t

]

+
ǫ

32
cos

[

3

(

1 +
3ǫ

8
+ · · ·

)

t

]

+ · · · (1.4)

For a single oscillator described by a Hamiltonian, this is all that is needed. When deal-

ing with dissipative systems, or with multiple oscillators exhibiting resonances, one needs

more elaborate resummation techniques, known as multiple scale methods. A particularly

elegant such method was proposed by Chen, Goldenfeld and Oono [3], and is based on the

renormalization group (RG). We will review it in section 2 and rely on it in the remainder

of this paper.

Our focus will be on Hamiltonian systems. Historically, the study of perturbation

theory was driven by celestial mechanics, in particular the question whether the solar

system is stable on very long time scales (given that interactions between planets perturb

the Keplerian orbits). These studies culminated in the Kolmogorov-Arnol’d-Moser (KAM)

theory [4], which showed with mathematical rigor that both stable and unstable orbits exist,

depending on whether unperturbed frequencies are resonant. The stable orbits occur for

non-resonant frequencies, and correspond to small perturbations of the unperturbed orbits.

In recent years, secular terms have appeared quite prominently in studies of non-linear

stability of anti-de Sitter (AdS) space and closely related spacetimes. In [7], Bizoń and

Rostworowski provided numerical evidence that arbitrarily weak spherically symmetric

perturbations can cause global AdS to collapse into a black hole (possibly after multiple

scatterings from the AdS boundary). In addition, they showed that in weakly nonlinear

perturbation theory secular terms appear that cannot be removed by frequency shifts,

and suggested that these secular terms signal a turbulent flow of energy to higher and

higher frequencies. These additional secular terms (beyond those that can be removed via

the Poincaré-Lindstedt method) arise from resonances in the spectrum of a scalar field in

global AdS, as we will review in section 3. Many papers have further investigated this

and related systems, mostly using numerical general relativity supplemented with weakly

nonlinear perturbation theory (see, for instance, [8–14]). After quite a few surprises, a rich

phenomenology has been uncovered, with the space of initial conditions exhibiting islands

of stability within a sea of instability.

These results raise several conceptual questions: can the additional terms be removed

by multiple scale/RG techniques? What is the precise relation between AdS instability and

secular terms? Does the weakly nonlinear perturbation theory exhibit additional structure

that can be uncovered by analytical means?

Some of these questions were also addressed in the recent paper [14], in which a multiple

scale method (referred to as “Two Time Framework” and valid to first non-trivial order in

the perturbation) was applied to the system of [7] truncated to a finite set of modes. The

resulting equations were studied numerically, and the output was compared with results

from numerical general relativity. One point that was emphasized in [14] is that secular

terms that cannot be absorbed in frequency shifts do not necessarily imply AdS instability.

– 2 –
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Due to the finite time range of numerical simulations and/or the required resolution, it is

not always straightforward, however, to reach firm conclusions on the long-time behavior of

given initial conditions; for instance, the fate of certain “two-mode” initial data discussed

in [7] and [14] is still being debated.1 This illustrates the fact that a more systematic

understanding would be very welcome.

The purpose of the present work is to resum systematically the secular terms of [7]

using the RG method of [3].2 Our RG setup agrees to lowest non-trivial order with the Two

Time Framework of [14], but the focus is different. Our work will be analytic rather than

numerical, leading to explicit results at first order that are valid for all modes. In particular,

we will show analytically that a majority of secular terms that could be present on the basis

of frequency relations among the linearized AdS perturbations are in fact absent, and will

provide explicit analytic expressions for all nonvanishing secular terms. Note that deriving

all-mode expressions for the secular term coefficients is not a matter of pure pedantry. In a

system prone to turbulence, one expects that high frequency modes typically get involved

in the evolution. Having all-mode expressions for the secular term coefficients (and the

corresponding energy drift), and in particular their ultraviolet asymptotics, is likely to be

crucial for any analytic considerations of the turbulent behavior.

It is interesting that weakly nonlinear perturbation theory in global AdS exhibits a fully

resonant spectrum (which drives instability), but at the same time a majority of secular

terms allowed for such a spectrum are in fact absent (which weakens the instability). This

interplay of conflicting factors may underlie the apparent complexity of the AdS stability

domain that has been observed numerically [7–14]. We provide some comments on relations

between the absence of some classes of secular terms and the abundance of quasi-periodic

solutions in section 3.5.

The general stucture of the paper is as follows: section 2 contains a systematic dis-

cussion of the RG method introduced in [3]. In section 3 this method is applied to weakly

nonlinear perturbation theory in AdS. Two appendices contain technical details on our

computations.

2 Renormalization group resummation

2.1 Ubiquity of secular terms

When dealing with a system subject to a small perturbation, it is natural to describe its

evolution by an asymptotic series in the perturbation magnitude, an approach familar under

the name of perturbation theory. This strategy is equally applicable when one perturbs

the initial conditions rather than the definition of the system proper. Solutions are then

presented as an asymptotic series in the magnitude of the deviation from the specific chosen

initial conditions, for which an exact solution is know.

The nature and accuracy of such an asymptotic series approximation is necessarily

subtle, except for the rare cases when the asymptotic series happens to converge. Nonethe-

less, the usual practical wisdom tells us that, as long as the subsequent terms in the series

1We thank P. Bizoń, A. Buchel and L. Lehner for correspondence on this issue.
2In the context of the AdS/CFT correspondence, the RGmethod of [3] has recently also appeared in [5, 6].
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are smaller than the preceding ones, the expansion is usable and sound. In fact, some of

the most precise predictions in physics have been made using such truncated asymptotic

expansions (a very slippery step from a purely mathematical perspective).

If one fixes the time interval whereupon the evolution is considered, and diminishes

the magnitude of the perturbation, the higher-order terms in the asymptotic expansion

diminish relatively to the lower-order terms (being weighted by higher powers of the per-

turbation magnitude). One is then in a regime when the asymptotic series is expected to

approximate the exact evolution on the said fixed time interval more and more accurately.

Unfortunately, evolution due to a small perturbation on a fixed time interval is usually

not what a physicist wants to consider. A problem of much greater phenomenological

significance is to be able to trace the effect of a small perturbation over large times, when

its impact on the evolution becomes appreciable despite its smallness. This is precisely the

regime when the so-called secular terms in perturbation theory come into play.

Prototype examples of this sort come from celestial mechanics. The solar system is,

to a high degree of accuracy, an integrable system described by the planets moving in

the central potential of the Sun, whose position is fixed at the origin. Yet, interplanetary

interactions and other physical processes (including processes of non-gravitational nature),

introduce small perturbations to the idealized integrable picture. Jupiter, in particular,

exerts a relatively strong influence on the motion of the Earth. The physical question is

not in the minuscule corrections such perturbations induce over, say, one revolution of the

Earth around the Sun, but rather how such minuscule corrections accumulate over a large

time to produce substantial effects. This is precisely the question that näıve perturbation

theory fails to answer.

Indeed, as described above, the magnitude of higher-order terms in näıve perturbation

theory is guaranteed to decrease on a fixed time interval when the magnitude of the per-

turbation is decreased, but nothing prevents a growth of the coefficients of higher orders in

näıve perturbation theory. This growth, if present, will make the asymptotic series unusable

at large times, as higher-order terms will be comparable in magnitude to lower-order terms.

In fact, the growing terms at higher orders in the näıve perturbation theory typically ap-

pear in realistic situations, and they have become known as ‘secular’ terms (from the Latin

word for ‘century’, referring to terms that become significant when considering planetary

perturbations over the course of centuries). Such terms need to be restructured by means of

resummation, if one is aiming at a perturbative description of the large-time dynamics at all.

Perhaps the easiest way to appreciate the ubiquity of secular terms is to examine them

in a quantum-mechanical setting. The linearity of the Schrödinger equation allows one to

write an explicit result for all orders of the perturbative expansion. Since each classical

system is a limit of the corresponding quantum system, the presence of secular terms in

the quantum formalism sheds some light on classical Hamiltonian systems as well.

Consider for a moment a general perturbed quantum system described by the Hamil-

tonian, H = H0(t) + λV (t) and the corresponding evolution operator U(t) satisfying

i
dU

dt
= HU, U(0) = 1. (2.1)
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Converting to the interaction picture, we introduce u(t) = U †
0(t)U(t), where U0(t) satisfies

i
dU0

dt
= H0U0, U0(0) = 1. (2.2)

Then,

i
du

dt
= λυ(t)u, u(0) = 1, (2.3)

with υ(t) = U †
0(t)V (t)U0(t). For (2.3), one obtains the standard näıve perturbative expan-

sion

u(t) = 1− iλ

t∫

0

dt1υ(t1) + (−iλ)2
t∫

0

dt1

t1∫

0

dt2υ(t1)υ(t2) + · · · (2.4)

This expansion is generically plagued by secular terms at large t, except for special sit-

uations like scattering, when (perhaps for a subset of matrix elements) υ(t) effectively

vanishes outside a finite time interval. Indeed, unless the interactions are effectively cut

off in this fashion, the natural scale of the nth order term in (2.4) is λntn rather than

simply λn, which means that the näıve perturbative expansion becomes completely useless

at t ∼ 1/λ. (The details, of course, depend on the particular time dependences involved.)

For the familiar case of time-independent H0 and V , it is well-known from textbooks

that (2.4) is not the right way to expand. Indeed, in the standard approach (which occa-

sionally goes under the name of Rayleigh-Schrödinger perturbation theory) one expands the

eigenstates and their energies in a power series in λ, rather than expanding the evolution

operator. Since the energies enter the evolution operator through exp(−iEnt), correcting

the unperturbed energies by a power series in λ is analogous to shifting the oscillator fre-

quencies in (1.4). In fact, the Rayleigh-Schrödinger perturbation theory can be derived

from (2.4) by a resummation analogous to the one leading from (1.3) to (1.4).

Our purpose for the rest of this section will be to review some approaches to secular

term resummation in a general setting, before returning to the case of non-linear gravita-

tional perturbation theory in the AdS background in section 3.

2.2 Frequency adjustment and multi-scale resummation

We shall now examine the question of what kind of secular terms may arise when a par-

ticular perturbation is applied in the context of classical Hamiltonian systems. It will be

sufficient for us to focus on linear unperturbed systems with perturbations polynomial in

the canonical variables. For one thing, our main goal in this paper is to shed some light on

the dynamics of weakly non-linear gravitational perturbations in the AdS background. In

this context, the unperturbed system is linearized gravity in the AdS background. Similar

set-ups will be produced by other weakly non-linear perturbative expansions. (More gener-

ally, when dealing with the effect of an explicit dynamical perturbation on a given solution

of a non-linear system, one can always treat non-linearities, expanded in the vicinity of

that given solution, as merely an additional contribution to the perturbation.) As to the

restriction to polynomial perturbations, it is also natural in the context of studying small
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deviations from a given exact solution, since, at any given order of the perturbation the-

ory, a non-polynomial pertubation can be identically replaced by its truncated polynomial

expansion up to this order.

If the unperturbed system is linear, one can always switch to the normal coordinates

ci, for which the unperturbed solutions are simply

c
(0)
i (t) = ai cos θi(t), θi(t) = ωit+ bi. (2.5)

The exact solutions satisfy

c̈i + ω2
i ci = Si, ci(t) = c

(0)
i (t) + ǫc

(1)
i (t) + ǫ2c

(2)
i (t) + · · · , (2.6)

where Si collectively represents all the non-linear terms contributing to the equation for ci.

We can now solve (2.6) iteratively, determining each c
(n)
i in terms of lower order cor-

rections,

c̈
(n)
i + ω2

i c
(n)
i = S

(n)
i (c(0), c(1), · · · , c(n−1)). (2.7)

What kind of terms can emerge on the right-hand side of (2.7)? We may examine this

question starting from the lowest order and working all the way up. c(0) is a pure cosine.

Multiplication of c(0) is governed by the formula

cos θi cos θj =
1

2
[cos(θi + θj) + cos(θi − θj)]. (2.8)

Then, in a general polynomial expression made of c(0), all the terms will be of the form

cos(θi1 ± θi2 ± θi3 ± · · · ) = cos((ωi1 ± ωi2 ± ωi3 ± · · · )t+ bi1 ± bi2 ± bi3 ± · · · ), (2.9)

where (i1, i2, i3, · · · ) can be any set of mode numbers, and all the choices of plus and minus

signs on the left hand side of (2.9) are independent of each other. The right-hand side

of (2.7) is a sum of such terms. What does one get for c(1)?

If there is a contribution to S
(1)
i of the form (2.9) with a particular set of (i1, i2, i3, · · · ),

a particular assignment for each ±, and ±ωi 6= ωi1 ± ωi2 ± ωi3 ± · · · , then this term will

simply give a contribution to c(1) that is itself proportional to (2.9). One can then safely

proceed to the next order, multiplying the different contributions to c(0) and c(1) using (2.8)

to obtain the different terms in S(2), all of which will again be of the form (2.9), and so on

ad infinitum.

The only point where this picture fails is that there may be terms with ±ωi = ωi1 ±

ωi2±ωi3±· · · . For those, substituting them to the right-hand side of (2.7) does not produce

a contribution to c(n) of the form (2.9), but rather of the form

t sin(θi1 ± θi2 ± θi3 ± · · · ). (2.10)

This is a secular term that grows with time and invalidates perturbation theory at suffi-

ciently large t. Such terms must be eliminated by restructuring the perturbative expansion

along the lines of the frequency shift we employed in going from (1.3) to (1.4).

The kind of secular terms that may arise as we develop the ǫ-expansion iteratively

depends crucially on whether the spectrum of mode frequencies is resonant. ‘Resonant’ in
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this context means that there exist sets of integers mi such that
∑

imiωi = 0. If no such

relations with non-zero mi exist, then the spectrum is called non-resonant.

For a non-resonant spectrum, there is only one way ±ωi = ωi1 ± ωi2 ± ωi3 ± · · · can

be satisfied. Namely, the number of times ωi is present in the sum on the right-hand

side with a plus sign should be one greater (or one smaller) than the number of times it

is present with a minus sign, whereas for all other modes (ik 6= i), the number of times

they are present with a plus sign should be exactly the same as with a minus sign. Any

other combination of ωik cannot equal ωi since that would have implied a resonant relation

between the frequencies. Hence, if ±ωi = ωi1 ± ωi2 ± ωi3 ± · · · , then (2.9) becomes simply

cos(ωit+ bi), (2.11)

and the corresponding secular term, i.e., the contribution to c
(n)
i resulting from a term of

the form (2.11) in S
(n)
i of (2.7), becomes

εnA
(n)
i (a) t sin(ωit+ bi), (2.12)

where A
(n)
i (a) is a certain polynomial made of the amplitudes ak of (2.5), which depends

on the precise form of the non-linearities in S.

A key observation regarding the case of a fully non-resonant frequency spectrum is that

any contribution to c
(n)
i of the form (2.12) can be absorbed into an (amplitude-dependent)

shift of the frequency ωi since

cos((ωi + α)t+ bi) = cos(ωit+ bi)− αt sin(ωit+ bi) + · · · (2.13)

After the secular terms of the form (2.12) have been absorbed in this fashion, all the

remaining terms in c
(n)
i are of the form (2.9), and one can proceed to order ǫn+1, where

the entire argument can be repeated verbatim.

We hence conclude that, for a fully non-resonant case, all secular terms can be iter-

atively removed from perturbation theory by perturbatively adjusting the frequencies ωi.

This procedure is know as the Poincaré-Lindstedt method. After the frequencies have been

corrected, the perturbed motion is described by small corrections to the unperturbed one

for longer and longer time intervals depending on the order of accuracy in the perturba-

tive frequency shift. (Note that the picture we have outlined is something of a pedestrian

pre-requisite for the KAM theory [4], which takes the argument much further and develops

stability arguments for the non-resonant case at finite small ǫ, rather than in an unreliable

framework of asymptotic expansions.)

The situation becomes more complicated when resonant relations between unperturbed

frequencies are present. In that case, there may be many different addition-subtraction

patterns that satisfy ±ωi = ωi1 ±ωi2 ±ωi3 ±· · · . One then cannot specify the form of (2.9)

for the resonant terms beyond

cos(ωit± bi1 ± bi2 ± bi3 ± · · · ) (2.14)

with a (generally complicated) combination of phases. The corresponding secular term

resulting from the contribution of (2.14) to S
(n)
i of (2.7) is

εnA
(n)
i (a) t sin(ωit± bi1 ± bi2 ± bi3 ± · · · ), (2.15)
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where A
(n)
i (a) is a certain polynomial made of the amplitudes ak of (2.5), which depends

on the precise form of the non-linearities in S.

Since the phase of the sine in (2.15) does not have to equal bi, it cannot be in general

absorbed into a shift of ωi by means of (2.13). Of course, this term could always be absorbed

into a shift of both ωi and ai. However, the shift of ai would have to grow linearly with

time, so that one generates t sin(ωit + bi) from the shift of ωi and t cos(ωit + bi) from the

shift of ai, and a combination of such terms can always match (2.15). By itself, a linearly

growing ai is no better and no worse than the original secular term, and more powerful

resummation methods are needed. We shall turn to such methods shortly.

Physically, the fact that a frequency adjustment is not sufficient for the resonant case,

but one also obtains terms that look like amplitude drifts, simply means that, over large

times, significant energy transfer occurs between different modes, even when the pertur-

bation is small. This is in contrast to the non-resonant case, where a small perturbation

can only induce small amplitude oscillations of the energy back and forth between different

modes, without significant energy transfer occurring even over large time scales.

The long-term fate of a resonant system under the impact of a dynamical perturbation

can only be determined after a resummation of secular terms has been performed. The

failure of the Poincaré-Lindstedt frequency shift by itself should by no means be interpreted

as a sign of instability. A complete resummation can produce long-period oscillations of

energy between the modes, or perhaps transfer of energy to high-frequency modes (turbu-

lence), etc. Many scenarios are possible.

There is a number of resummation methods described in the literature (see, e.g., [15]).

One encounters descriptions of the multi-scale method particularly often. We shall very

quickly review this method here, only stating the general idea and referring the reader

to [15] for further details. The lowest-order multi-scale method (under the name of ‘Two-

Time Framework’) has been applied to the problem of AdS stability in [14].

We have already alluded above that a general secular term can be absorbed into per-

turbatively small frequency adjustments and a slow drift of the amplitudes. Note that the

frequency adjustment can be thought of as a slow drift of the phases. One thus arrives at

the concept of absorbing secular terms into a slow variation of the integration constants in

the zeroth order solution c
(0)
i . This general idea is shared by both the multiscale method

and the renormalization group method we shall describe further below. Note that the

Poincaré-Lindstedt method is a special case of this set-up, for which the phases aquire a

slow linear drift, whereas the amplitudes do not evolve.

The ‘slow variation of the integration constants’ we mentioned above is a rather vague

concept and one needs to decide in practice how this dependence is distributed between dif-

ferent orders of perturbation theory. In the multiscale method, one introduces dependences

with explicit powers of ǫ in the form

ai = ai(ǫt, ǫ
2t, ǫ3t, · · · ), bi = bi(ǫt, ǫ

2t, ǫ3t, · · · ). (2.16)

When the functions are specified in this form, one knows, for example, that a term quadratic

in ǫ can arise from differentiating two times with respect to the first argument or one time

– 8 –



J
H
E
P
1
0
(
2
0
1
4
)
0
4
8

with respect to the second argument, etc. The term ‘multiscale’ comes precisely from the

multiple scales (ǫt, ǫ2t, ǫ3t, etc) involved in this construction. (At first non-trivial order,

only t and ǫt are involved, hence the ‘Two-Time Framework’ of [14].)

One then substitutes (2.16) to (2.5) and then to the equations of motion (2.7), and

demands that the terms resulting from differentiating (2.16) conspire in precisely such a

way as to remove the resonant terms in Si (the terms whose frequency is ωi). At nth order,

this results in a differential equation that fixes the dependence of ai and bi on ǫ
nt, which is

then fed to the next order. To address the issue of non-linear stability, one should examine

the behavior of the amplitudes after the resummation has been performed.

The multiscale method is a powerful resummation scheme applicable in a general set-

ting and including the Poincaré-Lindstedt method as a simple special case. (Whether the

result of the resummation is free from pathological growth depends, of course, on the par-

ticular system at hand.) However, the need to explicitly prescribe how the slow dependence

of the (unperturbed) integration constants on time is distributed between different orders

of perturbation theory, as in (2.16), may create complications in more subtle cases. For

example, the case of stability analysis for Mathieu equation is mentioned in [3], where an

unusual scale ǫ3/2t appears through resummations, and that would have to be guessed in

the initial ansatz (2.16) for the multiscale method. Even if that does not happen, the

method becomes rather convoluted at higher orders, since new ‘slow’ secular terms depen-

dent on the slow time variables develop in (2.16) and those ‘slow’ secular terms have to

be removed by adjusting the dependence of (2.16) on even slower time scales. Detailed

explanations can be found in [15]. As one aspect of this highly convoluted procedure, it

may turn out inconvenient, depending on the circumstances, that the multiscale method

does not take as its input the näıve perturbative expansion, but rather requires re-deriving

an alternative expansion order-by-order from scratch. The renormalization group method

we shall present below is an alternative formulation with many appealing features.

2.3 Renormalization group method

In the preceding exposition, we have reviewed the general problem of secular terms in

non-linear perturbation theory, the types of secular terms arising when the unperturbed

system is linear (or, more generally, integrable) and Hamiltonian, and a general multiscale

method for resumming such secular terms.

One could in principle rest content with this state of affairs and proceed applying the

resummation techniques to our particular problem (AdS instability). However, we believe

it is useful to review another resummation strategy [3], modelled on the renormalization

group treatment of ultraviolet divergences in quantum field theory. This method is as

powerful as multiscale resummation we have briefly reviewed above, but has the advantage

in that its sole input is the näıve perturbative expansion (without the need to re-solve

the perturbation theory equations). The method also has the appeal of being intuitive,

especially for people with high energy theory backgrounds.

The renormalization method (just like the multiscale method we reviewed above) aims

at constructing slow time dependences of the integration constants of unperturbed solutions

in a way that eliminates secular terms from perturbative expansions. We shall start by
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a simple matter-of-fact statement of the method and applying it to secular terms of the

form (2.14), and then give some qualifying explanatory remarks. The recipe [3] is as follows:

1) Choose a moment of time τ and introduce a perturbative ǫ-dependence to the inte-

gration constants of the unperturbed problem in such a way that the secular terms3

are exactly cancelled at the moment τ . In the language of (2.5), one writes:

a = a(τ, ǫ) = aR(τ) + ǫa(1)(aR, bR; τ) + ǫ2a(2)(aR, bR; τ) + · · · ,

b = b(τ, ǫ) = bR(τ) + ǫb(1)(aR, bR; τ) + ǫ2b(2)(aR, bR; τ) + · · · ,
(2.17)

where aR(τ) and bR(τ) denote ‘renormalized integration constants’ and we have omit-

ted the mode number index. Note that the cancellation of secular terms at a given

moment τ can always be arranged, simply because adjusting the initial conditions

permits one to give the unperturbed trajectory absolutely any value at τ . (2.17)

have to be substituted to the näıve perturbative expansion and everything should be

expressed through aR and bR.

2) One demands that the resulting perturbative expansion in terms of aR and bR should

be independent of τ . Note that, once we introduce an ǫ-dependence in the unper-

turbed solution in (2.17), we are no longer dealing with a single solution to the

underlying problem, but with a family of asymptotic expansions. Demanding that

the entire expansion is independent of τ simply amounts to forcing this family of

asymptotic expansion to represent a single solution to the underlying problem (merely

expanded in different ways), which is what we ultimately want to construct, rather

than a family of solutions. Requiring the τ -derivative of the expansion to vanish gen-

erates a first order differential equation for the renormalized integration constants,

aR(τ) and bR(τ) for (2.17). This equation defines their renormalization flow.

3) After solving the renormalization flow equation obtained in 2), one substitutes the

result in the expansion in terms of aR(τ) and bR(τ), and finally sets τ to t (this cor-

responds to working with a running coupling in perturbative quantum field theory).

The result is free from secular terms by construction.

In application to secular terms of the form (2.14) at first non-trivial order it is easy to

see how the renormalization group method works. One may write the expansion as

ai cos(ωit+ bi) + · · ·+ εnA
(n)
i (a) t sin(ωit+

∑

kmkbk) + · · · (2.18)

where we focus on the contribution of just one such term and the dots represent other

terms, and mk is a certain set of integers. One first represents the secular term as

εnA
(n)
i (a) t cos(

∑

kmkbk−bi) sin(ωit+bi)+ε
nA

(n)
i (a) t sin(

∑

kmkbk−bi) cos(ωit+bi). (2.19)

3There is some ambiguity in identifying secular terms. Indeed, one can always add some regular terms

to what one calls a secular term. This will result in a somewhat different renormalization flow equation. It

may be important to make use of this freedom advantageously.
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Then one can absorb the secular term at moment τ by introducing

ai = aR,i − εnA
(n)
i (aR) τ sin(

∑

kmkbR,k − bR,i),

bi = bR,i +
εn

ai
A

(n)
i (aR) τ cos(

∑

kmkbR,k − bR,i).
(2.20)

As a result of re-expressing the expansion (2.18) in terms of aR and bR, one gets

aR,i cos(ωit+ bR,i) + · · ·+ εnA
(n)
i (aR) (t− τ) cos(

∑

kmkbR,k − bR,i) sin(ωit+ bR,i)

+ εnA
(n)
i (aR) (t− τ) sin(

∑

kmkbR,k − bR,i) cos(ωit+ bR,i) + · · ·
(2.21)

Equating to zero the τ -derivative of this expression, on obtains the following renormaliza-

tion flow equations:

daR,i

dτ
= −εnA

(n)
i (aR) sin(bR,i −

∑

kmkbR,k) + · · · ,

aR,i
dbR,i

dτ
= −εnA

(n)
i (aR) cos(bR,i −

∑

kmkbR,k) + · · · ,

(2.22)

where the dots represent contributions from other secular terms. Note that the same

equations would have resulted from formally differentiating (2.20) with respect to τ . In

this way, one formally bypasses some of the steps in our above description of the method

following [3]. (This is analogous to deriving the running of the renormalized coupling by

differentiating the bare coupling with respect to the renormalization scale.)

For N degrees of freedom, (2.22) are 2N first order differential equations, a system

of the same type4 as our starting point (2.6). Of course, (2.22) contains less information

than (2.6) as it is entirely derived from a truncated perturbative expansion, whereas (2.6)

is exact. Nonetheless, one should generally not expect miraculous analytic solutions com-

ing out of perturbative resummation under general circumstances. Equations (2.22) are

advantageous in that they explicitly describe very slow long-time energy flow between the

different modes. They can thus be useful for analytic considerations of qualitative issues.

Having given a practical statement of the renormalization method in application to

secular terms, we would like to zoom out for a moment and re-examine why and how

the method works. When constructing näıve perturbation theory, one encounters grow-

ing terms at higher orders, which invalidate the perturbative expansion at large times.

Nonetheless, one expects that the perturbative expansion is accurate for evolution over

short times, before secular terms develop significant values. Logically, there is an obvious

4Note, however, that if a particular mode does not enter any frequency resonance relations
∑

i
miωi = 0,

then this particular mode effectively decouples in (2.22). The rank of the system is thereby reduced. The

decoupling happens in the following way: for a completely non-resonant mode, the only secular terms

allowed are (2.12). Such terms, according to (2.22), induce an amplitude-dependent phase drift, but no

amplitude drift. Similarly, the way a non-resonant mode enters the secular terms for the other modes is

only through its (constant) amplitude, but not through its phase. Therefore, one can solve the equations

for the entire set of resonant modes first, and then the result will simply contribute a slow phase drift to

non-resonant modes. The Poincaré-Lindstedt method relies on an extreme version of this picture, when all

the modes are non-resonant. Our main interest in this article is in non-linear AdS perturbations, a fully

resonant system where none of such simplifications occur.
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strategy here: to take the initial data at t, evolve them to t+∆t using the näıve perturbation

theory, build a new unperturbed solution starting from the values at t+∆t, develop a näıve

perturbative expansion using this new solution, use it to evolve from t + 2∆t, and so on,

until one reaches the desired final time, which can be large. In this approach, one never uses

the näıve perturbation theory outside its range of validity, and secular terms do not arise.

There is, in fact, more freedom than we have displayed in the construction from the

previous passage. Indeed, when reaching t+∆t, we did not have to take the exact value of

our variables as the initial value for the unperturbed solution on the interval [t+∆t, t+2∆t].

Rather, we could distribute this value in a convenient way between the initial value for the

new unperturbed solution and the initial value for the perturbation. For example, we could

only absorb the would-be secular terms into the new unperturbed solution on the interval

[t + ∆t, t + 2∆t], continuing the regular perturbative terms on the interval [t, t + ∆t] to

the perturbation on the interval [t + ∆t, t + 2∆t]. We could also take ∆t to zero and

implement these rearrangements in the perturbation series continuously on-the-go. This

is precisely the picture underlying the renormalization group method. (Note that a slow

running of the integration constants of the unperturbed solution emerges automatically in

this perspective.)

The situation is directly analogous to what one encounters while dealing with ultravio-

let divergences in perturbative field theory, with dependence on energy logarithm replacing

the dependence on time. The näıve perturbative expansion for a quantity involving mo-

menta of order k regularized with a cut-off scale Λ, involves terms of the type ln(Λ2/k2).

These terms become huge when the cut-off is sent to infinity and invalidate the perturbation

theory (despite being suppressed by positive powers of the coupling). They are thus anal-

ogous to secular terms. One can formally introduce renormalized couplings at momentum

scale µ related to the bare couplings by ill-behaved asymptotic series involving coefficients

of the sort ln(Λ2/µ2), so that the giant logarithms of the original perturbative expansion

are replaced by ln(µ2/k2) when physical quantities are re-expressed through renormalized

couplings. The new perturbation series is well-behaved for k2 close to µ2, but ill-behaved

elsewhere, when ln(µ2/k2) (which is roughly analogous to ∆t of the previous passages)

becomes large. Finally, one can demand that the whole construction should be indepen-

dent of µ, derive the corresponding renormalization group equation for the renormalized

coupling dependence on µ, solve them, and thereafer do all expansions at µ2 = k2 using the

value of the renormalized coupling at k2, thereby eliminating the (‘secular’) logarithms.

In fact, the renormalization method in application to secular term resummation oper-

ates in a mathematically much better defined setting than what quantum field theory may

offer. One may hope to develop more transparent and tightly controlled derivations. We

believe that starting from the time-stepping procedure described above, one should be able

to derive the prescriptions of [3] in a way that never involves ill-behaved asymptotic ex-

pansions with large coefficients at the intermediate steps. We shall nonetheless not pursue

this program here.
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3 AdS (in)stability

Having reviewed some possible strategies to deal with the problem of secular terms in

näıve perturbation theory, we shall now turn to the issue of non-linear stability of the AdS

space-time, in which such secular terms play a central role.

We shall work with the renormalization-based resummation of [3] at lowest non-trivial

order. In principle, this approach is identical to the multiscale treatment of the same prob-

lem (at the same order) in [14]. Our perspective is quite different from [14], however. There,

the main focus was on numerical studies of the ‘energy flow’ equations of the type (2.22),

truncated to a finite set of low-lying modes. Our main goal is to develop a neat analytic

representation of these equations for all modes, with a view of future analytic studies of

qualitative properties of this system. The main practical result we shall present here is the

vanishing of an inifinite number of terms of a particular type in the flow equations, which

are allowed on general grounds by the spectrum of frequencies of linear AdS perturbations.

3.1 Setup of the system

The equations of motion that we consider are Einstein’s equations with a negative cosmo-

logical constant which are minimally coupled to a scalar field:

Gµν −
d(d− 1)

2L2
gµν = 8πG

(

∂µφ∂νφ−
1

2
gµν(∂φ)

2

)

and �φ = 0. (3.1)

Following the conventions of [10], we will parameterize the geometry by two functions

A(x, t) and δ(x, t) as

ds2 =
L2

cos2 x

(
dx2

A
−Ae−2δdt2 + sin2 x dΩ2

d−1

)

. (3.2)

The coordinates take values in t ∈] − ∞,∞[ and x ∈ [0, π/2[. The scalar field is also

considered to be isotropic, φ = φ(x, t). We introduce the notation Φ ≡ φ′ and Π ≡

A−1eδφ̇ (where overdots and primes denote derivatives with respect to t and x, respectively)

together with the convention 8πG = d− 1. Furthermore, it is convenient to define

µ(x) ≡ (tanx)d−1 and ν(x) ≡
(d− 1)

µ′(x)
=

sinx cosx

(tanx)d−1
. (3.3)

The equations of motion then reduce to

Φ̇ =
(

Ae−δΠ
)′
, Π̇ =

1

µ

(

µAe−δΦ
)′
, (3.4a)

A′ =
ν ′

ν
(A− 1)− µν

(
Φ2 +Π2

)
A, δ′ = −µν

(
Φ2 +Π2

)
, (3.4b)

Ȧ = −2µνA2e−δΦΠ. (3.4c)

A static solution of these equations is the AdS-Schwarzschild black hole A(x, t) = 1 −

Mν(x), δ(x, t) = 0 and φ(x, t) = 0. The unperturbed AdS space itself corresponds to

A = 1, δ = φ = 0.
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3.2 Weakly non-linear perturbation theory

We will look for an approximate solution of the equations of motion (3.4) with initial con-

ditions φ(0, x) = ǫf(x) and φ̇(0, x) = ǫg(x). Therefore, we expand the unknown functions

in the amplitude of the initial conditions:

φ(x, t) =
∞∑

k=0

ǫ2k+1φ2k+1(x, t), A(x, t) = 1 +
∞∑

k=1

ǫ2kA2k(x, t), δ(x, t) =
∞∑

k=1

ǫ2kδ2k(x, t).

(3.5)

At first order in the ǫ-expansion, the equations of motion (3.4) are linearized and result in

the homogeneous partial differential equation

φ̈1 + L̂φ1 = 0 with L̂ ≡ −
1

µ(x)
∂x (µ(x)∂x) . (3.6)

The operator L̂ is self-adjoint with respect to the inner product

〈ψ, χ〉 ≡

∫ π/2

0
ψ̄(x)χ(x)µ(x)dx. (3.7)

The eigenvalues and eigenfunctions for L̂ are ω2
j = (d + 2j)2 (with indices j = 0, 1, 2, . . .)

and

ej(x) = kj(cosx)
dP

( d
2
−1, d

2 )
j (cos(2x)) with kj =

2
√

j!(j + d− 1)!

Γ
(
j + d

2

) . (3.8)

The function P
(a,b)
n (x) is a Jacobi polynomial5 of order n. These eigenfunctions are defined

such that L̂ej = ω2
j ej and 〈ei, ej〉 = δij . Note that all the mode frequencies ωj are integer

and the spectrum is fully resonant, suggesting a large number of secular terms in non-linear

perturbation theory.

We expand the unknown functions in the basis (3.8):

φ2k+1(x, t) =

∞∑

j=0

c
(2k+1)
j (t)ej(x) with c

(2k+1)
j (t) = 〈φ2k+1(x, t), ej(x)〉. (3.9)

The solution of the linearized equation for φ1 is then given by

φ1(x, t) =
∞∑

k=0

cj(t)ej(x). (3.10)

The coefficients cj ≡ c
(1)
j satisfy c̈j + ω2

j cj = 0 and are thus given by

cj(t) = aj cos(ωjt+ bj), (3.11)

where the amplitudes aj and phases bj are determined by the initial profiles f(x) and g(x).

The backreaction on the metric appears at second order. It is determined by the equations

A′
2 =

ν ′

ν
A2 − µν

(

(φ̇1)
2 + (φ′1)

2
)

, (3.12a)

5Jacobi polynomials P
(a,b)
n (x) are a system of orthogonal polynomials with respect to the measure

(1−x)a(1+x)b on the interval (−1, 1). A good summary of their properties with derivations is given in [16].
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δ′2 = −µν
(

(φ̇1)
2 + (φ′1)

2
)

, (3.12b)

Ȧ2 = −2µνφ̇1φ
′
1. (3.12c)

These equations can be directly integrated to give

A2(x, t) = −ν(x)

∫ x

0

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)dy, (3.13)

δ2(x, t) = −

∫ x

0

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)dy. (3.14)

At third order in the ǫ-expansion, the equations of motion (3.4) lead to the inhomogeneous

equation

φ̈3 + Lφ3 = S ≡ 2 (A2 − δ2) φ̈1 +
(

Ȧ2 − δ̇2

)

φ̇1 +
(
A′

2 − δ′2
)
φ′1. (3.15)

We can project this equation on to the eigenbasis {ej}, such that

c̈
(3)
j + ω2

j c
(3)
j = Sj with Sj = 〈S, ej〉. (3.16)

After a tedious but straightforward calculation (more details are explained in appendix A),

one finds the source term

Sl = 〈
(
A′

2 − δ′2
)
φ′1, el〉+ 2〈A2φ̈1, el〉+ 〈Ȧ2φ̇1, el〉 − 2〈δ2φ̈1, el〉 − 〈δ̇2φ̇1, el〉

=
1

2

∞∑

i=0

∞∑

j = 0

j 6= i

∞∑

k=0

aiajakωj(Hijkl−2Xijklω
2
k)

[
1

ωi−ωj
(cos(θi−θj−θk)+cos(θi−θj+θk))

−
1

ωj+ωi
(cos(θi+θj−θk)+cos(θi+θj+θk))

]

−
1

4

∞∑

i=0

∞∑

k=0

aka
2
i (Hiikl − 2ω2

kXiikl)(cos(2θi − θk) + cos(2θi + θk))

−
1

2

∞∑

i=0

∞∑

k=0

aka
2
i (Hiikl + 2ω2

iMkli − 2ω2
kXiikl − 4ω2

kω
2
iWkli) cos(θk)

−
1

2

∞∑

i=0

∞∑

j=0

∞∑

k=0

Xijklaiajakωjωk [cos(θk − θj − θi) + cos(θk − θj + θi)

− cos(θk + θj − θi)− cos(θk + θj + θi)]

+
1

4

∞∑

k = 0

k 6= l

∞∑

i=0

∞∑

j=0

aiajakωk

(ω2
l − ω2

k)

{

Z+
ijkl(2ωk + ωj − ωi) cos(θi − θj − θk)

+Z+
ijkl(2ωk − ωj + ωi) cos(θi − θj + θk)

+Z−
ijkl(ωi + ωj − 2ωk) cos(θi + θj − θk)

−Z−
ijkl(2ωk + ωj + ωi) cos(θi + θj + θk)

}

−
1

4

∞∑

i=0

∞∑

j=0

aiajalωl {[ωiωjPijl +Bijl](2ωl + ωj − ωi) cos(θi − θj − θl)
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+[ωiωjPijl +Bijl](2ωl − ωj − ωi) cos(θi − θj + θl)

+[ωiωjPijl −Bijl](ωj + ωi − 2ωl) cos(θi + θj − θl)

−[ωiωjPijl −Bijl](2ωl + ωj + ωi) cos(θi + θj + θl)} , (3.17)

where we used the shorthand notation θi(t) = ωit + bi. The coefficients that appear in

these expressions are certain integrals of products of eigenfunctions:

Hijkl =

∫ π
2

0
dx e′i(x)ej(x)e

′
k(x)el(x)(µ(x))

2ν ′(x), (3.18a)

Xijkl =

∫ π
2

0
dx e′i(x)ej(x)ek(x)el(x)(µ(x))

2ν(x), (3.18b)

Yijkl =

∫ π
2

0
dx e′i(x)ej(x)e

′
k(x)e

′
l(x)(µ(x))

2ν(x), (3.18c)

Z±
ijkl = ωiωj(Xklij −Xlkij)± (Yklij − Ylkij), (3.18d)

Mijk =

∫ π
2

0
dx e′i(x)ej(x)µ(x)ν

′(x)

∫ x

0
dy(ek(y))

2µ(y), (3.18e)

Wijk =

∫ π
2

0
dx ei(x)ej(x)µ(x)ν(x)

∫ x

0
dy(ek(y))

2µ(y), (3.18f)

Pijk =

∫ π
2

0
dx ei(x)ej(x)µ(x)ν(x)

(

1−

∫ x

0
dy(ek(y))

2µ(y)

)

, (3.18g)

Bijk =

∫ π
2

0
dx e′i(x)e

′
j(x)µ(x)ν(x)

(

1−

∫ x

0
dy(ek(y))

2µ(y)

)

. (3.18h)

3.3 Vanishing secular terms

As already discussed above (2.10), secular terms appear when the set of frequencies

{ωi, ωj , ωk} satisfies the resonance condition ωi ± ωj ± ωk = ±ωl. In this case, a reso-

nant term should (generally) arise in the source Sl of the mode c
(3)
l . Equation (3.16) will

then have a solution that involves a secular term,

c̈
(3)
l (t)+ω2

l c
(3)
l (t) = A cos(ωlt+B)+(. . .) ⇒ c

(3)
l (t) =

A

2ωl
t sin(ωlt+B)+(. . .). (3.19)

There are eight choices of the signs in ωi±ωj±ωk = ±ωl. First, one can have ωi+ωj+ωk =

ωl. We shall call the corresponding terms ‘+++ terms’. ωi + ωj + ωk = −ωl cannot be

satisfied due to frequency positivity. Of the remaining six choices, three can be brought

to the form ωi + ωj − ωk = ωl by permuting i, j and k. We shall call these ‘++ - terms’.

After that, the three remaining choices can be brought to the form ωi − ωj − ωk = ωl by

permuting i, j and k. We shall call these ‘+ - - terms’.

Our goal in this section is to prove that the +++ and + - - terms vanish due to

properties of the AdS mode functions, despite being allowed by the frequency spectrum.

We shall give explicit expressions for the ++ - terms in section 3.4.
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We shall first focus on the +++ terms in (3.17), for which ωi + ωj + ωk = ωl. One

finds that

Sl = (. . .) +
∑

i

∑

j

∑

k
︸ ︷︷ ︸

i+j+k+d=l

Qijklaiajak cos(θi + θj + θk), (3.20)

where (. . .) represents the non-resonant terms as well as resonant terms of other types.

The coefficients Qijkl are given by

Qijkl = −
1

12
Hijkl

ωj(2ωj + ωi + ωk)

(ωj + ωi)(ωj + ωk)
−

1

12
Hjkil

ωk(2ωk + ωi + ωj)

(ωk + ωi)(ωk + ωj)

−
1

12
Hkijl

ωi(2ωi+ωj+ωk)

(ωi+ωj)(ωi+ωk)
+
1

6
Xijkl ωjωk

(

1+
ωk

(ωj+ωi)
+

ωj

(ωk+ωi)

)

+
1

6
Xjkil ωiωk

(

1+
ωk

(ωi+ωj)
+

ωi

(ωk+ωj)

)

+
1

6
Xkijl ωiωj

(

1+
ωi

(ωj+ωk)
+

ωj

(ωi+ωk)

)

−
1

12
Z−
ijkl

ωk

(ωi + ωj)
−

1

12
Z−
jkil

ωi

(ωj + ωk)
−

1

12
Z−
kijl

ωj

(ωi + ωk)
. (3.21)

We will now show that all coefficients Qijkl vanish whenever i + j + k + d = l, i.e., when

the resonance condition is satisfied. This is a non-trivial statement (though it may well

have a more straightforward and elegant proof based on the symmetries of AdS), since the

structure of the linearized frequency spectrum allows such terms.

To analyze (3.21) we employ the following transformations:

1) We notice that

Hijkl = ω2
kXijkl − Yijkl + ω2

iXklij − Yklij . (3.22)

This identity is proved by integration by parts removing the derivative from ν

in (3.18a). Antisymmetrizing (3.22) with respect to i and j, one gets:

Yijkl − Yjikl = (ω2
i − ω2

j )Xklij + ω2
k(Xijkl −Xjikl)− (Hijkl −Hjikl). (3.23)

This relation is used to eliminate Y from Z+ of (3.18d), and hence from (3.21).

2) After the above manipulation, (3.21) only contains H and X of (3.18). H and X

are integrals of products of mode functions ei, ej , ek, el and their derivatives. An

important distinction among the different terms is whether el (in the integrand of H

orX) is differentiated. (el is the mode function of the mode receiving the secular term

contribution.) If it is, we remove the derivative from it using integration by parts:

Hlijk = −(Hikjl +Hkijl) + ω2
jDijkl + 4Xjikl,

Xlijk = −(Xijkl +Xjikl +Xkijl)− Eijkl,
(3.24)

with

Dijkl =

∫ π
2

0
dx eiejekelµ

2ν ′,

Eijkl =

∫ π
2

0
dx eiejekel(µ

2ν)′.

(3.25)
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(We have used the identity (µν ′)′ = −4µν.) At this point,6 (3.21) takes the form

Qijkl ∼

∫ π
2

0
dx el(x)qijk(x), (3.26)

where qijk(x) can only receive the following contributions: from H-terms, a product

of ei, ej , ek, two of which are differentiated, times µ2ν ′; from X-terms, a product of

ei, ej , ek, one of which is differentiated, times µ2ν; from D-terms, eiejekelµ
2ν ′; from

E-terms, eiejekel(µ
2ν)′.

3) From (3.26) and the expression for mode functions in terms of Jacobi polynomi-

als (3.8), one can bring (3.21) to the form7

Qijkl ∼

∫ 1

−1
P
( d
2
−1, d

2 )
l (ξ)Qijk(ξ)(1− ξ)

d
2
−1(1 + ξ)

d
2 dξ (3.27)

with ξ = cos 2x. Here, Qijk(ξ) is a polynomial of degree i+ j+k+d+1 = l+1 made

of P
( d
2
−1, d

2 )
i , P

( d
2
−1, d

2 )
j , P

( d
2
−1, d

2 )
k , their first derivatives and various trigonometric

functions appearing in (3.26), re-expressed through cos 2x. Note that the integration

measure appearing in (3.27) is precisely the same as the one used for defining the

Jacobi polynomials.

4) Finally, to prove that (3.27) vanishes, it suffices to show that the expansion of Qijk(ξ)

in terms of Jacobi polynomials P
( d
2
−1, d

2 )
n does not contain P

( d
2
−1, d

2 )
l . Since Qijk(ξ)

is a polynomial of degree l + 1, whether that happens or not can be decided on the

basis of considering the coefficients of its two highest powers. More specifically, the

coefficients of the two highest powers in Jacobi polynomials (which we need only up

to the overall normalization) can be extracted from known formulas (see, e.g., [16]) as

P (d/2−1,d/2)
n (ξ) ∼ (1 + ξ)n −

n(d+ 2n)

d+ 2n− 1
(1 + ξ)n−1 + · · · (3.28)

If one uses this representation for P
( d
2
−1, d

2 )
i , P

( d
2
−1, d

2 )
j , P

( d
2
−1, d

2 )
k to recover the

coefficients of the two highest powers in Qijk, one finds

Qijk ∼ (1 + ξ)i+j+k+d+1 − (d+i+j+k+1)(3d+2i+2j+2k+2)
3d+2i+2j+2k+1 (1 + ξ)i+j+k+d + · · · , (3.29)

which exactly matches (3.28) with n = l + 1 = i + j + k + d + 1. Therefore, if one

subtracts from Qijk its projection on P
(d/2−1,d/2)
l+1 , the remaining polynomial is of

degree l−1 and cannot have a non-zero projection on P
(d/2−1,d/2)
l . Then, from (3.27),

Qijkl = 0. (3.30)

6One could have skipped directly from (3.21) to (3.26), though the integrands would have involved more

derivatives than what we get after having performed the integrations by parts and are less convenient to

handle. For the case of + - - terms we consider below, the integrations by parts we have described are

necessary to establish the analog of (3.26).
7Each of the types of terms listed under (3.26) is individually of this form.

– 18 –



J
H
E
P
1
0
(
2
0
1
4
)
0
4
8

We have thus proved that all secular terms resulting from addition of three mode

frequencies vanish for non-linear perturbation theory in the AdS background, even if the

said combination of frequencies resonates with another perturbation mode. In relation to

our proof sketched above, it remains only to comment on how one in practice computes

the polynomial Qijk(ξ) in (3.27), and thus establishes (3.29).

The computation reconstructing Qijk(ξ) in (3.27) is, in principle, a completely

straightforward polynomial manipulation, but it is the forbiddingly large size of the

polynomial expressions that makes the manipulations demanding. For the special case

i = j = k, we have been able to do the entire computation by hand and derive (3.29).

However, for arbitrary i, j and k one has to either invent powerful analytic tricks, perform

pages upon pages of completely mechanical polynomial manipulations, or resort to (fully

analytic) computer algebra. For the purposes of this article, we have chosen the latter

and employed FORM, a powerful script-based symbolic manipulation system particularly

suited for working with long polynomial expressions [17]. Our FORM script, essentially

retracing the steps presented above in this section, is given in appendix B. (3.29) can be

read off from the output of that script, thereby completing our proof.

We now turn to the + - - terms with ωi − ωj − ωk = ωl. These terms vanish in a

way very similar to what we have just observed for the +++ terms. The corresponding

contribution to the source Sl is given by

Sl = (. . .) +
∑

j

∑

k

U(j+k+l+d)jklaj+k+l+dajak cos(θj+k+l+d − θj − θk) (3.31)

with the following coefficients:

Uijkl =
1

4
Hijkl

ωj(2ωj − ωi + ωk)

(ωi − ωj)(ωj + ωk)
+

1

4
Hjkil

ωk(2ωk − ωi + ωj)

(ωi − ωk)(ωk + ωj)
+

1

4
Hkijl

ωi(ωj + ωk − 2ωi)

(ωi − ωj)(ωi − ωk)

−
1

2
Xijkl ωjωk

(
ωk

(ωi−ωj)
+

ωj

(ωi−ωk)
−1

)

+
1

2
Xjkil ωiωk

(
ωk

(ωi−ωj)
+

ωi

(ωk+ωj)
−1

)

+
1

2
Xkijl ωiωj

(
ωi

(ωj + ωk)
+

ωj

(ωi − ωk)
− 1

)

−
1

4
Z+
ijkl

ωk

(ωi − ωj)
+

1

4
Z−
jkil

ωi

(ωj + ωk)
−

1

4
Z+
kijl

ωj

(ωi − ωk)
. (3.32)

One can show that Uijkl = 0 whenever the resonance condition is satisfied, i.e., i = j+ k+

l + d, in other words, the + - - terms do not arise.

One can construct a proof that Uijkl = 0 essentially repeating the procedure we em-

ployed above for the +++ terms, except that the roles of i and l become interchanged.

Performing appropriate integrations by parts using (3.23)–(3.24), one arrives at the follow-

ing representation:

Uijkl ∼

∫ 1

−1
P
( d
2
−1, d

2 )
i (ξ)Ujkl(ξ)(1− ξ)

d
2
−1(1 + ξ)

d
2 dξ, (3.33)

where Ujkl(ξ) is a polynomial of degree j + l + k + d + 1 = i + 1. Substituting explicit

expressions for the mode functions, one finds that the coefficients of the two highest powers
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in Ujkl(ξ) are in the same ratio as in P
( d
2
−1, d

2 )
i+1 (in practice, we have used a FORM script

to perform this polynomial evaluation, and the output of the script is given at the end of

appendix B). Ujkl(ξ) is then orthogonal to P
( d
2
−1, d

2 )
i (ξ) and (3.33) vanishes, which completes

our proof of the absense of the + - - secular terms.

It would be desirable to develop a more elegant and less computationally intensive

proof of the vanishing of the +++ and + - - terms, and indeed understand the qualitative

reason for these terms to vanish. In section 3.5 we make some preliminary comments

on the relation between the absence of these classes of secular terms and abundance of

quasiperiodic solutions to the full non-linear system.

3.4 Non-vanishing secular terms and renormalization flow

The non-vanishing (++ -) resonant terms in the source Sl arise from resonances that have

the form ωi + ωj − ωk = ωl and are given by

Sl = (. . .) + Tla
3
l cos(θl + θl − θl) +

∑

i,(i 6=l)

Rila
2
i al cos(θi + θl − θi)

+
∑

i,(i 6=l)

∑

j,(j 6=l)
︸ ︷︷ ︸

l6i+j

Sij(i+j−l)laiajai+j−l cos(θi + θj − θi+j−l), (3.34)

where (. . .) represents the non-resonant terms. The coefficients Sijkl, Ril and Tl are given by

Sijkl =−
1

4
Hijklωj

(
1

ωj + ωi
+

1

ωj − ωk

)

−
1

4
Hjkilωk

(
1

ωk − ωi
+

1

ωk − ωj

)

−
1

4
Hkijlωi

(
1

ωi + ωj
+

1

ωi − ωk

)

+
1

2
Xkijlωiωj

(
ωj

ωi − ωk
+

ωi

ωj − ωk
+ 1

)

+
1

2
Xijklωjωk

(
ωk

ωj+ωi
+

ωj

ωk−ωi
−1

)

+
1

2
Xjkilωkωi

(
ωk

ωi+ωj
+

ωi

ωk−ωj
−1

)

+
1

4

(
ωk

ωi + ωj

)

Z−
ijkl +

1

4

(
ωi

ωj − ωk

)

Z+
jkil +

1

4

(
ωj

ωi − ωk

)

Z+
kijl, (3.35)

Ril =

(
ω2
i

ω2
l − ω2

i

)
(
Hliil − 2ω2

iXliil

)
−

(
ω2
l

ω2
l − ω2

i

)
(
Hilil − 2ω2

iXilil

)
− ω2

iXliil

−
1

2

(
Hiill + 2ω2

iMlli

)
+ ω2

l

(
Xiill + 2ω2

iWlli

)
− ω2

l

(
ω2
i Piil +Biil

)

+

(
ω2
i

ω2
l − ω2

i

)
(
Yilli − Ylili + ω2

l (Xilli −Xlili)
)
, (3.36)

Tl =−
3

4
Hllll + ω2

lXllll − ω2
lMlll − ω2

l Blll + 2ω4
lWlll − ω4

l Plll. (3.37)

As per (3.19), to convert these source terms to secular terms in the solution for c
(3)
l ,

one simply needs to replace all cosines by sines, and multiply by t/(2ωl). From such an

expression for the secular terms, retracing the steps between (2.18) and (2.22), one obtains

the following renormalization flow equations for non-linear perturbation theory in the AdS
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background at first non-trivial order:

2ωl

ǫ2
dAl

dt
= −

∑

i,(i 6=l)

∑

j,(j 6=l)
︸ ︷︷ ︸

l6i+j

Sij(i+j−l)lAiAjAi+j−l sin(Bl +Bi+j−l −Bi −Bj), (3.38)

2ωlAl

ǫ2
dBl

dt
= −TlA

3
l −

∑

i,(i 6=l)

RilA
2
iAl

−
∑

i,(i 6=l)

∑

j,(j 6=l)
︸ ︷︷ ︸

l6i+j

Sij(i+j−l)lAiAjAi+j−l cos(Bl +Bi+j−l −Bi −Bj), (3.39)

where Al and Bl are the (slowly) running renormalized amplitudes and phases, and the

numerical coefficients T , R and S can be read off (3.3), (3.8), (3.18), (3.35)–(3.37).

3.5 Renormalization flow and quasi-periodic solutions

Numerical investigations of [7–14] have revealed a complex interplay between stability and

instability depending on the shape of the initial AdS perturbation. We feel that this

feature finds a reflection in the weakly non-linear perturbation theory, since, despite the

fact that the frequency spectrum is fully resonant (and thus, for example, no orbits at

all are protected from instability by the KAM theorem), only a subset of possible secular

terms (an correspondingly, energy transfer channels in the renormalization flow equations)

actually appear.

To make this more precise, we revisit the perturbative analysis of quasiperiodic solu-

tions in [14]. In that article, ‘Two-Time Framework’ equations identical to our (3.38)–(3.39)

were derived. The coefficients were not given analytic expressions, but rather evaluated

explicitly using a computer for a system truncated to low-lying modes. The vanishing of

the +++ and + - - secular term, for which we have given an analytic proof in section 3.3,

was of course observed (for a particular set of low-lying modes) in the results of those

direct evaluations. The authors then asked whether their ‘Two-Time Framework’ equation

predict solutions that remain quasi-periodic for times of order 1/ǫ2 (which is the validity

range of the resummed perturbation theory).

We can ask the same quasi-periodicity question in the context of our system (3.38)–

(3.39), and also contemplate how the presence of more general terms in (3.38)–(3.39) would

have affected the abundance of quasi-periodic solutions. More general terms in (3.38)–

(3.39) could be there given the frequency spectrum of AdS perturbation but are in fact

absent due to the vanishing of some classes of secular terms specific to the AdS background,

which we have analyzed in section 3.3.

Quasiperiodicity in the language of (3.38)–(3.39) simply means that the renormalized

amplitudes Al are constant. In that case, there is no significant energy transfer between

the modes (small energy oscillations are produced by non-secular terms in perturbation

theory), and the only significant effect of non-linearities on the evolution is the linear drift

of the renormalized phases Bl due to (3.39) which is nothing but a Poincaré-Lindstedt fre-

quency shift. (This picture of quasi-periodic motion in a non-linear non-integrable system
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is familiar from the KAM theory, though the fully resonant frequency spectrum we are

dealing with is exactly the opposite of the KAM theory asumptions.)

Al in (3.38) will vanish if

Bl +Bi+j−l −Bi −Bj = 0 (3.40)

for all l, i, j. As observed already in [14], this is solved by

Bj = B0 + j(B1 −B0), (3.41)

where B0 and B1 can be arbitrary. One then substitutes this relation into (3.39) and

obtains a system of algebraic equations for B0, B1 and Al. As pointed out in [14], if one

truncates this system to a finite subset of low-lying modes up to j = jmax, one obtains

jmax + 1 equations for jmax + 3 equations, giving a 2-parameter family of solutions, which

actually becomes a 1-parameter family of essentially different quasi-periodic solutions after

the obvious scaling symmetry Al(t) → ξAl(t/ξ
2), Bl(t) → Bl(t/ξ

2) present in (3.38)–(3.39)

is taken into account. (Removing the mode cut-off is subtle and we shall not attempt to

do it carefully at present.)

What we would like to emphasize in the context of our study is that the situa-

tion would have changed if more general terms (that vanish specifically for the AdS

case) were present on the right-hand side of (3.38). Such terms would have differ-

ent dependences on phases. For example, the +++ terms of section 3.3 would have

produced sin(Bl − Bi − Bj − Bl−d−i−j) and the + - - terms would have produced

sin(Bl + Bi + Bj − Bl+i+j+d). Demanding these terms to vanish would produce more

equations, in addition to (3.40), which can in general only be solved by

Bj =
ωj

ω0
B0 =

(

1 +
2j

d

)

B0. (3.42)

This equation contains only one free parameter, B0, whereas (3.41) contains two, B0

and B1. Consequently, based on this simple counting we observe that the number of

free parameters labelling different quasiperiodic solutions diminishes by one when general

secular terms are present, compared to the AdS case, where the +++ and + - - term

vanish. This observation gives some non-perturbative meaning to the restrictions on the

type of secular terms appearing in the AdS perturbation theory. It would be good to

make these ideas more precise.
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A Calculation of Sl

In this section, we give details on the computation of Sl = 〈S, el〉. Before we start, we list

some useful identities and definitions. From the equation c̈j +ω2
j cj = 0 for the modes cj(t)

it follows that d
dt(ω

2
i c

2
i + ċ2i ) = 0. Therefore, we can define the constants

Ci = ω2
i c

2
i + ċ2i . (A.1)

The equation for the modes also implies the identity

d

dt
(ω2

j cicj + ċiċj) = (ω2
j − ω2

i )ċjci. (A.2)

From the eigenfunction equation L̂ej = ω2
j ej , we have that −(µe′j)

′ = ω2
jµej such that

(µe′iej)
′ = (µe′i)

′ej + µe′ie
′
j = µ(−ω2

i eiej + e′ie
′
j). (A.3)

We can take the permutation i↔ j of this expression and take proper linear combinations

of these two expressions to obtain the identities

(ω2
j − ω2

i )µejei = (µ(e′iej − e′jei))
′ (A.4)

and

(ω2
j − ω2

i )µe
′
je

′
i = (µ(ω2

j e
′
iej − ω2

i e
′
jei))

′. (A.5)

Subtracting (3.12a) and (3.12b), we find that

A′
2(x, t)− δ′2(x, t) =

ν ′(x)

ν(x)
A2(x, t) = −ν ′(x)

∫ x

0

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)dy. (A.6)

Therefore

〈
(
A′

2 − δ′2
)
φ′1, el〉 = −

∫ π
2

0
dxφ′1(x, t)el(x)µ(x)ν

′(x)

∫ x

0
dy

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)

= −
∞∑

i=0

∞∑

j=0

∞∑

k=0

ck(t)

∫ π
2

0
dx e′k(x)el(x)µ(x)ν

′(x)

∫ x

0
dy

{
ċi(t)ċj(t)ei(y)ej(y) + ci(t)cj(t)e

′
i(y)e

′
j(y)

}
µ(y)

= −
∞∑

i=0

∞∑

j = 0

j 6= i

∞∑

k=0

ck(t)

(ω2
j − ω2

i )

∫ π
2

0
dx e′k(x)el(x)(µ(x))

2ν ′(x)

{
(ċi(t)ċj(t) + ω2

j ci(t)cj(t))e
′
i(x)ej(x)− (ċi(t)ċj(t) + ω2

i ci(t)cj(t))e
′
j(x)ei(x)

}

−
∞∑

i=0

∞∑

k=0

ck(t)

∫ π
2

0
dx e′k(x)el(x)µ(x)ν

′(x)

{

c2i (t)e
′
i(x)ei(x)µ(x)+Ci

∫ x

0
dy(ei(y))

2µ(y)

}

=−2
∞∑

i=0

∞∑

j = 0

j 6= i

∞∑

k=0

ck(t)Hijkl

(ω2
j−ω

2
i )

(ċi(t)ċj(t)+ω
2
j ci(t)cj(t))−

∞∑

i=0

∞∑

k=0

ck(t)
{
c2i (t)Hiikl+CiMkli

}
.
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The integrals of the form
∫ x
0 dy have been performed using the identities (A.3), (A.4), (A.5).

Using (3.13), we can proceed in a similar fashion to obtain

〈A2φ̈1, el〉 = −

∫ π
2

0
dx φ̈1(x, t)el(x)µ(x)ν(x)

∫ x

0
dy

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)

= −

∞∑

i=0

∞∑

j=0

∞∑

k=0

c̈k(t)

∫ π
2

0
dx ek(x)el(x)µ(x)ν(x)

∫ x

0
dy

{
ċi(t)ċj(t)ei(y)ej(y) + ci(t)cj(t)e

′
i(y)e

′
j(y)

}
µ(y)

= −
∞∑

i=0

∞∑

j = 0

j 6= i

∞∑

k=0

c̈k(t)

(ω2
j − ω2

i )

∫ π
2

0
dx ek(x)el(x)(µ(x))

2ν(x)

{
(ċi(t)ċj(t) + ω2

j ci(t)cj(t))e
′
i(x)ej(x)− (ċi(t)ċj(t) + ω2

i ci(t)cj(t))e
′
j(x)ei(x)

}

−
∞∑

i=0

∞∑

k=0

c̈k(t)

∫ π
2

0
dx ek(x)el(x)µ(x)ν(x)

{

c2i (t)e
′
i(x)ei(x)µ(x) + Ci

∫ x

0
dy(ei(y))

2µ(y)

}

=2
∞∑

i=0

∞∑

j = 0

j 6= i

∞∑

k=0

ω2
kck(t)Xijkl

(ω2
j−ω

2
i )

(ċi(t)ċj(t)+ω
2
j ci(t)cj(t))+

∞∑

i=0

∞∑

k=0

ω2
kck(t)

{
c2i (t)Xiikl+CiWkli

}
.

and

〈Ȧ2φ̇1, el〉 = −

∫ π
2

0
dx φ̇1(x, t)el(x)µ(x)ν(x)

∫ x

0
dy

∂

∂t

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)

= −
∞∑

i=0

∞∑

j=0

∞∑

k=0

ċk(t)

∫ π
2

0
dx ek(x)el(x)µ(x)ν(x)

∫ x

0
dy

∂

∂t

{
ċi(t)ċj(t)ei(y)ej(y) + ci(t)cj(t)e

′
i(y)e

′
j(y)

}
µ(y)

= −
∞∑

i=0

∞∑

j = 0

j 6= i

∞∑

k=0

ċk(t)

(ω2
j − ω2

i )

∫ π
2

0
dx ek(x)el(x)(µ(x))

2ν(x)

∂

∂t

{
(ċi(t)ċj(t) + ω2

j ci(t)cj(t))e
′
i(x)ej(x)− (ċi(t)ċj(t) + ω2

i ci(t)cj(t))e
′
j(x)ei(x)

}

−
∞∑

i=0

∞∑

k=0

ċk(t)

∫ π
2

0
dx ek(x)el(x)µ(x)ν(x)

∂

∂t

{

c2i (t)e
′
i(x)ei(x)µ(x)+Ci

∫ x

0
dy(ei(y))

2µ(y)

}

= −2
∞∑

i=0

∞∑

j=0

∞∑

k=0

ċk(t)ci(t)ċj(t)Xijkl.

In the last step, we have used the identity (A.2).

From (3.14), we can deduce that

〈δ2φ̈1, el〉 = −

∫ π
2

0
dx φ̈1(x, t)el(x)µ(x)

∫ x

0
dy

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)
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= −

∫ π
2

0
dy

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)

∫ π
2

y
dx φ̈1(x, t)el(x)µ(x)

= −
∞∑

k=0

c̈k(t)

∫ π
2

0
dy

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)

(

δkl −

∫ y

0
dx ek(x)el(x)µ(x)

)

=
∞∑

k = 0

k 6= l

c̈k(t)

(ω2
l − ω2

k)

∫ π
2

0
dy

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

(µ(y))2ν(y)(e′k(y)el(y)− e′l(y)ek(y))

− c̈l(t)

∫ π
2

0
dy

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)

(

1−

∫ y

0
dx(el(x))

2µ(x)

)

=
∞∑

k = 0

k 6= l

∞∑

i=0

∞∑

j=0

c̈k(t)

(ω2
l − ω2

k)

∫ π
2

0
dy

{
ċi(t)ċj(t)ei(y)ej(y) + ci(t)cj(t)e

′
i(y)e

′
j(y)

}

(µ(y))2ν(y)(e′k(y)el(y)− e′l(y)ek(y))

−
∞∑

i=0

∞∑

j=0

c̈l(t)

∫ π
2

0
dy

{
ċi(t)ċj(t)ei(y)ej(y) + ci(t)cj(t)e

′
i(y)e

′
j(y)

}

µ(y)ν(y)

(

1−

∫ y

0
dx(el(x))

2µ(x)

)

= −
∞∑

k = 0

k 6= l

∞∑

i=0

∞∑

j=0

ω2
kck(t)

(ω2
l − ω2

k)
{ċi(t)ċj(t)(Xklij −Xlkij) + ci(t)cj(t)(Yklij − Ylkij)}

+
∞∑

i=0

∞∑

j=0

ω2
l cl(t) {ċi(t)ċj(t)Pijl + ci(t)cj(t)Bijl} .

We have interchanged the integration
∫
dx

∫
dy →

∫
dy

∫
dx and then separated the inte-

gral
∫ π

2
y dx =

∫ π
2
0 dx−

∫ y
0 dx.

In a similar way, we finally obtain

〈δ̇2φ̇1, el〉 = −

∫ π
2

0
dx φ̇1(x, t)el(x)µ(x)

∫ x

0
dy

∂

∂t

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)

= −

∫ π
2

0
dy

∂

∂t

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)

∫ π
2

y
dx φ̇1(x, t)el(x)µ(x)

= −
∞∑

k=0

ċk(t)

∫ π
2

0
dy

∂

∂t

∂

∂t

(

φ̇1(y, t)
2+φ′1(y, t)

2
)

µ(y)ν(y)

(

δkl−

∫ y

0
dx ek(x)el(x)µ(x)

)

=
∞∑

k = 0

k 6= l

ċk(t)

(ω2
l − ω2

k)

∫ π
2

0
dy

∂

∂t

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

(µ(y))2ν(y)(e′k(y)el(y)− e′l(y)ek(y))

− ċl(t)

∫ π
2

0
dy

∂

∂t

(

φ̇1(y, t)
2 + φ′1(y, t)

2
)

µ(y)ν(y)

(

1−

∫ y

0
dx(el(x))

2µ(x)

)
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=
∞∑

k = 0

k 6= l

∞∑

i=0

∞∑

j=0

ċk(t)

(ω2
l − ω2

k)

∫ π
2

0
dy

∂

∂t

{
ċi(t)ċj(t)ei(y)ej(y) + ci(t)cj(t)e

′
i(y)e

′
j(y)

}

(µ(y))2ν(y)(e′k(y)el(y)− e′l(y)ek(y))

−
∞∑

i=0

∞∑

j=0

ċl(t)

∫ π
2

0
dy

∂

∂t

{
ċi(t)ċj(t)ei(y)ej(y) + ci(t)cj(t)e

′
i(y)e

′
j(y)

}

µ(y)ν(y)

(

1−

∫ y

0
dx(el(x))

2µ(x)

)

=
∞∑

k = 0

k 6= l

∞∑

i=0

∞∑

j=0

ċk(t)

(ω2
l − ω2

k)

∂

∂t
{ċi(t)ċj(t)(Xklij −Xlkij) + ci(t)cj(t)(Yklij − Ylkij)}

−
∞∑

i=0

∞∑

j=0

ċl(t)
∂

∂t
{ċi(t)ċj(t)Pijl + ci(t)cj(t)Bijl} .

Using all these expressions, we deduce from (3.15) the equation (3.17).

B FORM-based analysis of secular term coefficients

In this section we present our FORM script dealing with the +++ secular terms, which

retraces the derivation steps given in section 3.3 and produces the following output, which

should be matched to (3.29):

Secular =

+ Pl*[3d+2i+2j+2k]*[(d+2i)(d+2j)(d+2k)]*[(3d+2i+2j+2k+1)eta^7-(d+i+j+k+\

1)(3d+2i+2j+2k+2)eta^6] * ( 1 + [d+2i]^-1*[d+2j] + [d+2j]^-1*[d+2k] +

[d+2i]*[d+2k]^-1 );

The script, given below, is extremely straightforward, and should be reasonably easy to

interpret even for readers completely unfamiliar with FORM programming. It starts with

declaring an expression matching (3.21) up to normalization, and then applying a sequence

of symbolic substitutions that implement integration by parts, re-expression through Ja-

cobi polynomials, substituting the two highest order terms from each Jacobi polynomial,

extracting the two highest-order terms of the entire (polynomial) expression, and finally,

simplifying and factorizing the result. The lines starting with * are comments that do not

affect the execution of the script.

Symbols d, Pl, eta, [eta^7], [eta^6];

Symbols i,j,k,l,any1,any2,any3;

Symbols [d+2i],[d+2j],[d+2k], [3d+2i+2j+2k], [3d+2i+2j+2k+1], [3d+2i+2j+2k+2],

[d+2i-1], [d+2j-1], [d+2k-1],[d+i+j+k+1],[(d+2i)(d+2j)(d+2k)];

Symbols [eta^7(3d+2i+2j+2k+1)],[eta^6(d+i+j+k+1)(3d+2i+2j+2k+2)],

[(3d+2i+2j+2k+1)eta^7-(d+i+j+k+1)(3d+2i+2j+2k+2)eta^6];
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CFunctions om, H, X, Ydiff, Z, E, D, e, epr, munu, tanx, P, Ppr;

* Secular = Qijkl multiplied with (omi+omj)(omj+omk)(omi+omk)

Local Secular=

-1/2*H(i,j,k,l)*om(j)*(om(i)+om(k))*(2*om(j)+om(i)+om(k))

-1/2*H(j,k,i,l)*om(k)*(om(i)+om(j))*(2*om(k)+om(i)+om(j))

-1/2*H(k,i,j,l)*om(i)*(om(j)+om(k))*(2*om(i)+om(j)+om(k))

+X(i,j,k,l)*om(j)*om(k)*(om(j)+om(k))*

((om(i)+om(j))*(om(i)+om(k))+om(k)*(om(i)+om(k))+om(j)*(om(i)+om(j)))

+X(j,k,i,l)*om(i)*om(k)*(om(i)+om(k))*

((om(i)+om(j))*(om(j)+om(k))+om(k)*(om(j)+om(k))+om(i)*(om(i)+om(j)))

+X(k,i,j,l)*om(i)*om(j)*(om(i)+om(j))*

((om(i)+om(k))*(om(j)+om(k))+om(i)*(om(i)+om(k))+om(j)*(om(j)+om(k)))

-1/2*Z(i,j,k,l)*om(k)*(om(i)+om(k))*(om(j)+om(k))

-1/2*Z(j,k,i,l)*om(i)*(om(i)+om(j))*(om(i)+om(k))

-1/2*Z(k,i,j,l)*om(j)*(om(i)+om(j))*(om(j)+om(k));

id Z(i?,j?,k?,l?)=om(i)*om(j)*(X(k,l,i,j)-X(l,k,i,j))-Ydiff(k,l,i,j);

* eliminating Y

id Ydiff(i?,j?,k?,l?)=(om(i)^2-om(j)^2)*X(k,l,i,j)+om(k)^2*(X(i,j,k,l)-X(j,i,k,l))

-(H(i,j,k,l)-H(j,i,k,l));

id om(l)=om(i)+om(j)+om(k);

.sort

* integrating by parts to remove the derivatives from e_l

id X(l,i?,j?,k?)=-(X(i,j,k,l)+X(j,i,k,l)+X(k,i,j,l))-E(i,j,k,l);

id H(l,i?,j?,k?)=-(H(i,k,j,l)+H(k,i,j,l))+om(j)^2*D(i,j,k,l)+4*X(j,i,k,l);

* eta=1+cos2x

id H(i?,j?,k?,l?)=epr(i)*e(j)*epr(k)*e(l)*(-d+eta);

id X(i?,j?,k?,l?)=epr(i)*e(j)*e(k)*e(l)*munu(eta);

id E(i?,j?,k?,l?)=e(i)*e(j)*e(k)*e(l)*(d-2+eta);

id D(i?,j?,k?,l?)=e(i)*e(j)*e(k)*e(l)*(-d+eta);

.sort

* substituting the mode functions with the overall normalization stripped

* and divided by (cos x)^d

id e(i?)=P(i);

id epr(i?)=-d*tanx(eta)*P(i)-4*munu(eta)*Ppr(i);

id P(l)=Pl;
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id munu(eta)^2= eta*(2-eta)/4;

id tanx(eta)^2 = (2-eta)/eta;

id tanx(eta)*munu(eta)=1-(eta/2);

* 2 leading terms for each Jacobi polynomial, divided by

* eta^(i-2), eta^(j-2), eta^(k-2), respectively

* overall normalization stripped

id P(i)=eta^2-i*([d+2i-1]+1)*[d+2i-1]^(-1)*eta;

id P(j)=eta^2-j*([d+2j-1]+1)*[d+2j-1]^(-1)*eta;

id P(k)=eta^2-k*([d+2k-1]+1)*[d+2k-1]^(-1)*eta;

id Ppr(i)=i*eta-i*(i-1)*([d+2i-1]+1)*[d+2i-1]^(-1);

id Ppr(j)=j*eta-j*(j-1)*([d+2j-1]+1)*[d+2j-1]^(-1);

id Ppr(k)=k*eta-k*(k-1)*([d+2k-1]+1)*[d+2k-1]^(-1);

* remove low powers

id eta^i?{<6}=0;

id eta^7=[eta^7];

id eta^6=[eta^6];

.sort

id om(i)=[d+2i-1]+1;

id om(j)=[d+2j-1]+1;

id om(k)=[d+2k-1]+1;

id i=([d+2i-1]+1-d)/2;

id j=([d+2j-1]+1-d)/2;

id k=([d+2k-1]+1-d)/2;

.sort

* inverse powers of [d+2i-1], [d+2j-1], [d+2k-1] have cancelled out

id [d+2i-1]=[d+2i]-1;

id [d+2j-1]=[d+2j]-1;

id [d+2k-1]=[d+2k]-1;

.sort

* proceed with factorizations

id [eta^7]*[d+2i]^any1?=[eta^7]*([3d+2i+2j+2k+1]-1-[d+2j]-[d+2k])^any1;

id [3d+2i+2j+2k+1]^any1?{>1}=[3d+2i+2j+2k+1]*([d+2i]+[d+2j]+[d+2k]+1)^(any1-1);

.sort

id [eta^6]*[d+2i]^any1?=[eta^6]*([3d+2i+2j+2k+2]-2-[d+2j]-[d+2k])^any1;

id [3d+2i+2j+2k+2]^any1?{>1}=[3d+2i+2j+2k+2]*([d+2i]+[d+2j]+[d+2k]+2)^(any1-1);

.sort
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id [eta^6]*[d+2i]^any1?=[eta^6]*(2*[d+i+j+k+1]-2+d-[d+2j]-[d+2k])^any1;

id [d+i+j+k+1]^any1?{>1}=[d+i+j+k+1]*(([d+2i]+[d+2j]+[d+2k]+2-d)/2)^(any1-1);

.sort

id [eta^6]*[d+i+j+k+1]*[3d+2i+2j+2k+2]=[eta^6(d+i+j+k+1)(3d+2i+2j+2k+2)];

id [eta^7]*[3d+2i+2j+2k+1]=[eta^7(3d+2i+2j+2k+1)];

.sort

id [eta^7(3d+2i+2j+2k+1)]=[(3d+2i+2j+2k+1)eta^7-(d+i+j+k+1)(3d+2i+2j+2k+2)eta^6]

+[eta^6(d+i+j+k+1)(3d+2i+2j+2k+2)];

.sort

id [d+2k]=[3d+2i+2j+2k]-[d+2i]-[d+2j];

id [3d+2i+2j+2k]^any1?{>1}=[3d+2i+2j+2k]*([d+2i]+[d+2j]+[d+2k])^(any1-1);

.sort

id Pl=Pl*[(d+2i)(d+2j)(d+2k)]*[d+2i]^(-1)*[d+2j]^(-1)*[d+2k]^(-1);

Bracket Pl,[(3d+2i+2j+2k+1)eta^7-(d+i+j+k+1)(3d+2i+2j+2k+2)eta^6],

[3d+2i+2j+2k],[(d+2i)(d+2j)(d+2k)];

Print;

.end

(It may appear surprising that the output of our script is not manifestly symmetric

under all permutations of i, j and k, even if the starting expression is. There is no

contradiction here, however, since the integration by parts (3.23) we employ only preserves

the permutation symmetry of the total integral expressions, but upsets some of the

permutation symmetries of the integrands. In our case, since the end result of the

integration is 0, it is trivially fully permutation-symmetric, even if an explicit formula for

the integrand we give is not.)

We have also employed a very similar script, with the roles played by i and l inter-

changed and starting with (3.32) rather than (3.21), to analyze the + - - secular terms and

derive the coefficients of the two highest powers in Ujkl(ξ) of (3.33), which can be read off

from the following output (what matters for us is the ratio of the two coefficients, hence

only the expression in the square brackets of the first line of the output is relevant):

Secular =

+ Pi*[(3d+2l+2j+2k+1)eta^7-(d+l+j+k+1)(3d+2l+2j+2k+2)eta^6] * ( 2*

[d+2j]*[d+2k]^3 + 2*[d+2j]^2*[d+2k]^2 + 2*[d+2j]^3*[d+2k] + [d+2l]*

[d+2k]^3 + [d+2l]*[d+2j]*[d+2k]^2 + 2*[d+2l]*[d+2j]^2*[d+2k] + [d+2l]

*[d+2j]^3 - [d+2l]^2*[d+2k]^2 - [d+2l]^2*[d+2j]*[d+2k] + 2*[d+2l]^2*

[d+2j]^2 + [d+2l]^3*[d+2j] );

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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Using the AdS/CFT correspondence, we probe the scale dependence of thermalization in strongly

coupled field theories following a sudden injection of energy via calculations of two-point functions,

Wilson loops, and entanglement entropy in d ¼ 2, 3, 4. In the saddle-point approximation these probes are

computed in AdS space in terms of invariant geometric objects—geodesics, minimal surfaces, and

minimal volumes. Our calculations for two-dimensional field theories are analytical. In our strongly

coupled setting, all probes in all dimensions share certain universal features in their thermalization:

(1) a slight delay in the onset of thermalization, (2) an apparent nonanalyticity at the endpoint of

thermalization, (3) top-down thermalization where the UV thermalizes first. For homogeneous initial

conditions the entanglement entropy thermalizes slowest and sets a timescale for equilibration that

saturates a causality bound over the range of scales studied. The growth rate of entanglement entropy

density is nearly volume-independent for small volumes, but slows for larger volumes.

DOI: 10.1103/PhysRevD.84.026010 PACS numbers: 11.25.Tq, 12.38.Mh

I. INTRODUCTION

A. Motivation

The observed nearly inviscid hydrodynamic expansion
of the hot QCD matter produced in nuclear collisions at the
Relativistic Heavy Ion Collider (RHIC) indicates that mat-
ter produced in these nuclear reactions is strongly coupled
[1–3]. The inability of perturbation theory to account for
this phenomenon has motivated studies of nonequilibrium
dynamics in analytically tractable, strongly coupled gauge
theories. The prototype of such theories is the maximally
supersymmetric Yang-Mills theory in the large-Nc, large ’t
Hooft coupling limit, which is holographically dual to the
classical limit of a superstring theory on the anti–de Sitter
space AdS5 � S5 background [4]. Hydrodynamical evolu-
tion with a minimal shear viscosity emerges naturally as
late-time behavior in the longitudinal expansion of a ther-
mal gauge plasma in this model [5,6]. In the dual super-
gravity theory, the thermal state of the gauge theory is
represented by a black brane in the asymptoticAdS5 space,
and the near-equilibrium dynamics of the gauge theory
giving rise to hydrodynamic behavior is mapped onto the
dynamics of perturbations of the AdS5-black brane metric.
A nice recent review on the holographic study of hot
QCD matter, focused on equilibrium and near-equilibrium
aspects, is [7].

While the near-equilibrium dynamics of the strongly
coupled super–Yang-Mills (SYM) theory is well studied,

the process of thermalization itself is still poorly under-
stood. The RHIC data demand that the time scale for
equilibration of matter is considerably shorter than ex-
pected in the framework of perturbative approaches to
thermalization [8,9]. The dearth of other nonperturbative
tools for the description of the short prehydrodynamic
stage of the nuclear collision motivates the use of the
AdS/CFT correspondence to study thermalization of
strongly coupled plasmas. Phenomenologically, the central
rapidity region of a high energy collision turns out to be
boost-invariant to a good approximation, so it is natural to
consider boost-invariant configurations [6,10–12]. One in-
teresting question is how thermal equilibrium is reached in
such systems. This is the question we will address in the
present paper, albeit in the case of translationally invariant
plasmas.
We investigate the thermalization process not only in the

strongly coupled ð3þ 1Þ ¼ 4-dimensional super–Yang-
Mills theory, but also in the analogous lower (2 and 3)
dimensional field theories. This has several motivations.
The first reason is that the 2-dimensional version, which is
dual to classical (super-)gravity on AdS3 space, admits
analytical solutions and thus allows us to explore thermal-
ization over a wide range of parameters. A second moti-
vation is that some version of the 2-dimensional dual
theory, (1þ 1) dimensional super-Yang-Mills theory, can
be formulated on a lattice and solved nonperturbatively
[13,14]. Finally, the comparison of theories in different
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dimensions makes it easier to distinguish generic aspects
of thermalization of strongly coupled quantum field theo-
ries from aspects that are special features of 4-dimensional
field theories.

B. Holographic models of thermalization

1. Thermalization scenarios

What is appropriately called the thermalization time
may not only depend on the probe of the state of the field
but also on the initial field configuration that evolves
toward thermal equilibrium. Here one can distinguish be-
tween two broad classes of scenarios. The first class con-
siders small perturbations around thermal equilibrium and
asks how equilibrium is reached. For a gauge theory with a
holographic dual, this approach amounts to studying the
decay of small perturbations of an AdS-black brane ge-
ometry. This is conveniently studied in terms of the quasi-
normal modes of fields propagating in the black brane
background [15]. The imaginary parts of the eigenvalues
of these modes describe the thermal relaxation rates of
various excitations, such as anisotropic perturbations of
the stress-energy tensor. In the context of relativistic
heavy-ion collisions, this approach is relevant for the study
of viscous corrections to hydrodynamics and other trans-
port processes in the presence of a thermal gauge theory
plasma (see, e.g., [16] for a review).

The second class of scenarios considers the thermal-
ization of an initial field configuration, which is generally
far from equilibrium. Through the AdS/CFT correspon-
dence, the approach to thermal equilibrium in the bound-
ary gauge theory is related to the process of black hole
formation in the bulk. In early work, before the motiva-
tion from RHIC experiments, the goal was to understand
how black hole formation from a gravitational collapse of
a shell of matter would be encoded in the field theory in
the boundary [17–20]. Also, in more recent work, the
initial conditions have usually been defined directly in
the dual gravity theory—in most, if not all, of these cases
the precise form of the initial condition is not known in
terms of gauge theory excitations. Examples of such
configurations are colliding gravitational shock waves
[21], sheets of fundamental strings that may provide an
AdS model of densely packed flux tubes [22], and sudden
perturbations of the metric near the boundary that propa-
gate into the bulk [11,23]. Motivated by the properties of
the initial state of a relativistic heavy-ion collision, which
contains two highly energetic nuclei, these scenarios have
injecting energy into the AdS geometry at high momen-
tum or short distance scales in common.

Some of these recent studies of gravitational collapse in
AdS5 started from translation invariant, but locally aniso-
tropic perturbations of the metric near the boundary and
followed their propagation into the bulk, ultimately result-
ing in the formation of an event horizon [11]. The initial
anisotropy of the metric is dissipated by the black brane,

asymptotically resulting in viscous, boost-invariant scaling
hydrodynamics on the boundary [12,24]. Gravitational
collapse in AdSdþ1 induced by a scalar field perturbation
was studied in [23], most explicitly for the case of AdS4,
where the bulk equations of motion for gravity coupled to a
massless scalar field were solved perturbatively for a
small-amplitude scalar perturbation that propagates in
from the AdS boundary. The perturbation was taken to
be translationally invariant along the spatial directions of
the boundary and to vanish outside of a short time interval.
An interesting technical result is that for this translationally
invariant collapse in AdS4, the metric outside the infalling
shell of matter coincides with a black brane metric to first
nontrivial order in the perturbation [23]. This has the
consequence that expectation values of local observables
thermalize essentially instantaneously in the field theory
dual to the infalling shell background.
Similarly to the approach of [23], in [25] the equilibrat-

ing field configuration was modeled by a homogeneous,
infalling thin mass shell. The motivation for choosing such
a configuration was that it naturally arises in the AdS dual
description of the asymptotic limit of a transversely ex-
tended ensemble of flux tubes. Hence, in distinction to the
matter shells in early work, the shell has tension which in
part contributes to the collapse dynamics. The flux tubes
represent the energy density deposited by the colliding
leading gauge charges (i.e. the valence quarks of the col-
liding nuclei), and the AdS description involves a suffi-
ciently simple geometry to admit analytic or semianalytic
solutions. Our model does not allow us to study the ap-
proach to local isotropy and hydrodynamical behavior, but
it enables us to investigate the approach of the field to a
thermal configuration in momentum space and to measure
the growth of its entanglement entropy, as discussed in
Secs. II C and III C. In this sense, our present study is
complementary to those mentioned above which focus on
the approach to the hydrodynamical limit. Note that the
work [25] considered a quasistatic approximation with
metrics that correspond to stationary ‘‘snapshots’’ of the
dynamic geometry containing the infalling mass shell.
Here we study both the dynamic and the quasistationary
geometries and show that there are some significant dif-
ferences in the pictures that they yield of thermalization.
Various aspects of the dynamic case of a thin infalling shell
have been investigated in [26–28]. The effect of a dynami-
cal boundary condition has also been studied in the back-
ground of a moving mirror [29]. New techniques for the
evaluation of various Green functions in nonequilibrium
backgrounds have been developed in [30], in addition to
the complex contour approach by [31]. The counterpart to
the Chandrasekhar limit for a gravitational collapse of a
degenerate star to a black hole in AdS/CFT has been
investigated in [32]. Finally, thermalization after a quan-
tum quench (a sudden change in the parameters of the
Hamiltonian) in gauge theory has also been modeled by
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a sudden change in couplings or other background fields
than the bulk metric [33,34]. In the probe brane approach
such a change then can manifest as time dependence in the
induced metric on the brane.

Concretely, we focus on the (dþ 1)-dimensional infal-
ling shell geometry described in Poincaré coordinates by
the Vaidya metric

ds2 ¼ 1

z2
½�ð1�mðvÞzdÞdv2 � 2dzdvþ dx2�; (1)

where v labels ingoing null trajectories and we have set the
AdS radius equal to 1. The boundary spacetime is located
at z ¼ 0 and x ¼ ðx1; . . . ; xd�1Þ correspond to the spatial
coordinates on the boundary. For constant mðvÞ ¼ M, the
coordinate transformation

dv ¼ dt� dz

1�Mzd
(2)

brings the metric (1) in the form

ds2 ¼ 1

z2

�
�ð1�MzdÞdt2 þ dz2

1�Mzd
þ dx2

�
: (3)

On the boundary, the coordinates v and t coincide. We take
the mass function of the infalling shell to be

mðvÞ ¼ M

2

�
1þ tanh

v

v0

�
; (4)

where v0 parametrizes the thickness of the shell falling
along v ¼ 0. We will often be interested in the zero thick-
ness limit v0 ! 0. The Vaidya metric describes a shell
composed of tensionless null dust, which represents an
analytical simplification of the tensionful shell models
studied in [25] and of the model of [23].

The geometry outside the infalling shell (which corre-
sponds to v > 0 in the zero thickness limit) is identical
to that of an AdS-black brane geometry with Hawking

temperature T ¼ dM1=d=4�, while the geometry inside
the shell (v < 0 when v0 ! 0) is the same as that of pure
AdS geometry. The causal structure of the Vaidya space-
time is shown in Fig. 1.

2. Probes of thermalization

In order to probe the dynamics of the thermalization
process, one can study a variety of observables of
the boundary gauge theory. Expectation values of local
gauge-invariant operators, such as the energy-momentum
tensor and its derivatives provide valuable information
about the applicability of viscous hydrodynamics, but
they cannot be used to explore deviations from thermal
equilibrium in detail. Nonlocal observables such as pair
correlation functions, Wilson loop expectation values, and
entanglement entropy provide much more information
about progress towards thermalization. (They are also
relevant to the physics probed in relativistic heavy-ion
collisions, e.g., through the jet quenching parameter q̂
[35,36] and the color screening length.)
To illustrate, consider spatially homogeneous states

of a weakly interacting massless scalar field. The energy-
momentum tensor can be expressed as

T�� ¼
Z dk

k0
k�k�nðkÞ; (5)

where nðkÞ ¼ haykaki denotes the occupation number of a

momentum mode of the scalar field. (There is no spatial
dependence of the stress tensor because the field configu-
ration is homogeneous here.) It is obvious from (5) that this
observable contains only limited information about the
particle distribution. In particular, T�� cannot inform us
whether thermal equilibrium has been reached; it only tells
us whether the pressure is locally isotropic. This is not even
a sufficient condition for the matching of the field theory to
hydrodynamics, because the equation of state relies on the
assumption of thermal occupation numbers for the various
modes. It is also insufficient to answer many other ques-
tions, e.g., about the expected spectrum of radiation emitted
by collisions among the scalar particles. The equal-time
two-point function, on the other hand, is given by

GðxÞ ¼
Z dk

k0
½nðkÞ þ 1� expðik � xÞ; (6)

which allows us to extract detailed information about the
particle distribution and thus probe its closeness to a ther-
mal distribution in detail. Note that even the two-point
function is insufficient to probe for the phase relationship
between the occupation amplitudes of different fieldmodes.
This information can, however, be obtained by an analysis
of the four-point function of the field.
In an interacting quantum field theory, the two-point

function is determined not only by the mode occupation
numbers nðkÞ but also by the spectral density function
�ðk0;kÞ. For the free field, �ðkÞ ¼ 2��ðk2 �m2Þ, but

FIG. 1. The causal structure of the Vaidya spacetime (in the
v0 ! 0 limit) shown in the Poincaré patch of AdS space. In this
presentation, the asymptotic boundary (vertical line on the right
hand side) is planar and the null lines on the left hand side of the
diagram represent the Poincaré horizon.
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more generally the spectral function is determined by the
exact self-energy �ðk0;kÞ as follows:

�ðk0;kÞ¼ 2Im�ðk0;kÞ
½ðk0Þ2�k2�m2�Re�ðk0;kÞ�2þ Im�ðk0;kÞ2 :

(7)

Since the self-energy is a function of the temperature, so is
the spectral density function. For a weakly coupled field,
the medium dependence is reflected, e.g., in medium mod-
ifications of particle masses and widths. In the strongly
coupled gauge theory, the vacuum spectral function has the
generic form [37]

�ðk0;kÞ � ððk0Þ2 � k2Þ��ððk0Þ2 � k2Þ; (8)

where the exponent � depends on the dimension of the
considered field. This becomes a sigmoidal function at
finite temperature. The mode occupation number nðkÞ
and the spectral function �ðk0;kÞ combine multiplica-
tively to yield the true, physical excitation probability of
a momentummode k. The time evolution of the equal-time
two-point function probes the approach of this excitation
probability to thermal equilibrium.

In the AdS/CFT correspondence there is a geometric
intuition for why expectation values of local gauge-
invariant operators are insensitive to details of the progress
towards thermalization—they are only sensitive to phe-
nomena near the AdS boundary. Thus, they do not probe
the details of phenomena occurring near the thermal scale.
By contrast, nonlocal objects, such as two-point correlators
of gauge-invariant operators and expectation values of
Wilson loops, are dual to AdS quantities that probe deeper
into the spacetime and further away from the boundary. For
example, at strong ’t Hooft coupling, it is possible to
approximate the path integral for the connected two-point
correlator as a sum over all possible AdS geodesics con-
necting the two endpoints, which are placed on the AdS
boundary [38]. (For certain subtleties regarding this state-
ment, see [39–41].) The geodesics probe the interior of
AdS space, which is dual to the statement that they are
sensitive to a wide range of energy scales in the boundary
field theory. As wewill see, Wilson loop expectation values
[42] and entanglement entropy [26,43,44] are also related
to minimal lengths, surfaces, and volumes of various kinds
in AdS. These also extend into the bulk of AdS and hence
probe a range of energy scales.

C. Overview of this work

We consider two-, three-, and four-dimensional field
theories dual to gravity in asymptotically AdS3, AdS4,
and AdS5 spacetimes, respectively. The motivation for
studying all these cases (rather than only the case of
four-dimensional field theories potentially relevant for
heavy-ion collisions) is that we are interested in generic
conclusions on strongly coupled field theories with gravity
duals. Lower dimensional theories are technically much

simpler: analytic computations are possible in AdS3.
Furthermore, our basic methods are similar in all dimen-
sions—we calculate field theory observable that can be
related to invariant geometric objects—minimal lengths,
surfaces, and volumes—in AdS spacetimes of different
dimensions. Our results show that many conclusions are
not sensitive to the dimension.
Section II discusses three measures of thermalization—-

two-point functions, Wilson loop expectation values, and
entanglement entropy. We compute these observables at
thermal equilibrium, and, in Sec. III we use deviations
from these results as probes of incomplete thermalization
by examining the duals to these observables in gravity
backgrounds with infalling shells of matter in AdS3,
AdS4, and AdS5. The infalling shells of matter collapse
to form black branes, representing the process of equili-
bration and thermalization in the dual field theory after a
sudden injection of energy. In these dynamical back-
grounds we compute nonlocal observables as a function
of time and track the rate at which thermalization pro-
gresses for each observable at different spatial scales in the
field theory. Section IV concludes the paper by summariz-
ing our findings. An Appendix describes how the results
would differ in a quasistatic approximation. A brief
account of this work has appeared in [45].
One broad finding is that these models exhibit a ‘‘top-

down’’ thermalization mechanism, see also [25]. Wewould
like to stress that this is very much in contrast with the
standard ‘‘bottom-up’’ paradigm [8] based on perturbative
gauge theory. In the ‘‘bottom-up’’ scenario, hard quanta of
the gauge field do not equilibrate directly by randomizing
their momenta in two-body collisions, but they do so by
radiating softer quanta, which gradually fill up the thermal
phase space and equilibrate by collisions among them-
selves. In other words, infrared modes are the first to
thermalize, and the thermalization proceeds gradually
(‘‘from the bottom-up’’) to more energetic modes of the
gauge field. The bottom-up scenario is closely linked to the
infrared divergence of the splitting functions of gauge
bosons and fermions in the perturbative gauge theory.
This contrasts with the ‘‘democratic’’ splitting properties
of excitations in the strongly coupled SYM theory, which
favor an approximately equal sharing of energy and
momentum [46,47]. We should therefore expect that the
thermalization process proceeds quite differently in the
strongly coupled gauge theory. The phase space for radia-
tion and, at strong coupling, also the spectral weight (8)
is largest for the most energetic quanta. They then divide
their energy and momentum approximately equally
among their siblings, leading to a rapid cascading down
to a thermal distribution. This consideration suggests that
the thermalization process more closely resembles a
‘‘top-down’’ scenario in which energetic gauge field modes
equilibrate first and soft modes last. Further broad conclu-
sions appear in Sec. IV.
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It is appropriate here to comment on the differences and
overlap between the current work and the recent related
work in the literature. In [26,27], geodesics (or equiva-
lently, entanglement entropy) in AdS3 Vaidya were studied
numerically for a thin but finite shell. In contrast, we also
study geodesics in AdS3 Vaidya analytically for an infini-
tesimally thin shell. In [28], Wilson loops (or equivalently,
entanglement entropy) were studied in AdS4 Vaidya, for
the case of circular and rectangular loops. We do not only
confirm their results but also study geodesics in AdS4
Vaidya, which have not been closely investigated in the
context of holographic thermalization as far as we know.
Moreover, we study AdS5 Vaidya geometries for the first
time by computing geodesics, circular and rectangular
Wilson lines, and entanglement entropy for spherical vol-
umes on the boundary.

II. PROBES OF THERMALITY

We are interested in processes where energy is injected
into a strongly coupled field theory and equilibrates over
time. Thus we need probes that take instantaneous snap-
shots of the state of the system which can be compared
to the thermally equilibrated state. As discussed above,
expectation values of local gauge-invariant operators are
insufficient. Thus, in this section we describe three non-
local probes—two-point functions, Wilson loop expecta-
tion values, and entanglement entropy—which can be
elegantly computed using geometric techniques in the
AdS/CFT correspondence. We will show how these quan-
tities computed in strongly coupled theory at thermal equi-
librium differ from the corresponding quantities in the
vacuum. In Sec. III we will use the same quantities as
probes of thermalization following a sudden injection of
energy, by comparing the instantaneous values of the
probes with the values at thermal equilibrium.

A. Equal-time two-point functions

We begin our exploration with the equal-time two-point
functions, which can be analytically calculated in two-
dimensional conformal field theories at thermal equilib-
rium. We first remind the reader how the thermal occupa-
tion probabilities of momentum modes enter into the two-
point function and how they are related to the spatial form
of the equal-timeWightman function. We then explain how
we generalize this approach to higher dimensional theo-
ries, where we can easily calculate the Wightman function
in the saddle-point approximation.

1. Two-dimensional free scalar field
in thermal equilibrium

We would like to understand how we can extract infor-
mation about the thermalization process from the time
dependence of the Wightman function

G>
Oðt;x; t0;x0Þ ¼ hOðt;xÞOðt0;x0Þi; (9)

whereO is a local operator of dimension �. As a warm-up
exercise we consider the free massless scalar field in two
dimensions with mode expansion

�ðt; xÞ ¼ �ðx�; xþÞ

¼
Z
kþ�0

dkþ

2�

�
1

kþ
e�ikþx�ay

kþ þ cc

�

þ
Z
k��0

dk�

2�

�
1

k�
e�ik�xþ ~ayk� þ cc

�
:

(10)

We defined the operators aþk as dimensionless, which

implies the commutation relation ½akþ ; ayk0þ � ¼ kþ�ðkþ �
k0þÞ, etc. Employing the free spectral function �0ðkÞ ¼
2��ðk2Þ ¼ 2��ðkþk�Þ, this can be written as

�ðx�; xþÞ ¼
Z d2k

ð2�Þ2 �0ðkÞeikþx�þik�xþbkþ;k� ; (11)

where for kþ, k� � 0: bkþ;0 ¼ akþ , b�kþ;0 ¼ ay
kþ , b0;k� ¼

~ak� , b0;�k� ¼ ~ayk� . Consider the dimension one operators

@þ� or @��. The vacuum two-point function of @�� is
time and space translation invariant, so we consider

G>�ðx�Þ ¼ h@��ð0Þ@��ðx�Þi

¼
Z
k��0

d2k

ð2�Þ2 ðk
�Þ2�0ðkÞe�ikþx��ik�xþ

¼
Z
k��0

dk�

2�
kþe�ik�x� � 1

ðx�Þ2 : (12)

For nonzero temperature, the spectral function of the free
field remains unchanged, and we find

G>þðx�;TÞ ¼
Z
kþ>0

dkþkþðe�ikþx�ðnðkþÞ þ 1Þ
þ eik

þx�nðkþÞÞ; (13)

where nðkÞ ¼ ðe�k � 1Þ�1 is the standard (Bose) thermal
occupation number. This can be rewritten as

Z
kþ

dkþe�ikþxþ
e�k

þ

e�k
þ � 1

kþ � 1

�2sinh2ð�xþ� Þ : (14)

This is exactly the result expected from conformal invari-
ance. The finite temperature computation is a computation
on a Euclidean cylinder, which can be mapped to the
complex plane using the exponential map, and we already
know the answer on the plane. Undoing the coordinate
transformation leads to the above two-point function.

2. Strongly interacting scalar field theory
in equilibrium from AdS/CFT

For an interacting field theory the spectral function
changes with temperature. As a preparatory example of
an interacting two-dimensional thermal field theory de-
fined by a gauge-gravity duality we consider the AdS3
case, i.e., the Banados-Teitelboim-Zanelli (BTZ) black
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hole, and make use of the results presented in [48]. Writing

! ¼ ðkþ þ k�Þ= ffiffiffi
2

p
and k ¼ ðkþ � k�Þ= ffiffiffi

2
p

, the thermal
Wightman function for a scalar field in such a theory is [48]

G>ðkÞ ¼ i

�
1� coth

!

2T

�
ImGRðkÞ ¼ �2i

e!=T � 1
ImGRðkÞ;

(15)

where GR is the retarded Green’s function and �2 ImGR

yields the spectral function. The precise form of the ther-
mal retarded Green function depends on the dimension �
of the field in the operator. For � ¼ 1, we have [48]

GRð!; kÞ ¼ 1

2�

�
c

�
1

2
� i

!� k

4�T

�
þ c

�
1

2
� i

!þ k

4�T

��
:

(16)

Using Imc ð12 þ iyÞ ¼ �
2 tanh�y gives the spectral density

of states as

�ð!; kÞ ¼ �2 ImGRð!; kÞ ¼ sinh!
2T

cosh!
2T þ cosh k

2T

: (17)

What can we learn from the equal-time Wightman func-
tion? One strategy is to use the vacuum subtracted
Wightman function which at thermal equilibrium depends
only on �t ¼ t0 � t

G>
subð�t; k;TÞ
¼ G>ð�t; k;TÞ �G>ð�t; k;T ¼ 0Þ
¼

Z d!

2�
e�i!�t½G>ð!; k;TÞ �G>ð!; k;T ¼ 0Þ�:

(18)

Using the Bose occupation number density nBð!Þ¼
ðe!=T�1Þ�1, the equal-time Wightman function (�t¼0)
is then

G>
subð0;k;TÞ¼ i

Z 1

�1
d!

2�
nBð!Þ�ð!;k;TÞ

þ i
Z 1

�1
d!

2�
�ð�!Þ�ð!;k;0Þ

¼2i
Z 1

0

d!

2�
nBð!Þ�ð!;k;TÞ

þ i
Z 1

0

d!

2�
½�ð!;k;TÞ��ð!;k;0Þ�:

(19)

Inserting the explicit expressions, we obtain after some
manipulations

G>
subð0; k;TÞ ¼ i

Z 1

0

d!

2�

��
2

e!=T � 1
þ 1

�

� sinh!
2T

cosh!
2T þ cosh k

2T

� 1

�
þ i

Z k

0

d!

2�

¼ �i
Z 1

0

d!

2�

cosh k
2T

cosh!
2T þ cosh k

2T

þ i
k

2�
:

(20)

Introducing the notation cosha ¼ cothðk=2TÞ, and using
the integral identity

Z 1

0

d!

2T

�
sinha cosh

!

2T
þ cosha

��1

¼ 1

2
ln

��������1þ cosha

1� cosha

��������¼ k

2T
; (21)

the final result reads

G>
subðk; TÞ ¼ G>ð0; k;TÞ �G>ð0; k;T ¼ 0Þ

¼ � i

2�

k

ek=T � 1
: (22)

Having derived the functional form of the equal-time
Wightman function for a thermally equilibrated state in
AdS3, we ask what we could learn from the same function
at nonequilibrium background. In that case time translation
invariance is lost. As in the above,we could define a vacuum
subtractedWightman functionG>

subðt; kÞ now depending on

the equal time t ¼ t0 and expect that thermalization implies
G>

subðt; kÞ ! G>
subðk;TÞ. This gives us a way to estimate

equilibration times for different momentum scales k by
analyzing how this limiting behavior is approached. The
result (22), that the thermal contribution to the equal-time
Wightman function of the two-dimensional field theory is
proportional to the Bose distribution justifies a more com-
plete investigation of the equilibration properties of the
Wightman function in two and more dimensions. For this
purpose, we now turn to the methods made available by the
holographic duality between strongly coupled supersym-
metric gauge theories and gravity theories. We will also
analyze thermalization times at different scales, in the
spirit of the above motivation, but the details will differ
somewhat.

3. The geodesic approximation

While the approach described above would give detailed
information regarding scale-dependent thermalization,
there is a technical challenge for strongly coupled field
theories, even if they have a dual description in terms of
gravity in an AdS space. The easiest case is the two-
dimensional field theory with a three-dimensional gravity
dual. In this case, the thermal Wightman function in mo-
mentum space is known in closed form for operators of
general conformal dimension � (� ¼ 1 was analyzed
above) [48]. However, the integral with respect to ! that
is needed to compute the equal-time Green function is
sensitive to the ultraviolet completion of the theory and
thus requires careful regulation. Thus, it would-be more
convenient to directly compute the equal-time thermal
Wightman function from the AdS3 theory. The next sim-
plest case involves three-dimensional field theories with an
AdS4 dual. In this case there is not even a closed form
expression for the thermal Wightman function. Thus, we
cannot pursue the approach discussed above analytically.
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Furthermore, we are really interested in computing the
equal-time Wightman function in a nonequilibrium setting
in which matter collapsing in AdS to form a black hole
models the thermalization of energy injected into the
strongly interacting field theory. In this situation, there
are no known analytic solutions for the Green functions
in any dimension, and we have to resort to approximation
schemes and/or numerical analysis.

An insightful approach is to probe the nonequilibrium
state of the strongly coupled field theory with a very
heavy operator whose Wightman function can be approxi-
mated in terms of AdS geodesics as described below.
According to the AdS/CFT dictionary, a massive scalar
field’ðz; t;xÞwith massm in (dþ 1) dimensions is dual to
an operator Oðt;xÞ of conformal dimension �ðm; dÞ ¼
1
2 ðdþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2 þ 4m2
p Þ [4]. In coordinates where the boundary

of AdS is at z ¼ 0, the scalar field ’ behaves like

’ðz;t;xÞ¼ zd���ð0Þðt;xÞþ . . .þz��ð1Þðt;xÞþ . . . ; (23)

where the ellipsis corresponds to subleading terms in the z
expansion. In conformal field theory (CFT) language
we interpret the non-normalizable mode �ð0Þðt;xÞ as the

source to whichOðt;xÞ couples and the normalizable mode
�ð1Þðt;xÞ as the vacuum expectation value of the renormal-

ized operator Orenðt;xÞ [49],
�ð1Þðt;xÞ � hOrenðt;xÞi: (24)

The bare operator Oðt;xÞ and the renormalized operator
Orenðt;xÞ are related to each other by

O ðt;xÞ ¼ z�0 O
renðt;xÞ; (25)

where z0 represents an IR bulk cutoff. Working with re-
normalized operators, instead of bare operators, ensures
finite expressions when the cutoff z0 is removed, since
renormalized operators do not depend on the cutoff z0. A
useful heuristic treatment can be found in, e.g., [50]. The
two-point function hOðt0;xÞOðt;x0Þi is often computed
using the on-shell (supergravity) action for ’, when the
action is explicitly given and solutions to the wave equa-
tion can be readily computed.

However, for our purposes it is more convenient to
follow [38] and to observe that the equal-time Green
function can be computed via a path integral as

hOðt;xÞOðt;x0Þi ¼
Z

DPei�LðP Þ 	 X
geodesics

e��L: (26)

The first expression sums over all paths that begin and end
at the boundary points ðt;xÞ and ðt;x0Þ, with LðP Þ being the
proper length of the path [LðP Þ is imaginary for spacelike
trajectories]. The second expression is a saddle-point ap-
proximation to the path sum as a sum over geodesics [38]
(here L is the real length of the geodesic between the
boundary points). The latter approximation is effective
when the probe operator is heavy so that � 
 1. It is

easy, to check, for example, that in the zero temperature
theory modeled by empty AdS space, this formula gives
the correct conformally invariant equal-time two-point
function of the renormalized operator [38]

hOrenðt; 0ÞOrenðt; x0Þi ¼ 1

x2�0
: (27)

Some care is necessary in evaluating Lorentzian correla-
tors using the geodesic approximation, because careful
consideration of steepest descent contours of integration
is generally necessary [39–41].
The geodesic length L diverges due to contributions

near the AdS boundary. Therefore, we define a renormal-
ized length �L � Lþ 2 lnðz0=2Þ, in terms of the cutoff z0,
by removing the divergent part of the geodesic length in
pure AdS [see Eq. (51) below]. The renormalized equal-
time two-point function is

hOðt;xÞOðt;x0Þiren � e���L: (28)

The geodesic approach to computing equal-time corre-
lators gives a clear indication for how thermalization
proceeds in a strongly coupled theory with an AdS dual
(Fig. 2). Consider injecting energy homogeneously into the
field theory—we model this in the AdS theory by dropping
in a shell of matter from infinity. As the shell progresses
inward into AdS space, the spacetime outside the shell will
be well described by the AdS-black brane metric (except
within the shell itself), while the metric inside the shell will
be well described by the empty AdS metric. Now consider
the two-point function calculation using geodesics. If the
two points are close together on the boundary, the associ-
ated geodesic will not penetrate very much into the bulk
space, and thus will not cross the matter shell. Thus, at
these separations the correlation function should look ther-
mal, because a thermal field theory is modeled by a black
brane background in AdS. At larger boundary separations,
the associated geodesic will penetrate the shell and be
‘‘refracted’’ by it (Fig. 2) leading to deviations from ther-
mality. As time passes, the shell will penetrate deeper into
the bulk and thus an ever larger range of spatial scales in
the field theory will have associated geodesics that do not
penetrate the shell and hence have thermal correlators.
Thus, we can come to a qualitative conclusion that ther-
malization proceeds top-down in this setup—ultraviolet,
i.e., short distance, degrees of freedom thermalize first. In
subsequent sections we will calculate the rates at which
different spatial scales thermalize.

4. Two-point function for two-dimensional field theories
in equilibrium: Analytic computation

In order to gain intuition for the two-point function in
the geodesic approximation, we return to the case of two-
dimensional boundary field theories. In order to obtain the
thermal boundary-to-boundary Wightman function, we
need to study spacelike geodesics in the thermal black
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brane geometry in three dimensions. The metric is obtained
by setting mðvÞ ¼ M in (1), and is given by

ds2 ¼ �ðr2 � r2HÞdt2 þ
dr2

r2 � r2H
þ r2dx2; with

t ¼ v� 1

2rH
ln
jr� rHj
rþ rH

; r � 1

z
: (29)

This is a black brane geometry with a horizon at rH � ffiffiffiffiffi
M

p
[51]. The Vaidya geometry in three dimensions with a
constant mðvÞ ¼ M can be put in this form.

Parametrizing the geodesic by the geodesic length 	, the
geodesic equations in the geometry (29) are

� rHE ¼ �ðr2 � r2HÞ _t; (30)

rHJ ¼ r2 _x; (31)

1 ¼ �ðr2 � r2HÞ _t2 þ
_r2

r2 � r2H
þ r2 _x2; (32)

where E, J are constants and _� d=d	. Plugging (30) and
(31) into (32) and solving for _r,

_r ¼ � 1

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r4 þ ð�1þ E2 � J2Þr2Hr2 þ J2r4H

q
: (33)

Integrating this, we obtain

rð	Þ2 ¼ r2H
4
½e	�	0 þ Bþe�ð	�	0Þ�½e	�	0 þ B�e�ð	�	0Þ�

(34)

or, equivalently,

rð	Þ2 � r2H ¼ r2H
4
½e	�	0 þ Aþe�ð	�	0Þ�

� ½e	�	0 þ A�e�ð	�	0Þ�: (35)

Here, 	0 is an integration constant which we will hence-
forth set to zero, 	0 ¼ 0, by absorbing it into the definition
of the parameter 	. Also, we defined the combinations

A� � J2 � ð1� EÞ2; B� � ðJ � 1Þ2 � E2: (36)

The geodesic reaches the boundary r ¼ 1 (or z ¼ 0) as
	 ! þ1.
As we can see from (34) and (35), the signs of A�, B�

determine the behavior of the geodesic. The relation be-
tween the values of the parameters E, J and the signs of
A�, B� is shown in Fig. 3. Note that not all possible
combinations of signs occur. We discuss different cases
(A)–(D) shown in Fig. 4 in turn below.

(i) If A�, B� > 0, the geodesic is entirely outside

the horizon. rð	Þ takes its minimum value r ¼
rH½1þ ðA1=2

þ þ A1=2� Þ2=4�1=2 > rH at 	min ¼ ð1=4Þ
lnðAþA�Þ while rð	Þ ! 1 as 	 ! �1. One sample
profile of this case is shown in Fig. 4(a).

(ii) If AþA� < 0 and BþB� < 0, the geodesic crosses
the horizon r ¼ rH and reaches the singularity
r ¼ 0. Since in this case

_rð	Þ ¼ rH
2

e2	 � AþA�e�2	ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðe	 þ Bþe�	Þðe	 þ B�e�	Þp > 0 (37)

FIG. 2 (color online). (A) An example spacelike geodesic that starts and ends on the boundary of AdS (z ¼ 0) with a separation x0.
Outside the shell, the geodesic propagates in a black brane geometry, while inside it propagates in an empty AdS geometry. The shell
refracts the geodesic. The Wightman function at scales associated to geodesics that do not penetrate the shell of matter will be
thermalized. (B) The minimal surface in AdS space associated to a circular Wilson loop. The shell of matter (indicated in light green)
refracts the surface. Loops with associated surfaces that never penetrate the shell of matter will be thermalized. Both figures illustrate a
quasistatic situation where the geodesic or minimal surface lies entirely at a fixed time. When the shell is dynamically falling into AdS,
the geodesic or minimal surface, while remaining spacelike, may not lie entirely within an equal-time surface. In both figures we are at
late-time when the shell is close to where the event horizon would be, so that the ‘‘refraction’’ at the shell is clearly visible.
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(recall that we have set 	0 ¼ 0), rð	Þ is a mono-
tonically increasing function of 	 and the geodesic
crosses the horizon only once. One sample plot of
this behavior is presented in Fig. 4(b).

(iii) If A� < 0 and B� > 0, the geodesic crosses the
horizon twice at

	H� ¼ 1
2 lnð�A�Þ (38)

but does not reach the singularity. One sample plot
of this behavior is presented in Fig. 4(c).

(iv) If A�, B� < 0, the geodesic crosses the horizon
twice at (38) and furthermore hits the singularity
twice at

	O� ¼ 1
2 lnð�B�Þ: (39)

r is pure imaginary between 	Oþ and 	O�. One
sample plot of this behavior is presented in Fig. 4(d).

If one is interested in geodesics that start and end on the
boundary of the BTZ black brane geometry (29), the only
relevant cases are (i) and (iii). However, if one is interested
in geodesics in the Vaidya geometry (1) for which the BTZ
geometry (29) is only a part of the entire spacetime, then
one should also consider cases (ii) and (iv) since they can
appear as a part of geodesics in the full spacetime.

Substituting (34) into (30) and (31) and integrating the
two equations, we find the expressions for t and x:

tð	Þ ¼ t0 þ 1

2rH
ln

��������e
	 þ Aþe�	

e	 þ A�e�	

��������; (40)

xð	Þ ¼ x0 þ 1

2rH
ln

�
e	 þ B�e�	

e	 þ Bþe�	

�
; (41)

where t0, x0 are constants of integration corresponding the
values of t, x at 	 ¼ þ1. Comparing (40) with (35), it can
be seen that the quantity inside the absolute value of (40)
vanishes or diverges at the horizon r ¼ rH and thus tð	Þ
diverges there. This is due to the well-known fact that the
Schwarzschild time t is not well-defined at the horizon.
Note that tð	Þ ! �1 as 	 ! 	H� and therefore
	Hþ (	H�) corresponds to the past (future) horizon.
On the other hand, the Eddington-Finkelstein coordinate

v defined by

vð	Þ ¼ tð	Þ þ 1

2rH
ln
jrð	Þ � rHj
rð	Þ þ rH

(42)

[see (29)] is well-defined across the future horizon 	 ¼
	H�, because the log divergence in tð	Þ gets canceled by
the second term of (42) and vð	Þ is finite across the future
horizon. On the other hand, the divergence at the past
horizon 	 ¼ 	Hþ is not canceled and vð	Þ diverges across
the past horizon. The argument of the logarithm in (41), on
the other hand, is always positive for r > 0; see (34).
The above parametric expression of r, t, x, v in terms of

	 is useful for understanding the behavior of the geodesic,
but for computational purposes it is useful to eliminate 	
andwrite t, x, v as functions of r. Inverting the relation (34),
we obtain the following two branches for 	ðrÞ:

	�ðrÞ ¼ 1

2
ln

�
�1þ E2 � J2 þ 2r2

r2H
� 2

r2H

ffiffiffiffiffiffiffiffiffiffi
DðrÞp �

;

DðrÞ � r4 þ ð�1þ E2 � J2Þr2Hr2 þ J2r4H:

(43)

Note that we have been setting 	0 ¼ 0. Substituting (43)
into (40)–(42) and setting x0 ¼ 0, we get

tðrÞ� ¼ t0 þ 1

2rH
ln

��������r
2 � ðEþ 1Þr2H � ffiffiffiffiffiffiffiffiffiffi

DðrÞp
r2 þ ðE� 1Þr2H � ffiffiffiffiffiffiffiffiffiffi

DðrÞp
��������; (44)

FIG. 3 (color online). The values of E, J and the signs of A�,
B�. The signs of A�, B� are written in the form ðAþA�; BþB�Þ.
See text for the behavior of geodesics in each regime of
parameters.

FIG. 4 (color online). Sample profiles of rð	Þ (in blue) in the AdS3 black brane background. The event horizon rH ¼ 1 is shown as a
red horizontal line in all four plots. The integration constant 	0 appearing in (34) has been set to 	0 ¼ �1=4 lnðjAþj=jA�jÞ.
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xðrÞ� ¼ 1

2rH
ln

�
r2 � Jr2H � ffiffiffiffiffiffiffiffiffiffi

DðrÞp
r2 þ Jr2H � ffiffiffiffiffiffiffiffiffiffi

DðrÞp �
; (45)

vðrÞ� ¼ t0 þ 1

2rH
ln

�
r� rH
rþ rH

r2 � ðEþ 1Þr2H � ffiffiffiffiffiffiffiffiffiffi
DðrÞp

r2 þ ðE� 1Þr2H � ffiffiffiffiffiffiffiffiffiffi
DðrÞp �

:

(46)

Wewill refer to the branch given by ðtðrÞþ; xðrÞþ; vðrÞþÞ as
branch 1 and the one given by ðtðrÞ�; xðrÞ�; vðrÞ�Þ as
branch 2. Only by combining both branches can we recover
the full geodesic described by (34), (40), and (41).

From (40) and (41), we can compute the coordinate
difference between the two boundary points on which the
geodesics end:

�t � tð	 ¼ �1Þ � tð	 ¼ 1Þ ¼ 1

2rH
log

Aþ
A�

¼ 1

2rH
log

J2 � ð1þ EÞ2
J2 � ð1� EÞ2 ;

(47)

‘ � xð	 ¼ �1Þ � xð	 ¼ 1Þ ¼ 1

2rH
log

Bþ
B�

¼ 1

2rH
log

ðJ þ 1Þ2 � E2

ðJ � 1Þ2 � E2
: (48)

We see that geodesics connecting endpoints at the same
time (�t ¼ 0) correspond to taking E ¼ 0. If one is inter-
ested in such geodesics in the pure BTZ geometry, then we
have only to consider the E ¼ 0 case. However, in Sec. III,
we will be interested in geodesics in the Vaidya geometry,
which are composed of two pieces stretching, respectively,
in AdS and BTZ, and glued together at the shell location. In
this case, one should also consider E � 0 geodesics since
they can appear as part of geodesics between equal-time
endpoints in the full spacetime.

Now let us focus on the equal-time geodesics with
E ¼ 0 and compute the relation between the spatial bound-
ary separation ‘ and the geodesic length Lthermal in the
black brane background. By setting E ¼ 0 in (48), ‘ is
computed as

‘ ¼ 1

rH
ln
J þ 1

J � 1
; or J ¼ coth

rH‘

2
: (49)

On the other hand, the geodesic lengthLthermal is computed
from (43) as

Lthermal ¼ 	þðr ¼ r0Þ � 	�ðr ¼ r0Þ

¼ 2 ln
2r0

rH
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijJ2 � 1jp ¼ 2 ln

2r0 sinh
rH‘
2

rH
;

(50)

where r0 ¼ 1=z0 is the bulk IR cutoff and we dropped the
Oð1=r0Þ quantity that vanishes as r0 ! 1. In the last
equality, we used (49).

As discussed in Sec. II A 3, the geodesic length (50) is
divergent in the r0 ! 1 limit and should be regularized by
subtracting the corresponding divergent part of the quantity
in pure AdS geometry. Because the pure AdS geometry can
be obtained by setting M ! 0 or rH ! 0 in the BTZ
geometry (29), we can simply send rH ! 0 in various
quantities to obtain the corresponding quantities for pure
AdS. By sending rH ! 0 in (50), we obtain the geodesic
length in pure AdS:

L pure AdS ¼ 2 lnð2r0Þ þ ðfiniteÞ: (51)

Subtracting the divergent part of this from (50), we obtain

�Lthermalð‘Þ � Lthermal � 2 lnð2r0Þ ¼ 2 ln
sinhrH‘2
rH

; (52)

which allows us to compute the thermal renormalized two-
point function defined in (28). Observe that the two-point
function result computed in the geodesic approximation
coincides with the weak coupling result (14) for � ¼ 1.
Actually this is a consequence of conformal invariance,
because the boundary CFT lives in noncompact space
(namely, the x direction is not compactified in our setting).
We can also obtain the expression for the equal-time

geodesic in pure AdS geometry by sending rH ! 0 in (45).
In doing this, we should send J ! 1 at the same time
because (49) becomes J ¼ 2=ðrH‘Þ. In this limit, (43) and
(45) give

	ðrÞ� ¼ �cosh�1 ‘r

2
; (53)

xðrÞ� ¼ � ‘

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

�
2

‘r

�
2

s
¼ � ‘

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

�
2z

‘

�
2

s
; (54)

where we dropped constants. The second equation (54)
says that the equal-time geodesic is a semicircle on the
z-x plane,

z2 þ x2 ¼
�
‘

2

�
2
: (55)

Note that the pure AdS results (51) and (53)–(55) are
correct not only for d ¼ 2 but for general dimensions,
because it is only the z-x plane that is relevant for such
geodesics.

5. Two-point function for d � 2-dimensional field
theories in equilibrium: numerical computation

In any dimension we can consider a Vaidya-type back-
ground (1) with constant mass function mðvÞ ¼ M. This is
a (dþ 1)-dimensional black brane geometry, and in
the special case of three dimensions it can be put in the
form (29). We consider spacelike geodesics connecting
the boundary points ðt; x1Þ ¼ ðt0;�‘=2Þ and ðt0; x01Þ ¼ðt0; ‘=2Þ of such black brane geometries [for d ¼ 3, we
also have x2 ¼ x02 and for d ¼ 4, ðx2; x3Þ ¼ ðx02; x03Þ]. If we
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parametrize the geodesic in terms of the coordinate x1,
which we will simply denote x in the rest of the section,
the solution will be given by the profiles v ¼ vðxÞ and
z ¼ zðxÞ. Inserting the IR bulk cutoff z0, the boundary
conditions read

zð�‘=2Þ ¼ z0 ¼ zð‘=2Þ; vð�‘=2Þ ¼ t0 ¼ vð‘=2Þ;
(56)

and are symmetric with respect to the z and v axes. The
geodesic length reads

Lthermal¼
Z ‘=2

�‘=2
dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�2z0ðxÞv0ðxÞ�ð1�MzðxÞdÞv0ðxÞ2p

zðxÞ ;

(57)

with 0 � d=dx. The action is not explicitly dependent on x,
which implies the existence of a conserved quantity. The
conservation equation reads

1� 2z0v0 � ð1�MzdÞv02 ¼
�
z�
z

�
2
; (58)

where z� is the value of zðxÞ at the midpoint. Notice also
that v is a cyclic coordinate, implying a conserved mo-
mentum. From Eq. (2), it follows

v ¼ t0 �
Z z

z0

d~z

1�M~zd
: (59)

Inserting the relation between v and z of Eq. (59) into
the conservation equation (58) yields a first-order differ-
ential equation in terms of zðxÞ only. We take the derivative
of this equation with respect to x and solve the resulting
second-order differential equation

z00 ¼ � z2�
z3

þ 2� d

2
Mzd�3z2� þ d

2
Mzd�1; (60)

starting form the midpoint, where zð0Þ ¼ z� and z0ð0Þ ¼ 0.
We can then read off the boundary separation ‘ corre-
sponding to a specific midpoint value z� via zð‘=2Þ ¼ z0.
By substituting the conservation equation into the
expression for the geodesic length, we can simplify
the expression to

L thermal ¼ 2
Z z�

z0

dz

z

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1�MzdÞð1� z2

z2�
Þ

q : (61)

The renormalized length �Lthermal is

�Lthermalð‘Þ � Lthermal þ 2 ln

�
z0
2

�
; (62)

from which one obtains the renormalized equal-time two-
point function through (28). We plot the renormalized
length �Lthermal as a function of the spatial scale ‘ in Fig. 5.

B. Space-like Wilson loops

Above we examined the Wightman functions for field
theories at finite temperature in order to get a sense of what
thermal equilibrium looks like according to this measure.
A second nonlocal probe that can be used to discuss the
thermality of field theories is the (expectation value of the)
Wilson loop. The Wilson loop is a gauge-invariant observ-
able, constructed as the path-ordered contour integral over
a closed loop C of the gauge field

WðCÞ ¼ 1

N
TrðP e

H
C
AÞ: (63)

Wilson loops contain useful information about the non-
perturbative behavior of (nonabelian) gauge theories, but
are, in general, hard to calculate. In the AdS/CFT corre-
spondence, the expectation value for the Wilson loop is
related to the string partition function with a string world
sheet � extending in the bulk and ending on the loop C at
the boundary

hWðCÞi ¼
Z

D�e�Að�Þ; (64)

where we integrate over all inequivalent string surfaces �
such that @� ¼ C at the AdS boundary and where Að�Þ
corresponds to the string action. In the strongly coupled
limit, we can consider a saddle-point approximation for the
string partition function and reduce the calculation of the
Wilson loop expectation value to determining the minimal
area surface of the (classical) string world sheet whose
endpoints trace out the desired Wilson loop C on the AdS
boundary

hWðCÞi � e�ð1=
0ÞAð�0Þ: (65)

Að�0Þ represents the area of the minimal area surface �0

with boundary C. The surface �0 is a solution to the
equations of motion arising from the bosonic action of

1 2 3 4 5

4

2

0

2

4

thermal

FIG. 5 (color online). �Lthermal as a function of spatial scale ‘
for d ¼ 2 (red, dot-dashed line), d ¼ 3 (green line), and d ¼ 4
(purple, dashed line) for a black brane geometry with M ¼ 1.
The results for d ¼ 2 agree with the analytical results of
Sec. II A 4 in the limit of a shell of zero thickness.
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the string. Thus, the expectation value of a Wilson loop in
the AdS/CFT correspondence is given by the area of a
minimal surface in AdS space which is bounded by the
loop C [42].

In this section, we will compute spacelike Wilson loop
expectation values in the vacuum and in the thermally
equilibrated theory (the black brane background) for d �
3-dimensional field theories. In Sec. III, we will compute
Wilson loops in a strongly coupled theory following a
sudden injection of energy and compare them to the ther-
mal results to assess progress towards thermalization. We
will study two loop shapes—circles and strips as sketched
in Fig. 6—to test how and whether the shape of the loop
affects the rate of thermalization.

1. Circular Wilson loops

We first examine the circular spacelike Wilson loop in a
strongly coupled d � 3-dimensional field theory at finite
temperature. At zero temperature the dual geometry is pure
AdSdþ1, and the associated minimal surface in AdS is
simply a hemisphere [52]. This surprisingly simple solu-
tion to a complicated second-order nonlinear equation of
motion was obtained by taking an infinite straight Wilson
line on the boundary, and applying a special conformal
transformation to map this straight line to a circle. Since
the conformal group of the boundary corresponds to
reparametrizations of AdS we can apply the appropriate
reparametrization to the AdS space, and it maps the origi-
nal world sheet—which was flat and extended straight into
the AdS—to the hemisphere. This trick only works in pure
AdS space where conformal invariance is preserved, so we
are obliged to use numerical methods of solving the equa-
tions of motion when we want to calculate the Wilson loop
for thermal or out-of-equilibrium states.

For now, we want to study the minimal hemisphere
surface in a thermal black brane background, with the
metric given by (1) with mðvÞ ¼ M, where M is the

constant tension of the black brane. On the boundary we
choose a two-dimensional plane ðx1; x2Þ in which the cir-
cular Wilson loop is set. To parametrize the Wilson loop
we introduce polar coordinates ð�;’Þ. The minimal space-
like surface with the circular Wilson loop as its basis also
has an azimuthal symmetry. The tip of the surface occurs at
ðv; z;xÞ ¼ ðv�; z�; 0Þ. The cross section at fixed z and v is a
circle, and thus the surface is conveniently parametrized in
terms of the radii � of these circles. The Nambu-Goto
action for the string with circular symmetry in the
(dþ 1)-dimensional AdS-black brane background is

ANG¼ 1


0
Z R

0
d�

�

zð�Þ2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ð1�Mzð�ÞdÞv0ð�Þ2�2z0ð�Þv0ð�Þ

q
; (66)

where we integrated out the ’ factor as both z and v are
independent of ’ due to the circular symmetry. This action
has an explicit � dependence, implying that the second-
order differential equation in zð�Þ cannot be integrated to a
first-order differential equation. The coordinate v is still a
cyclic coordinate, which implies that the associated mo-
mentum is conserved. To solve for an equal-time Wilson
loop, we set the conserved energy to zero, which implies a
relation between v and z as given in Eq. (59). Inserting this
relation in the action,

ANGðRÞ ¼ 1


0
Z R

0
d�

�

z2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z02

1�Mzd

s
; (67)

the resulting equation of motion reduces to a second-order
differential equation in zð�Þ

z00 ¼ �
�
2

z
þ z0

�

1

1�Mzd

�
ð1�Mzd þ z02Þ � d

2

Mzd�1z02

1�Mzd
:

(68)

One can easily check that the hemisphere is an analytic
solution in pure AdS (obtained by setting M ¼ 0 in the
above). It is given by

zð�Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2� � �2

q
: (69)

In case of a black brane background (M � 0) we have to
resort to numerical means. We impose boundary conditions
at the midpoint assuming reflection symmetry along the
z axis

zð0Þ ¼ z�; z0ð0Þ ¼ 0; (70)

and read off the boundary radius zðRÞ ¼ z0. Note that
because the second term in the first bracket of (68) causes
numerical issues at � ¼ 0 (the numerator and denominator
both go to zero, but the ratio should take a fixed value), we
cannot construct the solutions starting from the midpoint.
Therefore we choose to solve (68) in the neighborhood of
the midpoint by expanding around � ¼ 0 to quadratic
order (odd powers vanish by the symmetry)

FIG. 6 (color online). Two Wilson loop shapes with their
minimal string surface: the circular Wilson loop (left) and the
rectangular Wilson loop (right).
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zpð�Þ ¼ z� � 1�Mzd�
2z�

�2: (71)

The boundary conditions for the numerical solution are
obtained by matching at a point �p close to the midpoint;

zð�pÞ ¼ zpð�pÞ and z0ð�pÞ ¼ z0pð�pÞ.
The logarithm of the expectation value of Wilson loop

operators is approximated by the area (Athermal ¼ 
0ANG)
of the minimal surface. The largest contributions to the
area are coming from the near-boundary region, because of
the diverging AdS volume there. We subtract the divergent
piece, which is proportional to the UV-cutoff 1=z0. This
procedure is interpreted in the dual CFT as removing the
UV divergence of the Coulomb self-energy of a point
charge. Subtraction of R=z0 gives the regularized area

�AthermalðRÞ ¼ AthermalðRÞ � R

z0
: (72)

The regularized area is depicted for AdS4 and AdS5 in
Fig. 7.

2. Infinite rectangular strips

A less symmetric Wilson loop is the rectangular strip
parametrized by the boundary coordinates ðx1; x2Þ. Assume
that the strip is translationally invariant along the x2 axis,
such that the profile of the associated minimal surface in
AdSdþ1 is described by zðx1Þ and vðx1Þ. In the following,
we again denote x � x1. We impose the boundary
conditions

zð�‘=2Þ¼ z0¼ zð‘=2Þ; vð�‘=2Þ¼ t0¼vð‘=2Þ: (73)

As for the circular Wilson loop, the equation of motion for
the minimal surface is obtained by minimizing the Nambu-
Goto action. In this case, because of the symmetries, the
analysis closely resembles that of geodesics with some
small differences in the action and the equations of motion.
The Nambu-Goto action for a segment stretching between

x2 2 ð0; RÞ in Eddington-Finkelstein coordinates is given
by

ANG¼ R

2�
0
Z ‘=2

‘=2
dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ð1�MzðxÞdÞv0ðxÞ2�2z0ðxÞv0ðxÞp

zðxÞ2 :

(74)

The action does not exhibit an explicit x or v depen-
dence, hence we can use the existence of two conserved
quantities to simplify: these can be taken to be the midpoint
of zðxÞ, z�, and the momentum conjugate to vðxÞ. The z�
conservation equation reads

1� ð1�MzdÞv02 � 2z0v0 ¼
�
z�
z

�
4
; (75)

while the conservation of the momentum conjugate to vðxÞ
implies the same relation as in Eq. (59). Inserting this
relation in the conservation equation gives a first-order
differential equation in zðxÞ. We then take the derivative
with respect to x to obtain a second-order differential
equation in zðxÞ

z00 ¼ �2
z4�
z5

þ 4� d

2
Mzd�5z4� þ d

2
Mzd�1: (76)

We impose the boundary conditions z0ð0Þ ¼ 0, zð0Þ ¼ z� at
the midpoint, and read off the boundary separation ‘ via
zð‘=2Þ ¼ z0. Inserting the conservation equation in the
Nambu-Goto action we get the following formula for the
area (Athermal ¼ 
0ANG) of the minimal surface

A thermal ¼ R

�

Z z�

z0

dz

z2
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� z4�
z4
Þð1�MzdÞ

q : (77)

The regularized area reads

�Athermalð‘; RÞ ¼ Athermal � 1

z0

R

�
; (78)

and is plotted in Fig. 8 for a four- and five-dimensional
background. We have chosen to plot the results after
dividing out R=� as we are concerned purely with the
dependence of the area on the boundary separation ‘.

C. Entanglement entropy

It is still an open question whether a suitable notion of
‘‘local entropy’’ density exists which is valid out-of-
equilibrium and which satisfies some basics physical prop-
erties; in particular, it must be a nondecreasing function of
time. To define a local entropy density using gauge/gravity
duality, one typically employs horizons since their area
increases in time, and it has been suggested in [11,53]
that apparent horizons provide more compelling notions
of local entropy density then global horizons do. In our
case, the entropy associated to the apparent horizon instan-
taneously thermalizes, in the limit of a zero thickness shell,
and does not provide a useful probe of thermalization.
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FIG. 7 (color online). �Athermal against the boundary radius R.
The curves represent the string surface areas in a black brane
background with unit mass for d ¼ 3 (green line) and d ¼ 4
(purple, dashed line).
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Skepticism against the identification of entropy with ap-
parent horizon area in full generality has also been raised in
a number of other papers, including [27,53,54].

Another way of assessing thermalization at different
spatial scales in an out-of-equilibrium theory is by mea-
suring the entanglement entropy associated with volumes
of different sizes and shapes. To review, consider dividing a
quantum mechanical system in a state j�i into two spa-
tially disjoint parts A and B. The density matrix of the
system restricted to A and its entropy are computed by
taking the traces

�A ¼ trBj�ih�j; SðAÞ ¼ �trAð�A ln�AÞ: (79)

In a (1þ 1)-dimensional conformal field theory, where A is
an interval of length ‘, the entanglement entropy can be
calculated analytically, yielding the universal result
[55,56]:

vacuum: S0ð‘Þ ¼ c

3
ln

�
‘

a

�
;

thermal equilibrium: STð‘Þ ¼ c

3
ln

�
�

�a
sinh

�‘

�

�
:

(80)

Here a is the UV cutoff of the field theory, c is the central
charge, and � ¼ T�1 denotes the inverse temperature.

The entanglement entropy SðAÞ describes the amount of
information loss associated with the restriction of an ob-
server to the volume A. In the vacuum state for d > 2
dimensions, S0ðAÞ is proportional to the surface area of A
[57,58]; in d ¼ 2 dimensions, as Eq. (80) shows, S0 de-
pends logarithmically on the length of the interval ‘. At
nonzero temperature, SðAÞ receives an additional contribu-
tion, which can be interpreted as thermal entropy [43,44].
In the limit T ! 1, the thermal contribution is propor-
tional to the volume of the region A, just like the statisti-
cally defined thermal equilibrium entropy. Computing the

time-dependent entanglement entropy as a function of
spatial scale and studying its approach to STð‘Þ thus will
provide a probe of scale-dependent thermalization.
There is a precise proposal for computing entanglement

entropy in strongly coupled field theories with AdS duals
[26,43,44], where we think of the field theory as living on
the boundary of an AdS space. Specifically, consider the
boundary @A of a connected region in the field theory
whose entanglement entropy we wish to compute. For a
two-dimensional field theory, @A is a pair of points, for a
three-dimensional field theory @A is a closed curve, and for
a four-dimensional theory a surface. Now construct the
minimal surface �A in AdS space that meets @A on the
AdS boundary. For a two-dimensional field theory, �A is a
geodesic in AdS3 that approaches the boundary points @A,
while for a three-dimensional field theory, �A is a minimal
surface in AdS4 with boundary @A. For a four-dimensional
field theory, �A is a minimal volume in AdS5 which ends
on the surface @A on the AdS boundary. The entanglement
entropy of the region A of the field theory is then given by

SA ¼ Areað�AÞ
4GN

; (81)

where GN denotes Newton’s gravitational constant (and
‘‘Area’’ stands for the length of geodesics, the area of
2-surfaces, and the volume of 3-surfaces). The authors of
[26,43,44] showed that this formula precisely reproduces
the universal entropy formula of two-dimensional confor-
mal field theories in thermal equilibrium [55,56]. The
restriction of the entanglement entropy to a finite spatial
volume can be understood as a kind of coarse graining by
the discretization of the available momentum space modes
of the information contained in the quantum state [59].
Thus, to measure entanglement entropy in two-

dimensional field theories, we need to calculate spacelike
geodesics in the dual asymptotically AdS3 background.
This means there is an intimate relation between two-
dimensional entanglement entropy and the equal-time
Wightman functions computed in the geodesic approxima-
tion. Indeed, the two quantities can be interpreted in terms
of each other, as was also observed in [27]. For three-
dimensional field theories, we need to compute spacelike,
two-dimensional minimal surfaces in a dynamical, asymp-
totically AdS4 background. These coincide precisely with
classical spacelike worldsheets of fundamental strings with
a fixed boundary, as previously studied in [28]. As we
discussed above, the exponential of the action of such
objects (essentially the area) is known to give the expec-
tation value of Wilson loops in the field theory [42]. Thus,
in these three-dimensional field theories, there is an inti-
mate relation between entanglement entropy and Wilson
loop expectation values, as we explore in this article.
For four-dimensional field theories, the proposed mea-

sure of entanglement entropy for spherical regions involves
minimal volume hypersurfaces whose cross sections with
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FIG. 8 (color online). �Athermal=ðR=�Þ as function of the
spatial scale ‘. The curves represent the string surface areas in
a black brane background with unit mass. The base of the surface
is a rectangular strip at the AdS boundary. The green curve
corresponds to d ¼ 3 and the purple, dashed curve to d ¼ 4.
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respect to the AdS radial coordinate are spheres. In par-
ticular, in AdS5 we can look for a 3-dimensional volume
with 2-sphere cross section which terminates on the AdS
boundary. This allows us to examine the thermalization of
the entanglement entropy in the 4-dimensional field theory.
The methods used to compute these volumes are very
similar to those for the circular Wilson loop described in
Sec. II B 1, with only some powers changing with the
dimension. Briefly, the action for the general spherically
symmetric p volume in AdSd (p  d� 1) black brane
background is

V thermal ¼ ASp�1

Z R

0
d�

�p�1

zð�Þp

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð1�Mzð�ÞdÞv0ð�Þ2 � 2z0ð�Þv0ð�Þ

q
;

(82)

where ASp�1 is surface area of a unit Sp�1. Things con-
tinue to proceed as for the Wilson loops: the solution in the
pure AdS (M ¼ 0) background is now a hemi-hypersphere
and still obeys (69). What changes is the volume evaluated
on the solution, which we evaluate with a cutoff near the
boundary and subtract to renormalize as before. The result
in the vacuum (M ¼ 0) is

V AdS ¼ 4�R
Z �ðz0Þ

0
d�

�2

ðR2 � �2Þ2

¼ 2�

�
R2

z20
þ log

z0ffiffiffi
2

p
R

�
þ ðfiniteÞ: (83)

The regularized volume is calculated analogously to pre-
vious cases by subtracting the divergent part of the volume
of a pure AdS 3-surface with terminates on the same sphere
on the boundary,

�V thermalðRÞ ¼ V thermal � 2�

�
R2

z20
þ log

z0ffiffiffi
2

p
R

�
: (84)

We plot the regularized volume �V thermal as a function of
the radius R of the sphere on the boundary in Fig. 9.

III. SCALE-DEPENDENT THERMALIZATION
FROM ADS/CFT

In the previous section we discussed how the equal-time
Wightman function (related to geodesics in AdS space) and
Wilson loops (related to minimal surfaces in AdS space)
and entanglement entropy (related to minimal lengths,
surfaces and volumes in different dimensions) can probe
thermal equilibrium. In this section we will use the same
probes to study the dynamics of equilibration in strongly
coupled field theories. The basic setup is to drop a shell of
matter with vanishing rest mass (‘‘null dust’’) into AdS
space to form a black hole. This is dual to the homoge-
neous injection of energy into the dual field theory and its
subsequent thermalization. We want to probe the rates at
which thermalization occurs on different spatial scales. To
this end we consider dynamical Vaidya-type backgrounds,
again given by Eq. (1), but this time using the continuous
mass-function of Eq. (4). This dynamical background con-
tinuously interpolates between pure AdS and AdS with a
Schwarzschild black brane. Recall that the parameter v0 in
the mass-function (4) dictates how ‘‘thick’’ the shell is.
v0 ! 0 is the step-function limit corresponding to an
infinitely thin shell. In this limit, the infalling shell repre-
sents a shock wave.

A. Equilibration of the two-point function

1. Two-dimensional field theories: Analytic treatment

We first consider the d ¼ 2 case where analytic compu-
tations are possible. In this case, the Vaidya metric (1)
becomes

ds2¼�½r2�mðvÞ�dv2þ2drdvþr2dx2; r�1

z
: (85)

In order to have analytic control over the solution, let us
consider the thin-shell limit v0 ! 0 of the mass profile (4),
which gives

mðvÞ ¼ r2H�ðvÞ; rH � ffiffiffiffiffi
M

p
; (86)

where �ðvÞ is the step function.
Outside the shock wave, v > 0, the metric is the stan-

dard planar black brane metric (29)

ds2out ¼ �ðr2 � r2HÞdt2 þ
dr2

r2 � r2H
þ r2dx2;

t ¼ v� 1

2rH
ln
jr� rHj
rþ rH

;
(87)

which we studied in detail in the previous section. Inside
the shock wave, v < 0, the metric is the Poincaré AdS3:
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FIG. 9 (color online). Regularized volume �V thermal as a
function of the spatial scale R for d ¼ 4.
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ds2in ¼ �r2dt2 þ dr2

r2
þ r2dx2; t ¼ vþ 1

r
: (88)

We would like to study geodesics in the AdS3 Vaidya
geometry which is (87) and (88) glued together across the
infalling shell atv ¼ 0. In particular, we focus on the equal-
time geodesic which starts and ends at the same time t ¼ t0
on the boundary r ¼ 1. There are two possible cases: (i) the
geodesic does not reach the shell and is entirely outside of it,
and (ii) the geodesic crosses the shell. Because case (ii) is
more involved than case (i), let us first discuss case (i)
briefly and then turn to the discussion of case (ii).

In case (i), the geodesic is given by the equal-time
geodesic in the pure black brane geometry, namely, by
(44)–(46) with E ¼ 0. Therefore, the relation between
the (renormalized) geodesic length �Lthermal and the
boundary separation ‘ is given by (52).

Now let us turn to case (ii). In this case, the part of the
geodesic that is inside the shell is given by the equal-time
geodesic in the pure AdS geometry, namely, by (54), which
we write in the following form:

xðrÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � r2�

p
r�r

; (89)

where we set r� � 2=‘. On the other hand, the part of the
geodesic that is outside the shell is given by the geodesic in
the pure black brane geometry, namely, by (44)–(46). In the
present case, we should not set the parameter E to zero,
because the geodesic gets refracted at the shell and it does
not have to be in a constant t slice.

The two parts of the geodesics, the inside part and the
outside part, should be connected so that the total geodesic
length is minimized. Just like Snell’s law, this can be stated
as a refraction law for the angles entering and exiting the
shell, as follows. Let us write the metric (87) and (88) as

ds2 ¼ �fðrÞ2dv2 þ 2drdvþ r2dx2; (90)

where

fðrÞ2 ¼
�
finðrÞ2 ¼ r2 v < 0
foutðrÞ2 ¼ r2 � r2H v > 0

; (91)

and focus on the region very close to the shell at v ¼ 0.
Consider a point Pin (Pout) just inside (outside) the shell
and let the coordinate difference between Pin and Pout be
�X ¼ ð�v;�r;�xÞ. Take another point M on the shell
v ¼ 0, and let the coordinate difference between Pin

(Pout) and M be �Xin ¼ ð�vin;�rin;�xinÞ [�Xout ¼
ð�vout;�rout;�xoutÞ], so that �Xin þ �Xout ¼ �X. Then
the distance from Pin to Pout via M is

�s¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�f2in�v

2
inþ2�rin�vinþr2�x2in

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�f2out�v

2
outþ2ð�r��rinÞ�voutþr2ð�x��xinÞ2

q
:

(92)

Wewant to find the pointM thatminimizes�s. Extremizing
this with respect to �rin, �xin, we find

�rin
�vin

¼�rþ 1
2ðf2in�f2outÞ�vout

�v
;

�xin
�vin

¼�x

�v
; (93)

and therefore

�rout
�vout

¼�rþ 1
2ðf2out�f2inÞ�vin

�v
;

�xout
�vout

¼�x

�v
: (94)

From these we obtain the following refraction law as
required:

dr

dv

��������in
� dr

dv

��������out
¼ r2H

2
;

dx

dv

��������in
¼ dx

dv

��������out
: (95)

By plugging the inside solution, (89), and the outside
solution, (44)–(46), into the refraction condition (95),
we obtain the relation between the parameters of the
geodesic:

E ¼ � rH
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2sw � r2�

p
2r2sw

and J ¼ � r�
rH

; (96)

where rsw is the value of r at which the geodesic intersects
the shell, and how to determine it will be explained below.

The first sign combination applies to branch 1 for rsw 
rH=

ffiffiffi
2

p
and branch 2 for rsw � rH=

ffiffiffi
2

p
, while the second

sign applies to branch 1 for rsw � rH=
ffiffiffi
2

p
and branch 2 for

rsw  rH=
ffiffiffi
2

p
. Recall that branches 1 and 2 were defined in

Sec. II A 4, below Eq. (46).
It is possible that the geodesic crosses the horizon

(r ¼ rH) before reaching the shell (v ¼ 0). When this
happens, let us require that the geodesic goes to the bound-
ary r ¼ 1 at 	 ¼ 1 and, as we decrease 	, it enters the
horizon with v staying finite. In the previous section, we
saw that the geodesic crosses the horizon at 	 ¼ 	H� and,
below (42), we observed that v is finite across 	 ¼ 	H�
but not across 	 ¼ 	Hþ. Therefore, we need that 	Hþ <
	H� which means that E< 0. So, we choose the second
sign combination in (96):

E ¼ � rH
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2sw � r2�

p
2r2sw

and J ¼ r�
rH

: (97)

This leaves branch 1 for rsw � rH=
ffiffiffi
2

p
and branch 2 for

rsw  rH=
ffiffiffi
2

p
.

Equation (97) depends on rsw which is where the geo-
desic hits the shell. Because the shell is at v ¼ 0, the value
of rsw is determined by
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0 ¼ vðrswÞ ¼ 1

2rH
log

2
4rsw � rH
rsw þ rH

r2sw � ð1þ EÞr2H �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r4sw � ð1þ J2 � E2Þr2Hr2sw þ J2r4H

q
r2sw � ð1� EÞr2H �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r4sw � ð1þ J2 � E2Þr2Hr2sw þ J2r4H

q
3
5þ t0; (98)

where in the second equality we used (46) and the� signs correspond to branch 1 and 2, respectively. If we rewrite E, J in
favor of rsw, r� using the relation (97), this becomes

0 ¼ 1

2rH
log

2
42r2swðrsw � rHÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2sw � r2�

p ð2r2sw � 2rswrH þ r2HÞ
2r2swðrsw þ rHÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2sw � r2�

p ð2r2sw þ 2rswrH þ r2HÞ

3
5þ t0: (99)

Note that the two possible signs in (98) lead to the same
condition (99). To solve this, let us make the convenient
definitions

� � rsw
rH

; � sin� � r�
rH

; a � e2rHt0 : (100)

The range of the parameters is � 2 ½0; �2�, � � 0, and
a � 1. In terms of these, the relation (99) becomes

4�ð1þ cÞ
cþ 2�ð1þ �Þð1þ cÞ ¼ 1� 1

a
; (101)

with c � cos�. This can be solved for �, giving two
branches of solutions:

�ða; cÞ� ¼ aþ 1

2ða� 1Þ �
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
aþ 1

a� 1

�
2 � 2c

cþ 1

s
: (102)

We can see that only �þ is allowed, as follows. First, we
can show that, for fixed c, the derivative of �ða; cÞ� with
respect to a is always negative (positive) in the range a 2
ð1;1Þ, c 2 ð0; 1� [60], so that �ða; cÞ� monotonically
decreases (increases) as we increase a. Furthermore,

�ða; cÞ� ! 1

2

�
1�

ffiffiffiffiffiffiffiffiffiffiffiffi
1� c

1þ c

s �
as a ! 1 ðor t0 ! 1Þ:

(103)

Therefore, for any finite values of t0,

�ða; cÞ� <
1

2

�
1�

ffiffiffiffiffiffiffiffiffiffiffiffi
1� c

1þ c

s �

 1

2
 1

2

�
1þ

ffiffiffiffiffiffiffiffiffiffiffiffi
1� c

1þ c

s �
< �ða; cÞþ:

(104)

For rsw � rH=
ffiffiffi
2

p
(i.e. � > 1=

ffiffiffi
2

p
), this means that we

should take the �þ branch. The case with rsw < rH=
ffiffiffi
2

p
(i.e. � < 1=

ffiffiffi
2

p
) needs some more work. We only need to

consider geodesics that do not reach r ¼ 0, since otherwise
we cannot glue branch 1 to branch 2 at 	min before the

geodesic reaches the singularity. Thus, when rsw < rH=
ffiffiffi
2

p
,

we need A� < 0 and B� > 0, that is J < 1þ E, for E< 0
and 0< J < 1. Using (97), the last condition translates into
the following condition for �:

8>>><
>>>:

1
2

�
1�

ffiffiffiffiffiffiffi
1þc
1�c

q �
<�1

2

�
1�

ffiffiffiffiffiffiffi
1þc
1�c

q �
<�< 1ffiffi

2
p for c2

�
0; 1ffiffi

2
p
�

1
2

�
1þ

ffiffiffiffiffiffiffi
1�c
1þc

q �
<�< 1ffiffi

2
p for c2

�
1ffiffi
2

p ;1

� :

(105)

This means that we should take �þ in (102) for all
c 2 ½0; 1�.
In Figs. 10 and 11, geodesics in the ðv; rÞ plane are

plotted for different values of t0 and ‘. The geodesics start
from the boundary at ðr; vÞ ¼ ð1; t0Þ, plunge in the bulk in
the planar BTZ geometry, eventually refract at the shell at

FIG. 10 (color online). Geodesics in the ðv; rÞ plane for fixed
t0 ¼ 2 and ‘ 	 3:0 (brown, top), ‘ 	 4:6 (orange, middle),
‘ 	 68:2 (red, bottom). In black dashed, the apparent horizon.

FIG. 11 (color online). Geodesics in the ðv; rÞ plane for fixed
‘ 	 21:3 and, from left to right, t0 ¼ 0:1 (brown), t0 ¼ 1
(orange), t0 ¼ 4 (red), t0 	 10:6 (blue). In black dashed, the
apparent horizon.
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v ¼ 0, and propagate in pure AdS. All profiles are sym-
metric under x ! �x. The curve in black dashed is the
apparent horizon.

In Figs. 12 and 13, we display the boundary time and
spatial separation dependence of the geodesics in the
Carter-Penrose diagram of Vaidya spacetime. The trans-
formations to the ðU;VÞ coordinates are given by

U � 2

�
tan�1

�
rH
2

�
tþ 1

r

��
; V � 2

�
tan�1

�
rH
2

�
t� 1

r

��
;

(106)

for v < 0,

U � 2

�
tan�1

�
tanh

�
rH
2

�
tþ 1

rH
coth�1 r

rH

���
;

V � 2

�
tan�1

�
tanh

�
rH
2

�
t� 1

rH
coth�1 r

rH

���
; (107)

for v > 0 and r > rH, and

U � 2

�
tan�1

�
coth

�
rH
2

�
tþ 1

rH
tanh�1 r

rH

���
;

V � 2

�
tan�1

�
tanh

�
rH
2

�
t� 1

rH
tanh�1 r

rH

���
; (108)

for v > 0 and r < rH. In these coordinates, the singularity
is located at Uþ V ¼ 1 and is depicted by a wavy line in
Fig. 12 and 13, the shell is at V ¼ 0 and the horizon is at
U ¼ 1=2 (dashed line).
With all the relations above in hand, we can compute the

geodesic length and spatial boundary separation in terms of
the parameters of the geodesic. The geodesic length is the
sum of the geodesic length for the inside part, which can be
computed from (53), and the one for the outside part,
which can be computed from (43). The result is

�L ¼ 2 ln
rsw þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2sw � r2�
p
r�

� ln

2
44r4swð2r2sw � r2� � r2HÞ þ r4Hðr2sw � r2�Þ þ 4r3swð2r2sw � r2HÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2sw � r2�

p
4r4sw

3
5: (109)

Here, just as in (52), �L has been renormalized by subtracting an IR divergent quantity 2 lnð2r0Þ. The spatial boundary
separation can also be computed by summing the contribution from the inside part (89) and the outside part (45), the result
being

‘ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2sw � r2�

p
r�rsw

þ 1

rH
ln

2
42rswðr2sw þ r�rHÞ þ ð2r2sw � r2HÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2sw � r2�

p
2rswðr2sw � r�rHÞ þ ð2r2sw � r2HÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2sw � r2�

p
3
5: (110)

Although �L and ‘ are written in terms of rsw and r� in the above expressions, we can write them in terms of t0 and

s �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c2

p
using the definitions (100) and plugging in the solution � ¼ �ða; cÞþ of Eq. (102)

FIG. 12 (color online). Geodesics in the spacetime Carter-
Penrose diagram for fixed t0 ¼ 2 and ‘ 	 3:0 (brown, bottom),
‘ 	 4:6 (orange, middle), ‘ 	 68:2 (red, top). Surfaces of
constant r are plotted in gray.

FIG. 13 (color online). Geodesics in the spacetime Carter-
Penrose diagram for fixed ‘ 	 21:3 and t0 ¼ 0:1 (brown, bot-
tom), t0 ¼ 1 (orange, middle), t0 ¼ 4 (red, top). Surfaces of
constant r are plotted in gray. We do not display in the diagram
the geodesic with t0 	 10:6 (in blue in Fig. 11) because it would
cover the horizon.

V. BALASUBRAMANIAN et al. PHYSICAL REVIEW D 84, 026010 (2011)

026010-18



2� ¼ cothðrHt0Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coth2ðrHt0Þ � 2c

cþ 1

s
: (111)

Explicitly,

�Lðt0; ‘Þ ¼ 2 ln

�
sinhðrHt0Þ
rHsð‘; t0Þ

�
; (112)

where sð‘; t0Þ 2 ½0; 1� is parametrically defined by

‘ ¼ 1

rH

�
2c

s�
þ ln

�
2ð1þ cÞ�2 þ 2s�� c

2ð1þ cÞ�2 � 2s�� c

��
: (113)

2. d � 2 dimensional field theories: Numerical analysis

As in the AdS3 case, we consider a four- or five-
dimensional dynamical metric which interpolates between
pure planar AdS at early times and a Schwarzschild black
brane at late times. The transition is induced by an infalling
shell of null dust. The metric in (dþ 1) dimensions was
given in Eq. (1). We again consider the mass function (4),
where the profile parameter is set to v0 ¼ 0:01 in the
remainder. We consider geodesics with a boundary sepa-
ration along x1, denoted x in the following, while the
(d� 2) coordinates (x2; . . . ; xd�2) of both endpoints are
the same. This implies that z and v only depend on x, i.e.,
z ¼ zðxÞ and v ¼ vðxÞ. We assume that x runs between
�‘=2 and þ‘=2. Then the length of the geodesic is given
by

L ¼
Z ‘=2

�‘=2
dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð1�mðvÞzdÞv02 � 2z0v0p

zðxÞ ; (114)

where 0 � d=dx. We notice that the integrand has no ex-
plicit x dependence, implying the existence of a conserved
quantity, similar to the black brane case. The conservation
equation reads

1� ð1�mðvÞzdÞv02 � 2z0v0 ¼
�
z�
z

�
2
: (115)

The two equations of motion following from (114) are

zv00 þ 2z0v0 � 1þ v02 þ d� 2

2
mðvÞzdv02 ¼ 0; (116)

z00 þ ð1�mðvÞzdÞv00 � _mðvÞ
2

zdv02 � dmðvÞzd�1z0v0 ¼ 0;

(117)

where _mðvÞ ¼ dmðvÞ=dv. It is possible to show that (115)
and (116) imply (117) after taking the derivative of (115)
with respect to x. Therefore, we restrict ourselves to solv-
ing (115) and (116). We construct solutions zðxÞ and vðxÞ
with the x ! �x symmetry which is already present in
the equations of motion, and which satisfy the boundary
conditions

zð0Þ ¼ z�; vð0Þ ¼ v�; v0ð0Þ ¼ 0 ¼ z0ð0Þ: (118)

After constructing a geodesic for a specific choice of
values ðz�; v�Þ, information about the boundary separation
and boundary time at which the geodesic is inserted
follows from

zð‘=2Þ ¼ z0; vð‘=2Þ ¼ t0: (119)

The on-shell length is obtained from Eq. (114), upon use of
the conservation equation (115),

L ð‘; t0Þ ¼ 2
Z ‘=2

0
dx

z�
zðxÞ2 : (120)

This length should be regularized by subtracting the cut-off
dependent part 2 lnð2=z0Þ, yielding �Lð‘; t0Þ.

3. Thermalization

Having collected the geodesic lengths in the infalling
shell backgrounds in AdS3;4;5, we can use these to describe
the process of thermalization following a sudden injection
of energy. To this end, we measure the approach to thermal
equilibrium by comparing �L at any given time with the
late-time result �Lthermal. In any dimension, this compares
the logarithm of the two-point correlator at different spatial
scales with the logarithm of the thermal correlator.

However, we find it more revealing to consider ~L �
�L=‘, where we divide by the spatial separation on the
boundary (we will discuss the significance of this later in
Sec. III C where we deal with entanglement and
Kolmogorov-Sinaı̈ entropies). In Fig. 14 we plot this mea-
sure for two-, three-, and four-dimensional field theories.
In all three cases we observe a delay in the onset of
thermalization. The reason for this delay is simply that
the effect of the medium only becomes fully apparent at
distances of the order of the thermal screening length ‘D �
ð�TÞ�1. Although a very small volume of linear dimension
‘ � ‘D would appear fully thermalized after a time t0 ¼
‘=2, its contribution to the entropy of a large volumewould
be disproportionately small because it does not support the
momentum modes that constitute the thermal medium at
large. As a consequence, the rapid linear increase of the
logarithm of the two-point function seen in Fig. 14 thus
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FIG. 14 (color online). � ~L� � ~Lthermal (
~L � L=‘) as a func-

tion of boundary time t0 for d ¼ 2 (left), d ¼ 3 (middle), and
d ¼ 4 (right) for a thin-shell (v0 ¼ 0:01). The boundary sepa-
rations were taken to be ‘ ¼ 1, 2, 3, 4 (from top to bottom
curve). All quantities are given in units of M. These numerical
results coincide with our analytical expressions in AdS3 (d ¼ 2)
in the limit v0 ! 0.
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only sets in after some delay. Obviously, this effect is more
pronounced in higher dimensions.

From the curves in Fig. 14 we can extract different
thermalization times for any spatial scale:

(1) The critical time �crit at which the tip of the geodesic
grazes the middle of the shell at v ¼ 0. This can be
computed by asking when a geodesic with a given
boundary separation in the black brane geometry
outside the infalling shell just grazes the latter:
�critð‘Þ ¼

R
z�
z0

dz
1�Mzd

, where z� is determined by the

boundary separation ‘.
(2) The half-thermalization time �1=2: time that mea-

sures the duration for the curves to reach half of their
equilibrium value.

(3) The time �max: time at which thermalization pro-
ceeds most rapidly, thus for which the curves in
Fig. 14 are steepest.

For two-, three-, and four-dimensional field theories all
these times are plotted in Fig. 15. In d ¼ 2 we can analyti-
cally derive the linear relation �crit � ‘=2, as also observed
in [27].

The linearity of �critð‘Þ in two dimensions is expected
from general arguments in conformal field theory [56], and
the coefficient is as small as possible under the constraints
of causality following a quantum quench. The thermaliza-
tion time scales �1=2 and �max for three- and four-

dimensional field theories (Fig. 15, middle and right) are
sublinear in the spatial scale. In the range we study, the
complete thermalization time �crit deviates slightly from
linearity, and is somewhat shorter than ‘=2. These obser-
vations pose the question whether a rigorous causality
bound for thermalization processes exists or not. We will
come back to this question below, after examining other
probes than two-point functions. One of the issues here is
that the initial conditions are homogeneous—thus different
domains will be independently coming to equilibrium at
the same temperature possibly leading to apparent viola-
tions of causality.

General arguments for a sharp quench in a 2-
dimensional field theory [27,56] predict a nonanalytic
feature where thermalization at a spatial scale ‘ is com-
pleted abruptly at �critð‘Þ. This is evident in Fig. 14 (left) as
a sudden change in the slope at �crit, smoothed out only by
the small nonzero thickness of the shell, or equivalently, by
the intrinsic duration of the quench. We find a similar
(higher-order) nonanalyticity for d ¼ 3, 4 (Fig. 14, middle
and right) and expect this to be a general feature for
quantum quenches in all dimensions.
Figure 15 shows that complete thermalization of the

equal-time correlator is first observed at short length
scales, or large momentum scales (see also [25]), in con-
trast with the behavior of weakly coupled gauge theories.
In the ‘‘bottom-up’’ scenario [8] applicable to that case,
hard quanta of the gauge field do not equilibrate directly by
randomizing their momenta, but gradually degrade their
energy by radiating soft quanta, which fill up the thermal
phase space and equilibrate by collisions among them-
selves. This bottom-up scenario is linked to the infrared
divergence of the splitting functions of gauge bosons and
fermions in perturbative gauge theory. It contrasts with the
democratic splitting properties of excitations in strongly
coupled SYM theory that favor an approximately equal
sharing of energy and momentum [46]. One might, there-
fore, have expected that thermalization proceeds funda-
mentally differently (‘‘top-down’’) in strongly coupled
gauge theories, and this is evident within the AdS/CFT
paradigm with the natural initial conditions used here.

B. Equilibration of Wilson loops

Another nonlocal probe of thermalization is the Wilson
loop expectation value. As we discussed in Sec. II B, this
quantity is related in the AdS/CFT correspondence to the
area of a minimal surface in AdS space that bounds
the desired loop on the AdS boundary. In this section
we compute such minimal areas in the infalling shell
background.

1. Circular Wilson loops

We first consider minimal surfaces corresponding to
circular Wilson loops in the Vaidya background. The
corresponding minimal surfaces were analyzed for the
vacuum (pure AdS) and finite temperature equilibrium
(AdS-black brane) situations in Sec. II B 1. This setup
was also analyzed in [28] in the context of studying en-
tanglement entropy. The parameterization of the surface
and boundary conditions are as given in Sec. II B 1, the
only difference being that the mass function mðvÞ is now
given by (4). The area functional is a slight modification of
(66) (A¼
0ANG) given by

Aðt0;RÞ¼
Z R

0
d�

�

z2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ð1�mðvÞzdÞv02�2z0v0

q
; (121)
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FIG. 15 (color online). Thermalization times (�crit, top line;
�max, middle line; �1=2, bottom line) as a function of spatial scale

for d ¼ 2 (left), d ¼ 3 (middle), and d ¼ 4 (right) for a thin
shell (v0 ¼ 0:01). All thermalization time scales are linear in ‘
in two dimensions, and deviate from linearity in ‘ in three and
four dimensions.
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where 0 � d=d�. The explicit � dependence again means
there is no conservation equation. The equations of motion
become quite involved and we omit them here.

We solve the equations of motion numerically and
although we want our output as a function of the boundary
radius R, for practical purposes we have to input boundary
conditions at the tip of the surface at � ¼ 0 where z ¼ z�
and v ¼ v�. For each value of v� we consider, we find
numerical solutions for the functions zð�Þ and vð�Þ for
various values of z�, each of which reaches the boundary
(which is cut off at z0) at �0ðz�Þ. We then make an inter-
polation of �0ðz�Þ, which allows us to find the exact value
of z� such that �0ðz�Þ ¼ R. For each value of v�, we now
know the value of z� giving the surface with boundary
radius R, and we calculate the area (using the functional
above) and the boundary time t0 ¼ vðRÞ. These are the
quantities we finally plot. There are further numerical
challenges with a divergence as � ! 0 and with integrating
our solutions near the AdS boundary, where contributions
to the area are weighted much higher. Thus, we used an
expansion around � ¼ 0, and different techniques to deal
with a separate integral near the boundary, as necessary.

As in (72) we regulate the boundary by subtracting the
cut-off dependent piece of the AdS area,

�Aðt0; RÞ ¼ Aðt0; RÞ � R

z0
: (122)

We define � ~A � �A=ð�R2Þ dividing by the area of the
region on the boundary bounded by the loop. We then plot

� ~A� � ~Athermal as a function of the boundary time, sub-
tracting the black brane value to show the approach to
thermalization. This is shown in Fig. 16 for AdS4 and
AdS5 for a series of values of R.

Repeating the analysis performed for Wightman func-
tions, we calculate the three thermalization times defined
earlier (see Sec. III A 3) as a function of the loop diameter
(Fig. 17). We use the diameter rather than the radius here as
it is the analogue of the separation ‘ that we plotted for the
geodesics. The complete thermalization time �critðDÞ is
close to being a straight line of slope 1=2 for three-
dimensional theories over the range of scales that we study
(also see [28]) (it would be unit slope as a function of the

radius). But in four dimensions �critðDÞ deviates somewhat
from linearity and is shorter than D=2. Overall, our ther-
malization times for Wilson loop averages are remarkably
similar to those for two-point correlators. This suggests
that higher-order correlators thermalize similarly to the
basic Green function in these strongly coupled theories,
so that any of these nonlocal probes fairly assesses progress
towards thermalization.

2. Infinite rectangular strips

As a second example we consider an infinite strip,
similarly to [28]. A key difference between the strip and
the Wilson circle is that the size of the latter is set by a
single scale, the radius. The strip could be regarded as a
limit of a ellipsoidal loop with a highly elongated semi-
major axis. Thus, there are, in effect, two scales involved in
the Wilson strip—the width and the (infinite) length. As
before, at early times the background is AdS4, but evolves
to a black brane at late times due to an infalling shell of null
dust. The metric is at all times given by (1) with d ¼ 3 or 4.
Again, the mass function mðvÞ determining the evolution
of the metric as a function of the bulk light-cone time v
is modeled by the expression (4). We set the parameter
v0 ¼ 0:01. At theAdS4 boundarywe consider a rectangular
strip parametrized by the coordinates x1 and x2, such that

x1 2 ð�‘=2; ‘=2Þ; x2 2 ð0; RÞ; (123)

where R will be taken to infinity. The coordinate x1 is
denoted x in the rest of the section. The area of the string
surface with this rectangular base is given by

Aðt0; ‘; RÞ ¼ R

2�

Z ‘=2

�‘=2
dx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð1�mðvÞzdÞv02 � 2z0v0p

z2
;

(124)

when we consider the following embedding profile for the
string:

v�vðxÞ; z�zðxÞ; zð�‘=2Þ¼z0; vð�‘=2Þ¼ t0: (125)

We notice that z and v only depend on x and that x itself
does not appear in the action, similarly to the geodesic
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FIG. 16 (color online). � ~A� � ~Athermal (
~A � A=ð=�R2Þ)

as a function of t0 for circular Wilson loop radii R ¼ 0:5, 1, 1.5,
2 (top curve to bottom curve) and mass shell parameters v0 ¼
0:01, M ¼ 1, in three-dimensional (left panel) and four-
dimensional (right panel) field theories.
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FIG. 17 (color online). Wilson loop thermalization times (�crit,
top line; �max, middle line; �1=2, bottom line) as a function of the

diameter for circular Wilson loop operators in three-dimensional
(left) and four-dimensional (right) field toheories.
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length in a dynamical Vaidya background. There exists a
conserved quantity corresponding to the maximum value of
z denoted as z�. The conservation equation then reads

1� ð1�mðvÞzdÞv02 � 2z0v0 ¼
�
z�
z

�
4
: (126)

From the action (124) we obtain the following two equa-
tions of motion:

zv00 þ 4z0v0 � 2þ 2v02 þ d� 4

2
mðvÞzdv02 ¼ 0; (127)

z00 þ ð1�mðvÞzdÞv00 � _mðvÞ
2

zdv02 � dmðvÞzd�1z0v0 ¼ 0:

(128)

One can show that taking the derivative of (126) with
respect to x and combining with (127) leads to (128). This
it is sufficient to solve (126) and (127). In order to do this
numerically we use the symmetry of the string surface, i.e.,
we construct one half of the solution zðxÞ and vðxÞ and then
use the reflection symmetry to construct the other half.
Our boundary conditions are zð0Þ ¼ z�, vð0Þ ¼ v�, v0ð0Þ ¼
0 ¼ z0ð0Þ. After constructing a string surface satisfying
these boundary conditions, we read off the boundary
separation and the boundary time using zð‘=2Þ ¼ z0,
vð‘=2Þ ¼ t0.

Using the symmetries of the embedded string surface
and the conservation equation (126), we obtain the on-shell
area as

A ðt0; ‘; RÞ ¼ R

�

Z ‘=2

0
dx

z2�
z4

: (129)

We regulate the area by subtracting the cut-off dependent
part

�Aðt0; ‘; RÞ ¼ Aðt0; ‘; RÞ � 1

z0

R

�
: (130)

We then compare the area in the shell background
with the area in a thermalized background at different
times for fixed scales in Fig. 18, where we defined

� ~A � �A=ðR‘=�Þ. In four dimensions (d ¼ 3) it turns
out that there is a range of times t0 and Wilson strip
widths ‘ for which there are three different minimal sur-
faces in AdS4. Thus, in this case, we observe a ‘‘swallow
tail’’ in the Wilson loop thermalization curve for large
enough boundary separations, as was also noted in [28].
However, in five dimensions (d ¼ 4) the thermalization
curves do not exhibit the swallow tail.
In Fig. 19 we plot the three different thermalization

times �crit, �1=2 and �max for d ¼ 3 and d ¼ 4 dimensional

field theories. In three and four dimensions, the time for
complete thermalization, �crit (dashed green curve), ex-
ceeds the linear relation ‘=2. The halftime �1=2 (orange

curve) is sublinear. The time �max (dot-dashed blue curve)
exhibits a different behavior in three and four dimensions.
The time for complete thermalization for a strip of width ‘
is slower than the thermalization time of a circular loop of
radius R. This may be because the long direction of the
strip provides a second, larger scale.

C. Equilibration of the entanglement entropy

Finally, we consider how the entanglement entropy
equilibrates following a sudden injection of energy.
Because it measures all contributions to the information
loss caused by the restriction of the field theory to a finite
volume, this quantity provides for a more comprehensive
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FIG. 18 (color online). � ~A� � ~Athermal (
~A � A=ðR‘=�Þ) as a function of boundary time t0 for d ¼ 3 (left) and d ¼ 4 (right) for

a thin shell (v0 ¼ 0:01). The boundary separations were taken to be ‘ ¼ 1, 2, 3, 4 (from the top to the bottom curve). All quantities are
given in units of M. The middle panel shows a zoomed-in version of the swallow tail for ‘ ¼ 4, where we plot ‘ð� ~A� � ~AthermalÞ to
amplify the effect.
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FIG. 19 (color online). Wilson strip thermalization times (�crit,
top line; �max, middle line; �1=2, bottom line) as a function of the

spatial scale for d ¼ 3 (left) and d ¼ 4 (right) for a thin shell
(v0 ¼ 0:01). All thermalization times deviate from linearity in
the spatial scale.
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measure of equilibration than either the two-point function
or the Wilson loop expectation value. The entanglement
entropy can be considered as a special case of the standard
coarse grained entropy of equilibrating quantum systems
[59]. As discussed in Sec. II C, the entanglement entropy in
a two-dimensional field theory is related to geodesic
lengths in AdS3, while in three-dimensional field theory
entanglement is related to minimal surface areas in AdS4.
Both of these quantities have been computed above in the
infalling shell background in the process of studying two-
point functions and Wilson loops. It is interesting that the
Wightman function in 2 dimensions and the Wilson loop in
3 dimensions are so closely related to entanglement.

For 4-dimensional theories, to study the entanglement
entropy in spherical regions, we need to compute the
volume of minimal three-surfaces with the S2 cross section
in the asymptotically AdS5 infalling shell geometry. As
with the pure AdS and black brane cases we discussed in
Sec. II C, the method is a straightforward generalization of
the circular Wilson loop case, so we do not repeat the
details of Sec. III B 1. We replace the black brane tension
M in Eq. (82) with the dynamical mass function [Eq. (4)].
We can regulate the resulting volumes by subtracting the
divergent part of the 3-volume of the 3-surface of the same
boundary radius in pure AdS, which is given analytically in
(83). We call this regulated volume �V . However, as in
previous cases, to illustrate the thermalization process we
find it more instructive to subtract the renormalized

3-volume of the solution of the same radius in the black

brane background, �V thermal. We ultimately plot � ~V �
� ~V thermal against the boundary time in the left panel of

Fig. 20. ~V is defined as V divided by the volume of the
region that it bounds on the boundary. As in previous cases
we can also calculate the three thermalization times we
defined earlier for the 3-volume, at different values of the
diameter D ¼ 2R. These are shown in the right panel of
Fig. 20.
Our thermalization times for Wilson loop averages and

entanglement entropy seem remarkably similar to those
for two-point correlators. Slightly ‘‘faster-than-causal’’
thermalization, possibly due to the homogeneity of the
initial configuration, seems to occur for the probes that
do not correspond to entanglement entropy in each dimen-
sion. For the latter, the thermalization time is linear in the
spatial scale and saturates the causality bound. As the
actual thermalization rate of a system is set by the slowest
observable, our results suggest that in strongly coupled
theories with a gravity dual, thermalization occurs ‘‘as
fast as possible’’ at each scale, subject to the constraint
of causality.
The average growth rate of the coarse grained entropy in

nonlinear dynamical systems is measured by the
Kolmogorov-Sinaı̈ (KS) entropy rate hKS [61], which is
given by the sum of all positive Lyapunov exponents. For a
classical SU(2) lattice gauge theory in 4 dimensions, hKS
has been shown to be proportional to the volume [62]. For a
system starting far from equilibrium, the KS entropy rate
generally describes the rate of growth of the coarse grained
entropy during a period of linear growth after an initial
dephasing period and before the close approach to equi-
librium [63]. Here we observe similar linear growth of
entanglement entropy density in d ¼ 2, 3, 4 (leftmost
panels Figs. 14, 16, and 20). For small boundary volumes,
the growth rate of entropy density is nearly independent of
the boundary volume (almost parallel slopes in the leftmost
panels of Figs. 14, 16, and 20 and nearly constant maximal
growth rate in Fig. 21, left). Equivalently, the growth rate
of the entropy is proportional to the volume—suggesting
that entropy growth is a local phenomenon. However, in
d ¼ 2 where our analytic results enable study of large
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FIG. 20 (color online). The left panel shows � ~V � � ~V thermal

[ ~V � V =ð4�R3=3Þ] as a function of boundary time t0 for a
3-surface in d ¼ 4 for a thin-shell (v0 ¼ 0:01) and 4 equally
spaced boundary radii R ¼ 0:5, 1, 1.5, 2. The right figure shows
the thermalization times (�crit, top line; �max, middle line; �1=2,

bottom line) as a function of spatial scale for the same 3-surface.
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FIG. 21 (color online). (Left) Maximal growth rate of entanglement entropy density vs diameter of entangled region for d ¼ 2, 3, 4
(top to bottom). (Middle) Same plot for d ¼ 2, larger range of ‘. (Right) Maximal entropy growth rate for d ¼ 2.
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boundary volumes ‘, we find that the growth rate of the
entanglement entropy density changes for large ‘, falling
asymptotically as 1=‘ (Fig. 21 middle panel). Equivalently,
the entropy has a growth rate that approaches a constant
limiting value for large ‘ (Fig. 21 right panel) and thus
cannot arise from a local phenomenon. This behavior
suggests that entanglement entropy and coarse grained
entropy have different dynamical properties.

In summary, we have investigated the scale dependence
of thermalization following a sudden injection of energy in
2-, 3-, and 4-dimensional strongly coupled field theories
with gravity duals. We found that the entanglement entropy
sets a time scale for equilibration that saturates a causality
bound. Our results raise interesting questions about the
relationship between the entanglement entropy growth
rate and the KS entropy growth rate defined by coarse
graining of the phase space distribution.

IV. DISCUSSION

In this work, we explored the approach to thermal
equilibrium of simple nonlocal observables in strongly
coupled conformal field theories with a gravity dual. In
particular, we investigated the behavior during the ther-
malization of equal-time two-point functions, Wilson
loops and entanglement entropy in boundary field theories
holographically represented by asymptotically AdS ge-
ometries. The thermalization process was modeled in the
bulk by the collapse of a spatially homogeneous thin shell
of null dust that eventually forms a black hole. The thick-
ness v0 of the shell is related to the duration of the process
of energy deposition in the boundary field theory. In the
limit v0 � z0, where z0 parametrizes the effective UV cut
off of the field theory, the energy deposition can be con-
sidered as instantaneous.

As null dust does not obviously appear in supergravity
theories, one may ask what is the relevance of our Vaidya
model to honest AdS/CFT models. One answer to this
question was given in [23], where it was shown that
Vaidya geometries appear at leading nontrivial order in a
small-amplitude expansion in models that can be em-
bedded in AdS/CFT. More generally, our main qualitative
conclusion (namely that thermalization is not instanta-
neous but proceeds top-down) only depends on the metric
approaching that of a black brane outside the shell and
not inside, which seems more general than our specific
model.

Our observables were calculated in a semiclassical ap-
proximation appropriate for high-dimension operators, in
which they correspond to geodesics or minimal surfaces in
the bulk. For the AdS3 case, where the thermal limit is
represented by the planar BTZ black hole, we were able to
solve the problem analytically. Not only did this provide a
check on our numerical approach, which is required for
higher dimensional cases, it also allowed us to obtain
results in regimes beyond reach of our numerical analysis.

In all cases we found that the thermal limit is reached
after a finite time �crit, which is a function of the geometric
size of the probe in the boundary field theory, e.g., the
separation ‘ of the two points of the equal-time Wightman
function or the radius R of the circular Wilson loop. For
those cases where the logarithm of the correlation function
is proportional to the entanglement entropy of the enclosed
area on the boundary, i.e., for geodesics in AdS3, minimal
surfaces bounded by a circle in AdS4, and minimal codi-
mension two surfaces bounded by a spherical shell in
AdS5, we found that �crit ¼ ‘=2 (AdS3) and �crit ¼ D=2
(AdS4;5), in the regimes we were able to study. Our result

confirms a general rule for two-dimensional conformal
field theories implied by causality (as also observed in
[27]) and generalizes it to higher dimensions (as also
done in [28] for AdS4).
The conclusion we can draw from these results is that the

decoherence and equilibration of instantaneously depos-
ited energy generally propagates at the speed of light in the
conformal field theory. This makes sense, because the
process can be qualitatively understood as a cascade of
gauge boson splittings, which transfers energy from all
momentum scales into the infrared until all energy is
distributed thermally. The speed by which this process
evolves is determined by the speed of propagation of the
gauge quanta, i.e., the speed of light. Alternatively, if the
initial energy deposition were spatially inhomogeneous,
one would expect the dissipation of the local inhomogene-
ities in the initial energy density to be constrained by the

speed of sound, which is equal to c=
ffiffiffi
3

p
in a conformal field

theory. This argument invites the conjecture that local
equilibration of energy, in the sense of hydrodynamics, is
controlled by the speed of light in conformal field theories,
whereas global equilibration requiring hydrodynamic
transport of energy is governed by the speed of sound.
On the other hand, we found that the naive causality argu-
ment does not hold for the two-point function in 3d and 4d
field theories and for Wilson loops in 4d field theories,
which do not have an interpretation as entanglement en-
tropy. In this case we obtained �crit < ‘=2. This is not as
surprising as it might sound: we already know of other
observables that thermalize faster than the entanglement
entropy, for instance one-point functions.
We also found that the transition to full thermal equilib-

rium is abrupt and nonanalytic, as expected from the
causality argument. This nonanalyticity will presumably
disappear once we go to finite gs and N, since we do not
expect infinitely thin shells to exist at finite gs and N. One
might have objected that the nonanalyticity of the transi-
tion to full thermal equilibrium is probably due to the
geodesic approximation and will be smoothed out once
we consider the exact Wightman function. Corrections to
the geodesic approximation can be worked out by consid-
ering the exact first-quantized path integral representation
of the propagator, whose saddle points are given by
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geodesics. Possible corrections are then due to fluctuations
around the saddle point. However, if the geodesic saddle
point lies entirely within the AdS Schwarzschild geometry
and does not graze the shell, such higher-order corrections
will not be sensitive to the presence of the shell, since the
shell is invisible in perturbation theory around the geode-
sic. This remains valid when we couple the heavy bulk
scalar field to other bulk degrees of freedom. At best, there
could possibly be nonperturbative corrections due to other
complex saddle points which are sensitive to the existence
of the shell, but it is unclear how to detect those in time-
dependent situations. For finite-dimension operators, there
could therefore be corrections that are invisible in an
expansion in the inverse dimension. Their computation
would be interesting but is beyond the scope of the present
paper.

The nonanalyticity is probably a consequence of our
treatment of the endpoints of the Wightman function,
which are both located at the same bulk variable z0. The
origin of a similar problem has been studied in the theory
of boundary critical phenomena, where one typically in-
troduces an extrapolation length �0 to tame the sharp UV
cutoff of the conformal field theory [64,65]. This corre-
sponds to the introduction of a smooth UV cutoff of the
form expð�E�0Þ, where E is the energy. The sharp cusp in
the asymptotic result is then rounded over a region
jt� ‘=2j � �0. In our holographic setting, a similar ap-
proach would smear the two endpoints of the correlation
function independently over some range of values z0. We
have not studied the consequences of such a prescription.

One may wonder whether our results are in tension with
those of [66], where instantaneous thermalization was
found for two-point functions related to Brownian motion
of a ‘‘quark’’ represented by a string stretching from the
boundary to the horizon of an AdS3-Vaidya spacetime.
While the two-point functions studied in [66] did not
involve high-dimension operators, so that there is no rea-
son to expect a geodesic approximation to be valid, one can
get some intuition by computing geodesics in the induced
geometry on the string world sheet. We have done so, and
find that geodesics connecting two points on the string
outside the shell never cross the shell. So within a geodesic
approximation, this would explain why the observable
considered in [66] thermalizes instantaneously, in contrast
to the observables studied in the present paper.

The fact that correlation functions of a small geometric
size thermalize earlier than those of a large size implies
that high momentum modes in the boundary field theory
approach thermal equilibrium faster than long wavelength
modes. In other words, the boundary field theory thermal-
izes first in its ultraviolet domain and later in the infrared
or, as one might say, thermalization proceeds from the top-
down. In part, this is a consequence of the fact that the
specific energy injection mechanism considered here has
support in the UV: the energy shell is injected into the

geometry near the boundary and then falls into the deeper
regions of the AdS space, which represent IR modes of the
boundary field theory. While this appears natural when
viewed from the gravity side, it represents a radical devia-
tion of the thermalization behavior of the dual field theory
from that known in weakly coupled non-Abelian gauge
theories, where thermalization occurs from the bottom-up,
independent of how the energy is injected into the field
theory. For the reader unfamiliar with heavy-ion collision
phenomenology, we point out that the scale at which
energy is deposited in the collision—the parton saturation
scale Qs of the colliding nuclei—is higher by an inverse
power of the coupling constant 
s than the thermal scale T
after thermalization. Thus, while the energy is not injected
in the extreme UV in a nuclear collision, it is certainly not
injected in the infrared. We also note that the difference in
thermalization behavior is closely related to the observa-
tion that highly localized excitations in the strongly
coupled gauge theory do not evolve into jets as is com-
monly found in weakly coupled, asymptotically free gauge
theories that permit a perturbative treatment.
It is tempting to speculate to which extent our

results may apply to the thermalization of QCD matter
that is produced in relativistic heavy-ion collisions.
Phenomenologically, it is known that the thermalization
has to occur fast, allowing the matter to expand according
to the laws of nearly ideal hydrodynamics. If the relevant
length scale for thermalization is given by the thermal
scale ‘� ℏ=T, our results suggest that �crit � 0:5ℏ=T if
the matter is strongly coupled. For initial temperature value
T 	 300–400 MeV at heavy-ion collider energies, we
obtain the estimate �crit � 0:3 fm=c, comfortably short
enough to account for the experimental observations. We
know that such a short thermalization time applies to all
momentum scales, because jets are created in the nuclear
collisions, albeit at suppressed levels. However, as already
mentioned, the relevant momentum scale for energy dep-
osition is the parton saturation scale Qs of the colliding
nuclei, i.e.,the transverse momentum below which most
partons in the colliding nuclei are found. For achievable
energies and large nuclei, Qs  3 GeV; in this range of
momenta QCD may well be considered as a strongly
coupled gauge theory.
Though this was not the emphasis in this paper, the rapid

thermalization studied in this paper may also be of rele-
vance for black hole physics. It has been suggested that
black hole creation is the fastest possible form of thermal-
ization that exists in nature [67] and it would therefore be
of particular interest to more directly link the causality
bound to this conjecture.
We also encountered phenomena that do not appear to

have a simple explanation. For example, for long rectan-
gular Wilson loops in the boundary gauge theory of AdS4,
the area of the minimal surface exhibits a swallow tail
behavior: the transition to the thermal limit proceeds via
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a discontinuous succession of shapes of the minimal sur-
face. It is unclear why this phenomenon occurs for the
rectangular Wilson loop but not for the two-point function,
as the differential equation for the stationary surface is
quite similar to that for the geodesic curve.

Finally, we briefly comment on the difference between
dynamically collapsing shells and quasistatic shells that
adiabatically approach the event horizon. As we show in
the Appendix, the swallow tail behavior is ubiquitous for
quasistatic shells close to the horizon, leading to significant
differences between dynamical and quasistatic shells for
large boundary separations.
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APPENDIX: A THE QUASI-STATIC
APPROXIMATION

In the main text we considered a dynamical shell of
matter falling into AdS space as a model of thermalization.
An adiabatic approximation to the process of thermaliza-
tion can be constructed by treating the computation of
correlation functions and Wilson loops in a quasistatic
manner. To do this we observe that the dynamical shell is
falling into AdS space on a null trajectory. Then, at any
given time, we imagine a shell located statically at the
corresponding location on the null trajectory and compute
Wightman functions, Wilson loops, and entanglement
entropy via the geodesic and minimal surface methods
described in the previous section. In this quasistatic
approximation the geodesics and minimal surfaces with
endpoints at a given boundary time remain localized on the
equal-time surface in the bulk of AdS space (Fig. 2).

As we will see, in the quasistatic approximation, there
are generically multiple geodesics connecting a pair of
endpoints on the AdS boundary. We demonstrate this ex-
plicitly for AdS3 and have found similar results for AdS4
(not shown). There can also be multiple minimal surfaces
that trace out a given loop on the AdS4 boundary. This
‘‘swallow tail phenomenon’’ was also described in the full
dynamical setting for the strip Wilson loop (see [28] and
above). When multiple geodesics or minimal surfaces are
present in a dynamical setting, it will generally be neces-
sary to analyze which of these saddlepoints lie within
steepest descent integration contours in the path integral.
Here, for completeness, we document the situations we

have found where multiple saddlepoints exist (see below
and Table I). Note that in a quasistatic setting the saddle
point of minimal action will dominate.

1. Geodesics in the quasistatic approximation

We study the equal-time geodesic in the shell back-
ground in the quasistatic approximation for d ¼ 2. In the
quasistatic approximation, the AdS3 geometry with a shell
at a fixed radial coordinate r ¼ rs can be written as

ds2 ¼ �fðrÞ2dt2 þ dr2

fðrÞ2 þ r2dX2;

fðrÞ2 ¼
�
finðrÞ2 ¼ r2 r < rs

foutðrÞ2 ¼ r2 � r2H r > rs
; (A1)

where rH (< rs) is the position of the would-be horizon.
Outside the shell, r > rs, the metric (A1) is the planar
black brane metric that we studied in the text in II A 4,
while inside the shell, r > rs, it is the empty AdS3 we
discussed around (53)–(55). Therefore, for studying the
equal-time geodesic in the shell spacetime (A1), we can
use our previous results. Outside the shell, the relevant
expressions are found in (34), (35), (41), and (45). The
outside geodesics are parametrized by two parameters E
and J which correspond to the energy and angular momen-
tum, respectively. We take E ¼ 0 so that they describe
equal-time geodesics [see below (48)]. Also, we can take
J � 0 without loss of generality, because flipping the sign
of J just corresponds to the reverse parametrization of
the same geodesic. Inside the shell, the expressions for
geodesics are found in (53), (54), and (89). The inside
geodesics are parametrized by r� � 2=‘. As is clear
from (89), r� is the minimum value of r on the geodesic.
The geodesic in the entire shell background space-

time (A1) is obtained by gluing outside and inside geo-
desics across the shell using a refraction law so that the
geodesic length is extremized. In the current situation
the refraction law can be derived in very much the same
way as it was in the shockwave background around (95),
and the result is

fin
dX

dr

��������r¼rs

¼ fout
dX

dr

��������r¼rs

: (A2)

By substituting the expression for the outside geodesic (45)
and the inside one (89) into (A2), we see that the para-
meters in the inner and outer regions are related by

TABLE I. Overview: swallow tail (!); no swallow tail (�).

Holographic probe Quasistatic Dynamical

Geodesics in AdS3 ! �
Geodesics in AdS4 ! �
strip in AdS4 ! !
Circular loop in AdS4 ! �
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r� ¼ rHJ: (A3)

Just as we did in the main text for the shockwave
geometry, we can compute the renormalized geodesic
length �L and spatial boundary separation ‘ in terms of
the parameters J, r� of the geodesic. The geodesic length is
the sum of the geodesic length for the inside part, which
can be computed from (53), and the length for the outside
part, which can be computed from (43) with E ¼ 0. The
result is

‘ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � r2HJ

2
q
rHrsJ

þ 2

rH
ln

�
rsðJ þ 1Þ

J
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � r2H

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � r2HJ

2
q �

;

�L ¼ 2 ln

� rs þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � r2HJ

2
q

rHJð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � r2H

q
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � r2HJ

2
q

Þ

�
: (A4)

Here, we regularized L by subtracting the divergent quan-
tity 2 lnð2r0Þ just as we did in the main text. Note that (A4)
is valid if the geodesic is partly inside the shell, which is
the case if J  rs=rH. In this case, (A4) gives implicitly the
relation between ‘ and �L through the parameter J [note
that J and r� are related by (A3)].

If J � rs=rH, instead, the entire geodesic is outside the
shell and the relation between ‘ and �L is given by (52).
In Fig. 22, we plotted �L versus ‘ for different values of

rs=rH. We see that the curve has more nontrivial structure
for rs=rH 	 1. So, let us focus on this case. If rs=rH 	 1,
then from (A4) one can derive that, depending on the value
of J, the relation between ‘ and �L has the following
regimes:

ðiÞ J 
 1: ‘ � 1

rH
; �L 	 2 ln

‘

2
;

ðiiÞ J � rs
rH

and J � 1:
1

rH
� ‘  1

rH
ln
rs þ rH
rs � rH

;

�L 	 rH‘� 2 lnð2rHÞ;
ðiiiÞ J  rs

rH
and J � 1:

1

rH
� ‘  1

rH
ln
rs þ rH
rs � rH

;

�L 	 rH‘� 2 lnð2rHÞ;

ðivÞ 1

rH

 J > 0: ‘ 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � r2H

q
r2H

;

�L 	 2 ln
‘

2
þ 2 ln

2rs

rs þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s � r2H

q : (A5)

FIG. 22 (color online). The �L versus ‘ curves (solid lines) for the values of rs=rH (A) sufficiently larger than 1 and (B) sufficiently
close to 1. We set rH ¼ 1. For comparison, we plotted �Lð‘Þ for pure AdS3 in dotted black lines and for AdS3 Vaidya in dashed yellow
lines. Note that most of the Vaidya curves (dashed yellow) are overlapping with quasistatic curves (solid, in various colors). For the
values of t0 used for the Vaidya curves, see text [Eq. (A6)]. In (B), we used (partly) different colors for the different regimes (i)–(iv)
explained in the text in Eq. (A5). In the insets are the actual shapes of the geodesics for some selected values of ‘, in different colors
corresponding to different branches, in the ðX; z ¼ 1=rÞ coordinates (actual values of the coordinates not shown). The two horizontal
lines in each inset represent the boundary (z ¼ 0) and the shell (zs ¼ 1=rs).
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The geodesic does not cross the shell in regimes (i) and
(ii) while it crosses the shell in regimes (iii) and (iv). In
regime (i), the ‘-�L relation is the same as the one for
empty AdS3, because the geodesic is near the boundary of
the AdS space where the background metric is same as the
empty AdS metric. In regime (ii) the geodesic length �L
grows linearly with the boundary separation ‘ because the
geodesic extends almost parallel to the shell just above it.
This happens because the shell at r ¼ rs is very close to the
would-be horizon at r ¼ rH. Regime (iii) is similar to
regime (ii) except that a small middle part of the geodesic
dips into the inside geometry. In regime (iv), the ‘-�L
relation is the same as the one for empty AdS, up to a
constant shift. This is because most of the geodesic is
inside the shell where the metric is equal to the empty
AdS metric. However, the part of geodesic outside the shell
still sees the BTZ metric and leads to the constant shift that
survives even for ‘ ! 1.

So, if rs=rH 	 1, within a certain range of the spatial
separation ‘, there are three possible geodesics and three
corresponding values of �Lð‘Þ; see Fig. 22. The upper
bound of the range is ‘max¼ð1=rHÞln½ðrsþrHÞ=ðrs�rHÞ�
while the lower bound can be computed from the condition
@‘=@J ¼ 0 and is given in the rs ! rH limit by ‘min 	
3:7=rH. As rs ! rH, we can make the upper bound ‘max

arbitrarily large and the ‘‘spike’’ in Fig. 22 arbitrarily long.
In general, in the presence of multiple geodesics in

Lorentzian signature, which geodesic makes the dominant
contribution to the correlation function is a subtle issue
[39–41]. However, in the present approximation where the
spacetime is static, it is simply the shortest geodesic that
contributes most to the correlation function. Therefore, in
spite of the existence of the peculiar ‘‘linear’’ regimes (ii)
and (iii), it is (i) and (iv) that determine the correlation
function.

For comparison, in Fig. 22, we also plotted �Lð‘Þ for
the Vaidya geometry we studied in III A 1. The relevant
expressions are found in (102) and (112). The Vaidya
geodesics are parametrized by t0, the time at which the
boundary operators are inserted. In the plot, we determined
the value of t0 in terms of rs so that the shock wave in
the Vadiya geometry is at r ¼ rs at time t0 just as in the
quasistatic metric (A1). Namely, because the shock wave is
at v ¼ 0, by setting v ¼ 0 in (29), we obtain the relation
between t0 and rs:

t0 ¼ 1

2rH
ln
rs þ rH
rs � rH

: (A6)

Note that, in the large ‘ limit with rs fixed, the quasistatic
computation (A4) gives the asymptotic behavior:

�L	2ln
‘

2
þ2ln

2rs

rsþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s�r2H

q ¼2ln
‘

2
þ2ln

�
coshðrHt0Þ
cosh2ðrHt02 Þ

�

ðquasi-staticÞ; (A7)

where in the second expression we used (A6). In the same
limit [which corresponds in (112) to c ! 1, r�=rH ! 0
with fixed t0], the Vaidya result (112) gives the following
asymptotic behavior:

�L 	 2 ln
‘

2
� ln

16a

ð ffiffiffi
a

p þ 1Þ4 ¼ 2 ln
‘

2
þ 4 ln

�
cosh

rHt0
2

�

ðVaidyaÞ; (A8)

where we used a ¼ e2rHt0 . These lead to the difference in
the ‘ ! 1 behavior of the quasistatic and Vaidya curves
that we can observe in Fig. 22.

2. Wilson loops in the quasistatic approximation

In four dimensions the entanglement entropy is related
to the area of the spacelike string surface whose base is a
Wilson loop at the AdS boundary. In [28] it was noticed
that there can exist three different string surfaces for the
same boundary time and the same boundary separation in a
dynamical background with a thermal quench (see also
III B 2). In this subsection we will investigate whether the
quasistatic approximation for Wilson loops and Wilson
strips exhibits multiple string surfaces for the same
boundary.

a. Circular loops

Similar to the geodesic analysis, the four-dimensional
background can be divided into a black brane part (outside
the shell) and a pure AdS part (inside the shell). However,
we cannot solve the differential equations analytically and
instead we rely on numerical methods. Outside the shell
the solution satisfies the differential equation (68) in the
black brane background (with d ¼ 3), while inside the
shell we must find a minimal surface in pure AdS (i.e.
we set the massM to zero in Eq. (68). The minimal surface
in pure AdS consists of a hemisphere. In the thin-shell
limit, at the position of the shell z ¼ zs, the minimal
surface should satisfy the refraction condition

dzout
d�

��������zs

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�Mz3s

q dzin
d�

��������zs

: (A9)

This is derived analogously to the geodesic case (A2) in
which case it agrees with numerical results obtained by
minimizing the path of the geodesic. Note that in the
dynamical case we do not use such a condition and solve
the equations of motion in the whole space with mass
function (4). However, here, taking advantage of this sim-
ple relation allows to use much less computationally in-
tensive numerics in the limit of a thin shell (where the mass
function is a step-function). We start by constructing a
hemispherical string surface whose tip is given by zð0Þ ¼
z� > zs and z0ð0Þ ¼ 0, thus lying inside the shell. For this
solution we can determine the intersection point �1 with
the shell and the gradient at that point analytically. We can
then use the refraction condition to generate the rest of the
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solution in the black brane background, using the boundary
condition zð�1Þ ¼ zs and z0ð�1Þ ¼ z0out. Where this part of
the solution intersects the boundary (cut off at z0) gives us
the boundary radius R of the Wilson loop. We can also
construct surfaces wholly outside the shell, which are just
the thermal Wilson loops from Sec. II B 1. Thus we get
Rðz�Þ for any shell position zs.

As with the geodesics case we can get multiple surfaces
with the same boundary radius and shell position (such as in
Fig. 22). An easy way to check whether these multiple
solutions exist before calculating any areas (see also [28])
is to invert our numerical data appropriately so that we can
plot it on a graph of z� against boundary time t0, the
boundary time being obtained as a function of the shell
position zs:

t0 ¼
Z zs

z0

dz

1�Mz3
: (A10)

The multiple solutions will show up as multiple possible
values of z� for the same t0. We see this in Fig. 23(a) where
we have plotted for three different boundary radii.

The area of the minimal surface consists of three parts:
we add the areas of the piece in empty AdS (inside the
shell) and of the piece in the black brane background
(outside the shell) and subtract the area of the solution in
empty AdS with the same boundary radius,

�AðR; t0Þ ¼
Z �1ðt0Þ

0
d�

�

z2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z02

p

þ
Z R

�1ðt0Þ
d�

�

z2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z02

1�Mz3

s
�

�
R

z0
� 1

�
:

(A11)

In Fig. 23(b), we plot �AðR; t0Þ as a function of R for a
fixed shell position. The three branches appear in a very
similar fashion to those for geodesics in AdS3 shown in
Fig. 22. Figure 23(c) then shows �AðR; t0Þ as a function of
the boundary time t0 for three different boundary radii. The

appearance of the three branches gives a swallow tail as
found in [28] in the dynamical case for the infinite rectan-
gular strip, and as we also find in Sec. III B 2. However,
there are no such multiple solutions in the dynamical
Wilson loop case as shown in [28] and Sec. III B 1. This
can be taken as an indication of the limits of the quasistatic
approximation in accurately capturing the behavior as the
shell gets closer to the horizon (recall that to get the three
branches in Fig. 23(b) we have to wait till the shell ap-

proaches the would-be horizon, here M1=3zs ¼ 1=1:001).
The appearance of three branches does not, however, sig-
nify that something is unphysical. As mentioned, they also
appear in the dynamical case for the infinite strip. What it
does mean is that since we are using a saddle-point ap-
proximation to calculate field theory quantities and our
spacetime is Lorentzian, when there are multiple geodesics
we should carefully follow a steepest descent procedure.
The numerics are hard to pursue around the earliest time

where the three branches occur in Fig. 23(c) and we see
some noise around one corner of the swallow tail. Here the
tip of the sphere at z�, which is our initial condition, is very
close to the shell, and very small variations in z� give rise to
large variations in R and hence �A.

b. Strip

We can perform a similar analysis for the Wilson strip in
a quasistatic background. Eq. (76) is now the differential
equation we solve numerically in the black brane back-
ground (with d ¼ 3). Considering a similar boundary setup
for the strip as in section II B 2, we follow a similar
procedure to construct solutions as for the quasistatic
Wilson loops. Also the refraction condition through the
shell (in the thin-shell approximation) is the same as for
circular Wilson loops. Hence, we will not work this case
out explicitly will immediately give the results. The string
surface area consists of three different pieces: the part of the
solution inside the shell (empty AdS)AAdS, the part of the
solution outside the shell (black brane background) ABB,
and a subtracting part corresponding to the full solution in
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FIG. 23 (color online). (A) z� against t0 for R ¼ 1:4, 1.6, 1.8 (from bottom curve to top curve). Three z� values for a certain range of
t0 make it clear we have multiple branches. (B) �A against R forM1=3zs ¼ 1=1:001. We have multiple solutions for the same radius in
the region with the spike. (C) �A against t0 for R ¼ 1:4, 1.6, 1.8, (from bottom curve to top curve) we have three branches and the
behavior of the curve there is complicated.
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empty AdS with the same boundary separation ‘. The full
area in the shell background is given by

�Að‘; t0Þ ¼ AAdSðzsðt0Þ; ~xÞ þABBð~x; ‘Þ
�AAdSðz0; ‘Þ; (A12)

where ~x represents the spacelike separation of the part in-
side the shell. The area formula in emptyAdS is given by the
relation

A AdSðz; yÞ � R

�

�
1

z
þ 1

2y

��ð�1=4Þ�ð3=4Þ
�ð1=4Þ2

�
; (A13)

where R corresponds to the height of the Wilson strip at the
boundary (see II B 2) and the black brane area is given by

A BBðy1; y2Þ � R

�

Z y2

y1

dx
1

zðxÞ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z0ðxÞ2

1�Mz3

s
: (A14)

In Fig. 24(a), we plot the midpoint of zðxÞ, namely z�, as
a function of the boundary time t0. In the middle panel of
Fig. 24, we plot the area �Að‘; t0Þ (with R=� divided out)
as a function the boundary separation ‘ for a fixed shell
position zs (thus for a fixed boundary time t0). On the right
panel of Fig. 24 we plot the area �Að‘; t0Þ (with R=�
divided out) as a function of the boundary time t0 for three
fixed boundary separations. As in the dynamical case, we
have three branches of solutions appearing, but here they
show up already for smaller values of the radius.
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The mutual and tripartite information between pairs and triples of disjoint regions in a quantum field

theory are sensitive probes of the spread of correlations in an equilibrating system. We compute these

quantities in strongly coupled two-dimensional conformal field theories with a gravity dual following the

homogenous deposition of energy. The injected energy is modeled in anti-de Sitter space as an infalling

shell, and the information shared by disjoint intervals is computed in terms of geodesic lengths in this

background. For given widths and separation of the intervals, the mutual information typically starts at its

vacuum value, then increases in time to reach a maximum, and then declines to the value at thermal

equilibrium. A simple causality argument qualitatively explains this behavior. The tripartite information is

generically nonzero and time-dependent throughout the process. This contrasts with (but does not

contradict) the time-independent tripartite information one finds after a two-dimensional quantum quench

in the limit of large time and distance scales compared to the initial inverse mass gap.

DOI: 10.1103/PhysRevD.84.105017 PACS numbers: 03.65.Ud, 11.25.Tq

I. INTRODUCTION

Consider a quantum field theory whose state is described
by the density matrix �. Measurements made within a
spatial region A (with complement �A) can all be described
in terms of the reduced density matrix �A ¼ tr �A�. The
entanglement entropy of A is defined as SðAÞ ¼
�tr½�A log�A�. If the full system is in a pure state, SA
equals S �A and measures the amount of entanglement be-
tween A and �A. Now consider two disjoint regions A and B.
The amount of correlation between these regions (both
classical and quantum) is measured by the mutual infor-
mation

IðA; BÞ ¼ SðAÞ þ SðBÞ � SðA [ BÞ: (1.1)

While the entanglement entropy of a spatial region A has a
UV divergence proportional to the area of the boundary of
A, the mutual information is finite, making it an especially
convenient quantity to study. The mutual information ap-
pears in bounds that limit how well an observer of A can
predict events in B. Indeed IðA; BÞ � 0with equality if and
only if A and B are uncorrelated, i.e. �A[B ¼ �A � �B.
Mutual information can potentially provide a powerful
description of how correlations evolve and spread in an
out-of-equilibrium system.

Progress in computing mutual information has been
made for certain two-dimensional conformal field theories
in special limits [1]. In particular, Calabrese and Cardy

have studied the evolution of entanglement entropy follow-
ing a quantum quench [2]. They studied quenches in
which a two-dimensional field theory with a gap suddenly
becomes conformal (e.g., because a parameter in the
Hamiltonian such as an external field is changed). The
evolution of mutual information in this system can be
computed in limits where the time, the interval sizes, and
the interval separations are all large compared to the initial
inverse mass gap. It was found that the entanglement
entropy of an arbitrary number of intervals (and hence
the mutual information defined above) exhibits a piecewise
linear behavior in time. This behavior is consistent with a
simple model based on causal propagation with the speed
of light from an initial state with short-range correlations.
Another interesting quantity to consider in this context is

the tripartite information, which measures the degree of
extensivity of the mutual information. This quantity is
defined for three spatial regions A, B and C as

I3ðA; B;CÞ ¼ SðAÞ þ SðBÞ þ SðCÞ � SðA [ BÞ
� SðA [ CÞ � SðB [ CÞ þ SðA [ B [ CÞ

¼ IðA; BÞ þ IðA;CÞ � IðA; B [ CÞ: (1.2)

By definition, it is symmetric under permutations of its
arguments. In a generic field theory, depending on the
choice of the regions, it can be positive, negative or zero,
meaning that the mutual information is subextensive,
superextensive or extensive, respectively. It does not have
the UV divergences present in the entanglement entropy.
This is true even when the three regions share boundaries
(in contrast to the mutual information which is cutoff
dependent in this case and needs to be renormalized).
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For equilibrium states of field theories that have a grav-
ity dual, the AdS/CFT correspondence gives us a simple
recipe for computing entanglement entropy in terms of the
areas of minimal surfaces in a dual spacetime [3]. The
mutual and the tripartite information between regions
can then be computed through (1.1) and (1.2). Applying
this method, an interesting phase transition was observed,
where the mutual information between a pair of disjoint
intervals in two-dimensional field theory is of Oð1Þ for
large separations, but of order the central charge for small
separations [3,4]. A recent work [5] has also proven that for
quantum field theories at equilibrium with a holographic
dual, the mutual information is always extensive or super-
extensive, meaning that I3ðA; B; CÞ � 0.

The purpose of our paper is to understand how these
results extend to a dynamical setting where energy is
injected at t ¼ 0 and then proceeds to equilibrate. We
model the injection of energy as a shell of null dust falling
into anti-de Sitter (AdS) space. We then apply a proposal
of [6] for computing entanglement entropy in a time-
dependent AdS/CFT setting in terms of the areas of ex-
tremal surface in the dual spacetime. A key difference
between our setting and that of [2] is that our theory is
always conformal and hence starts with long-range corre-
lations, whereas their model is gapped at early times so that
the correlations are essentially local [7].

We find that the mutual information between intervals
in our setting starts at the vacuum value and ends at the
thermal value, but usually passes through an intermediate
phase where it is higher than either. The rise and fall are
nearly linear in time. A causality argument (slightly modi-
fied from [2,7]) explains qualitative features of our results.
We find that the tripartite information is nonpositive in all
the cases that we study, matching the expectation based on
the results of [5] who studied static configurations. In our
dynamical setting the tripartite information changes with
time during the process of thermalization in many parame-
ter regimes. In contrast, the Calabrese and Cardy results for

two-dimensional quantum quenches, where a mass gap is
suddenly taken to zero, imply that I3 is constant in their
setting [2]. If the AdS/CFT entanglement entropy proposal
of [6] is correct, the difference is probably due to the fact
that our initial state has long distance correlations. In other
words, the ‘‘mass gap’’ in our setup would be zero, so that
we are studying the system on time and distance scales
small compared to the would be inverse initial mass gap.

II. MUTUAL INFORMATION

Consider the three-dimensional infalling shell geometry
described by the Vaidya metric

ds2 ¼ �½r2 � r2H�ðvÞ�dv2 þ 2drdvþ r2dx2; (2.1)

where v labels ingoing null trajectories, � is the step
function and we have set the AdS radius equal to 1. In
this form, the Vaidya metric describes a zero thickness
shell composed of tensionless null dust (Fig. 1(a)).
Outside the infalling shell (v > 0), the geometry is identi-
cal to that of an AdS black brane with Hawking tempera-
ture T ¼ rH=2�, while inside the shell (v < 0) it is the
same as that of pure AdS. The change of coordinates

v ¼
�
tþ 1

2rH
lnjr�rH j

rþrH
v > 0

t� 1
r v < 0

(2.2)

brings the two metrics to the standard form

ds2 ¼
��ðr2 � r2HÞdt2 þ dr2

r2�r2H
þ r2dx2 v > 0

�r2dt2 þ dr2

r2
þ r2dx2 v < 0

: (2.3)

On the boundary, at r ¼ 1, the coordinates v and t
coincide.
We consider the time evolution of the mutual informa-

tion between disjoint intervals of length ‘ separated by a
distance d on the boundary of the Vaidya spacetime (2.1).
In three bulk dimensions the entanglement entropy of a
connected region A on the spacetime boundary is proposed

FIG. 1 (color online). (a) The causal structure of the Vaidya spacetime shown in the Poincaré patch of AdS space. The asymptotic
boundary (vertical line on the right hand side) is planar, and the null lines on the left hand side of the diagram represent the Poincaré
horizon. (b) Connected (in blue) and disconnected (in red dashed) locally minimal surfaces for the boundary region A [ B in AdS3.
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to be computed holographically by the length of the bulk
geodesic that connects the end points of A [6]. For disjoint
intervals A and B there are multiple candidates for the
geodesics that contribute to SðA [ BÞ. In [4], it was shown
that for equilibrium configurations, SðA [ BÞ is given by
the minimum of the lengths of two sets of geodesics
(shown as solid and dashed lines in Fig. 1(b)). We will
assume that this prescription extends to the dynamical
Vaidya background as a rule saying that SðA [ BÞ is deter-
mined by the length of the shortest collection of geodesics
connecting the end points of A and B.1

The geodesics connecting two equal-time boundary end
points ðt0; 0Þ and ðt0; ‘Þ have been studied in [7,8]. These
results have been extended to non-equal-time spacelike
geodesics in [9]. Since the geodesic length L diverges
due to contributions near the AdS boundary, it is more
convenient to work with a regularized length computed by
introducing a large radius cutoff in AdS at r ¼ r0 and
defining �L � L� 2 lnð2r0Þ. This removes the divergent
part of the length in the vacuum state (pure AdS). For
t0 � 0 (before the shell falls in) the geodesics lie entirely
in AdS at fixed time t ¼ t0. Their renormalized length is

�Lvacuumð‘Þ ¼ 2 ln
‘

2
: (2.4)

For 0< t0 < ‘=2, the geodesics cross the infalling shell
and their renormalized length is

�Lshellð‘; t0Þ ¼ 2 ln

�
sinhðrHt0Þ
rHsð‘; t0Þ

�
; (2.5)

where sð‘; t0Þ 2 ½0; 1� is parametrically defined by

‘ ¼ 1

rH

�
2c

s�
þ ln

�
2ð1þ cÞ�2 þ 2s�� c

2ð1þ cÞ�2 � 2s�� c

��
; (2.6)

with c ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� s2

p
and

2� ¼ cothðrHt0Þ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coth2ðrHt0Þ � 2c

cþ 1

s
: (2.7)

For t0 � ‘=2, the geodesics lie on the t ¼ t0 surface in the
black brane geometry and

�Lthermalð‘Þ ¼ 2 ln
sinhrH‘2
rH

: (2.8)

In terms of these geodesic lengths our formula for the
mutual information between the intervals A and B is

IðA; BÞ ¼ 1

4GN

f2�Lð‘Þ �Min½2�Lð‘Þ; �Lð2‘þ dÞ
þ �LðdÞ�g: (2.9)

Observe that in principle we should also consider geo-
desics of spatial separation ‘þ d, which connect the two
left (right) end points of the two intervals A and B. We
should thus evaluate in (2.9)

Min ½2�Lð‘Þ; �Lð2‘þ dÞ þ �LðdÞ; 2�Lð‘þ dÞ�:
(2.10)

However, for any fixed boundary time t0:

�Lvacuumð‘þ dÞ � �Lvacuumð‘Þ;
�Lthermalð‘þ dÞ � �Lthermalð‘Þ;
�Lshellð‘þ d; t0Þ � �Lshellð‘; t0Þ;

(2.11)

since, in each case, �L is monotonically increasing as a
function of the spatial boundary separation, as is seen from
(2.4) and (2.8) and numerically from (2.5). Therefore, when
all the possible competing geodesics are of the same type
(in terms of crossing the shell or not), it is enough to
consider (2.9). There are however time intervals in
which the property (2.11) is not enough to exclude the
case of intersecting geodesics of length �Lð‘þ dÞ from
(2.10). For example, when ‘ > d and t0 2 ½‘=2;
ð‘þ dÞ=2Þ, one has �Lð‘þ dÞ ¼ �Lshellð‘þ d; t0Þ while
�Lð‘Þ ¼ �Lthermalð‘Þ. In these cases, however, it follows
from (2.5) and (2.8) that

�Lshellð‘þ d; t0Þ � �Lthermalð‘Þ (2.12)

in the relevant time interval, and it is therefore always
enough to consider (2.9).
In the Vaidya spacetime (2.1), for t0 � 0, the mutual

information of A and B coincides with the vacuum AdS
result of [4]:

IðA; BÞvacuum ¼
8<
:
0; d � dvacuum
c
3 ln

�
‘2

dð2‘þdÞ

�
; d � dvacuum

(2.13)

where we have used (2.4), the central charge c ¼ 3=ð2GNÞ
and dvacuumð‘Þ � ð ffiffiffi

2
p � 1Þ‘. For t0 � ð2‘þ dÞ=2, all the

geodesics lie entirely in a black brane background and the
mutual information is given by [10]:

IðA;BÞthermal

¼ 1

4GN

f2�Lthermalð‘Þ
�Min½2�Lthermalð‘Þ; �Lthermalð2‘þ dÞ þ�LthermalðdÞ�g

¼
8><
>:
0; d� dthermal

c
3 ln

�
sinh2ðrH‘=2Þ

sinhðrHð2‘þdÞ=2Þ sinhðrHd=2Þ

�
; d� dthermal

(2.14)

using (2.8), where

1There is also a topological condition [4] that the geodesics
should be continuously deformable to the AdS boundary. This
condition will not come into play for us.
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dthermalð‘Þ � 1

rH
ln½1� erH‘ þ e2rH‘

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� erH‘ þ e2rH‘Þ2 � e2rH‘

q
� � 2‘: (2.15)

As the intervals size ‘ ! 1, dthermalð‘Þ ! d1 ¼ ln2
rH
.

From these results, we see that for a fixed interval size ‘
when dthermal � d < dvacuum the mutual information must
vanish for t0 � ð2‘þ dÞ=2. The reason is that at these late
times, all the geodesics that can potentially contribute to
the mutual information (see Fig. 1(b)) will lie in the black
brane background. When d � dvacuum it is zero also for
t0 � 0 because at early times all the relevant geodesics lie
in the empty AdS background. When d < dthermal the mu-
tual information can be nonzero for all times (Fig. 2).
In the Vaidya background the mutual information should

interpolate between the vacuum and thermal results. The
interpolation occurs in the period 0< t0 < ð2‘þ dÞ=2,
when one or more geodesics intersect the shell. Crossing
the shell has the effect of lowering (raising) the geodesic
length for a fixed boundary separation, with respect to the
black brane (AdS) background. When Maxð‘=2; d=2Þ �
t0 < ð2‘þ dÞ=2 only the outermost geodesic with
boundary separation 2‘þ d crosses the shell. When
Minð‘=2; d=2Þ � t0 <Maxð‘=2; d=2Þ geodesics with
boundary separation 2‘þ d and Maxð‘; dÞ cross it, and
so on. The mutual information in this range of times can be
computed using the appropriate geodesic lengths �Lshell in
(2.5) and �Lthermal in (2.8). The mutual information com-
puted in this way starts at the vacuum value at early times
and ends at the thermal value at late times. Remarkably, it
increases sharply to a peak at intermediate times (Fig. 3).
These results are easily extended to a situation where the

FIG. 2 (color online). dthermal and dvacuum as a function of ‘ for
rH ¼ 1. The mutual information surely vanishes for t0 � 0
and t0 � ð2‘þ dÞ=2 for d and ‘ in the white region, for t0 �
ð2‘þ dÞ=2 in the green shaded region, while it is generically
everywhere nonzero in the blue dotted region.
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FIG. 3 (color online). Rescaled mutual information ~I � 4GNI as a function of boundary time t0 for d ¼ 0:4 (left), d ¼ 2 (center) and
d ¼ 4 (right), and rH ¼ 1. The various curves correspond to different values of ‘ which increases from the bottom up. The left panel
shows ‘ ¼ 0:2; 0:4; . . . ; 2:0, while the center panel and the right one show ‘ ¼ 1; 2; . . . ; 10 (some of the curves in the three panels are
not visible because everywhere vanishing).
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FIG. 4 (color online). Rescaled mutual information ~I � 4GNI as a function of boundary time t0 for d ¼ 0:4, ‘1 ¼ 2 (left), d ¼ 2,
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two intervals have different lengths ‘1 and ‘2. The logic is
identical, so we merely plot the results in Fig. 4.

III. A QUALITATIVE EXPLANATION FOR THE
MUTUAL INFORMATION?

Why does the mutual information increase and then
decrease again in our setup? For understanding the entan-
glement entropy of a single interval in the same setting it
was useful to compare the AdS results with exact compu-
tations for quantum quenches [2,7]. The entanglement
entropy for multiple intervals after a quench was also
computed by Calabrese and Cardy [2] for times and spatial
scales large compared to the inverse mass gap of the early
time state. From their results we can compute the mutual
information following (1.1). Since the Calabrese-Cardy
theory starts, unlike ours, with a gapped initial state and
a type of energy deposition with short-range correlations,
their results need not agree with ours [7]. However, the
explicit result nevertheless has a sharp feature in the
middle.

A simple toy model developed by [2] gives a physical
interpretation for this principal feature of the mutual infor-
mation in the quantum quench. The idea was that before
the quench there is a mass gap and a finite correlation
length. Thus, after the quench only excitations originating
at almost the same point will be entangled. At later times,
such a pair of correlated particles will only contribute to
the mutual information between two intervals, if each
interval contains one of the two particles. As shown in
Fig. 5 this naive model would lead to a linear rise and
subsequent decline in the mutual information. An exten-
sion of this toy model to the Vaidya setup reproduced the
entanglement entropy of a single interval by including
power law long-range correlations in the initial state [7].

To try to reproduce our results more accurately, further
modifications of the toy model would be needed. Consider,
for example, the nonzero final state mutual information
that is present in some cases. This can occur in a naive
particle picture if the initial energy deposition had a finite

spatial correlation length, and we consider particle pairs
that travel in the same direction as well as in opposite
directions. In this setup, two intervals separated by a
distance d will always be populated at late times with
particle pairs that move in the same direction and were
produced at a separation slightly larger than d. If the initial
correlation length was bigger than d a final state mutual
information can result.

IV. TRIPARTITE INFORMATION

Now consider the time evolution of the tripartite infor-
mation (1.2) for three intervals on the boundary of the
dynamical Vaidya background (2.1). From (1.2), in addi-
tion to the computations that we have already done, we
need to compute SðA [ B [ CÞ. Following the previous
sections, we will assume that this is determined by the
length of the shortest collection of geodesics connecting
the end points of A, B and C.
We first consider the case of three adjacent intervals A, B

and C, of length ‘, d and ‘ respectively, on the boundary of
the Vaidya spacetime. This corresponds to the setting
considered in Sec. II for the mutual information, now
promoting the region of length d, which separates the
two intervals of length ‘, to a third interval.
We plot in Fig. 6 the results for the tripartite information

(1.2) for different values of ‘ and d as a function of the
boundary time t0. For large values of d (center and right
panels of Fig. 6) the tripartite information starts at the
vacuum value and ends at the (larger) thermal value pass-
ing through an intermediate phase where it is more nega-
tive than either. For small d (left panel of Fig. 6) and large
enough ‘, the behavior is different. In this case, the vacuum
value is less negative than the thermal one and the tripartite
information just decreases nonlinearly. Incidentally, in this
parameter range the thermal mutual information is non-
vanishing (see Fig. 3, and values of ‘ and d in the blue
dotted region of Fig. 2).
For the value of d in the center panel of Fig. 6, for some

values of ‘, the tripartite information goes through an

FIG. 5 (color online). (a) A simple causality derived picture for two intervals after a quench. After the quench at t ¼ 0 signals
propagate outwards at the speed of light in both directions. These will give correlations which contribute to the mutual information at
t ¼ t0 if one signal is in each interval, which occurs only for signals originating in the shaded pink diamond. (b) The analogous picture
for two intervals of different length.
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intermediate phase where it is constant. This can be under-
stood looking at the first line of (1.2). In this phase, all
the contributions are constant except for SðA [ CÞ and
SðA [ B [ CÞ, whose time-dependent contributions cancel
each other in (1.2). To see this, first note that SðAÞ, SðBÞ,
SðCÞ, SðA [ BÞ and SðB [ CÞ all correspond to geodesics
extending in the thermal background and have a constant
value. Meanwhile SðA [ B [ CÞ is given by the geodesic
that ends on the two end points of A [ B [ C, which

crosses the shell. Finally, SðA [ CÞ is determined by the
two geodesics enclosing a connected region in the bulk –
the outer geodesic of this pair is the same one that appears
in SðA [ B [ CÞ. Therefore the two contributions that cross
the shell and are time-dependent cancel each other between
SðA [ B [ CÞ and SðA [ CÞ, leading to a constant result for
the tripartite information. For large enough ‘=d, this con-
stant value is approximately ‘-independent, as can be seen
from (2.8). The same type of argument applies to late
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FIG. 6 (color online). Rescaled tripartite information ~I3 � 4GNI3 for three adjacent intervals of length ‘, d and ‘ as a function of
boundary time t0, for d ¼ 0:4 (left), d ¼ 2 (center) and d ¼ 4 (right), and rH ¼ 1. The various curves correspond to different values of
‘. The left panel shows ‘ ¼ 0:2; . . . 1; 0 in continuous lines with ‘ decreasing from the bottom up, while the curves in dot-dashed have
‘ ¼ 1:2; . . . ; 2:0 increasing from the bottom up. The center and right panels have ‘ ¼ 1; 2; . . . ; 10 decreasing from right to left.

FIG. 7 (color online). A schematic representation of locally minimal surfaces for the boundary region A [ B [ C in AdS3. The top
right figure with A and C interchanged also contributes.
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times, when all the geodesics extend in the thermal
background.

As shown in Fig. 6, we find a nonpositive tripartite
information at all times. Even though we are dealing
with a dynamical setup, this behavior matches [5], where
it has been shown that in holographic theories at equilib-
rium the mutual information is extensive or superextensive.

While the case of adjacent intervals is a direct extension
of the computation of the mutual information (Sec. II), the
tripartite information for three disjoint intervals is more
subtle. However, using the fact that only nonintersecting
geodesics are local minimal surfaces for two disjoint in-
tervals, as was the case in (2.9), the collection of geodesics
that potentially contribute to the tripartite information of
A [ B [ C in the Vaidya background reduces to those
shown in Fig. 7.

The time evolution of the tripartite information for three
disjoint intervals of length ‘, each separated by a distance d
from adjacent ones, is plotted in Fig. 8 for various values of
d and ‘. It mainly shows the same features as the tripartite
information of adjacent intervals.

We have found that the tripartite information computed
in the Vaidya geometry is generically nonzero. Now recall
that Calabrese and Cardy found that the entanglement
entropy of N disjoint intervals ðu2j�1; u2jÞ, with 1 � j �
N and uk < ukþ1, after a quantum quench [2] evolves in
time according to the formula

S� S1 þ �c

12�0

X2N
k;l¼1

ð�1Þk�l�1Max½uk � t; ul þ t�: (4.1)

Here c is the central charge and �0 is a parameter of the
same order as the inverse mass gap (refer to [2] for more
details). This formula holds only in the limit where the
time t and all separations juk � ulj are much larger than the

initial inverse mass gap. Using (4.1), it follows that the
time-dependent part of the tripartite information vanishes
in this regime because each contribution associated to an
extremum uj appears an equal number of times with a

minus and a plus sign in (1.2). In contrast, the tripartite
information for the Vaidya background (Fig. 8) is generally
time-dependent and is only constant (and vanishing) if
IðA; BÞ, IðA;CÞ and IðA; B [ CÞ in (1.2) are all identically
zero.
The results of Calabrese and Cardy need not agree with

ours since they start with a gapped initial state which lacks
long-range correlations. Nevertheless it is interesting that
important qualitative features of the time evolution of the
mutual information matched between their model and ours,
while the behavior of the tripartite information is sharply
different. In any case, the disagreement shows clearly that
the simple causality argument of Sec. III, where interac-
tions were not taken into account, is not enough to capture
the qualitative features of our strongly coupled two-
dimensional dynamics.
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Using the holographic mapping to a gravity dual, we calculate 2-point functions, Wilson loops, and

entanglement entropy in strongly coupled field theories in d ¼ 2, 3, and 4 to probe the scale dependence

of thermalization following a sudden injection of energy. For homogeneous initial conditions, the

entanglement entropy thermalizes slowest and sets a time scale for equilibration that saturates a causality

bound. The growth rate of entanglement entropy density is nearly volume-independent for small volumes

but slows for larger volumes. In this setting, the UV thermalizes first.

DOI: 10.1103/PhysRevLett.106.191601 PACS numbers: 11.25.Tq, 11.25.�w, 52.27.Gr

It is widely believed that the observed nearly inviscid
hydrodynamics of relativistic heavy ion collisions at col-
lider energies is an indication that the matter produced in
these nuclear reactions is strongly coupled [1]. Some such
strongly coupled field theories can be studied by using the
holographic duality between gravitational theories in
asymptotically anti–de Sitter (AdS) space-times and quan-
tum field theories on the boundary of AdS. The thermal
state of the field theory is represented by a black brane in
AdS, and near-equilibrium dynamics is studied in terms of
perturbations of the black hole metric. A key remaining
challenge is to understand the far from equilibrium process
of thermalization. The AdS/CFT correspondence relates
the approach to thermal equilibrium in the boundary theory
to black hole formation in the bulk.

Recent works studied the gravitational collapse of en-
ergy injected into AdS5 and the formation of an event
horizon [2]. These works started from locally anisotropic
metric perturbations near the AdS boundary and studied
the rate at which isotropic pressure was established by
examining the evolution of the stress tensor. By studying
gravitational collapse induced by a small scalar perturba-
tion, the authors of Ref. [3] concluded that local observ-
ables behaved as if the system thermalized almost
instantaneously. Here we model the equilibrating field
configuration in AdS by an infalling homogeneous thin
mass shell [4,5] and study how the rate of thermalization
varies with spatial scale and dimension. We consider 2d,
3d, and 4d field theories dual to gravity in asymptotically
AdS3, AdS4, and AdS5 space-times, respectively. Our
treatment of 2d field theories is analytic.

Expectation values of local gauge-invariant operators,
including the energy-momentum tensor and its derivatives,

provide valuable information about the applicability of
viscous hydrodynamics but cannot be used to explore the
scale dependence of deviations from thermal equilibrium.
Equivalently, in the dual gravitational description these
quantities are sensitive only to the metric close to the
AdS boundary. Nonlocal operators, such as Wilson loops
and 2-point correlators of gauge-invariant operators, probe
the thermal nature of the quantum state on extended spatial
scales. In the AdS language, these probes reach deeper into
the bulk space-time, which corresponds to probing further
into the infrared of the field theory. They are also relevant
to the physics probed in relativistic heavy ion collisions,
e.g., through the jet quenching parameter q̂ [6] and the
color screening length.
A global probe of thermalization is the entanglement

entropy SA [7,8] of a domain A, measured after subtraction
of its vacuum value. In the strong coupling limit, it has
been proposed that SA for a region A with boundary @A in
the field theory is proportional to the area of the minimal
surface � in AdS whose boundary coincides with @A: SA ¼
Areað�Þ=4GN , where GN is Newton’s constant [8]. Thus,
for a (d ¼ 2)-dimensional field theory, SA is the length of a
geodesic curve in AdS3 (studied in Ref. [9]); for d ¼ 3, SA
is the area of a 2d sheet in AdS4 (studied in Ref. [10]); and
for d ¼ 4, SA is the volume of a 3d region inAdS5. In d¼3
the exponential of the area of the minimal surface that
measures SA also computes the expectation value of the
Wilson loop that bounds the minimal surface. Wilson loops
in d ¼ 4 correspond to 2d minimal surfaces as well.
First, we consider equal-time 2-point correlators of

gauge-invariant operators O of large conformal dimension
�. In the dual supergravity theory this correlator can be
expressed, in the semiclassical limit, in terms of the length
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Lðx; tÞ of the bulk geodesic curve that connects the end
points on the boundary: hOðx; tÞOð0; tÞi�exp½��Lðx; tÞ�
[11]. When multiple such geodesics exist, one has to con-
sider steepest descent contours to determine the contribu-
tion from each geodesic.

We consider a (dþ 1)-dimensional infalling shell ge-
ometry described in Poincaré coordinates by the Vaidya
metric

ds2 ¼ 1

z2
f�½1�mðvÞzd�dv2 � 2dzdvþ dx2g; (1)

where v labels ingoing null trajectories, and we set the AdS
radius to 1. The boundary is at z ¼ 0, where v coincides
with the observer time t. The mass function of the infalling
shell is

mðvÞ ¼ ðM=2Þ½1þ tanhðv=v0Þ�; (2)

where v0 determines the thickness of a shell falling along
v ¼ 0. The metric interpolates between vacuum AdS in-
side the shell and an AdS black brane geometry with

Hawking temperature T ¼ dM1=d=4� outside the shell.
2-point functions agree with those of a boundary field
theory at thermal equilibrium only if they are dominated
by geodesics that stay outside the shell.

The geodesic length L diverges due to contributions
near the AdS boundary. We introduce an ultraviolet
cutoff z0 and define a renormalized correlator �L ¼
Lþ 2 lnðz0=2Þ by removing the divergent part of the cor-
relator in the vacuum state (pure AdS). The renormalized
equal-time 2-point function is hOðx; tÞOð0; tÞiren�
exp½���Lðx;tÞ�. We compute the renormalized correla-
tor as a function of x and t in a state evolving towards
thermal equilibrium and compare it to the corresponding
thermal correlator. In the bulk, this amounts to computing
geodesic lengths in a collapsing shell geometry and com-
paring them to geodesic lengths in the black brane geome-
try (�Lthermal) resulting from the collapse.

We study geodesics with boundary separation ‘ in the x
direction in AdS3, AdS4, and AdS5 modified by the infal-
ling shell. The end point locations are denoted as
ðv; z; xÞ ¼ ðt0; z0;�‘=2Þ, where z0 is the UV cutoff. The
lowest point of the geodesic in the bulk is the midpoint
located at ðv; z; xÞ ¼ ðv�; z�; 0Þ. Geodesics are obtained by
solving differential equations for the functions vðxÞ and
zðxÞ with these boundary conditions and are unique in the
infalling shell background. The length of the geodesics is

Lð‘; t0Þ ¼ 2
R‘=2
0 dxz�zðxÞ�2: In empty AdS, this gives the

renormalized geodesic length �LAdS ¼ 2 lnð‘=2Þ.
A numerical solution for the length of geodesics cross-

ing the shell in the d ¼ 2 (AdS3) case was obtained in
Ref. [9]. We checked that physical results do not depend
significantly on the shell thickness when v0 is small and
then derived an analytical solution in the v0 ! 0 limit:

�Lð‘; t0Þ ¼ 2 ln

�
sinhð ffiffiffiffiffi

M
p

t0Þffiffiffiffiffi
M

p
sð‘; t0Þ

�
; (3)

where sð‘; t0Þ 2 ½0; 1� is parametrically defined by

‘ ¼ 1ffiffiffiffiffi
M

p
�
2c

s�
þ ln

�
2ð1þ cÞ�2 þ 2s�� c

2ð1þ cÞ�2 � 2s�� c

��
;

2� ¼ cothð ffiffiffiffiffi
M

p
t0Þ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
coth2ð ffiffiffiffiffi

M
p

t0Þ � 2c

cþ 1

s
;

(4)

with c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� s2

p
and � ¼ ð ffiffiffiffiffi

M
p

zcÞ�1. Here zc is the radial
location of the intersection between the geodesic and the
shell. For any given ‘, at sufficiently late times, the geo-
desic lies entirely in the black brane background outside
the shell. In this case the length is

�Lthermalð‘Þ ¼ 2 ln½ð1= ffiffiffiffiffi
M

p Þ sinhð ffiffiffiffiffi
M

p
‘=2Þ�; (5)

representing the result for thermal equilibrium.
We use these analytic relations in d ¼ 2 and find

�Lð‘; t0Þ in d ¼ 3; 4 by numerical integration. We mea-
sure the approach to thermal equilibrium by comparing �L
at any given time with the late time thermal result (see
Fig. 1). In any dimension, this compares the logarithm of
the 2-point correlator at different spatial scales with the
logarithm of the thermal correlator. For d ¼ 2, the same
quantity measures by how much the entanglement entropy
at a given spatial scale differs from the entropy at thermal
equilibrium.
Various thermalization times can be extracted from

Fig. 1. For any spatial scale we can ask for (a) the time
�dur until full thermalization (measured as the time when
the geodesic between two boundary points just grazes the
infalling shell), (b) the half-thermalization time �1=2, which
measures the duration for the curves to reach half of their
equilibrium value, and (c) the time �max at which thermal-
ization proceeds most rapidly, namely, the time for which
the curves in Fig. 1 are steepest. These are plotted in Fig. 2.
In d ¼ 2 we can analytically derive the linear relation
�dur � ‘=2, as also observed in Ref. [9].
The linearity of �durð‘Þ in 2d is expected from general

arguments in conformal field theory [7], and the coefficient
is as small as possible under the constraints of causality.
The thermalization time scales �1=2 and �max for 3d and 4d
field theories (Fig. 2, middle and right) are sublinear in the
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FIG. 1 (color online). � ~L� � ~Lthermal (
~L � L=‘) as a func-

tion of boundary time t0 for d ¼ 2; 3; 4 (left, right, middle)
for a thin shell (v0 ¼ 0:01). The boundary separations are
‘ ¼ 1; 2; 3; 4 (top to bottom curve). All quantities are given in
units of M. These numerical results match analytical results for
d ¼ 2 as v0 ! 0.
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spatial scale. In the range we study, the complete thermal-
ization time �dur deviates slightly from linearity and is
somewhat shorter than ‘=2. We will later discuss whether
a rigorous causality bound for thermalization processes
exists or not.

In 2d ‘‘quantum quenches’’ where a pure state prepared
as the ground state of a Hamiltonian with a mass gap is
followed as it evolves according to a different, critical
Hamiltonian, a nonanalytic feature was found where ther-
malization at a spatial scale ‘ is completed abruptly at
�durð‘Þ [7,9]. An analogous feature is evident in Fig. 1 (left)
as a sudden change in the slope at �dur, smoothed out only
by the small nonzero thickness of the shell or, equivalently,
by the intrinsic duration of the injection of energy. We find
a similar (higher-order) nonanalyticity for d ¼ 3; 4 (Fig. 1,
middle and right) and expect this to be a general conse-
quence of abrupt injection of energy in any dimension.

Figure 2 shows that complete thermalization of the
equal-time correlator is first observed at short length scales
or large momentum scales (see also [5]). While this behav-
ior follows directly in our setup with a shell falling in from
the (‘‘UV’’) boundary of AdS, this ‘‘top-down’’ thermal-
ization contrasts with the behavior of weakly coupled gauge
theories even with energy injected in the UV. In the
‘‘bottom-up’’ scenario [12] applicable to that case, hard
quanta of the gauge field do not equilibrate directly by
randomizing their momenta but gradually degrade their
energy by radiating soft quanta, which fill up the thermal
phase space and equilibrate by collisions among them-
selves. This bottom-up scenario is linked to the infrared
divergence of the splitting functions of gauge bosons and
fermions in perturbative gauge theory. It contrasts with the
‘‘democratic’’ splitting properties of excitations in strongly
coupled super Yang-Mills theory that favor an approxi-
mately equal sharing of energy and momentum [13].

The thermal limit of the Wightman function that we
studied above is a necessary but not a sufficient condition
for complete thermalization. To examine whether thermal-
ization proceeds similarly for other probes, we also studied
entanglement entropy and spacelike Wilson loop
expectation values in 3d (following [10]) and 4d field
theories. Entanglement entropy in 3d field theories is holo-
graphically related to minimal surfaces in AdS4 and hence

to the logarithm of the expectation value of Wilson loops.
We considered circular loops of radius R in d ¼ 3; 4. The
minimal spacelike surface in AdSdþ1 whose boundary is
this circular loop extends into the bulk space radially and
into the past. The tip occurs at ðv�; z�;x ¼ 0Þ. The cross
section at fixed z and v is a circle, and thus the surface is
parameterized in terms of the radii � of these circles. The
overall shape minimizes the action for the two functions
zð�Þ and vð�Þ:

A ½R�¼2�
Z R

0
d�

�

z2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�½1�mðvÞzd�v02�2z0v0

q
; (6)

where z0ð�Þ ¼ dz=d�, etc. The resulting Euler-Lagrange
equations can be numerically integrated. We regularize the
area by subtracting the divergent piece of the area in
‘‘empty’’ AdS: �A½R� ¼ A½R� � ðR=z0Þ. Entanglement
entropy of spherical volumes in d ¼ 4 is similarly com-
puted in terms of minimal volumes in AdS5 by minimizing
an equation similar to (6) and defining �V½R� by subtract-
ing the divergent volume in empty AdS.
The deficit area �A� �Athermal for Wilson loops in

d ¼ 3; 4 and the deficit volume �V � �Vthermal are plotted
in Fig. 3 for several boundary radii R as a function of the
boundary time t0. By subtracting the thermal values, we
can observe the deviation from equilibrium for each spatial
scale at a time t0. Comparing the three thermalization times
defined earlier as a function of the loop diameter (Fig. 4),
we find that for the entanglement entropy in d ¼ 3; 4, the
complete thermalization time �durðRÞ is close to being a
straight line with unit slope over the range of scales that we
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FIG. 2 (color online). Thermalization times (�dur, top line;
�max, middle line; �1=2, bottom line) as a function of spatial

scale for d ¼ 2 (left), d ¼ 3 (middle), and d ¼ 4 (right) for a
thin shell (v0 ¼ 0:01). All thermalization time scales are linear
in ‘ for d ¼ 2 and deviate from linearity for d ¼ 3; 4.
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FIG. 3 (color online). � ~A� � ~Athermal (
~A � A=�R2; left

and middle panels) and � ~V � � ~V thermal [ ~V � V=ð4�R3=3Þ; right
panel] as a function of t0 for radii R ¼ 0:5; 1; 1:5; 2 (top curve to
bottom curve) and mass shell parameters v0 ¼ 0:01, M ¼ 1, in
d ¼ 3 (left panel) and d ¼ 4 (middle and right panel) field
theories.
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FIG. 4 (color online). Thermalization times (�dur, top line;
�max, middle line; �1=2, bottom line) as a function of the diameter

for circular Wilson loops in d ¼ 3; 4 (left, middle) and for
entanglement entropy of spherical regions in d ¼ 4 (right).
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study (as observed in [10] for d ¼ 3). On the other hand,
for Wilson loops in d ¼ 4, �durðRÞ deviates somewhat from
linearity and is shorter than R.

Our thermalization times for Wilson loop averages and
entanglement entropy seem remarkably similar to those for
2-point correlators (after noting that R here is the radius of
the thermalizing region and ‘ in Fig. 2 is the diameter).
Slightly ‘‘faster-than-causal’’ thermalization, possibly due
to the homogeneity of the initial configuration, seems to
occur for the probes that do not correspond to entanglement
entropy in each dimension. For the latter, the thermalization
time is linear in the spatial scale and saturates the causality
bound.As the actual thermalization rate of a system is set by
the slowest observable, our results suggest that in strongly
coupled theories with a gravity dual, thermalization occurs
‘‘as fast as possible’’ at each scale, subject to the constraint
of causality. Taking the thermal scale ‘� @=T as the length
scale, this suggests that for strongly coupled matter
�dur � 0:5@=T, in particular, �dur � 0:3 fm=c at heavy ion
collider energies (T � 300–400 MeV), comfortably short
enough to account for the experimental observations.

The average growth rate of the coarse grained entropy in
nonlinear dynamical systems is measured by the
Kolmogorov-Sinaı̈ (KS) entropy rate hKS [14], which is
given by the sum of all positive Lyapunov exponents. For a
classical SU(2) lattice gauge theory in 4d, hKS has been
shown to be proportional to the volume [15]. For a system
starting far from equilibrium, the KS entropy rate generally
describes the rate of growth of the coarse grained entropy
during a period of linear growth after an initial dephasing
period and before the close approach to equilibrium [16].
Here we observe similar linear growth of entanglement
entropy density in d ¼ 2; 3; 4 [Figs. 1(a), 3(a), and 3(c)].
For small boundary volumes, the growth rate of entropy
density is nearly independent of the boundary volume
[almost parallel slopes in Figs. 1(a), 3(a), and 3(c) and
nearly constant maximal growth rate in Fig. 5(a)].
Equivalently, the growth rate of the entropy is proportional
to the volume—suggesting that entropy growth is a local
phenomenon. However, in d ¼ 2where our analytic results
enable study of large boundary volumes ‘, we find that the
growth rate of the entanglement entropy density changes
for large ‘, falling asymptotically as 1=‘ [Fig. 5(b)].
Equivalently, the entropy has a growth rate that approaches

a constant limiting value for large ‘ [Fig. 5(c)] and thus
cannot arise from a local phenomenon. This behavior
suggests that entanglement entropy and coarse grained
entropy have different dynamical properties.
We have investigated the scale dependence of thermal-

ization following a sudden injection of energy in 2d, 3d,
and 4d strongly coupled field theories with gravity duals.
The entanglement entropy sets a time scale for equilibra-
tion that saturates a causality bound. The relationship
between the entanglement entropy growth rate and the
KS entropy growth rate defined by coarse graining of the
phase space distribution raises interesting questions.
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Short CV of Prof. Dr. Nick van Eijndhoven
(November 2016)

After finalising his PhD thesis on a neutrino scattering experiment at the CERN-SPS accelerator
complex in Geneva, Switzerland, prof. van Eijndhoven became a CERN staff fellow to work on the
LEP e+e− collider experiment Delphi. Within this large international collaboration he performed
a leading role in the preparation studies to determine the sensitivity for various physics processes.
In addition he was coordinating the development of physics criteria to detect the decay of a light
Higgs particle, as expected from the standard model of particle physics. With the start of the
first data taking, prof. van Eijndhoven was given the management of the offline analysis.

When he joined the Utrecht University in The Netherlands, prof. van Eijndhoven introduced
a new research line in the field of ultra-relativistic heavy-ion collisions with the CERN accelerator
facilities, which placed Utrecht on the map with respect to activities at CERN. Within various
large international collaborations concerning the heavy-ion research he has played a role as coor-
dinator of both the design of detection systems and the development of analysis methods. Within
the CERN-LHC Alice collaboration prof. van Eijndhoven was one of the founding fathers by
leading the simulation efforts for the detector design. He also became the projectleader of the
”Event generators and physics performance” group. In view of this he was a member of the Alice
Physics Board and as Utrecht representative he was also a member of the Alice Collaboration
Board, the policy making body of the Alice collaboration.

In 2002 prof. van Eijndhoven took the initiative to start an activity in the interdisciplinary
field between astrophysics and particle physics, called astroparticle physics. In collaboration with
colleagues from the Utrecht astrophysics department and the Netherlands Institute for Space Re-
search (SRON) this resulted in 2003 in a participation within the international IceCube project;
the world’s largest neutrino telescope at the South Pole. Within IceCube he acted as the pro-
jectleader for the Dutch group and also as member of the IceCube Collaboration Board, being
the panel that coordinates the construction, physics research and policy of the experiment.

In 2009 prof. van Eijndhoven became a laureate of the prestigeous Odysseus senior award of
the Belgian FWO for his innovative work in neutrino astronomy with the IceCube observatory.
This event made him to move his scientific activities to the Vrije Universiteit Brussel (VUB) in
Belgium. At the VUB he is currently leading a group of scientists in the field of astroparticle
physics within the Inter-university Institute for High Energies (IIHE). The research of his group
comprises, among others, searches for the sources of the recently discovered flux of high-energy
cosmic neutrinos with the IceCube neutrino observatory.

Over the years prof. van Eijndhoven had the supervision of numerous postdocs, PhD and
undergraduate students and performed university teaching at all levels, comprising (astro)physics,
cosmology, statistics, computer simulations and data analysis. In addition to this he gave many
invited talks at conferences and workshops, provided various masterclasses and participated in
many outreach projects.

EDUCATION AND TRAINING :
- Basic and senior qualification university teaching, Utrecht University, The Netherlands.
- PhD (exp. high-energy physics), University of Amsterdam, The Netherlands, 1987.
- Drs. (MSc.) in exp. physics, University of Nijmegen, The Netherlands, 1983.
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PROFESSIONAL EXPERIENCE :
- Astroparticle Physics programme leader, Vrije Universiteit Brussel (VUB), Belgium, since 2011.
- IceCube project leader at the IIHE(ULB-VUB), Brussels, Belgium, since 2009.
- Full professor, Vrije Universiteit Brussel (VUB), Belgium, since 2009.
- Dutch group leader within the IceCube neutrino observatory 2003-2009.
- Staff member c.q. associate professor, Utrecht University, The Netherlands, 1992-2009
- CERN associate scientist, Geneva, Switzerland, 1991-1992.
- CERN staff-fellow, Geneva, Switzerland, 1987-1991.

INSTITUTIONAL AND RESEARCH RESPONSIBILITIES, among others :
- President or member of various (international) PhD committees.
- Chair of the educational board, Dept. of Physics, VUB Brussels, Belgium, since 2016.
- Responsible for plagiarism control, Dept. of Physics, VUB Brussels, Belgium, since 2013.
- Faculty coordinator of the educational audit, VUB Brussels, Belgium, 2012-2013.
- Member of the education council, Faculty of Science, VUB Brussels, Belgium, since 2012.
- Chair of the curriculum board, Dept. of Physics, VUB Brussels, Belgium, since 2011.
- Belgian representative in the HEP board of the European Physical Society, since 2016.
- Scientific Programme Committee member International Cosmic Ray Conference, since 2012.
- Member of the ”Dutch Astronomers Association” since 2003.
- Collaboration board member of IceCube since 2003.
- Adviser for the National Research Foundation (NRF), South Africa, since 2000.
- Member of the ”Alice Physics Board”, 1995-2002.
- Board member of the ”Dutch Physics Society (NNV)”, 1993-1997.
- Referee for various international scientific journals, since 1992.
- Collaboration board member of Alice, 1992-1996.

FELLOWSHIPS AND AWARDS :
- FWO Odysseus senior award and VUB research professorship, Brussels, Belgium, 2009.
- Visiting professor, University of Cape Town, South Africa, 2000 and 2002.
- Visiting professor, University of Lund, Sweden, 1994.
- CERN associate, funded by the Dutch Institute for Fundamental Research (FOM), 1991-1992.
- CERN staff fellow, Geneva, Switzerland, 1987-1991.

COLLECTIVE AWARDS :
- Discovery of high-energy cosmic neutrinos : ”Breakthrough of the year 2013” by Physics World.

OBTAINED RESEARCH FUNDING :
Funding was obtained for 5 PhD positions and the corresponding infrastructure from the Dutch
FOM and the Utrecht University for high-energy heavy-ion research. Furthermore, a grant of
about 1 MC= was obtained from FOM for the design and construction of the silicon strip inner
tracker system of the Alice LHC experiment. Concerning the neutrino astronomy efforts with
IceCube, funding was obtained for 1 postdoc and 1 PhD position from the Utrecht University, in
addition to the usual research infrastructure.
The Odysseus senior grant of 2 MC= from the Belgian FWO allowed building up the necessary
IceCube research infrastructure at the Vrije Universiteit Brussel (VUB), including the hiring of 9
postdocs and 6 PhD students. In addition to this a Big Science grant of about 570 kC= to support
the IceCube experiment was obtained from FWO as well as several PhD and postdoc scholarships.

ORGANISATION OF SCIENTIFIC EVENTS, among others :
- Co-organiser of the Gravitational Wave Symposium, Brussel, Belgium, 2016.
- Co-organiser of the International IceCube Collaboration meeting, Brussel, Belgium, 2010.
- Organiser of the International IceCube Collaboration meeting, Utrecht, The Netherlands, 2008.
- Organiser of the General Physics Colloquium, Utrecht University, 2004-2009.

SCIENCE COMMUNICATION AND OUTREACH, among others :
- Various articles c.q. interviews appeared in newspapers, magazines and radio broadcasts.
- Numerous masterclasses, workshops and lectures for the broad public have been provided.
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Information from Prof. Dr. Nick van Eijndhoven (section 11) (2011-2016)

Most important scientific publications (*: 5 most important publications) :

• Obscured flat spectrum radio AGN as sources of high-energy neutrinos.
G. Maggi et al., Physical Review D (2016), in press (arXiv:1608.00028).

• The cosmic-ray air-shower signal in Askaryan radio detectors.
K.D. de Vries et al., Astroparticle Physics 74 (2016) 96 (arXiv:1503.02808)

• Search for Correlations Between the Arrival Directions of IceCube Neutrino Events and
Ultrahigh-Energy Cosmic Rays Detected by the Pierre Auger Observatory and the Tele-
scope Array.
IceCube, Pierre Auger and Telescope Array collaborations, Journal of Cosmology and As-
troparticle Physics JCAP01 (2016) 037 (arXiv:1511.09408).

• Evidence for Astrophysical Muon Neutrinos from the Northern Sky with IceCube.
IceCube collaboration, Physical Review Letters 115 (2015) 081102 (arXiv:1507.04005).

• (*) Observation of High-Energy Astrophysical Neutrinos in Three Years of IceCube Data.
IceCube collaboration, Physical Review Letters 113 (2014) 101101 (arXiv:1405.5303).

• (*) Searches for Extended and Point-like Neutrino Sources with Four Years of IceCube Data.
IceCube collaboration, The Astrophysical Journal 796 (2014) 109 (arXiv:1406.6757).

• (*) Evidence for High-Energy Extraterrestrial Neutrinos at the IceCube Detector.
IceCube collaboration, Science 342 (2013) 1242856 (arXiv:1311.5238).

• (*) First Observation of PeV-energy Neutrinos with IceCube.
IceCube collaboration, Physical Review Letters 111 (2013) 021103 (arXiv:1304.5356).

• (*) An absence of neutrinos associated with cosmic-ray acceleration in gamma-ray bursts.
IceCube collaboration, Nature 484 (2012) 351 (arXiv:1204.4219).

• Measurement of the Atmospheric Neutrino Energy Spectrum from 100 GeV to 400 TeV with
IceCube.
IceCube collaboration, Physical Review D83 (2011) 012001 (arXiv:1010.3980).

Applications for international research funding :

In our field of research it is custom that the various partners of large international collaborations
apply in their home country for national c.q. regional funding in order to establish the required
budgets to support large international research facilities, like for instance the IceCube Neutrino
Observatory at the South Pole. In order to steer this process, dedicated international committees
and boards have been formed. Consequently, most of the funding of the Astroparticle Physics pro-
gramme comes from national/regional funding agencies and not from international programmes.
After having obtained the Odysseus senior grant of 2 MC= in 2009 and having moved to Brussels,
I got access to Belgian c.q. Flemish funding programmes. Applications have been submitted for
FWO research projects, the Methusalem grant and the Big Science research grant. In the period
2011-2016 this resulted in a total amount of about 750 kC=, excluding running budgets from the
university and individual grants for postdoc and PhD scholarships. Applications for the latter are
indicated below.
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VUB promotorships of applications for Odysseus c.q. external funding :

• Promotor for Simona Toscano, Odysseus-II, not funded.

• Promotor for Paolo Desiati, Odysseus-II, not funded.

• Promotor for Martin Casier, FWO PhD scholarship, not funded.

• Promotor for Krijn de Vries, FWO postdoc mandate, granted.

• Promotor for Gwenhael de Wasseige, IUAP PhD scholarship, granted.

• Promotor for Jan Lünemann, IUAP postdoc scholarship, granted.

• Promotor for Simona Toscano, Marie Curie fellowship, not funded.

Promotorships of awarded PhD’s :

• Martin Casier, Search for High-Energy Neutrino Production in Short Gamma Ray Bursts
with the IceCube Neutrino Observatory, 12-nov-2015.

• Jan Kunnen, A search for Dark Matter in the Center of the Earth with the IceCube Neutrino
Detector, 11-dec-2015.

• Lionel Brayeur, Search for High-Energy Neutrinos Associated with Long Gamma Ray Bursts
using the IceCube Detector, 19-jan-2016.

Realisations of added value outside the academic community :

• Providing various IceCube workshops per year for high school students.
(e.g. VUB Campus visits and so called ”Autumn camps”).

• Ijsklont klaar voor de kosmos. (Ice block ready for the cosmos)
Interview Dutch newspaper De Volkskrant (http://www.volkskrant.nl), 08-jan-2011.

• Het heelal in het ijs. (The Universe in the ice)
Interview Akademos (http://www.vub.ac.be/downloads/Akademosfebruari2011.pdf).

• IceCube : Catching Neutrinos at Antarctica.
Fall lecture for Belgian highschools, Brussels, Belgium, 04-nov-2011.

• IceCube : Ghost particles at the South Pole.
Public lecture, Beta Excellent, Rotterdam, The Netherlands, 29-mar-2012.

• Oorsprong kosmische straling blijft voorlopig mysterie.
(Origin of cosmic rays stays still a mystery)
Interview Knack magazine (http://www.knack.be), 18-apr-2012.

• Toonaangevende theorie over afkomst kosmische straling weerlegd.
(Leading theory about origin of cosmic rays disproven)
Interview Belga News Agency (http://www.belga.be), 18-apr-2012.

• Grootste neutrinotelescoop ter wereld staat op de Zuidpool.
(The world’s largest neutrino telescope at the South Pole).
Interview I-mag magazine (http://www.vik.be), april 2012.

• Le mystère des rayons cosmiques. (The mystery of cosmic rays)
Interview Belgian newspaper Le Soir (http://www.lesoir.be), 19-apr-2012.

• De kosmos vangen in een blok ijs. (Catching the cosmos in a block of ice)
Interview Dutch newspaper NRC handelsblad (http://www.nrc.nl), 19-apr-2012.
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• Pooltelescoop ziet nog geen flits. (Polar telescope does not observe a flash)
Interview Dutch newspaper De Volkskrant (http://www.volkskrant.nl), 21-apr-2012.

• Gammastralen mogelijk niet de bron van kosmische straling.
(Gamma rays possibly not the source of cosmic rays)
Interview Knack magazine (http://www.knack.be), 23-may-2012.

• IceCube en de oorsprong van kosmische straling. (IceCube and the origin of cosmic rays)
Interview Akademos (http://www.vub.ac.be/downloads/Akademosmeijuni2012.pdf).

• Neutrinos on Ice !
Interview Athena magazine (http://difst.wallonie.be), 01-jun-2012.

• IceCube : Neutrinos on the rocks.
Public lecture Flemish Science Week, Brussels, Belgium, 22-nov-2012.

• The hunt for the Higgs and cosmic ghost particles.
Public lecture, Bois le Duc, Den Dungen, The Netherlands, 24-jun-2013.

• Cosmic neutrinos provide a new window on the Universe.
Interview on the Belgian Radio1, 22-nov-2013.
(www.radio1.be/programmas/joos/bert-en-ernie-bieden-een-nieuwe-kijk-op-het-heelal)

• IceCube exhibition at the ”Printemps des Sciences”, Brussels, 18-24 march 2014.

• IceCube : A Neutrino Telescope at the South Pole.
IceCube Masterclass, Brussels, Belgium, 21-may-2014.

• Presentation of a 3D IceCube movie in the Brussels Planetarium, oct.-dec. 2014.
(www.planetarium.be)

• Production of a short movie explaining our GRB research, 2014.
(https://drive.google.com/file/d/0B8g69KtNJ35tOHd4X083S1huMXc/view?usp=docslist api)

• IceCube : A new window on the Universe.
IceCube masterclass, Brussels, Belgium, 18-mar-2015.

• IceCube : Extreme Science at the South Pole.
Public discussion forum at ”Kijk Live!”, Leiden, The Netherlands, 25-sep-2015.

• IceCube : The Universe observed through a block of ice.
IceCube masterclass, Brussels, Belgium, 02-mar-2016.

• Exploring the Cosmos with High-Energy Neutrinos.
Public lecture Flemish Science Week, Brussels, Belgium, 24-oct-2016.
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SEARCHES FOR EXTENDED AND POINT-LIKE NEUTRINO SOURCES WITH FOUR YEARS
OF ICECUBE DATA

M. G. Aartsen1, M. Ackermann2, J. Adams3, J. A. Aguilar4, M. Ahlers5, M. Ahrens6, D. Altmann7, T. Anderson8,
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ABSTRACT

We present results on searches for point-like sources of neutrinos using four years of IceCube data, including the
first year of data from the completed 86 string detector. The total livetime of the combined data set is 1373 days.
For an E−2 spectrum, the observed 90% C.L. flux upper limits are ∼10−12 TeV−1 cm−2 s−1 for energies between
1 TeV and 1 PeV in the northern sky and ∼10−11 TeV−1 cm−2 s−1 for energies between 100 TeV and 100 PeV in
the southern sky. This represents a 40% improvement compared to previous publications, resulting from both the
additional year of data and the introduction of improved reconstructions. In addition, we present the first results
from an all-sky search for extended sources of neutrinos. We update the results of searches for neutrino emission
from stacked catalogs of sources and test five new catalogs; two of Galactic supernova remnants and three of active
galactic nuclei. In all cases, the data are compatible with the background-only hypothesis, and upper limits on the
flux of muon neutrinos are reported for the sources considered.

Key words: astroparticle physics – galaxies: active – galaxies: clusters: general – galaxies: starburst –
ISM: supernova remnants – neutrinos

Online-only material: color figures

1. INTRODUCTION

Neutrinos have unique properties that can be used to probe
diverse astrophysical processes. Produced in interactions of pro-
tons and nuclei with ambient radiation and matter, their low
cross section allows them to travel astronomical distances with-
out experiencing significant absorption. Unlike charged cosmic
rays (CRs) which change direction as they pass through galactic
and intergalactic magnetic fields, neutrinos preserve their di-
rectional information as they travel straight from the source to
Earth. Astrophysical neutrinos are also tracers of hadronic inter-
actions, and the identification of these neutrino sources may help
to clarify CR acceleration processes (Anchordoqui & Montaruli
2010; Anchordoqui et al. 2014; Becker 2008; Halzen & Hooper
2002; Learned & Mannheim 2000). Candidate sources for CR
acceleration (and therefore neutrino emission) include super-
nova remnant (SNR) shocks (Alvarez-Muñiz & Halzen 2002;
Cavasinni et al. 2006; Gonzalez-Garcia et al. 2014; De Marco
et al. 2006; Vissani et al. 2011), active galactic nuclei (AGNs)
jets (Essey et al. 2010; Kalashev et al. 2013; Murase et al.
2014; Sironi & Spitkovsky 2011; Stecker et al. 1991; Waxman

& Bahcall 1999), starburst galaxies (Lacki et al. 2011; Loeb &
Waxman 2006; Murase et al. 2013; Romero & Torres 2003), and
gamma-ray bursts (Guetta et al. 2004; Mészáros 2006; Waxman
& Bahcall 1997).

IceCube recently found evidence for a diffuse flux of high-
energy astrophysical neutrinos (Aartsen et al. 2013e, 2014b),
observing a 5.7σ excess of events between ∼50 TeV and
2 PeV deposited within the detector. The 37 observed events
are consistent with an E−2.3 neutrino flux at the level of
1.5 × 10−11 TeV−1 cm−2 s−1 sr−1 (normalized at 100 TeV),
with a neutrino flavor ratio of 1:1:1. While these events have
established unequivocally that astrophysical neutrinos exist,
their sources have not yet been identified. One challenge is
that only ∼20% of the events in that sample are associated
with a high-energy muon which leaves a visible track in the
detector. The remaining events without a track have a poor
angular resolution of ∼15◦.

This paper presents the latest results of searches for point
sources of astrophysical neutrinos with a sample of track-like
events associated with νμ (and some ντ ) charged current
interactions observed by the IceCube Neutrino Observatory.
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These events have an excellent angular resolution of �1◦ and
hence allow us to point back toward the source. As the main
signature we focus on is the resultant muon, the interaction
vertex is not required to lie inside the detector as in Aartsen et al.
(2013e, 2014b) and the effective volume is hence effectively
enhanced. The results of an all-sky search, a search among
a catalog of candidate neutrino emitters and stacked source
catalog searches with a similar sample of events from the data
collected between 2008 and 2011, are published in Aartsen
et al. (2013c). Here we update these analyses by adding the first
year of data from the complete 86 string detector configuration,
collected between 2011 May and 2012 May. Five new stacking
analyses based on newly available catalogs are also presented
here.

In this paper, we describe the results of the first all-sky survey
by IceCube looking for extended regions of neutrino emission.
H.E.S.S. has surveyed the Galactic plane looking for gamma-
ray emissions above 200 GeV, revealing previously unknown
extended regions emitting to TeV energies (Carrigan et al. 2013).
The Fermi/Large Area Telescope (LAT) survey above 100 GeV
also shows the same bright extended sources. These extended
regions may be unidentified SNRs associated with molecular
clouds, which are also expected to be spatially extended sources
of neutrinos (Gonzalez-Garcia et al. 2014; Mandelartz & Tjus
2013). Outside the Galaxy, large clusters of galaxies such as
Virgo are promising neutrino emitters expected to have spatial
extensions (De Marco et al. 2006; Murase et al. 2008; Murase &
Beacom 2012; Wolfe et al. 2008). It is therefore important not to
limit the search for sources of neutrinos uniquely to point-like
sources, but also to extended regions as shown in Tchernin et al.
(2013).

Section 2 describes the IceCube detector and the event
selection for data from the first year of the completed detector.
Event selections for data from the previous years of operation
of the detector have been extensively described in Aartsen et al.
(2013c) and Abbasi et al. (2011). The methodology used to
optimize the searches for various source signal hypotheses is
described in Section 3. Section 4 presents the results of the
analyses, which are discussed within the context of recent
models of astrophysical neutrino emission. Conclusions are
drawn in Section 5.

2. DETECTOR AND EVENT SELECTION

The IceCube Observatory is a cubic-kilometer-sized
Cherenkov detector embedded in the ice at the geographic south
pole (Achterberg et al. 2006). Optimized to detect neutrinos
above TeV energies, it consists of 5160 photomultiplier tubes
(PMTs) instrumented along 86 cables (called strings) at depths
of 1450–2450 m beneath the surface of the ice sheet. Each PMT
is housed in a digital optical module (DOM), consisting of a
pressure-resistant sphere with on board digitization and cali-
bration LEDs (light-emitting diodes; Abbasi et al. 2010). The
DOMs detect Cherenkov photons emitted by charged leptons
that traverse the detector (Abbasi et al. 2009). This analysis
uses data taken between 2008 April and 2012 May. During this
period, IceCube ran in four different configurations. Three years
of data are from the partial detector composed of 40, 59, and
79 strings, respectively, and are fully described in Aartsen et al.
(2013c). The following year of data was taken with the com-
pleted 86 string array. The used selection procedure and event
reconstructions are similar to those applied to the previous data.

2.1. Data Reduction and Reconstruction for
the IC86-1 Data Sample

Data acquisition is triggered by requiring four pairs of neigh-
boring or next-to-neighboring DOMs to observe photoelectrons
within a 5 μs time window. 2.5 kHz of data satisfy this crite-
rion. A combination of real-time filtering at the south pole and
subsequent offline CPU-intensive processing reduces the data
rate to 2 Hz by rejecting misreconstructed events. At this stage,
the data are dominated by atmospheric muons from CRs; both
well-reconstructed down-going muons in the southern sky and
down-going muons misreconstructed as up-going muons in the
northern sky. The data is further reduced via quality cuts using
simple reconstructions and event quality parameters followed
by advanced likelihood-based muon reconstructions. The sim-
ple reconstruction removes scattered photon hits before estimat-
ing the muon position and direction via a linear fit with reduced
weights for outliers (Aartsen et al. 2013b). This fit serves as
a seed for more advanced likelihood reconstructions, includ-
ing the multi-photoelectron (MPE) likelihood. This algorithm
includes a probabilistic distribution function (PDF), which de-
scribes the scattering of photons in the ice, and is fully described
in Ahrens et al. (2004).

In the processing of data from the first year of the full detector,
two new muon reconstructions were used to determine event
directions and reject background. The first reconstructs the
muon direction by applying the MPE likelihood four times. Each
iteration uses a bootstrapped pulse series, extracted randomly
from the measured pulses. This is done using a multinomial
distribution weighted by charge, so that high-charge pulses are
more likely to be selected than low ones. The results of these four
reconstructions are averaged together to seed one reconstruction
using the complete pulses. Of these five fit results, the one with
the best likelihood value is selected and saved. Compared to
the single-iteration MPE fit, this process reduces the rate of
down-going atmospheric muons misreconstructed as up-going
muons by 30%, while improving the neutrino median angular
resolution from 0.◦7 to 0.◦6 at 30 TeV.

This iterative fit also serves as a seed for the second re-
construction algorithm, which provides a more accurate result
by modeling the optical properties of the Antarctic ice sheet.
While previous reconstructions use analytic approximations to
describe the timing distribution of Cherenkov photons arriving
at a given PMT (Ahrens et al. 2004), here we use a parameteriza-
tion of a Monte Carlo simulation. Photon transport is simulated
using a depth-dependent model of scattering and absorption in
the ice (Aartsen et al. 2013a). The arrival time of a photon is
a function of the orientation and depth of the muon source and
the displacement vector between the muon and the receiving
PMT. Photons are simulated for different muon-receiver config-
urations, and a multi-dimensional spline surface is fit to the re-
sulting arrival time distributions (Whitehorn et al. 2013). These
splines are used as PDFs in the MPE likelihood. Compared to
previous IceCube point source analyses (Aartsen et al. 2013c),
this reconstruction algorithm leads to a 26% improvement in
neutrino median angular resolution at 30 TeV (see Figure 1). As
carried out in previous years, the uncertainty in the angular re-
construction for each event is estimated by fitting a paraboloid to
the likelihood space around the reconstructed direction, follow-
ing the method described in Abbasi et al. (2011) and Neunhöffer
(2006).

After reconstructing the direction of each event, a separate
algorithm fits for the muon energy loss along its track. In the
fourth year of data, the energy reconstruction uses an analytic
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Figure 1. Median angular resolution (angle between reconstructed muon track
and neutrino direction) as a function of neutrino energy for simulated northern
hemisphere event samples from the 86 string (solid) and 79 string (dashed)
detector configurations. The improvement is due to the new reconstruction
algorithm. At 30 TeV, the 40 and 59 string event selections (not shown) give
angular resolutions of ∼0.◦8 and ∼0.◦75, respectively (Aartsen et al. 2013c).
The dash-dotted line shows the median kinematic opening angle between the
neutrino and muon.

approximation to model the muon light yield at the receiving
DOMs as a function of the orientation and depth of the muon
(Aartsen et al. 2014a).

2.2. Selection of the Final Sample

From the 2 Hz of remaining data (still dominated by the at-
mospheric muon background), 4.8 mHz of events are selected
for the final analysis sample. In the northern sky, the misrecon-
structed muon background can be mostly eradicated to isolate
a nearly pure sample of up-going atmospheric neutrinos. This
is done using a classification algorithm called boosted decision
trees (BDTs). Similar to previous IceCube point source analyses
(Aartsen et al. 2013c), we trained four BDTs in two zenith bands
to separate astrophysical neutrino signal from the atmospheric
muon background. Cuts on the BDT output scores are optimized
to achieve the best discovery potential for both E−2 and E−2.7

signal spectra. This event selection covers the entire northern
hemisphere and extends 5◦ above the horizon, where the Earth
and glacial ice still provide a shield from the CR background.

At an angle of more than 5◦ above the horizon, a pure neutrino
sample cannot be isolated from the high-energy atmospheric
muon bundles, which are multiple muons from the same air
shower that mimic neutrinos. The background can be reduced
by introducing quality cuts and using parameters that select
neutrinos and reject muon bundles. One BDT is trained for
the entire region using data to describe the background and an
E−2 neutrino simulation for signal. Of the 11 variables used in
training the BDT, 3 exploit differences between single muons
and bundles. These parameters rely on event topology and
energy loss information. Large muon bundles consist of many
low-energy muons that typically lose energy at a constant rate
as they traverse the detector. Photons from these muon bundles
are detected within a wider time range. High-energy, neutrino-
induced muons instead have relatively stochastic energy loss
profiles and narrower photon timing distributions. Likelihood
ratios are constructed to judge whether a given data event has
timing and energy loss properties more consistent with the

Table 1
Summary for Four Different IceCube Configurations for Point Source

Analyses: the Expected Atmospheric Neutrino Rate from MC Simulation
Weighted for the Model in Honda et al. (2007) and Numbers of Up- and

Down-going Events at Final Selection Level

No. of Strings Livetime Atm. νs No. of Up-going No. of Down-going
(days) (day−1)

40 376 40 14121 22779
59 348 120 43339 64230
79 316 180 50857 59009
86 333 210 69227 69095

Note. The up-going data are dominated by atmospheric neutrinos, while data in
the down-going region are dominated by atmospheric muons.

simulated signal or the estimated background and are included
in the BDT. To obtain the final sample, a cut on the BDT score is
varied with zenith to account for the zenith-dependent properties
of the background.

The final data sample for the first year of operation of the
86 string detector has 138,322 events, of which approximately
half are in the northern hemisphere. The livetime and rates for
all four years of detector data are summarized in Table 1. The
neutrino effective area for this selection and the central 90%
energy region for three signal spectra are shown in Figure 2.
The effective area reaches its maximum near the horizon. Far
below the horizon, high-energy neutrinos suffer from absorption
in the Earth. Above the horizon, the cuts necessary to remove
the background remove a significant portion of the lower-
energy signal. As a result, the analysis is sensitive to the widest
neutrino energy range near the horizon, while in the southern
hemisphere the sensitivity rapidly deteriorates at lower energies.
The discovery potential as a function of energy and declination
(decl.) is shown in Figure 3. The discovery potential is defined as
the flux required to observe a 5σ upward fluctuation before trials,
while the analysis sensitivity is defined as the median upper
limit observed in the absence of a signal. Compared to the three
year point source analysis (Aartsen et al. 2013c), the addition
of the first year of data from the completed detector including
improved reconstruction and background rejection techniques
leads to a 40%–50% improvement in both the sensitivity and
discovery potential, with larger gains at energies below 1 PeV
in the southern hemisphere.

3. THE LIKELIHOOD SEARCH METHOD

Point-like sources of neutrinos in the sky can be identified
by searching for clusters of events significantly incompatible
with the atmospheric muon and neutrino background. The
significance is estimated by using an unbinned maximum
likelihood ratio test as described in Braun et al. (2010). The
method is expanded to allow for the combination of data from
different detector geometries as described in Aartsen et al.
(2013c). In addition to spatial clustering, this method also uses
the energies of the events to identify signal events that are
expected to have a harder spectrum than that of atmospheric
neutrinos and muons. The energy response expected from a
neutrino signal from a point source in the sky is modeled using
simulation. Since the final event selections are still background-
dominated, the background estimate is done using real data.

In time-integrated searches for a point-like source, the signal
PDF Sj

i for event i observed in detector geometry j is given by

Sj

i = S
j

i (|xi − xs |, σi)Ej

i (Ei, δi, γ ). (1)
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Figure 2. Left: neutrino effective area for the 86 string detector as a function of primary neutrino energy for 6 declination bands. The effective area is the average of
the area for νμ and ν̄μ. Right: central 90% energy region for simulated neutrino events as a function of declination. This defines the region where the upper limits for
E−2, E−2.3, and E−2.7 source spectra are valid.

(A color version of this figure is available in the online journal.)

Figure 3. Discovery flux as a function of the neutrino energy at a 5σ confidence
level for three different declinations (solid lines). Point sources with an E−2

spectrum are simulated over a half decade in energy, and the flux in each bin
required for discovery forms the curve above. Results from the previous analysis
with three years of the data are shown with dashed lines.

(A color version of this figure is available in the online journal.)

Here, the spatial contribution to the PDF is given by S
j

i ,
which depends on the angular uncertainty of the event σi , and
the angular difference between the reconstructed direction of
the event and the direction of the source. This probability is
modeled as a two-dimensional Gaussian:

S
j

i = 1

2πσ 2
i

e
− |xi−xs |2

2σ2
i . (2)

The contribution from energy Ej

i (Ei, δi, γ ) is described in
Braun et al. (2010).

When searching for spatially extended sources, the value of
σi is replaced with σ eff

i =√
σ 2

i +σ 2
src, where σsrc is the width of

the source. Figure 4 shows the flux needed for a 5σ discovery
for a source located at a given declination as a function
of the source extension. The results for two different signal
hypotheses are shown; in one, the source is always assumed
to have no extension, while in the other the correct source
extension is included in the likelihood description. Naturally, for

Figure 4. Flux needed for a 5σ discovery from a hypothetical source at δ = 16◦
as a function of the true source extension for the point source signal hypothesis
(solid line) and the extended signal hypothesis with the correct extension (dotted
line). For a source extended by 3◦, a search using the simple point source signal
PDF of Equation (2) requires a flux ∼six times larger than a search incorporating
the true extension of the source within the signal PDF to produce a 5σ discovery.
A point source search can be viewed as a special case of an extended source
search with σsrc = 0. When the true extension of a source varies from one of the
five extensions assumed in the search hypotheses by up to 0.◦5, the flux required
for discovery is expected to vary by ∼10%.

sources that are truly extended, the extended hypothesis is more
powerful than the point source assumption. As the real extension
of the source increases, the analysis method which assumes that
the source is point-like performs worse than the one that takes
the extension of the source in to account.

To further enhance discovery potentials and sensitivity,
stacked searches can be carried out for specific catalogs of sim-
ilar candidate neutrino sources.

The following is a description of all the searches performed
with the four years of IceCube data (similar to those performed
in Aartsen et al. 2013c).
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Figure 5. Pre-trial significance skymap in equatorial coordinates (J2000) of the all-sky point source scan for the combined four year data sample. The black line
indicates the Galactic plane, and the black plus sign indicates the Galactic center. The most significant fluctuation in each hemisphere is indicated with a square marker.

(A color version of this figure is available in the online journal.)

Table 2
Summary of the Results from the Extended All-sky Survey

Extension (◦) R.A. (◦) Decl. (◦) n̂S γ̂ p-value (Pre-trial) p-value (Post-trial)

1◦ 286.25 −43.25 49.6 2.65 6.75 × 10−5 0.58
2◦ 248.75 62.75 58.2 2.38 5.52 × 10−4 0.87
3◦ 30.75 −30.25 93.6 3.10 1.22 × 10−3 0.81
4◦ 30.75 −30.25 99 3.10 3.29 × 10−3 0.81
5◦ 251.75 61.25 102 2.54 1.06 × 10−2 0.91

Note. The coordinates of the most significant spots located for each source extension hypothesis are given together
with the respective p-values.

3.1. All-sky Searches

These searches are carried out to look for evidence of a
source anywhere in the sky and are not motivated by any prior
information regarding the position of the sources. The likelihood
is evaluated in each direction in the sky. In these searches, the
number of effective trials is very high and is related to the angular
resolution of the telescope and the source extension hypotheses.
In order to correct for the trial factor, the same experiment is
repeated on an ensemble of scrambled data and the probability
of observing a more significant spot than the one observed is
obtained.

All-sky point source scan. The all-sky scan for point sources
of neutrinos that has previously been carried out on data
from the incomplete detector configurations is updated
to include the first year of data from the complete 86
string detector. In this search, the likelihood is evaluated
in steps of 0.◦1 × 0.◦1 within the declination range −85◦ to
+85◦. We do not search for point sources at declinations
|δ| > 85◦ because there is not sufficient phase space in
right ascension (R.A.) to estimate significances with the
scrambling technique.

All-sky extended source scans. The search for extended
sources is performed in a similar fashion to the all-sky point
source searches. In this case, the sky is divided into a grid
of 0.◦5 × 0.◦5 in a similar declination range. For this search,
a source extension needs to be assumed for the signal. We
carry out five different all-sky scans assuming extensions
in step of 1◦, from 1◦ to 5◦. An additional trial factor needs
to be considered from the additional number of sky scans;
however, this factor can be conservatively assumed to be
five.

3.2. Searches Among List of 44 Candidate Sources

In order to reduce the large number of effective trials associ-
ated with scanning the entire sky, we also performed a search
for the most significant of 44 a priori selected source candi-
dates. The sources in this list have been selected according to
observations in gamma-rays or astrophysical models predicting
neutrino emission.

3.3. Stacking Searches

Several sources of the same type may emit fluxes that
are individually below the discovery potential but detectable
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Figure 6. Pre-trial significance skymap from the all-sky scan for sources of 1◦ extension in equatorial coordinates. The black line indicates the Galactic plane. The
most significant fluctuation is indicated with a square marker.

(A color version of this figure is available in the online journal.)

Figure 7. Same as Figure 6, but for sources of 2◦ extension.

(A color version of this figure is available in the online journal.)

as a class when summed up using the stacking technique.
Here we report on the different catalogs of sources that have
similar spectral behavior based on gamma-ray observations or
astrophysical models predicting neutrino emission. For these
searches, the signal PDF Sj

i of Equation (1) is modified to
accommodate multiple sources (see Abbasi et al. 2011). A prior
knowledge of the expected luminosities of these sources can
be utilized to weight the contribution of each source in the total
signal PDF to make the search optimal for that signal hypothesis.
Alternatively, an equal-weighting can be applied if there is no
preferred model. In the following section, we summarize all the
stacking searches performed with four years of data. Most of
these searches are updates from the previous results using three
years of data (Aartsen et al. 2013c).

Updated searches. These searches have been previously
carried out on three years of data (Aartsen et al. 2013c) and
are now updated to include data from the first year of operation
of the completed 86 string detector.

Six Milagro TeV gamma-ray sources. The authors of the
model that motivated the original analysis have hence up-
dated the models to reflect the newer gamma-ray observa-
tions (Gonzalez-Garcia et al. 2014). For this reason, in this
search an equal weight is used for each source in the likeli-
hood with the intention of keeping our sensitivity optimal
for all possible signal hypothesis.

One hundred and twenty-seven local starburst galaxies.
Sources are compiled in Table A.1 in Becker et al. (2009).
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Figure 8. Same as Figure 6, but for sources of 3◦ extension.

(A color version of this figure is available in the online journal.)

Figure 9. Same as Figure 6, but for sources of 4◦ extension.

(A color version of this figure is available in the online journal.)

Five nearby clusters of galaxies. This search tests four
models assuming different CR spatial distribution within
the source (Murase et al. 2008).

Ten SNRs associated with molecular clouds. This search
is now updated to include more sources in the south-
ern sky owing to our increased sensitivity in the south-
ern sky due to new background rejection techniques.
From the exhaustive online catalog SNRCat (Ferrand &
Safi-Harb 2012), we select sources with confirmed molecu-
lar clouds associations. In order to keep the most promising
neutrino emitters within the catalog, only sources that have
been observed in the TeV or are younger than 10,000 yr
(potentially in the Sedov blast wave phase (Sedov 1946)
of expansion) are considered. The catalog contains four
SNRs associated with molecular clouds in the northern sky
(Abdo et al. 2007, 2009a, 2009b, 2010; Ackermann et al.

2013; Fiasson et al. 2009) that were previously considered
in Aartsen et al. (2013c), and six newly introduced sources
from SNRCat in the southern sky. These six sources are
Sgr A East, Kes 75, 3C391, RX J1713.7−3946, CTB 37A,
and 1FGL J1717.9−3729.

Two hundred and thirty-three galaxies with super-massive
black holes. A sample of AGNs within the GZK
(Greisen–Zatsespin–Kuzmin; Greisen 1966) radius as cat-
aloged by Caramete & Biermann (2010) keeping only
sources more massive than 5 × 108 solar masses.

New searches. These are new searches introduced with the
inclusion of the first year of data from the completed 86 string
detector.

Ten Galactic pulsar wind nebulae. Pulsar wind nebulae
(PWNs) are potential emitters of neutrinos (Bednarek
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Figure 10. Same as Figure 6, but for sources of 5◦ extension.

(A color version of this figure is available in the online journal.)

2003). We carry out a stacked search for neutrinos coming
from known PWNs within the Galaxy. From the confirmed
PWNs in SNRCat (Ferrand & Safi-Harb 2012), we look at
sources that are younger than 10,000 yr as only younger
PWNs are efficient accelerators (Bednarek 2003). We leave
out sources that are already considered by the search for
SNRs associated with molecular clouds. These criteria are
fulfilled by three sources in the northern sky, namely, the
Crab Nebula, DA 530, and G054.1+00.3, and seven sources
in the southern sky including the Pencil Nebula, W33, and
MSH 11−54. These sources are weighted in likelihood
by the inverse of their median age as provided by SNRCat
(Ferrand & Safi-Harb 2012) to account for the higher fluxes
expected from the youngest PWNs (Bednarek 2003).

Thirty Galactic SNRs. Galactic SNRs (Ferrand &
Safi-Harb 2012) that neither have confirmed molecular
cloud associations nor are PWNs are considered in this
stacking search. As in the searches for PWNs and SNRs
with molecular cloud associations, a cut on the SNR age is
applied and only those younger than 10,000 yr are selected
(Castro et al. 2011). This requirement is met by 30 sources
in total, where 20 are located in the southern sky and 10
in the north. The inverse of the median age as provided by
SNRCat (Ferrand & Safi-Harb 2012) is used as the weight
for each source in likelihood in order to account for the fact
that we expect the highest fluxes to come from the youngest
SNRs. Remnants of recent prominent supernovae such as
Casseopeia A and Tycho are considered within this search.

Blazars catalogs. Three blazar catalogs were composed
from the Fermi LAT Second AGN catalog (Ackermann
et al. 2011) to allow for optimized analyses of the corre-
sponding object classes. The first catalog contains flat spec-
trum radio quasars (FSRQs), which, as suggested by their
broad line regions, are thought to provide efficient pho-
tomeson production (Atoyan & Dermer 2001) in dense soft
photon targets. The second set is formed by low-frequency
peaked (LSP) BL Lac objects that are predicted to show
a significant contribution from pion decays to the overall
gamma-emission in the synchrotron proton blazar model

(Mücke et al. 2003). Finally, p–p interaction models are
covered by a catalog of the BL Lac objects with particu-
larly hard gamma spectra and correspondingly large effec-
tive areas for neutrinos in IceCube (Neronov & Ribordy
2009).

The source selection and weighting for the FSRQ and
LSP BL Lac catalogs, assuming prevalence of photo-
hadronic neutrino production, is based on the Fermi LAT
gamma-flux. This motivates a weighting that is based on
the measured gamma-fluxes but assumes the same spectral
index for all sources (hereby denoted by W1).

In proton–proton interaction models, the energy spec-
trum of the produced neutral secondaries follows the ini-
tial CR spectrum down to a threshold below 1 GeV. The
observation of the gamma spectrum thus allows for a di-
rect prediction of the proton spectrum behavior in the TeV
range, which can be extrapolated to PeV energies to es-
timate the neutrino spectrum. Such an approach is not as
easily possible for proton–gamma interaction models, as
these typically have a lower-energy threshold above TeV
energies so that the photon (and neutrino) spectrum be-
low the threshold does not allow for the derivation of the
proton spectrum (Neronov & Ribordy 2009). Hence, the
third catalog of hard gamma-spectrum BL Lac objects mo-
tivates a selection and weighting based on the number of
detectable neutrinos derived from the spectral shape mea-
sured by Fermi LAT (hereby denoted by W2).

Due to the variety of blazar models and the large model
uncertainties, both weighting schemes are applied to all
three catalogs. Sources with negligible weights in both
weighting schemes are discarded, resulting in 33 FSRQs,
27 LSP BL Lac objects, and 37 hard gamma-spectrum BL
Lac objects.

This stacked search for blazars uses a reprocessed data
set of the 79 string configuration that incorporates the new
reconstruction methods presented in this work for IC-86,
which were not yet available at the time of the previous
analyses.
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Figure 11. Muon neutrino upper limits with 90% C.L. evaluated for the 44
sources (dots) for the combined four years of data (40, 59, 79, and 86 string
detector configurations). The solid black line is the flux required for 5σ discovery
of a point source emitting an E−2 flux at different declinations, while the dashed
line is the median upper limit or sensitivity also for a 90% C.L. The sensitivity of
this search represents a 40%–50% improvement compared to previous IceCube
results (dash-dotted line; Aartsen et al. 2013c). The ANTARES sensitivities and
upper limits are also shown (Adrián-Martı́nez et al. 2014). For sources in the
southern hemisphere, ANTARES constrains neutrino fluxes at lower energies
than this work.

(A color version of this figure is available in the online journal.)

4. RESULTS AND IMPLICATIONS

In this section, we summarize all the results from the different
searches and their implication on astrophysical models of
neutrino emission. While no significant excess has been found
in any of the searches and all results are consistent with the
background-only hypothesis, this has allowed us to set upper
limits that exclude some of the models.

4.1. All-sky Searches

4.1.1. All-sky Point Source Scan

Figure 5 shows the result of the all-sky scan for point sources
in terms of significance at each location in the sky given in
equatorial coordinates. The most significant deviation in the
northern sky has a pre-trial p-value of 4.81×10−6 and is located
at 29.◦25 R.A. and 10.◦55 decl. At this location, the best-fit values
of the number of source events, n̂s , and signal spectral index,
γ̂ , are 43.0 and 2.88, respectively. In the southern sky, the most
significant deviation has a pre-trial p-value of 6.81×10−6 and is
located at 347.◦95 R.A. and −57.◦75 decl. Here, the best-fit values
of n̂s and γ̂ are 13.0 and 3.95, respectively. After accounting
for the trial factor associated with scanning the sky for the most
significant spots, the post-trial p-values are 0.23 for the spot
located in the northern sky and 0.44 for the spot located in the
southern sky.

4.1.2. All-sky Scans for Extended Sources

Table 2 summarizes the most significant hotspots in the
sky from the scans for sources of various extensions. All
observations were compatible with the background hypothesis.
Figures 6–10 show the corresponding skymaps for 1◦, 2◦, 3◦,
4◦, and 5◦ extension, respectively.

Since filtering streams, reconstructions, and detector config-
urations evolved with time, we also examined each of the four
years of data independently as an a posteriori cross-check. The

Figure 12. Flux predictions (solid) for three models of neutrino emission from
the Crab Nebula, with their associated 90% C.L. upper limits (dashed) for an
energy range containing 90% of the signal. Both the model from Amato et al.
(2003) and the most optimistic model from Link & Burgio (2005, 2006) are
now excluded at 90% C.L. For the gamma-ray-based model from Kappes et al.
(2007), the upper limit is still a factor of 1.75 above the prediction.

(A color version of this figure is available in the online journal.)

largest fluctuation was observed for the 1◦ extension hypothe-
sis in data from the 79 string configuration at 266.75 R.A. and
13.25 decl., where 0.35% of scrambled maps in that year re-
sulted in a fluctuation more significant than the one observed.
Since we scanned over five different extensions for every year,
the corresponding trial-corrected p-value is 7.2%, well compat-
ible with a background fluctuation. The hot-spot seems to be
driven by a single well-reconstructed very high-energy event
which, when folded with the wider source template, overlaps
with some nearby lower-energy ones. From calibration using
the shadow of the Moon (Aartsen et al. 2013d), there is no evi-
dence for a systematic error in IceCube’s point-spread function
that could lead to the observed spread for events originating
from a point-like source. The region is not significant in any of
the other years of data.

4.2. List of 44 Candidate Sources

The search for neutrino emission from an a priori list of
44 candidate sources produced the results shown in Tables 3
and 4. In the northern sky, 1ES 0229+200 has the strongest
upward fluctuation. The pre-trial p-value of such a fluctuation is
0.053, but after considering the random chance of observing a
fluctuation as strong or stronger than this in any of the sources,
the post-trial p-value is 0.61. In the southern sky, PKS 0537−441
has the strongest upward fluctuation, with a pre-trials p-value
of 0.083 and a post-trials p-value of 0.33. Upper limits on the
E−2 muon neutrino flux for 90% confidence level (C.L.) from
each source are listed in the table, and are shown along with the
analysis sensitivity in Figure 11.

While many baseline models for CR acceleration and high-
energy neutrino production predict E−2 neutrino spectra, indi-
vidual sources with unique conditions can produce significantly
different spectra. Models for any source in the sky can be tested
with the analysis method used in this work, and a number of
individual sources were previously considered in Aartsen et al.
(2013c). Here, we update the 90% C.L. upper limits on three
models of neutrino emission from the Crab Nebula (Figure 12)
as well as three Galactic SNRs (Figure 13).

10



The Astrophysical Journal, 796:109 (14pp), 2014 December 1 Aartsen et al.

Table 3
Results for Galactic Objects on the A Priori Search List

Category Source R.A. (◦) Decl. (◦) p-value n̂S γ̂ B1◦ Φ90%
νμ+ν̄μ

SNR Tycho 6.36 64.18 . . . 0.0 . . . 17.8 2.06
Cas A 350.85 58.81 . . . 0.0 . . . 17.8 1.70
IC443 94.18 22.53 0.35 4.6 3.9 27.8 1.38

HMXB LSI +63 303 40.13 61.23 . . . 0.0 . . . 17.8 1.95
/mqso Cyg X-3 308.11 40.96 0.42 3.7 3.9 21.5 1.70

Cyg X-1 299.59 35.20 0.18 8.9 3.9 23.4 2.33
HESS J0632+057 98.25 5.80 0.14 13.4 3.4 37.0 1.37

SS433 287.96 4.98 . . . 0.0 . . . 37.6 0.65

Star formation region Cyg OB2 308.08 41.51 . . . 0.0 . . . 21.0 1.36

Pulsar/ MGRO J2019+37 305.22 36.83 . . . 0.0 . . . 23.1 1.23
PWN Crab Nebula 83.63 22.01 0.44 4.4 3.9 27.8 1.15

Geminga 98.48 17.77 . . . 0.0 . . . 30.7 0.92

Galactic center Sgr A* 266.42 −29.01 . . . 0.0 . . . 36.6 8.11
Not identified MGRO J1908+06 286.98 6.27 . . . 0.0 . . . 36.4 0.71

Notes. Sources are grouped according to their classification as high-mass X-ray binaries or micro-quasars (HMXB/

mqso), SNRs, pulsar wind nebulae (PWNs), star formation regions, and unidentified sources. The p-value is the pre-trial
probability of compatibility with the background-only hypothesis. The n̂S and γ̂ columns give the best-fit number of
signal events and spectral index of a power-law spectrum. When n̂S = 0, no p-value or γ̂ are reported. The eighth
column gives the number of background events in a circle of 1◦ around the search coordinates. The last column shows
the upper limits based on the classical approach (Neyman 1937) for an E−2 flux normalization of νμ + ν̄μ flux in units of
10−12 TeV−1 cm−2 s−1.

Figure 13. Flux predictions (solid) and upper limits (dashed) for three Galactic
supernova remnants. The neutrino models, based of fitted gamma-ray obser-
vations, are from (Mandelartz & Tjus 2013). For the source with the highest
predicted flux, G40.5−0.5, the upper limit is a factor of three above the model.

(A color version of this figure is available in the online journal.)

4.3. Stacking Searches

The results of all stacking searches are compatible with the
background-only hypothesis and are summarized in Table 5. The
most significant deviation from the background-only hypothesis
was observed in the stacked search for neutrino emission from
the six Milagro TeV gamma-ray sources, with a p-value of 0.02.
The fitted spectral index of 3.95, however, suggests that only
low-energy events contribute toward the observation and the
observed significance is from spatial clustering only. While
Halzen et al. (2008) predicts a flux of much higher energy
neutrinos from these sources, the assumptions made about
the gamma-ray spectra of the sources in Halzen et al. (2008)

Figure 14. IceCube 90% C.L. upper limits to the models of Halzen et al. (2008)
and Murase et al. (2008).

(A color version of this figure is available in the online journal.)

have later proved to be too optimistic (Abdo et al. 2012).
Subsequently, the authors have updated the models (Gonzalez-
Garcia et al. 2014). Figure 14 shows the IceCube upper limits to
the model of Halzen et al. (2008). In Figure 14, we also compare
limits on neutrino fluxes from galaxy clusters to the model from
Murase et al. (2008).

4.4. Systematic Uncertainties

In all analyses described here, the background is estimated
by scrambling the detector data in right ascension and is
independent of theoretical uncertainties on fluxes of atmospheric
neutrino and muons as well as uncertainties in the simulation
of the detector. The p-values are therefore robust against
most sources of systematic error. Upper limits and analysis
sensitivities, however, are calculated by simulating the detector
response to neutrinos. Detector uncertainties including the
optical properties of the ice and the absolute efficiency of the
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Table 4
Results for Extragalactic Objects on the A Priori Search List

Category Source R.A. (◦) Decl. (◦) p-value n̂S γ̂ B1◦ Φ90%
νμ+ν̄μ

BL Lac object S5 0716+71 110.47 71.34 . . . 0.0 . . . 16.5 2.77
1ES 1959+650 300.00 65.15 0.083 9.8 3.2 17.7 4.72
1ES 2344+514 356.77 51.70 . . . 0.0 . . . 19.1 1.41

3C66A 35.67 43.04 . . . 0.0 . . . 20.5 1.220
H 1426+428 217.14 42.67 . . . 0.0 . . . 20.8 1.29

BL Lac 330.68 42.28 . . . 0.0 . . . 20.8 1.30
Mrk 501 253.47 39.76 0.45 3.2 3.7 22.1 1.61
Mrk 421 166.11 38.21 0.26 3.8 1.9 22.4 2.10

W Comae 185.38 28.23 0.34 1.4 1.6 25.9 1.62
1ES 0229+200 38.20 20.29 0.053a 16.0 3.7 28.6 2.32
PKS 0235+164 39.66 16.62 . . . 0.0 . . . 31.4 0.88
PKS 2155−304 329.72 −30.23 . . . 0.0 . . . 37.0 8.43
PKS 0537−441 84.71 −44.09 0.083b 6.3 3.9 35.2 30.03

FSRQ 4C 38.41 248.81 38.13 0.12 10.6 2.8 22.4 2.71
3C 454.3 343.49 16.15 . . . 0.0 . . . 31.4 0.85

PKS 0528+134 82.73 13.53 . . . 0.0 . . . 32.3 0.80
PKS 1502+106 226.10 10.49 0.21 6.1 2.3 33.2 1.39

3C 273 187.28 2.05 0.45 3.2 2.6 38.9 0.72
3C279 194.05 −5.79 . . . 0.0 . . . 33.5 1.51

QSO 2022−077 306.42 −7.64 0.45 1.3 2.0 34.1 2.07
PKS 1406−076 212.24 −7.87 . . . 0.0 . . . 34.1 1.66
QSO 1730−130 263.26 −13.08 . . . 0.0 . . . 37.1 3.46
PKS 1622−297 246.53 −29.86 0.13 6.2 2.7 36.6 17.17
PKS 1454−354 224.36 −35.65 0.2 5.4 3.9 35.6 19.64

Starburst M82 148.97 69.68 . . . 0.0 . . . 16.3 2.94
radio NGC 1275 49.95 41.51 . . . 0.0 . . . 21.0 1.36
galaxies Cyg A 299.87 40.73 0.18 1.8 1.5 21.5 2.60

3C 123.0 69.27 29.67 . . . 0.0 . . . 25.7 1.07
M87 187.71 12.39 0.26 8.8 3.9 32.4 1.38

Cen A 201.37 −43.02 . . . 0.0 . . . 35.5 13.57

Notes. Sources are grouped according to their classification as BL Lac objects, radio galaxies, FSRQs, and starburst
galaxies. The p-value is the pre-trial probability of compatibility with the background-only hypothesis. The n̂S and γ̂

columns give the best-fit number of signal events and spectral index of a power-law spectrum. When n̂S = 0, no p-value or
γ̂ are reported. The eighth column gives the number of background events in a circle of 1◦ around the search coordinates.
The last column shows the upper limits based on the classical approach (Neyman 1937) for an E−2 flux normalization of
νμ + ν̄μ flux in units of 10−12 TeV−1 cm−2 s−1.
a Most significant p-value in the northern sky among all Galactic and extragalactic objects on the a priori search list.
b Most significant p-value in the southern sky among all Galactic and extragalactic objects on the a priori search list.

Table 5
Results of the Stacked Searches for Emission from Source Catalogs

Catalog n̂S γ̂ p-value Φ90%
νμ+ν̄μ

Milagro 6 51.4 3.95 0.02 1.98×M.F. (Halzen et al. 2008)
Galaxy clusters Model A 1.4 4.07 0.50 3.89×M.F. (Murase et al. 2008)

Model B 12.6 3.95 0.48 6.30×M.F. (Murase et al. 2008)
Central AGN 0.0 . . . . . . 1.59×M.F. (Murase et al. 2008)

Isobaric 0.0 . . . . . . 4.79×M.F. (Murase et al. 2008)
Starburst galaxies 0.0 . . . . . . 7.93 × 10−12 × E2.0

MC associated SNRs 0.0 . . . . . . 1.60 × 10−9 × E2.7

Supermassive black holes 17.1 3.95 0.43 6.88 × 10−12 × E2.0

Young SNRs 0.0 . . . . . . 4.83 × 10−12 × E2.0

Young PWNs 0.0 . . . . . . 3.12 × 10−12 × E2.0

FSRQs W1 9.8 2.45 0.31 3.46 × 10−12× E2.0

W2 15.4 2.75 0.19 34.3 × M.F.
LSP BL Lac objects W1 11.9 3.25 0.38 5.24 × 10−12× E2.0

W2 21.8 3.59 0.10 13.5 × M.F.
Hard BL Lac objects W1 0 . . . . . . 3.73 × 10−12× E2.0

W2 17.5 3.95 0.29 0.284 × M.F.

Notes. M.F. stands for the model flux as described in the references motivating the analyses. Φ90%
νμ+ν̄μ

is the 90% confidence level

upper limit on the combined flux of νμ and ν̄μ from the catalogs. The E2.0 limits are in units of TeV1 cm−2 s−1.
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Figure 15. Predicted E−2 discovery potential as a function of years of running
time of the IceCube Observatory for three different declinations (solid lines).
Due to the relatively low background rate in this analysis, the discovery potential
will continue to improve faster than the square-root of time limit (dashed and
dotted lines).

(A color version of this figure is available in the online journal.)

optical modules can affect the reported sensitivities and upper
limits.

After a detailed discussion of all relevant systematic uncer-
tainties, Aartsen et al. (2013c) concludes that the level of un-
certainty in the analysis using three years of data is about 18%.
Since 65% of the data used here is the same as in Aartsen
et al. (2013c) and the techniques for the new event selection
and analyses are similar, the systematic uncertainty on the four
year sample is about the same. However, the added year of data
utilizes a new muon track reconstruction, which is more sen-
sitive to uncertainties in the optical properties of the ice. We
re-evaluate the effect of the ice properties on the analysis for the
2011–2012 data, finding a corresponding systematic uncertainty
of +16%/−8%. This is incorporated into the overall systematic
uncertainty by averaging it with the ice model effect from the
previous years. The resulting overall systematic uncertainty on
the quoted sensitivities and upper limits is 21%.

5. CONCLUSIONS

No evidence of neutrino emission from point-like or extended
sources was found in four years of IceCube data. Searches for
emissions from point-like and extended sources anywhere in
the sky, from a pre-defined candidate source list, and from
stacked source catalogs all returned results consistent with the
background-only hypothesis. Ninety percent C.L. upper lim-
its on the muon neutrino fluxes for models from a variety of
sources were calculated and compared to predictions. The most
optimistic models considered here can be excluded at 90% C.L.
and in other cases limits are a factor of two to four above the
predictions. This analysis includes data from the completed Ice-
Cube array, taken between 2011 May and 2012 May. IceCube
will continue to run in this configuration for the foreseeable fu-
ture. Future analyses will benefit from this improved integration
time and the evolution of the analysis sensitivity as a function of
years of data taking is shown in Figure 15. Within a few years,
the analyses will surpass the sensitivity necessary to test a wider
variety of neutrino point source models. Future developments in

background rejection techniques and reconstruction algorithms
may lead to improvements faster than predicted in Figure 15.
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Neunhöffer, T. 2006, APh, 25, 220
Neyman, J. 1937, RSPTA, 236, 333
Romero, G. E., & Torres, D. F. 2003, ApJL, 586, L33
Sedov, L. I. 1946, JApMM, 10, 241
Sironi, L., & Spitkovsky, A. 2011, ApJ, 726, 75
Stecker, F. W., Done, C., Salamon, M. H., & Sommers, P. 1991, PhRvL,

66, 2697
Tchernin, C., Aguilar, J. A., Neronov, A., & Montaruli, T. 2013, A&A,

560, A67
Vissani, F., Aharonian, F., & Sahakyan, N. 2011, APh, 34, 778
Waxman, E., & Bahcall, J. 1997, PhRvL, 78, 2292
Waxman, E., & Bahcall, J. 1999, PhRvD, 59, 023002
Whitehorn, N., van Santen, J., & Lafebre, S. 2013, CoPhC, 184, 2214
Wolfe, B., Melia, F., Crocker, R. M., & Volkas, R. R. 2008, ApJ, 687, 193

14

http://adsabs.harvard.edu/abs/2010ARNPS..60..129A
http://adsabs.harvard.edu/abs/2010ARNPS..60..129A
http://adsabs.harvard.edu/abs/2001PhRvL..87v1102A
http://adsabs.harvard.edu/abs/2001PhRvL..87v1102A
http://adsabs.harvard.edu/abs/2008PhR...458..173B
http://adsabs.harvard.edu/abs/2008PhR...458..173B
http://www.arxiv.org/abs/0901.1775
http://dx.doi.org/10.1051/0004-6361:20030929
http://adsabs.harvard.edu/abs/2003A&A...407....1B
http://adsabs.harvard.edu/abs/2003A&A...407....1B
http://adsabs.harvard.edu/abs/2010APh....33..175B
http://adsabs.harvard.edu/abs/2010APh....33..175B
http://dx.doi.org/10.1051/0004-6361/200913146
http://adsabs.harvard.edu/abs/2010A&A...521A..55C
http://adsabs.harvard.edu/abs/2010A&A...521A..55C
http://moriond.in2p3.fr/Proceedings/2013/Moriond_QCD_2013.pdf
http://moriond.in2p3.fr/Proceedings/2013/Moriond_QCD_2013.pdf
http://dx.doi.org/10.1088/0004-637X/734/2/85
http://adsabs.harvard.edu/abs/2011ApJ...734...85C
http://adsabs.harvard.edu/abs/2011ApJ...734...85C
http://adsabs.harvard.edu/abs/2006APh....26...41C
http://adsabs.harvard.edu/abs/2006APh....26...41C
http://adsabs.harvard.edu/abs/2006PhRvD..73d3004D
http://adsabs.harvard.edu/abs/2006PhRvD..73d3004D
http://adsabs.harvard.edu/abs/2010PhRvL.104n1102E
http://adsabs.harvard.edu/abs/2010PhRvL.104n1102E
http://adsabs.harvard.edu/abs/2012AdSpR..49.1313F
http://adsabs.harvard.edu/abs/2012AdSpR..49.1313F
http://adsabs.harvard.edu/abs/2014APh....57...39G
http://adsabs.harvard.edu/abs/2014APh....57...39G
http://adsabs.harvard.edu/abs/1966PhRvL..16..748G
http://adsabs.harvard.edu/abs/1966PhRvL..16..748G
http://adsabs.harvard.edu/abs/2004APh....20..429G
http://adsabs.harvard.edu/abs/2004APh....20..429G
http://adsabs.harvard.edu/abs/2002RPPh...65.1025H
http://adsabs.harvard.edu/abs/2002RPPh...65.1025H
http://adsabs.harvard.edu/abs/2008PhRvD..78f3004H
http://adsabs.harvard.edu/abs/2008PhRvD..78f3004H
http://adsabs.harvard.edu/abs/2007PhRvD..75d3006H
http://adsabs.harvard.edu/abs/2007PhRvD..75d3006H
http://adsabs.harvard.edu/abs/2013PhRvL.111d1103K
http://adsabs.harvard.edu/abs/2013PhRvL.111d1103K
http://dx.doi.org/10.1086/508936
http://adsabs.harvard.edu/abs/2007ApJ...656..870K
http://adsabs.harvard.edu/abs/2007ApJ...656..870K
http://dx.doi.org/10.1088/0004-637X/734/2/107
http://adsabs.harvard.edu/abs/2011ApJ...734..107L
http://adsabs.harvard.edu/abs/2011ApJ...734..107L
http://dx.doi.org/10.1146/annurev.nucl.50.1.679
http://adsabs.harvard.edu/abs/2000ARNPS..50..679L
http://adsabs.harvard.edu/abs/2000ARNPS..50..679L
http://adsabs.harvard.edu/abs/2005PhRvL..94r1101L
http://adsabs.harvard.edu/abs/2005PhRvL..94r1101L
http://dx.doi.org/10.1111/j.1365-2966.2006.10665.x
http://adsabs.harvard.edu/abs/2006MNRAS.371..375L
http://adsabs.harvard.edu/abs/2006MNRAS.371..375L
http://dx.doi.org/10.1088/1475-7516/2006/05/003
http://adsabs.harvard.edu/abs/2006JCAP...05..003L
http://adsabs.harvard.edu/abs/2006JCAP...05..003L
http://www.arxiv.org/abs/1301.2437
http://dx.doi.org/10.1088/0034-4885/69/8/R01
http://adsabs.harvard.edu/abs/2006RPPh...69.2259M
http://adsabs.harvard.edu/abs/2006RPPh...69.2259M
http://adsabs.harvard.edu/abs/2003APh....18..593M
http://adsabs.harvard.edu/abs/2003APh....18..593M
http://adsabs.harvard.edu/abs/2013PhRvD..88l1301M
http://adsabs.harvard.edu/abs/2013PhRvD..88l1301M
http://adsabs.harvard.edu/abs/2013JCAP...02..028M
http://adsabs.harvard.edu/abs/2013JCAP...02..028M
http://adsabs.harvard.edu/abs/2014PhRvD..90b3007M
http://adsabs.harvard.edu/abs/2014PhRvD..90b3007M
http://dx.doi.org/10.1086/595882
http://adsabs.harvard.edu/abs/2008ApJ...689L.105M
http://adsabs.harvard.edu/abs/2008ApJ...689L.105M
http://adsabs.harvard.edu/abs/2009PhRvD..80h3008N
http://adsabs.harvard.edu/abs/2009PhRvD..80h3008N
http://adsabs.harvard.edu/abs/2006APh....25..220N
http://adsabs.harvard.edu/abs/2006APh....25..220N
http://dx.doi.org/10.1098/rsta.1937.0005
http://adsabs.harvard.edu/abs/1937RSPTA.236..333N
http://adsabs.harvard.edu/abs/1937RSPTA.236..333N
http://dx.doi.org/10.1086/374654
http://adsabs.harvard.edu/abs/2003ApJ...586L..33R
http://adsabs.harvard.edu/abs/2003ApJ...586L..33R
http://dx.doi.org/10.1088/0004-637X/726/2/75
http://adsabs.harvard.edu/abs/2011ApJ...726...75S
http://adsabs.harvard.edu/abs/2011ApJ...726...75S
http://adsabs.harvard.edu/abs/1991PhRvL..66.2697S
http://adsabs.harvard.edu/abs/1991PhRvL..66.2697S
http://dx.doi.org/10.1051/0004-6361/201321801
http://adsabs.harvard.edu/abs/2013A&A...560A..67T
http://adsabs.harvard.edu/abs/2013A&A...560A..67T
http://adsabs.harvard.edu/abs/2011APh....34..778V
http://adsabs.harvard.edu/abs/2011APh....34..778V
http://adsabs.harvard.edu/abs/1997PhRvL..78.2292W
http://adsabs.harvard.edu/abs/1997PhRvL..78.2292W
http://adsabs.harvard.edu/abs/1999PhRvD..59b3002W
http://adsabs.harvard.edu/abs/1999PhRvD..59b3002W
http://adsabs.harvard.edu/abs/2013CoPhC.184.2214W
http://adsabs.harvard.edu/abs/2013CoPhC.184.2214W
http://dx.doi.org/10.1086/591723
http://adsabs.harvard.edu/abs/2008ApJ...687..193W
http://adsabs.harvard.edu/abs/2008ApJ...687..193W


ar
X

iv
:1

30
4.

53
56

v2
  [

as
tr

o-
ph

.H
E

] 
 1

2 
Ju

n 
20

13

First observation of PeV-energy neutrinos with IceCube

M. G. Aartsen,2 R. Abbasi,27 Y. Abdou,22 M. Ackermann,41 J. Adams,15 J. A. Aguilar,21 M. Ahlers,27

D. Altmann,9 J. Auffenberg,27 X. Bai,31, ∗ M. Baker,27 S. W. Barwick,23 V. Baum,28 R. Bay,7 J. J. Beatty,17, 18

S. Bechet,12 J. Becker Tjus,10 K.-H. Becker,40 M. Bell,38 M. L. Benabderrahmane,41 S. BenZvi,27 J. Berdermann,41

P. Berghaus,41 D. Berley,16 E. Bernardini,41 A. Bernhard,30 D. Bertrand,12 D. Z. Besson,25 G. Binder,8, 7

D. Bindig,40 M. Bissok,1 E. Blaufuss,16 J. Blumenthal,1 D. J. Boersma,39 S. Bohaichuk,20 C. Bohm,34 D. Bose,13
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L. Gladstone,27 T. Glüsenkamp,41 A. Goldschmidt,8 G. Golup,13 J. G. Gonzalez,31 J. A. Goodman,16 D. Góra,41
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We report on the observation of two neutrino-induced events which have an estimated deposited
energy in the IceCube detector of 1.04 ± 0.16 and 1.14 ± 0.17 PeV, respectively, the highest neu-
trino energies observed so far. These events are consistent with fully contained particle showers
induced by neutral-current νe,µ,τ (ν̄e,µ,τ ) or charged-current νe (ν̄e) interactions within the IceCube
detector. The events were discovered in a search for ultra-high energy neutrinos using data cor-
responding to 615.9 days effective livetime. The expected number of atmospheric background is
0.082± 0.004(stat)+0.041

−0.057(syst). The probability to observe two or more candidate events under the

atmospheric background-only hypothesis is 2.9×10−3 (2.8σ) taking into account the uncertainty on
the expected number of background events. These two events could be a first indication of an astro-
physical neutrino flux, the moderate significance, however, does not permit a definitive conclusion
at this time.

PACS numbers: 98.70.Sa, 95.55.Vj

Astrophysical neutrinos are key probes of the high-
energy universe. Because of their unique properties,
neutrinos escape even dense regions, are undeflected in
galactic or extra-galactic magnetic fields and traverse the
photon-filled universe unhindered. Thus, neutrinos pro-
vide direct information about the dynamics and interiors
of cosmological objects of the high red-shift Universe like
gamma-ray bursts and active galactic nuclei. Neutrinos
at energies above several 100TeV are particularly inter-
esting as the atmospheric background in this region is
very low and a few astrophysical neutrinos can be sig-
nificant. This letter reports on the observation of two

high-energy particle shower events discovered in a search
for ultra-high energy neutrinos above about 1 PeV using
the IceCube detector.

IceCube [1] detects and reconstructs neutrinos by
recording Cherenkov photons emitted from secondary
charged particles produced in neutral-current (NC) or
charged-current (CC) interactions of the neutrinos in the
2,800m thick glacial ice at the geographic South Pole.
IceCube was built between 2005 and 2010. It consists
of an array of 5,160 optical sensors (digital optical mod-
ules, DOMs) on 86 strings at depths between 1,450m and
2,450m that instrument a volume of 1 km3 of ice. Eight
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FIG. 1. Surface view of the full IceCube detector layout.
Filled marks represent the positions of the IceCube strings.
Red marks are the DeepCore strings. Squares represent the
strings that did not exist in the IC79 configuration. Open cir-
cles are the positions of the closest strings to the observed two
cascade events. Stars are their reconstructed vertex positions.

of the 86 strings belong to the DeepCore sub-array [2], a
more densely instrumented volume in the bottom center
of the detector. Each DOM consists of a 10” photomulti-
plier tube (PMT) [3] in a spherical glass pressure vessel.
Events are recorded as a series of pulses (waveform) in
each DOM [4] where two basic neutrino event signatures
are distinguished: a track-like light pattern originating
from neutrino-induced muons (tracks) and a spherical
light pattern produced by hadronic or electromagnetic
particle showers (cascades).
The analysis selects neutrino candidates calorimetri-

cally using the total number of observed photo-electrons
in each event (NPE) [4] as a proxy of the deposited en-
ergy [5], thus retaining both bright tracks and cascades.
Backgrounds come from muons and neutrinos generated
in interactions of cosmic rays in the atmosphere. Be-
cause of their steeply falling energy spectra, little back-
ground is expected in the signal region above 1PeV. The
zenith angle distribution of atmospheric muons peaks in
the downward-going direction and sharply decreases to-
wards the horizon with a cut-off at a zenith angle θ of
cos θ ≈ 0.15 due to absorption in the Earth. The atmo-
spheric neutrino distributions have a weaker zenith-angle
dependence. The analysis rejects downward-going atmo-
spheric muons by employing event reconstructions based
on a track hypothesis in combination with a higher NPE
selection criterion in the downward-going region. All re-
maining events above the combined NPE threshold are
considered to be signal candidates independent of their
topological properties.
Data were collected between May 2010 and May 2012,

an effective livetime of 615.9 days excluding 54.2 days
used for the optimization of the analysis. From May
2010 to May 2011, DOMs on 79 strings (IC79) were op-

erational (285.8 days livetime with 33.4 days excluded).
This period was immediately followed by the first year
data taking with the full 86-string (IC86) detector that
lasted until May 2012 (330.1 days livetime with 20.8 days
excluded). The IC86 configuration is shown in Fig. 1.
Events are triggered when eight or more DOMs record
signals in local coincidences which occur when a near-
est or next-to-nearest DOM on the same string triggers
within ±1 µs [4].

The data are filtered at the South Pole with a condi-
tion NPE ≥ 1000, and then sent to a northern computer
farm via satellite. In order to avoid biases, we performed
a blind analysis and only ∼10% of the data were used
to develop the analysis. Photon arrival times are ex-
tracted from each waveform and stored as “hits”. To
remove hits from coincident noise, a two-staged cleaning
based on the spatial separation and the time interval be-
tween hits is applied. Data from the DeepCore strings
are discarded to maintain uniformity across the detector
volume. To reject downward-going atmospheric muon
background, only events with at least 300 hits and NPE
≥ 3200 are retained. To further reduce this background,
the directions of the remaining events are reconstructed
with a track hypothesis and a stricter NPE criterion for
downward-going tracks is applied (see Fig. 2 and Eq. 1):
for IC79, a log-likelihood (LLH) fit is performed [7] and
an event selection based on a fit quality parameter is
applied to remove events which contain muons from in-
dependent air showers. For IC86, a robust regression
technique [8, 9] is utilized to remove hits that have a
timing significantly different from what is expected from
the bulk of the photons from a muon track. Afterwards,
the direction of the particle is reconstructed with a basic
algorithm that assumes a plane-wave of photons travel-
ing along the direction of the muon, “LineFit” [5]. Both
algorithms reconstruct muon tracks with a zenith angle
resolution of 1◦ or better.

Cascade events which pass the initial hit and NPE se-
lection criteria are considered signal events and there-
fore should be affected as little as possible by the event
rejections just described. As they resemble point-like
light sources, the reconstruction behavior of the two al-
gorithms is indeed quite different finding nearly arbitrary
zenith angles, albeit with a tendency toward upward-
going and horizontal directions for the LLH fit and Lin-
eFit, respectively. Since for these directions the NPE
threshold value is lower than for downward-going events
(see Fig. 2 and Eq. 1), such events are retained in the
final sample even if they would be rejected on account of
their true direction.

The NPE threshold values for the two samples were
separately optimized based on the simulations to max-
imize the signal [10, 11] from the cosmogenic neutrino
model [6]. Figure 2 shows the event distributions for the
simulations and the experimental IC79 test sample (a
livetime of 33.4 days). The solid lines in Fig. 2 represent
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FIG. 2. Distribution of NPE and reconstructed zenith angle for (a) the IC79 experimental test sample, (b) the total background,
and (c) cosmogenic signal neutrino [6]. The colors show event numbers per livetime of 33.4 days. The solid lines represent the
final selection criteria for IC79.

the final selection criteria for IC79 where events above
the lines constitute the final sample. The final selection
criteria for the IC86 sample are:

log10NPE ≥
{

4.8 cos θ < 0.075

4.8 + 1.6

√

1−
(

1.0−cos θ
0.925

)2

cos θ ≥ 0.075.

(1)
The resulting neutrino effective areas, the equivalent area
at the Earth’s surface in which neutrinos are detected
with 100% efficiency, averaged over the two-year period
from May 2010 to May 2012 taking into account the dif-
ferent detector configurations, is shown in Fig. 3. The
analysis starts to be sensitive in the energy region around
1PeV with its sensitivity rapidly increasing with energy.
The effective area is larger for νe than νµ or ντ below
10 PeV showing the sensitivity of the present analysis to
cascade events in this energy region.
The expected numbers of background events in the

final sample for the 615.9 day livetime from atmo-
spheric muons and neutrinos from decays of pions
and kaons are 0.038 ±0.004 (stat) +0.021

−0.038 (syst) and

0.012 ±0.001 (stat) +0.010
−0.007 (syst), respectively. Compared

to previous analyses, the utilized atmospheric neutrino
flux models [13] accommodate an improved parametriza-
tion of the primary cosmic ray spectrum and compo-
sition which accounts now for the “knee” in the cos-
mic ray spectrum. Adding prompt atmospheric neutri-
nos from decays of charmed mesons assuming the model
in [14] with the improved cosmic ray spectrum mod-
eling, the total number of background events increases
to 0.082 ±0.004 (stat) +0.041

−0.057 (syst). Theoretical uncer-
tainties in our baseline charmed-meson model [14] which
uses perturbative-QCD calculations are included in the
background estimation. Potential non-perturbative con-
tributions, such as intrinsic charm in nuclei [15] or from
the gluon density at small x, could lead to significantly
larger cross sections and hence higher prompt neutrino
fluxes. Preliminary IceCube limits on the prompt flux
at 90% C.L. are a factor of 3.8 higher than the baseline
model [16].
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FIG. 3. The average neutrino effective area for a 4π isotropic
flux, 615.9 days livetime, and the IC79 and IC86 string con-
figurations. Exposure of the sample used in this analysis is
obtained by multiplying the effective area with the livetime
and 4π solid angle. The sharp-peak for ν̄e is the Glashow
resonance [12].

The main systematic uncertainties on the backgrounds
are from the measurement of NPE and from uncertainties
in the cosmic ray flux. They are estimated by varying the
associated parameters in the simulation. The two domi-
nant sources of experimental uncertainties are the abso-
lute DOM sensitivity and the optical properties of the ice
which contribute with (+43%, −26%) and (+0%, −42%),
respectively. Uncertainties in the cosmic ray flux models
are dominated by the primary composition (+0%, −37%)
and the flux normalization (+19%, −26%). The theoret-
ical uncertainty in the neutrino production from charm
decay [14] relative to the total background is (+13%,
−16%). The systematic uncertainties are assumed to be
evenly distributed in the estimated allowed range and are
summed in quadrature.
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FIG. 4. The two observed events from (a) August 2011 and
(b) January 2012. Each sphere represents a DOM. Colors
represent the arrival times of the photons where red indicates
early and blue late times. The size of the spheres is a measure
for the recorded number of photo-electrons.

The atmospheric muon and neutrino background
events are simulated independently. However, at higher
energies, events induced by downward-going atmospheric
neutrinos should also contain a significant amount of at-
mospheric muons produced in the same air shower as
the neutrino [17]. Since these events are reconstructed
as downward-going, they are more likely to be rejected
with the higher NPE threshold in this region. Thus, the
number of simulated atmospheric neutrino background
events is likely overestimated here.
After unblinding 615.9 days of data, we observe two

events that pass all the selection criteria. The hypothe-
sis that the two events are fully explained by atmospheric
background including the baseline prompt atmospheric
neutrino flux [14] has a p-value of 2.9×10−3 (2.8σ). This
value includes the uncertainties on the expected number
of background events by marginalizing over a flat error
distribution. While the prompt component has large the-
oretical uncertainties, obtaining two or more events with
a probability of 10% would require a prompt flux that
is about 15 times higher than the central value of our
perturbative-QCD model. This contradicts our prelimi-
nary upper limit on the prompt flux [16]. Using an ex-
treme prompt flux at the level of this upper limit which
covers a potential unknown contribution from intrinsic
charm [18] yields a significance of 2.3σ.
The two events are shown in Fig. 4. They are from the

IC86 sample, but would have also passed the selection
criteria of the IC79 sample. Their spherical photon dis-
tributions are consistent with the pattern of Cherenkov
photons from particle cascades induced by neutrino in-
teractions within the IceCube detector. There are no in-
dications for photons from in-coming or out-going muon
or tau tracks. Hence, these events are most likely induced
by either CC interactions of νe or NC interactions of νe,
νµ or ντ . CC interactions of ντ induce tau leptons with
mean decay lengths of about 50 m at these energies [21].
The primary neutrino interaction and the secondary tau
decay initiate separate cascades which in a fraction of
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FIG. 5. NPE distributions for 615.9 days of livetime at final
selection level. The black points are the experimental data.
The error bars on the data show the Feldman-Cousins 68%
confidence interval [19]. The solid blue line marks the sum
of the atmospheric muon (dashed blue), conventional atmo-
spheric neutrino (dotted light green) and the baseline prompt
atmospheric neutrino (dot-dashed green) background. The
error bars on the line and the shaded blue region are the
statistical and systematic uncertainties, respectively. The red
line represents the cosmogenic neutrino model [6]. The shaded
region is the allowed level of the cosmogenic ν flux by Ahlers
et al. [20]. The orange line represents an E−2 power-law flux
up to an energy of 109 GeV with an all-flavor normalization
of E2φνe+νµ+ντ = 3.6×10−8 GeV sr−1 s−1 cm−2, which is the
integral upper limit obtained in a previous search in a similar
energy range [10]. The signal fluxes are summed over all neu-
trino flavors, assuming a flavor ratio of νe : νµ : ντ = 1 : 1 : 1.

such events lead to an observable double-peak structure
in the recorded waveforms. The two events do not show a
significant indication of such a signature. Figure 5 shows
the final-selection NPE distributions for the experimen-
tal data, signal models and background simulations. The
two events are near the NPE threshold of the analysis and
are consistent with a previous upper limit by IceCube [10]
on an unbroken E−2 flux, while a flux corresponding to
this upper limit predicts about 10 events above the NPE
cut. The cosmogenic neutrino model [6] predicts an event
rate of about 2 events in the corresponding livetime but
at significantly higher energies.

Maximum-likelihood methods are used to reconstruct
the two events. The likelihood is the product of the
Poisson probabilities to observe the recorded number of
photo-electrons in a given time interval and DOM for
a cascade hypothesis which depends on the interaction
vertex, deposited energy and direction. Here, the time
of the first hit mainly determines the vertex position and
the recorded NPE plays a dominant role in estimating
the deposited energy. The hit information used in the
reconstruction is extracted from an unfolding procedure
of the waveforms. The open circles in Fig. 1 indicate
the strings closest to the reconstructed vertex positions.
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date (GMT) Aug. 8, 2011 Jan. 3, 2012
NPE 7.0× 104 9.6× 104

number of recorded DOMs 354 312
reconstructed deposited

energy (PeV) 1.04 ± 0.16 1.14 ± 0.17
reconstructed z vertex (m) 122± 5 25± 5

TABLE I. Characteristics of the two observed events. The
depths of the reconstructed vertex positions “z” are with re-
spect to the center of the IceCube detector at a depth of
1948m.

The reconstructed deposited energies of the two cascades
are 1.04PeV and 1.14PeV, respectively, with combined
statistical and systematic uncertainties of ±15% each.
The errors on the deposited energies are obtained by
simulating cascade events in the vicinity of the recon-
structed energies and vertices. The study is specifically
performed on each event and the larger of the two event
uncertainties is cited for both events. Thus, the error
associated with the two events differs from that of other
cascade events observed in IceCube [22]. Since there is
no absolute energy standard with adequate precision at
these energies, the energy scale is derived from simu-
lations based on measured ice properties and PMT ef-
ficiencies which are assured by measurements of atmo-
spheric muons. The main sources of systematic uncer-
tainty on the reconstructed deposited energies are the
absolute DOM sensitivity and the optical properties of
the ice [23]. The effect of the latter is estimated to be
+9% and −5% and is obtained by varying the scattering
and absorption coefficients for the photon propagation
by 10%. The reconstruction algorithm includes varia-
tions of the scattering and absorption coefficients with
depth (ice layers) [24]. The effect of a possible azimuthal
anisotropy of the ice parameters and a tilt of the ice lay-
ers on the reconstructed energies is estimated to be ±5%.
The reconstructed energy depends linearly on the DOM
efficiency, which has a 10% systematic uncertainty. The
suppression of bremsstrahlung and pair production due
to the LPM effect [25] is negligible in this energy range.
The properties of the two observed events are summa-
rized in Tab. I.

The reconstructed deposited energy is the energy of
the incoming neutrino if the observed cascade is the re-
sult of a CC interaction of νe neutrino, as in this case the
total neutrino energy is deposited near the interaction
vertex [26]. On the other hand, NC interactions of neu-
trinos of any flavor or interactions of νe via the Glashow
resonance at 6.3 PeV [12] with outgoing leptons induce
cascades which carry only a fraction of the neutrino en-
ergy. The observed cascades are unlikely to originate
from the Glashow resonance as only about 10% of these
interactions will deposit 1.2PeV or less in the detector in
cascade-like signatures.

The two PeV neutrino events observed in two years of
data taken with the IceCube neutrino telescope may be
a first hint of an astrophysical high-energy neutrino flux.
Given the yet rather moderate significance of 2.8σ with
respect to the expected atmospheric background and the
large uncertainties on its prompt component, a firm as-
trophysical interpretation requires more data in combina-
tion with analyses in other detection channels and energy
ranges.
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A search for high-energy neutrinos interacting within the IceCube detector between 2010 and
2012 provided the first evidence for a high-energy neutrino flux of extraterrestrial origin. Results
from an analysis using the same methods with a third year (2012-2013) of data from the complete
IceCube detector are consistent with the previously reported astrophysical flux in the 100 TeV - PeV
range at the level of 10−8 GeV cm−2 s−1 sr−1 per flavor and reject a purely atmospheric explanation
for the combined 3-year data at 5.7σ. The data are consistent with expectations for equal fluxes
of all three neutrino flavors and with isotropic arrival directions, suggesting either numerous or
spatially extended sources. The three-year data set, with a livetime of 988 days, contains a total of
37 neutrino candidate events with deposited energies ranging from 30 to 2000 TeV. The 2000 TeV
event is the highest-energy neutrino interaction ever observed.

High energy neutrinos are expected to be produced
in astrophysical objects by the decays of charged pions
made in cosmic ray interactions with radiation or gas [1–
4]. As these pions decay, they produce neutrinos with
typical energies of 5% those of the cosmic ray nucleons
[5, 6]. These neutrinos can travel long distances undis-
turbed by either the absorption experienced by high-
energy photons or the magnetic deflection experienced by
charged particles, making them a unique tracer of cosmic

ray acceleration.

Observations since 2008 using the Antarctic gigaton
IceCube detector [7] while it was under construction pro-
vided several indications of such neutrinos in a variety of
channels [8–10]. Two years of data from the full detec-
tor, from May 2010 - May 2012, then provided the first
strong evidence for the detection of these astrophysical
neutrinos [11] using an all-flavor all-direction sample of
neutrinos interacting within the detector volume. This
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analysis focused on neutrinos above 100 TeV, at which
the expected atmospheric neutrino background falls to
the level of one event per year, allowing any harder as-
trophysical flux to be seen clearly. Here, following the
same techniques, we add a third year of data support-
ing this result and begin to probe the properties of the
observed astrophysical neutrino flux.

Neutrinos are detected in IceCube by observing the
Cherenkov light produced in ice by charged particles cre-
ated when neutrinos interact. These particles generally
travel distances too small to be resolved individually and
the particle shower is observed only in aggregate. In νµ
charged-current (CC) interactions, however, as well as
a minority of ντ CC, a high-energy muon is produced
that leaves a visible track (unless produced on the detec-
tor boundary heading outward). Although deposited en-
ergy resolution is similar for all events, angular resolution
for events containing visible muon tracks is much better
(. 1◦, 50% CL) than for those that do not (∼ 15◦, 50%
CL) [12]. For equal neutrino fluxes of all flavors (1:1:1),
νµ CC events make up only 20% of interactions [13].

Backgrounds to astrophysical neutrino detection arise
entirely from cosmic ray air showers. Muons produced by
π and K decays above IceCube enter the detector at 2.8
kHz. Neutrinos produced in the same interactions [14–17]
enter IceCube from above and below, and are seen at a
much lower rate due to the low neutrino interaction cross-
section. Because π and K mesons decay overwhelmingly
to muons rather than electrons, these neutrinos are pre-
dominantly νµ and usually have track-type topologies in
the detector [13]. As the parent meson’s energy rises, its
lifetime increases, making it increasingly likely to interact
before decaying. Both the atmospheric muon and neu-
trino fluxes thus become suppressed at high energy, with
a spectrum one power steeper than the primary cosmic
rays that produced them [18]. At energies above ∼ 100
TeV, an analogous flux of muons and neutrinos from the
decay of charmed mesons is expected to dominate, as the
shorter lifetime of these particles allows this flux to avoid
suppression from interaction before decay [19–25]. This
flux has not yet been observed, however, and both its
overall rate and cross-over energy with the π/K flux are
at present poorly constrained [26]. As before [11], we es-
timate all atmospheric neutrino background rates using
measurements of the northern-hemisphere νµ spectrum
[9].

Event selection identifies neutrino interactions in Ice-
Cube by rejecting those events with Cherenkov-radiating
particles, principally cosmic ray muons, entering from
outside the detector. As before, we used a simple anti-
coincidence muon veto in the outer layers of the detector
[11], requiring that fewer than 3 of the first 250 detected
photoelectrons (PE) be on the detector boundary. To en-
sure sufficient numbers of photons to reliably trigger this
veto, we additionally required at least 6000 PE overall,
corresponding to deposited energies of approximately 30
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FIG. 1. Arrival angles and deposited energies of the events.
Cosmic ray muon background would appear as low-energy
track events in the southern sky (bottom). Atmospheric neu-
trino backgrounds would appear primarily in the northern sky
(top), also at low energies and predominantly as tracks. The
attenuation of high energy neutrinos in the Earth is visible
in the top right of the figure. One event, a pair of coincident
unrelated cosmic ray muons, is excluded from this plot. A
tabular version of these data, including additional informa-
tion such as event times, can be found in the online supple-
ment [29].

TeV. This rejects all but one part in 105 of the cosmic ray
muon background above 6000 PE while providing a direc-
tion and topology-neutral neutrino sample [11]. We use a
data-driven method to estimate this background by using
one region of IceCube to tag muons and then measuring
their detection rate in a separate layer of PMTs equiva-
lent to our veto; this predicts a total muon background
in three years of 8.4±4.2 events. Rejection of events con-
taining entering muons also significantly reduces downgo-
ing atmospheric neutrinos (the southern hemisphere) by
detecting and vetoing muons produced in the neutrinos’
parent air showers [27, 28]. This southern-hemisphere
suppression is a distinctive and generic feature of any
neutrinos originating in cosmic ray interactions in the
atmosphere.

In the full 988-day sample, we detected 37 events
(Fig. 1) with these characteristics relative to an expected
background of 8.4 ± 4.2 cosmic ray muon events and
6.6+5.9
−1.6 atmospheric neutrinos. Nine were observed in

the third year. One of these (event 32) was produced by
a coincident pair of background muons from unrelated
air showers. This event cannot be reconstructed with
a single direction and energy and is excluded from the
remainder of this article where these quantities are re-
quired. This event, like event 28, had sub-threshold early
hits in the IceTop surface array and our veto region, and
is likely part of the expected muon background. Three
additional downgoing track events are ambiguous; the re-
mainder are uniformly distributed through the detector
and appear to be neutrino interactions.
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FIG. 2. Deposited energies of observed events with predic-
tions. The hashed region shows uncertainties on the sum of
all backgrounds. Muons (red) are computed from simulation
to overcome statistical limitations in our background mea-
surement and scaled to match the total measured background
rate. Atmospheric neutrinos and uncertainties thereon are de-
rived from previous measurements of both the π/K and charm
components of the atmospheric νµ spectrum [9]. A gap larger
than the one between 400 and 1000 TeV appears in 43% of
realizations of the best-fit continuous spectrum.

A purely atmospheric explanation for these events is
strongly disfavored by their properties. The observed
deposited energy distribution extends to much higher en-
ergies (above 2 PeV, Fig. 2) than expected from the π/K
atmospheric neutrino background, which has been mea-
sured up to 100 TeV [9]. While a harder spectrum is ex-
pected from atmospheric neutrinos produced in charmed
meson decay, this possibility is constrained by the ob-
served angular distribution. Although such neutrinos
are produced isotropically, approximately half [27, 28]
of those in the southern hemisphere are produced with
muons of high enough energy to reach IceCube and trig-
ger our muon veto. This results in a southern hemisphere
charm rate ∼50% smaller than the northern hemisphere
rate, with larger ratios near the poles. Our data show no
evidence of such a suppression, which is expected at some
level from any atmospheric source of neutrinos (Fig. 3).

As in [11], we quantify these arguments using a likeli-
hood fit in arrival angle and deposited energy to a com-
bination of background muons, atmospheric neutrinos
from π/K decay, atmospheric neutrinos from charmed
meson decay, and an isotropic 1:1:1 astrophysical E−2

test flux, as expected from charged pion decays in cos-
mic ray accelerators [30–33]. The fit included all events
with 60 TeV < Edep < 3 PeV. The expected muon
background in this range is below 1 event in the 3-year
sample, minimizing imprecisions in modeling the muon
background and threshold region. The normalizations of
all background and signal neutrino fluxes were left free
in the fit, without reference to uncertainties from [9],
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FIG. 3. Arrival angles of events with Edep > 60 TeV, as used
in our fit and above the majority of the cosmic ray muon back-
ground. The increasing opacity of the Earth to high energy
neutrinos is visible at the right of the plot. Vetoing atmo-
spheric neutrinos by muons from their parent air showers de-
presses the atmospheric neutrino background on the left. The
data are described well by the expected backgrounds and a
hard astrophysical isotropic neutrino flux (gray lines). Col-
ors as in Fig. 2. Variations of this figure with other energy
thresholds are in the online supplement [29].

for maximal robustness. The penetrating muon back-
ground was constrained with a Gaussian prior reflecting
our veto efficiency measurement. We obtain a best-fit
per-flavor astrophysical flux (ν + ν̄) in this energy range
of E2φ(E) = 0.95 ± 0.3 × 10−8 GeV cm−2 s−1 sr−1 and
background normalizations within the expected ranges.
Quoted errors are 1σ uncertainties from a profile like-
lihood scan. This model describes the data well, with
both the energy spectrum (Fig. 2) and arrival directions
(Fig. 3) of the events consistent with expectations for an
origin in a hard isotropic 1:1:1 neutrino flux. The best-fit
atmospheric-only alternative model, however, would re-
quire a charm normalization 3.6 times higher than our
current 90% CL upper limit from the northern hemi-
sphere νµ spectrum [9]. Even this extreme scenario is
disfavored by the energy and angular distributions of the
events at 5.7σ using a likelihood ratio test.

Fig. 4 shows a fit using a more general model in which
the astrophysical flux is parametrized as a piecewise func-
tion of energy rather than a continuous unbroken E−2

power law. As before, we assume a 1:1:1 flavor ratio and
isotropy. While the reconstructed spectrum is compati-
ble with our earlier E−2 ansatz, an unbroken E−2 flux
at our best-fit level predicts 3.1 additional events above
2 PeV (a higher energy search [10] also saw none). This
may indicate, along with the slight excess in lower en-
ergy bins, either a softer spectrum or a cutoff at high
energies. Correlated systematic uncertainties in the first
few points in the reconstructed spectrum (Fig. 4) arise
from the poorly constrained level of the charm atmo-
spheric neutrino background. The presence of this softer
(E−2.7) component would decrease the non-atmospheric
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excess at low energies, hardening the spectrum of the re-
maining data. The corresponding range of best fit astro-
physical slopes within our current 90% confidence band
on the charm flux [9] is −2.0 to −2.3. As the best-fit
charm flux is zero, the best-fit astrophysical spectrum
is on the lower boundary of this interval at −2.3 (solid
line, Figs. 2, 3) with a total statistical and systematic
uncertainty of ±0.3.

To identify any bright neutrino sources in the data, we
employed the same maximum-likelihood clustering search
as before [11], as well as searched for directional corre-
lations with TeV gamma-ray sources. For all tests, the
test statistic (TS) is defined as the logarithm of the ratio
between the best-fit likelihood including a point source
component and the likelihood for the null hypothesis, an
isotropic distribution [34]. We determined the signifi-
cance of any excess by comparing to maps scrambled in
right ascension, in which our polar detector has uniform
exposure.

As in [11], the clustering analysis was run twice, first
with the entire event sample, after removing the two
events (28 and 32) with strong evidence of a cosmic-ray
origin, and second with only the 28 shower events. This
controls for bias in the likelihood fit toward the positions
of single well-resolved muon tracks. We also conducted
an additional test in which we marginalize the likelihood
over a uniform prior on the position of the hypothetical
point source. This reduces the bias introduced by muons,
allowing track and shower events to be used together, and
improves sensitivity to multiple sources by considering
the entire sky rather than the single best point.

Three tests were performed to search for neutrinos cor-
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FIG. 5. Arrival directions of the events in galactic coordi-
nates. Shower-like events (median angular resolution ∼ 15◦)
are marked with + and those containing muon tracks (. 1◦)
with ×. Approximately 40% of the events (mostly tracks
[13]) are expected to originate from atmospheric backgrounds.
Event IDs match those in the catalog in the online supple-
ment [29] and are time ordered. The grey line denotes the
equatorial plane. Colors show the test statistic (TS) for the
point source clustering test at each location. No significant
clustering was observed.

related with known gamma-ray sources, also using track
and shower events together. The first two searched for
clustering along the galactic plane, with a fixed width
of ±2.5◦, based on TeV gamma-ray measurements [35],
and with a free width of between ±2.5◦ and ±30◦. The
last searched for correlation between neutrino events and
a pre-defined catalog of potential point sources (a com-
bination of the usual IceCube [36] and ANTARES [37]
lists; see online supplement [29]). For the catalog search,
the TS value was evaluated at each source location, and
the post-trials significance calculated by comparing the
highest observed value in each hemisphere to results from
performing the analysis on scrambled datasets.

No hypothesis test yielded statistically significant evi-
dence of clustering or correlations. For the all-sky cluster-
ing test (Fig. 5), scrambled datasets produced locations
with equal or greater TS 84% and 7.2% of the time for
all events and for shower-like events only. As in the two-
year data set, the strongest clustering was near the galac-
tic center. Other neutrino observations of this location
give no evidence for a source [38], however, and no new
events were strongly correlated with this region. When
using the marginalized likelihood, a test statistic greater
than or equal to the observed value was found in 28% of
scrambled datasets. The source list yielded p-values for
the northern and southern hemispheres of 28% and 8%,
respectively. Correlation with the galactic plane was also
not significant: when letting the width float freely, the
best fit was ±7.5◦ with a post-trials chance probability
of 2.8%, while a fixed width of ±2.5◦ returned a p-value
of 24%. A repeat of the time clustering search from [11]
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also found no evidence for structure.

With or without a possible galactic contribution [39,
40], the high galactic latitudes of many of the highest-
energy events (Fig. 5) suggest at least some extragalac-
tic component. Exception may be made for local large
diffuse sources (e.g. the Fermi bubbles [41] or the galac-
tic halo [42, 43]), but these models typically can ex-
plain at most a fraction of the data. If our data arise
from an extragalactic flux produced by many isotropi-
cally distributed point sources, we can compare our all-
sky flux with existing point-source limits. By exploiting
the additional effective volume provided by use of un-
contained νµ events, previous point-source studies would
have been sensitive to a northern sky point source pro-
ducing more than 1-10% of our best-fit flux, depending
on declination and energy spectrum [44]. The lack of any
evidence for such sources from these studies, as well as
the wide distribution of our events, thus lends support
to an interpretation in terms of many individually dim
sources. Some contribution from a few comparatively
bright sources cannot be ruled out, however, especially
in the southern hemisphere, where the sensitivity of Ice-
Cube to point sources in uncontained νµ is reduced by
the large muon background and small target mass above
the detector.

The neutrino spectrum (Fig. 4) can also be used to con-
strain source properties. In almost all candidate sources
[45–69], neutrinos would be produced by the interaction
of cosmic rays with either radiation or gas. Interactions
with radiation (pγ) typically produce a peaked spectrum,
reflecting the energy spectrum of the photons; those with
gas (pp) produce a smooth power law [5, 6]. While pγ
models satisfactorily explain some aspects of the data
such as the possible drop-off at high energies, many in-
volve a central plateau smaller than our observed energy
range, placing them in weak tension with the data. As
an example, the pγ AGN spectrum in [45] peaks at sev-
eral PeV with much lower predictions at 100 TeV; thus,
while able to explain the highest energy events, it fits
poorly at lower energies and is disfavored as the sole
source at the 2σ level with respect to our simple E−2

test flux. Gamma-ray burst pγ models such as [58, 59]
have energy ranges better aligned with our data, with
central plateaus from around 100 TeV to a few PeV, al-
though existing limits from searches for correlations with
observed GRBs are more than an order of magnitude
below the observed flux [70]. Cosmic ray interactions
with gas, such as predicted around supernova remnants
in our and other galaxies, particularly those with high
star-forming rates, produce smooth spectra with slopes
reflecting post-diffusion cosmic rays (e.g. E−2.2 in [66])
and seem to describe the data well. Large uncertainties
on both the measured neutrino spectrum and all models
prevent any conclusions, however.

The best-fit flux level in our central energy range
(10−8 GeV cm−2 s−1 sr−1 per flavor) is similar to the

Waxman-Bahcall bound [71], the aggregate neutrino flux
from charged pion decay in all extragalactic cosmic ray
accelerators if they are optically thin. This bound is de-
rived from the cosmic ray spectrum above 1018 eV (1000
PeV). Our neutrinos, however, are likely associated with
protons at much lower energies, on the order of 1 to 10
PeV [5, 6], at which the bound may be quite different [72].
Along with large uncertainties in the neutrino spectrum
(Fig. 4), this makes correspondence with the Waxman-
Bahcall bound, or 1018 eV cosmic ray sources, unclear.

Further observations with the present or upgraded Ice-
Cube detector and the planned KM3NeT [73] telescope
are required to answer many questions about the sources
of this astrophysical flux [74]. Gamma-ray, optical, and
X-ray observations of the directions of individual high-
energy neutrinos, which point directly to their origins,
may also be able to identify these sources even for those
with neutrino luminosities too low for identification from
neutrino measurements alone.
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[75] K. M. Górski, E. Hivon, A. J. Banday, B. D. Wandelt,
F. K. Hansen, M. Reinecke, and M. Bartelmann, Astro-
phys. J. 622, 759 (2005), astro-ph/0409513.

http://dx.doi.org/10.1103/PhysRevLett.78.2292
http://dx.doi.org/10.1103/PhysRevLett.78.2292
http://dx.doi.org/10.1016/S0927-6505(03)00211-1
http://arxiv.org/abs/1401.1820
http://arxiv.org/abs/1403.0574
http://dx.doi.org/10.1086/309462
http://dx.doi.org/10.1086/309462
http://arxiv.org/abs/hep-ph/9909286
http://dx.doi.org/10.1103/PhysRevD.68.083001
http://dx.doi.org/10.1103/PhysRevD.68.083001
http://arxiv.org/abs/astro-ph/0303505
http://dx.doi.org/10.1016/j.astropartphys.2005.12.006
http://arxiv.org/abs/astro-ph/0511785
http://dx.doi.org/10.1103/PhysRevLett.97.051101
http://dx.doi.org/10.1103/PhysRevLett.97.051101
http://arxiv.org/abs/astro-ph/0604437
http://dx.doi.org/10.1088/1475-7516/2006/05/003
http://arxiv.org/abs/astro-ph/0601695
http://arxiv.org/abs/astro-ph/0601695
http://dx.doi.org/10.1103/PhysRevD.88.121301
http://dx.doi.org/10.1103/PhysRevD.88.121301
http://arxiv.org/abs/1306.3417
http://dx.doi.org/ 10.1088/0004-637X/780/2/137
http://arxiv.org/abs/1311.5586
http://arxiv.org/abs/astro-ph/0608699
http://dx.doi.org/10.1038/nature11068
http://dx.doi.org/10.1038/nature11068
http://arxiv.org/abs/1204.4219
http://dx.doi.org/10.1103/PhysRevD.59.023002
http://dx.doi.org/10.1103/PhysRevD.59.023002
http://arxiv.org/abs/hep-ph/9807282
http://dx.doi.org/10.1103/PhysRevD.63.023003
http://dx.doi.org/10.1103/PhysRevD.63.023003
http://arxiv.org/abs/astro-ph/9812398
http://km3net.org/TDR/TDRKM3NeT.pdf
http://dx.doi.org/10.1103/PhysRevD.88.043009
http://arxiv.org/abs/1306.2309
http://dx.doi.org/10.1086/427976
http://dx.doi.org/10.1086/427976
http://arxiv.org/abs/astro-ph/0409513


Supplementary Methods and Tables – S1

This section gives additional technical information
about the result in the main article, including tabular
forms of the results, alternative presentations of several
figures, reviews of referenced methods, and event displays
of the neutrino candidates. Some content is repeated
from the main text or from our earlier publication cover-
ing the first two years of data [11] for context. Methods
and performance information not provided here (e.g. ef-
fective areas) are identical to those in [11]. Event displays
here include only the events first shown in this paper; dis-
plays for events 1-28 can be found in the online supple-
ment to [11]. Further IceCube data releases can be found
at http://www.icecube.wisc.edu/science/data.

Event Information

Properties of the 37 neutrino candidate events are
shown in Suppl. Tab. I. Five of these (3, 8, 18, 28, 32)
contain downgoing muons and have an apparent first in-
teraction near the detector boundary and are therefore
consistent with the expected 8.4± 4.2 background muon
events. Two of these (28 and 32) have subthreshold early
hits in the veto region, as well as coincident detections
in the IceTop surface air shower array, and are almost
certainly penetrating cosmic ray muon background. The
remaining events are uniformly distributed throughout
the detector volume and are consistent with neutrino in-
teractions. Their distribution in total PMT charge, used
for event selection, is shown in Suppl. Fig. 1.

Reconstruction uncertainties given in Suppl. Tab. I in-
clude both statistical and systematic uncertainties and
were determined from average reconstruction errors on
a population of simulated events of the same topology
in the same part of the detector with similar energies
to those observed. The reconstructions used were maxi-
mum likelihood fits of the observed photon timing distri-
butions to template events using the cascade and muon
loss unfolding techniques described in [12]. Cascade an-
gular resolution operates by observing forward/backward
asymmetries in photon timing: in front of the neutrino
interaction, most light is unscattered and arrives over a
short period of time, whereas behind the interaction, the
light has scattered at least once, producing a broader pro-
file. Resolution as a function of energy for this analysis
is shown in Fig. 14 of [12]. Event 32 is made of two coin-
cident cosmic ray muons (see supplemental event views)
and so no single energy and direction can be given for
the event.

Point Source Methods

The point source searches used the unbinned maximum
likelihood method from [34]:
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SUPPL. FIG. 1. Distribution of deposited PMT charges
(Qtot). Muons at higher total charges are less likely to pass
the veto layer undetected, causing the muon background (red,
estimated from data) to fall faster than the overall trigger rate
(uppermost line). The data events in the unshaded region,
at Qtot > 6000, are the events reported in this work. The
hatched region shows current 1σ experimental uncertainties
on both the π/K and prompt components of the atmospheric
neutrino background [9]. For scale, the experimental 90%
CL upper bound on prompt atmospheric neutrinos [9] is also
shown (magenta line).

L(ns, ~xs) =

N∏
i=1

[ns
N
Si( ~xs) + (1− ns

N
)Bi

]
. (A.1)

Here, Bi = 1
4π represents the isotropic background

probability distribution function (PDF), and the signal
PDF Si is the reconstructed directional uncertainty map
for each event. N is the total number of events in
the data sample and ns is the number of signal events,
which is a free parameter. For the all-sky clustering and
source catalog searches, the likelihood is maximized at
each location, resulting in a best-fit # of signal events.
Suppl. Fig. 2 shows the arrival directions of the events
and the result of the point source clustering test in equa-
torial coordinates (J2000), while Suppl. Tab. II and III
list the results for the 78 sources in the pre-defined cat-
alog. This catalog was chosen based on gamma-ray ob-
servations or predicted astrophysical neutrino fluxes, and
is comprised of sources previously tested by IceCube [36]
and ANTARES [37].

To reduce the bias in the likelihood fit towards posi-
tions of single well-resolved muon tracks, a marginalized
form of the likelihood was also used for the all-sky test:

http://www.icecube.wisc.edu/science/data
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ID Dep. Energy (TeV) Observation Time (MJD) Decl. (deg.) R.A. (deg.) Med. Angular Error (deg.) Event Topology

1 47.6 +6.5
−5.4 55351.3222143 −1.8 35.2 16.3 Shower

2 117 +15
−15 55351.4659661 −28.0 282.6 25.4 Shower

3 78.7 +10.8
−8.7 55451.0707482 −31.2 127.9 . 1.4 Track

4 165 +20
−15 55477.3930984 −51.2 169.5 7.1 Shower

5 71.4 +9.0
−9.0 55512.5516311 −0.4 110.6 . 1.2 Track

6 28.4 +2.7
−2.5 55567.6388127 −27.2 133.9 9.8 Shower

7 34.3 +3.5
−4.3 55571.2585362 −45.1 15.6 24.1 Shower

8 32.6 +10.3
−11.1 55608.8201315 −21.2 182.4 . 1.3 Track

9 63.2 +7.1
−8.0 55685.6629713 33.6 151.3 16.5 Shower

10 97.2 +10.4
−12.4 55695.2730461 −29.4 5.0 8.1 Shower

11 88.4 +12.5
−10.7 55714.5909345 −8.9 155.3 16.7 Shower

12 104 +13
−13 55739.4411232 −52.8 296.1 9.8 Shower

13 253 +26
−22 55756.1129844 40.3 67.9 . 1.2 Track

14 1041 +132
−144 55782.5161911 −27.9 265.6 13.2 Shower

15 57.5 +8.3
−7.8 55783.1854223 −49.7 287.3 19.7 Shower

16 30.6 +3.6
−3.5 55798.6271285 −22.6 192.1 19.4 Shower

17 200 +27
−27 55800.3755483 14.5 247.4 11.6 Shower

18 31.5 +4.6
−3.3 55923.5318204 −24.8 345.6 . 1.3 Track

19 71.5 +7.0
−7.2 55925.7958619 −59.7 76.9 9.7 Shower

20 1141 +143
−133 55929.3986279 −67.2 38.3 10.7 Shower

21 30.2 +3.5
−3.3 55936.5416484 −24.0 9.0 20.9 Shower

22 220 +21
−24 55941.9757813 −22.1 293.7 12.1 Shower

23 82.2 +8.6
−8.4 55949.5693228 −13.2 208.7 . 1.9 Track

24 30.5 +3.2
−2.6 55950.8474912 −15.1 282.2 15.5 Shower

25 33.5 +4.9
−5.0 55966.7422488 −14.5 286.0 46.3 Shower

26 210 +29
−26 55979.2551750 22.7 143.4 11.8 Shower

27 60.2 +5.6
−5.6 56008.6845644 −12.6 121.7 6.6 Shower

28 46.1 +5.7
−4.4 56048.5704209 −71.5 164.8 . 1.3 Track

29 32.7 +3.2
−2.9 56108.2572046 41.0 298.1 7.4 Shower

30 129 +14
−12 56115.7283574 −82.7 103.2 8.0 Shower

31 42.5 +5.4
−5.7 56176.3914143 78.3 146.1 26.0 Shower

32 — 56211.7401231 — — — Coincident

33 385 +46
−49 56221.3424023 7.8 292.5 13.5 Shower

34 42.1 +6.5
−6.3 56228.6055226 31.3 323.4 42.7 Shower

35 2004 +236
−262 56265.1338677 −55.8 208.4 15.9 Shower

36 28.9 +3.0
−2.6 56308.1642740 −3.0 257.7 11.7 Shower

37 30.8 +3.3
−3.5 56390.1887627 20.7 167.3 . 1.2 Track

SUPPL. TABLE I. Properties of the events. Tabular form of Fig. 1. Events 1-28 were previously published in [11] and are
included here, with no changes, for completeness. Events 28 and 32 have coincident hits in the IceTop surface array, implying
that they are almost certainly produced in cosmic ray air showers.

LM (ns) =

∫
~xs

L(ns, ~xs)P ( ~xs)d ~xs, (A.2)

where L(ns, ~xs) is equation A.1 and P ( ~xs) = 1
4π is a

uniform prior for the position of a single point source.
In this procedure, there is only one free parameter (ns)
that is fit across the entire sky, instead of being varied
independently at every position.

For the galactic plane search, equation A.1 is modified
so the signal PDF only includes regions which overlap
with the galactic plane:

Si( ~xj)→
nbins∑
j

W ( ~xj)Si( ~xj)
nbins

. (A.3)

The weight W ( ~xj) is set to 1 for any region overlapping
a galactic plane with a specific angular extent, and is
set to 0 otherwise. Suppl. Fig. 3 shows the degree of
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Category Source RA (◦) Dec (◦) n̂s p-value

SNR TYCHO 6.36 64.18 0.0 –

Cas A 350.85 58.82 0.0 –

IC443 94.18 22.53 0.0 –

W51C 290.75 14.19 0.7 0.05

W44 284.04 1.38 2.5 0.01

W28 270.43 -23.34 4.3 0.01

RX J1713.7-3946 258.25 -39.75 0.0 –

RX J0852.0-4622 133.0 -46.37 0.0 –

RCW 86 220.68 -62.48 0.3 0.41

XB/mqso LSI 303 40.13 61.23 0.0 –

Cyg X-3 308.10 41.23 0.8 0.05

Cyg X-1 299.59 35.20 1.0 0.03

HESS J0632+057 98.24 5.81 0.0 –

SS433 287.96 4.98 1.5 0.02

LS 5039 276.56 -14.83 4.9 0.002

GX 339-4 255.7 -48.79 0.0 –

Cir X-1 230.17 -57.17 0.0 –

Star Form- Cyg OB2 308.10 41.23 0.8 0.05

ation Region

Pulsar/PWN MGRO J2019+37 305.22 36.83 0.9 0.04

Crab Nebula 83.63 22.01 0.0 –

Geminga 98.48 17.77 0.0 –

HESS J1912+101 288.21 10.15 0.8 0.04

Vela X 128.75 -45.6 0.0 –

HESS J1632-478 248.04 -47.82 0.0 –

HESS J1616-508 243.78 -51.40 0.0 –

HESS J1023-575 155.83 -57.76 0.2 0.44

MSH 15-52 228.53 -59.16 0.06 0.48

HESS J1303-631 195.74 -63.52 0.8 0.28

PSR B1259-63 195.74 -63.52 0.8 0.28

HESS J1356-645 209.0 -64.5 0.5 0.35

Galactic Sgr A* 266.42 -29.01 3.1 0.04

Center

Not MGRO J1908+06 286.99 6.27 1.3 0.03

Identified HESS J1834-087 278.69 -8.76 4.7 0.01

HESS J1741-302 265.25 -30.2 2.5 0.07

HESS J1503-582 226.46 -58.74 0.2 0.45

HESS J1507-622 226.72 -62.34 0.1 0.47

SUPPL. TABLE II. Catalog of 36 galactic sources, grouped
according to their classification as supernova remnants (SNR),
X-ray binaries or microquasars (XB/mqso), pulsar wind neb-
ulae (PWN), star formation regions, and unidentified sources.
The post-trials p-values for the entire catalog in the northern
and southern hemispheres were 28% and 8%, respectively. For
each source, the pre-trials p-value was estimated by repeat-
ing the source catalog search with the data randomized in
right ascension. The fraction of test statistic (TS) values from
all individual sources that were greater than or equal to the
observed TS determined the pre-trials p-value. The best-fit
# of signal events (n̂s) is the result of the likelihood fit at
each individual source. When n̂s = 0, no p-value is reported.
Since many sources are spatially close together relative to the
angular resolution, adjacent sources often receive similar fit
results. For sources separated by less than 1◦, their positions
are averaged and they are treated as one source.

Category Source RA (◦) Dec (◦) n̂s p-value

BL Lac S5 0716+71 110.47 71.34 0.0 –

1ES 1959+650 300.00 65.15 0.0 –

1ES 2344+514 356.77 51.70 0.0 –

3C66A 35.67 43.04 0.0 –

H 1426+428 217.14 42.67 0.0 –

BL Lac 330.68 42.28 0.0 –

Mrk 501 253.47 39.76 0.0 –

Mrk 421 166.11 38.21 0.0 –

W Comae 185.38 28.23 0.0 –

1ES 0229+200 38.20 20.29 0.0 –

PKS 0235+164 39.66 16.62 0.0 –

VER J0648+152 102.2 15.27 0.0 –

RGB J0152+017 28.17 1.79 0.1 0.15

1ES 0347-121 57.35 -11.99 0.0 –

1ES 1101-232 165.91 -23.49 0.0 –

PKS 2155-304 329.72 -30.22 0.0 –

H 2356-309 359.78 -30.63 1.8 0.08

PKS 0548-322 87.67 -32.27 0.0 –

PKS 0426-380 67.17 -37.93 0.0 –

PKS 0537-441 84.71 -44.08 0.0 –

PKS 2005-489 302.37 -48.82 1.5 0.11

FSRQ 4C 38.41 248.82 38.14 0.0 –

3C 454.3 343.50 16.15 0.0 –

PKS 0528+134 82.74 13.53 0.0 –

PKS 1502+106 226.10 10.52 0.0 –

3C 273 187.28 2.05 0.0 –

3C279 194.05 -5.79 0.0 –

HESS J1837-069 279.41 -6.95 4.5 0.01

QSO 2022-077 306.42 -7.64 0.4 0.44

PKS 1406-076 212.24 -7.87 0.0 –

PKS 0727-11 112.58 -11.7 0.4 0.39

QSO 1730-130 263.26 -13.08 3.3 0.03

PKS 0454-234 74.27 -23.43 0.0 –

PKS 1622-297 246.53 -29.86 0.0 –

PKS 1454-354 224.36 -35.65 0.0 –

Starburst M82 148.97 69.68 0.07 0.15

Radio NGC 1275 49.95 41.51 0.0 –

Galaxies Cyg A 299.87 40.73 0.9 0.03

3C 123.0 69.27 29.67 0.0 –

M87 187.71 12.39 0.0 –

Cen A 201.37 -43.02 0.03 0.49

Seyfert ESO 139-G12 264.41 -59.94 0.0 –

SUPPL. TABLE III. Catalog of 42 extragalactic sources,
grouped according to their classification as BL Lac objects,
Radio galaxies, Flat Spectrum Radio Quasars (FSRQ), Star-
burst galaxies, and Seyfert galaxies. A description of the in-
formation in the table can be found in Suppl. Tab. II.
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SUPPL. FIG. 2. Arrival directions of the events (+ for shower
events, × for track events) and test statistic (colors) in equa-
torial coordinates (J2000). The gray line denotes the galactic
plane. This is an equatorial version of Fig. 5.
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SUPPL. FIG. 3. Pre-trials p-value vs. width of galactic plane
hypothesis. The width of the galactic plane is varied from
±2.5◦ to ±30◦ in steps of 2.5◦. For each width, the pre-trials
p-value is calculated by comparing the maximized likelihood
to that from scrambled datasets. All results are consistent
with the background-only hypothesis.

clustering along the galactic plane for each tested width
of the plane.

Alternative Hypothesis Tests

The primary statistical test used in this article is based
on optimization of a Poisson likelihood in zenith angle
and deposited energy containing four components: pene-
trating muon background, atmospheric neutrinos from
π/K decay, atmospheric neutrinos from charm decay,
and an isotropic E−2 astrophysical test flux. The muon
background was constrained by a Gaussian prior match-
ing our veto efficiency measurement. To ensure maxi-
mum robustness, all neutrino rates were completely un-
constrained beyond a non-negativity requirement.
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SUPPL. FIG. 4. Profile likelihood scan of the normalization
of the E−2 test flux for the unconstrained fit. The red line rep-
resents the likelihood difference (left axis) to the best-fit point
(marked with ×). Nuisance parameters (right axis, blue and
green lines) are fractions of, respectively, the 90% CL upper
limit on prompt and best-fit conventional (π/K) atmospheric
neutrino fluxes from [9] and show the best-fit values, without
uncertainties, of the atmospheric flux for each choice of astro-
physical flux. For very low astrophysical fluxes, large prompt
atmospheric neutrino fluxes are required to explain the data
(blue line) but even large values are in strong tension with the
data (red line). Note that significances given on the left axis
are approximate, although they coincide with results of Monte
Carlo ensembles for the null hypothesis rejection (5.7σ).

To test the null hypothesis of no astrophysical flux, we
compared the best global fit, with all components free,
to the best fit when the astrophysical test flux was con-
strained to zero using the difference in likelihood as a
test statistic. This rejected with a significance of 5.7σ
the no-astrophysical case when compared to the best-fit
alternative, which had a prompt flux (the hardest non-
astrophysical component available to the fitter) 3.6 times
above existing 90% CL limits [9] (Suppl. Fig. 4), which
themselves are well above most common prompt flux pre-
dictions (e.g. [24]). Using the previous limits directly in
the fit, through a Gaussian penalty function, would have
increased the significance of the result to 6.8σ, tested
against a best-fit prompt flux 1.6 times larger than the
existing 90% CL limit.

In the first part of this study [11], we performed an
additional test that does not include information on the
spectrum or angular distribution of the penetrating muon
background and has correspondingly much lower sensi-
tivity. The construction of the test also does not allow
incorporation of any non-statistical uncertainties in the
atmospheric neutrino fluxes, in order to match the treat-
ment and charm background model in [10]; it is presented
here only for consistency with the previous result. Re-
moving the two ∼ 1 PeV events from the sample and
incorporating them with the significance from [10] gives
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4.8σ. Including all events directly in the test yields 5.2σ.
Comparisons of the properties of the events to model

expectations are given in Suppl. Tab. IV and Suppl. Figs.
5 and 6.

Time Clustering Analysis

We performed two tests for clustering of events in time,
following an identical procedure to that in [11]. The
method is reviewed below. The first test looked for signif-
icant time clusters in all events (neglecting, like the point
source search, events 28 and 32). A second searched for
time clustering in eleven subsets of the events that formed
possible spatial clusters of two or more events.

We applied an unbinned maximum likelihood method
as in [34] to identify timing clusters relative to an as-
sumed constant arrival rate in both the full sample and
each spatial group. This selects the most significant time
cluster over a discrete set of time windows (∆tj), one
for each possible pair of the 35 event times. Each event
pair defines a start and end time (tmin

j and tmax
j ), with a

duration ∆tj = tmax
j − tmin

j . These quantities form the
signal likelihood:

Stime
i =

H(tmax − tj)×H(tj − tmin)

tmax − tmin
(A.4)

where H is the Heaviside step function. For each ∆tj ,
the likelihood ratio to a flat alternative was used as a test
statistic (TSj) as in [34]. Significance was determined by
comparing the highest TS with the distribution obtained
for data sets scrambled in time.

Using all events, the most significant time cluster con-
tained seven events (18, 19, 20, 21, 22, 23, 24). The
fitted number of signal events (n̂s) is 6.09, with a dura-
tion of 27.3 days. The probability to observe a cluster
this significant or better by chance is 11%.

The second test searched for time clustering among
events found in several spatial groups. Within each
group, the same scrambling approach and analysis was
applied as to the full sample, but with fewer events. Re-
sults are shown in Suppl. Table V. The highest fluctua-
tion observed corresponds to Cluster K with a pre-trial
p-value 4.0%. Including trial factors due to the 11 spatial
groups gives an overall post-trial p-value for this excess
of 33%.
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all energies

Muons π/K atm. ν Prompt atm. ν E−2 (best-fit) E−2.3 (best-fit) Sum (E−2) Sum (E−2.3) Data

Tot. Events 8.4± 4.2 6.6+2.2
−1.6 < 9.0 (90% CL) 23.8 23.7 38.8 38.7 37 (36)

Up 0 4.2 < 6.1 8.3 9.4 12.4 13.5 9

Down 8.4 2.4 < 2.9 15.5 14.4 26.3 25.2 27

Track ∼ 7.6 4.5 < 1.7 4.6 4.3 16.7 16.4 8

Shower ∼ 0.8 2.1 < 7.2 19.2 19.5 22.1 22.4 28

Fraction Up 0% 63% 68% 35% 40% 32% 35% 25%

Fraction Down 100% 37% 32% 65% 60% 68% 65% 75%

Fraction Tracks > 90% 69% 19% 19% 18% 43% 42% 24%

Fraction Showers < 10% 31% 81% 81% 82% 57% 58% 76%

Edep < 60 TeV

Muons π/K atm. ν Prompt atm. ν E−2 (best-fit) E−2.3 (best-fit) Sum (E−2) Sum (E−2.3) Data

Tot. Events 8.0 4.2 < 3.7 2.2 3.8 14.5 16.1 16

Up 0 2.6 < 2.4 1.2 2.0 3.7 4.7 4

Down 8.0 1.6 < 1.3 1.1 1.8 10.7 11.4 12

Track ∼ 7.2 2.9 < 0.7 0.4 0.6 10.5 10.7 4

Shower ∼ 0.8 1.4 < 3.0 1.8 3.2 4.0 5.3 12

Fraction Up 0% 63% 65% 52% 53% 26% 29% 25%

Fraction Down 100% 37% 35% 48% 47% 74% 71% 75%

Fraction Tracks > 90% 68% 19% 19% 17% 72% 67% 25%

Fraction Showers < 10% 32% 81% 81% 83% 28% 33% 75%

60 TeV < Edep < 3 PeV

Muons π/K atm. ν Prompt atm. ν E−2 (best-fit) E−2.3 (best-fit) Sum (E−2) Sum (E−2.3) Data

Tot. Events 0.4 2.4 < 5.3 18.2 18.6 21.0 21.4 20

Up 0 1.5 < 3.7 6.7 7.2 8.2 8.7 5

Down 0.4 0.8 < 1.6 11.6 11.4 12.8 12.7 15

Track ∼ 0.4 1.7 < 1.0 3.8 3.5 5.8 5.5 4

Shower ∼ 0.0 0.7 < 4.2 14.4 15.1 15.2 15.8 16

Fraction Up 0% 64% 70% 37% 39% 39% 41% 25%

Fraction Down 100% 36% 30% 63% 61% 61% 59% 75%

Fraction Tracks > 90% 71% 20% 21% 19% 28% 26% 20%

Fraction Showers < 10% 29% 80% 79% 81% 72% 74% 80%

SUPPL. TABLE IV. Properties of events and models. Limits on the prompt flux are from [9]. The best-fit per-
flavor E−2 normalization is E2Φν(E) = 0.95 · 10−8 GeV cm−2 s−1 sr−1. The global best-fit spectrum is E2φ(E) = 1.5 ×
10−8(E/100TeV)−0.3GeVcm−2s−1sr−1. As event 32, a set of coincident muons, is not reconstructable, it is excluded from all
but the first row of the table. Fractions for up/down and shower/track classifications are provided at the bottom; shower/track
fractions for the muon background are estimates based on examination of lower-energy events. Note that the total track rate
here is dominated by the highly uncertain muon background rate. The column labeled Sum shows the sum of all predictions
given their nominal values and does not include any uncertainties in its constituent rates or the results of the best-fit background
rates, which were slightly below expectations (Suppl. Fig. 4). A graphical presentation of the evolution of the up/down ratio
with energy can be found in Suppl. Fig. 5. The track to cascade ratio is a strong function of spectrum due to threshold effects
[11] that give higher efficiency in the threshold region for νe CC. This causes the near equality between this ratio for the E−2

test flux and the substantially softer charm background.
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SUPPL. FIG. 6. Comparison of zenith distributions for at-
mospheric neutrino flux with charm saturating previous limits
[9] before (dashed purple line) and after (solid purple line) re-
moval of events accompanied into the detector by muons from
the neutrinos’ parent air shower [27, 28].

no. of

events event IDs n̂s ∆tcl. p-value

Cluster A 6 2, 14, 22, 24, 25, 33 2.9 25 17%

Cluster B 2 15, 12 2.0 44 9%

Cluster C 2 10, 21 2.0 241 38%

Cluster D 3 3, 6, 27 3.0 558 62%

Cluster E 2 9, 26 2.0 294 50%

Cluster F 2 16, 23 2.0 151 24%

Cluster G 2 8, 16 2.0 190 32%

Cluster H 3 19, 20, 30 2.0 4 8%

Cluster I 2 4, 35 2.0 788 94%

Cluster J 2 17, 36 2.0 508 72%

Cluster K 3 29, 33, 34 3.0 120 4%

SUPPL. TABLE V. Time clustering of 11 spatially clustered
event groups. All p-values are pre-trial. ∆tcl., the best-fit
duration, is in units of days.
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EVENT 29

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

32.7 +3.2
−2.9 56108.2572046 41.0 298.1 7.4 Shower
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EVENT 30

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

129 +14
−12 56115.7283574 −82.7 103.2 8.0 Shower



Supplementary Methods and Tables – S11

EVENT 31

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

42.5 +5.4
−5.7 56176.3914143 78.3 146.1 26.0 Shower



Supplementary Methods and Tables – S12

EVENT 32

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

— 56211.7401231 — — — Coincident



Supplementary Methods and Tables – S13

EVENT 33

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

385 +46
−49 56221.3424023 7.8 292.5 13.5 Shower



Supplementary Methods and Tables – S14

EVENT 34

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

42.1 +6.5
−6.3 56228.6055226 31.3 323.4 42.7 Shower



Supplementary Methods and Tables – S15

EVENT 35

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

2004 +236
−262 56265.1338677 −55.8 208.4 15.9 Shower



Supplementary Methods and Tables – S16

EVENT 36

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

28.9 +3.0
−2.6 56308.1642740 −3.0 257.7 11.7 Shower



Supplementary Methods and Tables – S17

EVENT 37

0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

Time [microseconds]

Deposited Energy (TeV) Time (MJD) Declination (deg.) RA (deg.) Med. Ang. Resolution (deg.) Topology

30.8 +3.3
−3.5 56390.1887627 20.7 167.3 . 1.2 Track



LETTER
doi:10.1038/nature11068

An absence of neutrinos associated with cosmic-ray
acceleration in c-ray bursts
IceCube Collaboration*

Very energetic astrophysical events are required to accelerate cosmic
rays to above 1018 electronvolts. GRBs (c-ray bursts) have been pro-
posed as possible candidate sources1–3. In the GRB ‘fireball’ model,
cosmic-ray acceleration should be accompanied by neutrinos pro-
duced in the decay of charged pions created in interactions between
the high-energy cosmic-ray protons and c-rays4. Previous searches
for such neutrinos found none, but the constraints were weak
because the sensitivity was at best approximately equal to the pre-
dicted flux5–7. Here we report an upper limit on the flux of energetic
neutrinos associated with GRBs that is at least a factor of 3.7 below
the predictions4,8–10. This implies either that GRBs are not the only
sources of cosmic rays with energies exceeding 1018 electronvolts or
that the efficiency of neutrino production is much lower than has
been predicted.

Neutrinos from GRBs are produced in the decay of charged pions
produced in interactions between high-energy protons and the intense
c-ray background within the GRB fireball, for example in the
D-resonance process p 1 c R D1 R n 1 p1 (p, proton; c, photon
(herec-ray); D1, delta baryon; n, neutron; p1, pion). When these pions
decay via p1 R m1nm and mz?ezvevm, they produce a flux of high-
energy muon neutrinos (nm) and electron neutrinos (ne), coincident
with the c-rays, and peaking at energies of several hundred tera-
electronvolts (TeV)4,11 (m1, antimuon; e1, positron). Such a flux
should be detectable using km3-scale instruments like the IceCube
neutrino telescope12,13 (Supplementary Fig. 1). Owing to maximal
mixing between muon neutrinos and tau neutrinos, neutrinos from
pion decay in and around GRBs will arrive at Earth in an equal
mixture of flavours. We focus here only on muons produced in nm

charged-current interactions. As the downgoing cosmic-ray muon
background presents challenges for the identification of neutrino-
induced muons, we achieve our highest sensitivity for upgoing
neutrinos (from sources in the northern sky). However, the tight con-
straint of spatial and temporal coincidence with a GRB allows some
sensitivity even in the southern sky. One of the two analyses presented
here therefore includes Southern Hemisphere GRBs during the 2009–
10 IceCube run.

The results presented here were obtained while IceCube was under
construction, using 40 and 59 of the 86 photomultiplier strings of the
final detector (Supplementary Fig. 1), which took data from April 2008
to May 2009 and from May 2009 until May 2010, respectively. During
the 59-string data-taking period, 190 GRBs were observed and
reported by c-ray observatory satellites via the GRB Coordinates
Network14, with 105 in the northern sky. Of those GRBs, 9 were not
included in our catalogue owing to detector downtime associated with
construction and calibration. Two additional GRBs were included
from test runs before the start of the official 59-string run. 117 northern-
sky GRBs were included from the 40-string period7 to compute the
final combined result. GRB positions were taken from the satellite with
the smallest reported error, which is typically smaller than the IceCube
resolution. The GRB c-ray emission start (Tstart) and stop (Tstop) times
were taken by finding the earliest and latest time reported for c-ray
emission.

As in our previous study7, we conducted two analyses of the IceCube
data. In a model-dependent search, we examine data during the period
of c-ray emission reported by any satellite for neutrinos with the
energy spectrum predicted from the c-ray spectra of individual
GRBs6,9. The model-independent analysis searches more generically
for neutrinos on wider timescales, up to the limit of sensitivity to small
numbers of events at 61 day, or with different spectra. Both analyses
follow the methods used in our previous work7, with the exception of
slightly changed event selection and the addition of the Southern
Hemisphere to the model-independent search. Owing to the large
background of downgoing muons from the southern sky, the
Southern Hemisphere analysis is sensitive mainly to higher-energy
events (Supplementary Fig. 3). Systematic uncertainties from detector
effects have been included in the reported limits from both analyses,
and were estimated by varying the simulated detector response and
recomputing the limit, with the dominant factor being the efficiency of
the detector’s optical sensors.

In the 59-string portion of the model-dependent analysis, no events
were found to be both on-source and on time (within 10u of a GRB and
between Tstart and Tstop). From the individual burst spectra6,9 with an
assumed ratio of energy in protons to energy in electrons ep/ee 5 10
(ref. 6), 8.4 signal events were predicted from the combined 2-year data
set and a final upper limit (90% confidence) of 0.27 times the predicted
flux can be set (Fig. 1). This corresponds to a 90% upper limit on ep/ee

of 2.7, with other parameters held fixed, and includes a 6% systematic
uncertainty from detector effects.

In the model-independent analysis, two candidate events were
observed at low significance, one 30 s after GRB 091026A (event 1)
and another 14 h before GRB 091230A (most theories predict
neutrinos within a few minutes of the burst). Subsequent examination
showed they had both triggered several tanks in the IceTop surface air
shower array, and are thus very probably muons from cosmic-ray air
showers. In Fig. 2 are shown limits from this analysis on the normal-
ization of generic power-law muon neutrino spectra expected from
shock acceleration at Earth as a function of the size of the time window
jDtj, which is the difference between the neutrino arrival time and the
first reported satellite trigger time. As a cross-check on both results, the
limit from this analysis on the average individual burst spectra6,9

during the time window corresponding to the median duration of
the bursts in the sample (28 s) was 0.24 times the predicted flux, within
10% of the model-dependent analysis.

Assuming that the GRBs in our catalogue are a representative
sample of a total of 667 per year (ref. 7), we can scale the emission
from our catalogue to the emission of all GRBs. The resulting limits can
then be compared to the expected neutrino rates from models that
assume that GRBs are the main sources of ultra-high-energy cosmic
rays4,8,10, with sampling biases of the same order as model uncertainties
in the flux predictions15,16. Limits from the model-independent ana-
lysis on fluxes of this type are shown in Fig. 3.

These limits exclude all tested models4,8–10 with their standard
parameters and uncertainties on those parameters (Figs 1, 3). The
models are different formulations of the same fireball phenomenology,

*Lists of participants and their affiliations appear at the end of the paper.
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producing neutrinos at proton–photon (p–c) interactions in internal
shocks. The remaining parameter spaces available to each model
therefore have similar characteristics: either a low density of high-
energy protons, below that required to explain the cosmic rays, or a
low efficiency of neutrino production.

In the GRB fireball, protons are believed to be accelerated
stochastically in collisions of internal shocks in the expanding GRB.
The neutrino flux is proportional to the rate of p–c interactions, and so
to the proton content of the burst by a model-dependent factor.
Assuming a model-dependent proton ejection efficiency, the proton
content can in turn be related to the measured flux of high-energy
cosmic rays if GRBs are the cosmic-ray sources. Limits on the neutrino
flux for cosmic-ray-normalized models are shown in Fig. 3; each model
prediction has been normalized to a value consistent with the observed
ultra-high-energy cosmic-ray flux. The proton density can also be
expressed as a fraction of the observed burst energy, directly limiting
the average proton content of the bursts in our catalogue (Fig. 4).

An alternative is to reduce the neutrino production efficiency, for
example by modifying the physics included in the predictions16,17 or by
increasing the bulk Lorentz boost factor, C. Increasing C increases the
proton energy threshold for pion production in the observer frame,
thereby reducing the neutrino flux owing to the lower proton density at
higher energies. Astrophysical lower limits on C are established by pair
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Figure 2 | Upper limits on E22 power-law muon neutrino fluxes. Limits
were calculated using the Feldman-Cousins method21 from the results of the
model-independent analysis. The left-hand y-axis shows the total number of
expected nm events, while the right-hand y-axis (Fn) is the same as in Fig. 1. A
time window ofDt implies observed events arriving between t seconds before the
burst and t afterward. The variation of the upper limit (solid line labelled ‘90%
Upper limit’) withDt reflects statistical fluctuations in the observed background
rate, as well as the presence of individual events of varying quality. The dashed
line labelled ‘90% Sensitivity’ shows the upper limit that would have been
obtained with exactly the mean expected background. The event at 30 s (event 1)
is consistent with background and believed to be a cosmic-ray air shower.
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Figure 1 | Comparison of results to predictions based on observed c-ray
spectra. The summed flux predictions normalized to c-ray spectra6,9,19 are
shown as a function of neutrino energy (E) in dashed lines, with the dark grey
dashed line labelled ‘IC40 Guetta et al.’ showing the flux prediction for the 40-
string portion of the analysis, and the black dashed line labelled ‘IC40159
Guetta et al.’ showing the prediction for the full two-year dataset. The cosmic
ray normalized Waxman-Bahcall flux4,20 is also shown for reference as the pale
grey dashed line. 90% confidence upper limits on these spectra are shown as
solid lines, with the grey line labelled ‘IC40 limit’ showing the previous IceCube
result6 and the black ‘IC401IC59 Combined’ line showing the result from the
full dataset (this work). The predicted neutrino flux, when normalized to the
c-rays6,9, is proportional to the ratio of energy in protons to that in electrons,
which are presumed responsible for the c-ray emission (ep/ee, here the standard
10). The flux shown is slightly modified6 from the original calculation9. Wn (left
vertical axis) is the average neutrino flux at Earth, obtained by scaling the
summed predictions from the bursts in our sample (Fn, right vertical axis) by
the global GRB rate (here 667 bursts yr21; ref. 7). The first break in the neutrino
spectrum is related to the break in the photon spectrum measured by the
satellites, and the threshold for photo-pion production, whereas the second
break corresponds to the onset of synchrotron losses of muons and pions. Not
all of the parameters used in the neutrino spectrum calculation are measurable
from every burst. In such cases, benchmark values7 were used for the
unmeasured parameters. Data shown here were taken from the result of the
model-dependent analysis.
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Figure 3 | Compatibility of some neutrino flux predictions based on cosmic
ray production in GRBs with observations. The cross-hatched area
(‘IC40159 Allowed 90% CL’) shows the 90% confidence allowed values of the
neutrino flux (vertical axes, as in Fig. 1) versus the neutrino break energy (eb) in
comparison to model predictions with estimated uncertainties (points); the
solid line labelled ‘IC50159 Allowed 95% CL’ shows the upper bound of the
95% confidence allowed region. Data were taken from the model-independent
analysis from the time window corresponding to the median duration of the
GRBs in our catalogue ( |Dt | 5 28 s). Spectra are represented here as broken
power laws (Wn?{E

21/eb, E , eb; E22, E . eb}) with a break energy eb

corresponding to the D resonance for p–c interactions in the frame of the shock.
The muon flux in IceCube is dominated by neutrinos with energies around the
first break (eb). As such, the upper break, due to synchrotron losses of p1, has
been neglected here, as its presence or absence does not contribute significantly
to the muon flux and thus does not have a significant effect on the presented
limits. eb is related to the bulk Lorentz factor C (eb / C2); all of the models
shown assume C < 300. The value of C corresponding to 107 GeV is .1,000 for
all models. Vertical axes are related to the accelerated proton flux by the model-
dependent constant of proportionality fp. For models assuming a neutron-
decay origin of cosmic rays (ref. 8 and ref. 10) fp is independent of C; for others
(ref. 4) fp / C24. Error bars on model predictions are approximate and were
taken either from the original papers, where included10, or from the best-
available source in the literature15 otherwise. The errors are due to uncertainties
in fp and in fits to the cosmic-ray spectrum. Waxman-Bahcall4 (circle)
and Rachen8 (box) fluxes were calculated using a cosmic-ray density of
(1.5–3) 3 1044 erg Mpc23 yr21, with 3 3 1044 the central value20. The Ahlers10

model is shown with a cross. CL, confidence level.
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production arguments9, but the upper limit is less clear. Although it is
possible that C may take values of up to 1,000 in some unusual bursts,
the average value is probably lower (usually assumed6,9 to be around
300) and the non-thermal c-ray spectra from the bursts set a weak
constraint that C=2,000 (ref. 18). For all considered models, with
uniform fixed proton content, very high average values of C are
required to be compatible with our limits (Figs 3, 4).

In the case of models where cosmic rays escape from the GRB
fireball as neutrons8,10, the neutrons and neutrinos are created in the
same p–c interactions, directly relating the cosmic-ray and neutrino
fluxes and removing many uncertainties in the flux calculation. In
these models, C also sets the threshold energy for production of cosmic
rays. The requirement that the extragalactic cosmic rays be produced
in GRBs therefore does set a strong upper limit on C: increasing it
beyond ,3,000 causes the proton flux from GRBs to disagree with the
measured cosmic-ray flux above 4 3 1018 eV, where extragalactic
cosmic rays are believed to be dominant. Limits on C in neutron-origin
models from this analysis (>2000, Fig. 3) are very close to this point,
and as a result all such models—in which all extragalactic cosmic rays
are emitted from GRBs as neutrons—are now largely ruled out.

Although the precise constraints are model-dependent, the general
conclusion is the same for all the versions of fireball phenomenology
we have considered here: either the proton density in GRB fireballs is
substantially below the level required to explain the highest-energy
cosmic rays or the physics in GRB shocks is significantly different from
that included in current models. In either case, our current theories of
cosmic-ray and neutrino production in GRBs will need to be revisited.

Received 6 January; accepted 8 March 2012.
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A. Goldschmidt12, J. A. Goodman19, D. Góra4, D. Grant32, T. Griesel33, A. Groß27, S.
Grullon1, M. Gurtner17, C. Ha11,12, A. Haj Ismail2, A. Hallgren24, F. Halzen1, K. Han4, K.
Hanson15, D. Heereman15, D. Heinen7, K. Helbing17, R. Hellauer19, S. Hickford5, G. C.
Hill34, K. D. Hoffman19, B. Hoffmann7, A. Homeier23, K. Hoshina1, W. Huelsnitz19,35, J.-P.
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Evidence for High-Energy 
Extraterrestrial Neutrinos at the 
IceCube Detector
IceCube Collaboration*

Introduction: Neutrino observations are a unique probe of the universe’s highest-energy phe-
nomena: Neutrinos are able to escape from dense astrophysical environments that photons cannot 
and are unambiguous tracers of cosmic ray acceleration. As protons and nuclei are accelerated, 
they interact with gas and background light near the source to produce subatomic particles such as 
charged pions and kaons, which then decay, emitting neutrinos. We report on results of an all-sky 
search for these neutrinos at energies above 30 TeV in the cubic kilometer Antarctic IceCube obser-
vatory between May 2010 and May 2012.

Methods: We have isolated a sample of neutrinos by rejecting background muons from cosmic ray 
showers in the atmosphere, selecting only those neutrino candidates that are fi rst observed in the 
detector interior rather than on the detector boundary. This search is primarily sensitive to neutri-
nos from all directions above 60 TeV, at which the lower-energy background atmospheric neutrinos 
become rare, with some sensitivity down to energies of 30 TeV. Penetrating muon backgrounds were 
evaluated using an in-data control sample, with atmospheric neutrino predictions based on theo-
retical modeling and extrapolation from previous lower-energy measurements.

Results: We observed 28 neutrino candidate events (two previously reported), substantially more 
than the 10.6  expected from atmospheric backgrounds, and ranging in energy from 30 to 1200 
TeV. With the current level of statistics, we did not observe signifi cant clustering of these events in 
time or space, preventing the identifi cation of their sources at this time.

Discussion: The data contain a mixture of neutrino fl avors compatible with fl avor equipartition, 
originate primarily from the Southern Hemisphere where high-energy neutrinos are not absorbed 
by Earth, and have a hard energy spectrum compat-
ible with that expected from cosmic ray accelerators. 
Within our present knowledge, the directions, ener-
gies, and topologies of these events are not compatible 
with expectations for terrestrial processes, deviating at 
the 4σ level from standard assumptions for the atmo-
spheric background. These properties, in particular 
the north-south asymmetry, generically disfavor any 
purely atmospheric explanation for the data. Although 
not compatible with an atmospheric explanation, the 
data do match expectations for an origin in uniden-
tifi ed high-energy galactic or extragalactic neutrino 
accelerators.

FIGURES IN THE FULL ARTICLE

Fig. 1. Drawing of the IceCube array.

Fig. 2. Distribution of best-fi t deposited 
energies and declinations.

Fig. 3. Coordinates of the fi rst detected light 
from each event in the fi nal sample.

Fig. 4. Distributions of the deposited energies 
and declination angles of the observed events 
compared to model predictions.

Fig. 5. Sky map in equatorial coordinates of 
the TS value from the maximum likelihood 
point source analysis.

Fig. 6. Distribution of deposited PMT charges 
(Qtot).

Fig. 7. Neutrino effective area and volume.

SUPPLEMENTARY MATERIALS

Materials and Methods
Event Displays 1 to 28
Neutrino Effective Areas

A 250 TeV neutrino interaction in IceCube. At the neutrino 
interaction point (bottom), a large particle shower is visible, 
with a muon produced in the interaction leaving up and to the 
left. The direction of the muon indicates the direction of the 
original neutrino.
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Evidence for High-Energy
Extraterrestrial Neutrinos
at the IceCube Detector
IceCube Collaboration*

We report on results of an all-sky search for high-energy neutrino events interacting within the
IceCube neutrino detector conducted between May 2010 and May 2012. The search follows up
on the previous detection of two PeV neutrino events, with improved sensitivity and extended
energy coverage down to about 30 TeV. Twenty-six additional events were observed, substantially
more than expected from atmospheric backgrounds. Combined, both searches reject a purely
atmospheric origin for the 28 events at the 4s level. These 28 events, which include the highest
energy neutrinos ever observed, have flavors, directions, and energies inconsistent with those
expected from the atmospheric muon and neutrino backgrounds. These properties are, however,
consistent with generic predictions for an additional component of extraterrestrial origin.

High-energy neutrino observations can pro-
vide insight into the long-standing problem
of the origins and acceleration mecha-

nisms of high-energy cosmic rays. As cosmic ray
protons and nuclei are accelerated, they interact with
gas and background light to produce charged pions
and kaons, which then decay, emitting neutrinos
with energies proportional to the energies of the
high-energy protons that produced them. These
neutrinos can be detected on Earth in large under-
ground detectors by the production of secondary
leptons and hadronic showers when they interact
with the detector material. IceCube, a large-volume
Cherenkov detector (1) made of 5160 photomul-
tipliers (PMTs) at depths between 1450 and 2450 m
in natural Antarctic ice (Fig. 1), has been designed
to detect these neutrinos at TeV-PeV energies. Re-
cently, the Fermi collaboration presented evidence
for acceleration of low-energy (GeV) cosmic ray
protons in supernova remnants (2); neutrino obser-
vations with IceCube would probe sources of
cosmic rays at far higher energies.

A recent IceCube search for neutrinos of EeV
(106 TeV) energy found two events at energies
of 1 PeV (103 TeV), above what is generally ex-
pected from atmospheric backgrounds and a pos-
sible hint of an extraterrestrial source (3). Although
that analysis had some sensitivity to neutrino
events of all flavors above 1 PeV, it was most sen-
sitive to nm events above 10 PeV from the region
around the horizon, above which the energy thresh-
old increased sharply to 100 PeV. As a result, it
had only limited sensitivity to the type of events
found, which were typical of either ne or neutral
current events and at the bottom of the detectable
energy range, preventing a detailed understanding
of the population from which they arose and an
answer to the question of their origin.

Here, we present a follow-up analysis designed
to characterize the flux responsible for these

events by conducting an exploratory search for
neutrinos at lower energies with interaction verti-
ces well contained within the detector volume,
discarding events containing muon tracks orig-
inating outside of IceCube (Fig. 1). This event
selection (see Materials and Methods) allows the
resulting search to have approximately equal sen-
sitivity to neutrinos of all flavors and from all
directions. We obtained nearly full efficiency for
interacting neutrinos above several hundred TeV,
with some sensitivity extending to neutrino ener-
gies as low as 30 TeV (see Materials andMethods).
The data-taking period is shared with the earlier

high-energy analysis: Data shownwere taken during
the first season running with the completed IceCube
array (86 strings, between May 2011 and May 2012)
and the preceding construction season (79 strings,
between May 2010 and May 2011), with a total
combined live time of 662 days.

Results
In the 2-year data set, 28 events with in-detector
deposited energies between 30 and 1200 TeV
were observed (Fig. 2 and Table 1) on an ex-
pected background of 10:6þ5:0

−3:6 events from at-
mospheric muons and neutrinos (see Materials
and Methods). The two most energetic of these
were the previously reported PeVevents (3). Seven
events contained clearly identifiable muon tracks,
whereas the remaining 21 were showerlike, con-
sistent with neutrino interactions other than nm
charged current. Events containing muon tracks
in general have better angular resolution, typi-
cally of better than 1 degree (4), compared to the
10 to 15 degrees typical of events without visible
muons (see Materials and Methods). Four of the
low-energy tracklike events started near the de-
tector boundary and were down-going, consistent
with the properties of the expected 6.0 T 3.4 back-
ground atmospheric muons, as measured from a
control sample of penetrating muons in data. One
of these—the only such event in the sample—
had hits in the IceTop surface air shower array
compatible with its arrival time and direction
in IceCube (event 28). The points at which the
remaining events were first observed were uni-
formly distributed throughout the detector (Fig. 3).
This is consistent with expectations for neutrino

RESEARCHARTICLE

*Full author list after Acknowledgments.
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Fig. 1. Drawing of the IceCube array. Results are from the complete pictured detector for 2011 to
2012 and from a partial detector missing the dark gray strings in the bottom left corner for the 2010 to
2011 season. (A and B) The side view (B) shows a cross section of the detector indicated in the top view
(A) in blue. Events producing first light in the veto region (shaded area) were discarded as entering
tracks (usually from cosmic ray muons entering the detector). Most background events are nearly ver-
tical, requiring a thick veto cap at the top of the detector. The shaded region in the middle contains ice
of high dust concentration (24). Because of the high degree of light absorption in this region, near
horizontal events could have entered here without being tagged at the sides of the detector without a
dedicated tagging region.
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events and inconsistent with backgrounds from
penetrating muons or with detector artifacts, which
would have been expected to trace the locations of
either the fiducial volume boundary or the posi-
tions of the instrumentation.

As part of our blind analysis, we tested a pre-
defined fixed atmospheric-only neutrino flux

model (5), including a benchmark charm com-
ponent (6), reevaluated using current measure-
ments of the cosmic ray spectrum in this energy
range (7, 8). This adds an additional 1.5 charm
neutrinos to our mean background estimate and
predicts, on average, 6.1 (p/K and charm) back-
ground neutrinos on top of the 6.0 T 3.4 back-

ground muon events. Significance was evaluated
on the basis of the number of events, the total
collected PMT charge of each, and the events’
reconstructed energies and directions (see Mate-
rials and Methods). Our procedure does not allow
us to separately incorporate uncertainties on the
various background components. To nevertheless
obtain an indication of the range of possible
significances, we calculated values relative to
background-only hypotheses with charm at the
level called “standard” in (6) as a benchmark flux
as well as at the level of our current 90% confi-
dence level (CL) experimental bounds (8) (corre-
sponding to 3.8 times standard). To prevent
possible confirmation bias, we split the data set
into two samples. For the 26 new events reported
here, using the benchmark flux, we obtain a sig-
nificance of 3.3s (one-sided). Combined using
Fisher’s method with the 2.8s observation of
the earlier analysis where the two highest energy
events were originally reported (3), and which uses
the same benchmark atmospheric neutrino flux
model, we obtain a final significance for the entire
data set of 28 events of 4.1s. The same calculation
performed a posteriori on all 28 events gives 4.8s.
These two final significances would be reduced to

Fig. 2. Distribution of best-fit de-
posited energies and declinations.
Seven of the events contain muons
(crosses) with an angular resolution
of about 1°, whereas the remainder
are either electromagnetic (EM) or ha-
dronic showers (filled circles) with an
energy-dependent resolution of about
15°. Error bars are 68% confidence in-
tervals including both statistical and
systematic uncertainties. Energies shown
are the energy deposited in the de-
tector, assuming that all light emission
is from electromagnetic showers. For
ne charged-current events, this equals
the neutrino energy; otherwise, it is a lower limit on the neutrino energy. The gap in Edep between 300 TeV
and 1 PeV does not appear to be significant: Gaps of this size or larger appear in 28% of realizations of the
best-fit continuous power-law flux.
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Table 1. Propertiesof the28events.Shownare the deposited electromagnetic-
equivalent energy (the energy deposited by the events in IceCube assuming all
light was made in electromagnetic showers), as well as the arrival time and
direction of each event and its topology (track- or showerlike). The energy shown
is equal to the neutrino energy for ne charged-current events, within experimen-
tal uncertainties, and is otherwise a lower limit on the neutrino energy because

of exiting muons or neutrinos. Errors on energy and the angle include both
statistical and systematic effects. Systematic uncertainties on directions for
showerlike events were determined on an individual basis; track systematic
uncertainties here are equal to 1°, which is an upper limit from studies of the
cosmic ray shadow of the moon (4). Additional per-event information, includ-
ing event displays, can be found in the supplementary materials.

ID
Deposited

energy (TeV)
Time

(modified Julian date)
Declination
(degrees)

Right ascension
(degrees)

Median angular error
(degrees)

Event type

1 47.6−5.4
+6.5 55,351 −1.8 35.2 16.3 Shower

2 117−15
+15 55,351 −28.0 282.6 25.4 Shower

3 78.7−8.7
+10.8 55,451 −31.2 127.9 ≤1.4 Track

4 165−15
+20 55,477 −51.2 169.5 7.1 Shower

5 71.4−9.0
+9.0 55,513 −0.4 110.6 ≤1.2 Track

6 28.4−2.5
+2.7 55,568 −27.2 133.9 9.8 Shower

7 34.3−4.3
+3.5 55,571 −45.1 15.6 24.1 Shower

8 32.6−11.1
+10.3 55,609 −21.2 182.4 ≤1.3 Track

9 63.2−8.0
+7.1 55,686 33.6 151.3 16.5 Shower

10 97.2−12.4
+10.4 55,695 −29.4 5.0 8.1 Shower

11 88.4−10.7
+12.5 55,715 −8.9 155.3 16.7 Shower

12 104−13
+13 55,739 −52.8 296.1 9.8 Shower

13 253−22
+26 55,756 40.3 67.9 ≤1.2 Track

14 1041−144
+132 55,783 −27.9 265.6 13.2 Shower

15 57.5−7.8
+8.3 55,783 −49.7 287.3 19.7 Shower

16 30.6−3.5
+3.6 55,799 −22.6 192.1 19.4 Shower

17 200−27
+27 55,800 14.5 247.4 11.6 Shower

18 31.5−3.3
+4.6 55,924 −24.8 345.6 ≤1.3 Track

19 71.5−7.2
+7.0 55,926 −59.7 76.9 9.7 Shower

20 1141−133
+143 55,929 −67.2 38.3 10.7 Shower

21 30.2−3.3
+3.5 55,937 −24.0 9.0 20.9 Shower

22 220−24
+21 55,942 −22.1 293.7 12.1 Shower

23 82.2−8.4
+8.6 55,950 −13.2 208.7 ≤1.9 Track

24 30.5−2.6
+3.2 55,951 −15.1 282.2 15.5 Shower

25 33.5−5.0
+4.9 55,967 −14.5 286.0 46.3 Shower

26 210−26
+29 55,979 22.7 143.4 11.8 Shower

27 60.2−5.6
+5.6 56,009 −12.6 121.7 6.6 Shower

28 46.1−4.4
+5.7 56,049 −71.5 164.8 ≤1.3 Track

22 NOVEMBER 2013 VOL 342 SCIENCE www.sciencemag.org1242856-2
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3.6s and 4.5s, respectively, using charm at the
level of our current 90% CL experimental bound.

Discussion
Although there is some uncertainty in the ex-
pected atmospheric background rates, in partic-
ular for the contribution from charmed meson
decays, the energy spectrum, zenith distribution,
and shower to muon track ratio of the observed
events strongly constrain the possibility that our
events are entirely of atmospheric origin. Almost
all of the observed excess is in showers rather than
muon tracks, ruling out an increase in penetrating
muon background to the level required. Atmo-

spheric neutrinos are a poor fit to the data for a
variety of reasons. The observed events are much
higher in energy, with a harder spectrum (Fig. 4)
than expected from an extrapolation of the well-
measured p/K atmospheric background at lower
energies (8–10): Nine had reconstructed depos-
ited energies above 100 TeV, with two events
above 1 PeV, relative to an expected background
from p/K atmospheric neutrinos of about one
event above 100 TeV. Raising the normalization
of this flux both violates previous limits and, be-
cause of nm bias in p and K decay, predicts too
many muon tracks in our data (two-thirds of tracks
versus one-fourth observed).

Another possibility is that the high-energy
events result from charmed meson production in
air showers (6, 11). These produce higher-energy
events with equal parts ne and nm, matching our
observed muon track fraction reasonably well.
However, our event rates are substantially higher
than even optimistic models (11) and the energy
spectrum from charm production is too soft to
explain the data. Increasing charm production
to the level required to explain our observations
violates existing experimental bounds (8). Be-
cause atmospheric neutrinos produced by any
mechanism are made in cosmic ray air showers,
down-going atmospheric neutrinos from the south-
ern sky will, in general, be accompanied into
IceCube by muons produced in the same parent
air shower. These accompanying muons will trig-
ger our muon veto, removing most of these events
from the sample and biasing atmospheric neutrinos
to the Northern Hemisphere. Most of our events,
however, arrive from the south. This places a
strong model-independent constraint on any at-
mospheric neutrino production mechanism as an
explanation for our data.

By comparison, a neutrino flux produced in
extraterrestrial sources would, like our data, be
heavily biased toward showers because neutrino
oscillations over astronomical baselines tend to
equalize neutrino flavors (12, 13). An equal-flavor
E−2 neutrino flux, for example, would be expected
to produce only one-fifth of track events (see

Fig. 3. Coordinates of the first de-
tected light from each event in the
final sample. Penetrating muon events
are first detected predominantly at the
detector boundaries (top and right sides),
where they first make light after cross-
ing the veto layer. Neutrino events should
interact uniformly throughout the ap-
proximately cylindrical detector volume,
forming a uniform distribution in (r2,z),
with the exception of interactions in the
less transparent ice region marked “Dust
layer,” which is treated as part of the de-
tector boundary for purposes of our event
selection. The observed events are con-
sistent with a uniform distribution.
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a small number of events (Table 1) have zenith uncertainties larger than the
bin widths in this figure. Energies plotted (A) are reconstructed in-detector
visible energies, which are lower limits on the neutrino energy. Note that de-
posited energy spectra are always harder than the spectrum of the neutrinos
that produced them because of the neutrino cross section increasing with
energy. The expected rate of atmospheric neutrinos is shown in blue, with

atmospheric muons in red. The green line shows our benchmark atmospheric
neutrino flux (see the text), and the magenta line shows the experimental
90% bound. Because of a lack of statistics from data far above our cut
threshold, the shape of the distributions from muons in this figure has been
determined using Monte Carlo simulations with total rate normalized to the
estimate obtained from our in-data control sample. Combined statistical and
systematic uncertainties on the sum of backgrounds are indicated with a
hatched area. The gray line shows the best-fit E−2 astrophysical spectrum with
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Materials and Methods). The observed zenith
distribution is also typical of such a flux: As a
result of absorption in Earth above tens of TeV
energy, most events (about 60%, depending on
the energy spectrum) from even an isotropic high-
energy extraterrestrial population would be ex-
pected to appear in the Southern Hemisphere.
Although the zenith distribution is well explained
(Fig. 4) by an isotropic flux, a slight southern ex-
cess remains, which could be explained either as a
statistical fluctuation or by a source population that
is either relatively small or unevenly distributed
through the sky.

This discussion can be quantified by a global
fit of the data to a combination of the p/K atmo-
spheric neutrino background, atmospheric neutri-
nos from charmed meson decays, and an isotropic
equal-flavor extraterrestrial power-law flux. With
the normalizations of all components free to float,
this model was fit to the two-dimensional depos-
ited energy and zenith distribution of the data
(Fig. 2) in the range of 60 TeV < Edep < 2 PeV,
above most of the expected background (Fig. 4).
The data are well described in this energy range
by an E−2 neutrino spectrum with a per-flavor nor-
malization of E2F(E) = (1.2 T 0.4) × 10−8 GeV
cm−2 s−1 sr−1. Although it is difficult to substan-
tively constrain the shape of the spectrum with
our current limited statistics, a flux at this level
would have been expected to generate an ad-
ditional three to six events in the 2 to 10 PeV
range; the lack of such events in the sample may
indicate either a softer spectrum (the best fit is
E−2.2 T 0.4) or the presence of a break or cutoff at
PeVenergies. When limited to only atmospheric
neutrinos, the best fit to the data would require a
charm flux 4.5 times larger than the current ex-
perimental 90% CL upper bounds (8) and even
then is disfavored at 4s with respect to a fit
allowing an extraterrestrial contribution.

Search for Neutrino Sources
To search for spatial clustering, indicating pos-
sible neutrino sources, we conducted a maximum
likelihood point source analysis (14). At each point
in the sky, we tested a point source hypothesis
based on full-sky uncertainty maps for each event
obtained from the reconstruction. This yields a
sky map of test statistic values [TS = 2log(L/L0),
where L is the maximized likelihood and L0 is
the likelihood under the null hypothesis], which
reflects any excess concentration of events rela-
tive to a flat background distribution (Fig. 5). To
account for trials due to searching the whole sky,
we estimate the significance of the highest TS
observed by performing the same analysis on the
data with the right ascension of the events ran-
domized. The final significance is then the frac-
tion of these randomized maps that have a TS
value anywhere in the sky as high or higher than
that observed in data. The chance probability cal-
culated this way is independent of Monte Carlo
simulation. Therefore, the significance obtained
is against the hypothesis that all events in this
sample are uniformly distributed in right ascen-

sion, rather than the significance of a cluster of
events above predicted backgrounds. Note that
because muon tracks have much smaller angular
uncertainties than showers, their presence can
skew the highest TS values and overshadow clus-
ters of shower events. To correct for this effect,
and because muon events are more likely to be
atmospheric background, we repeated every clus-
tering analysis described here twice: once with
the full 28 events and once with only the 21 shower
events.

When using all events, the likelihood map
reveals no significant clustering compared to
randomized maps. For the shower events, the
coordinates with the highest TS are at right as-
cension = 281°, declination = −23° (galactic lon-
gitude l = +12°, latitude b = −9°). Five events,
including the second highest energy event in the
sample, contribute to the main part of the excess
with two others nearby. The fraction of random-
ized data sets that yield a similar or higher TS at
this exact spot is 0.2%. (At the exact location of the
galactic center, the fraction is 5.4%.) The final sig-
nificance, estimated as the fraction of randomized
maps with a similar or higher TS anywhere in the
sky, is 8%. This degree of clustering may be compat-
ible with a source or sources in the galactic center
region, but the poor angular resolution for showers
and the wide distribution of the events do not
allow the identification of any sources at this time.

Two other spatial clustering analyses were
defined a priori. We performed a galactic plane
correlation study using the full directional re-
construction uncertainty for each event to define
the degree of overlap with the plane. The plane
width was chosen to be T2.5° on the basis of TeV
gamma-ray observations (15).Amulticluster search
using the sum of log-likelihood values at every

local maximum in the likelihood map was also
conducted. Neither of these analyses yielded sig-
nificant results.

In addition to clustering of events in space,
we performed two tests for clustering of events
in time that calculate significances by compar-
ing the actual arrival times to event times drawn
from a random uniform distribution throughout
the live time. Because many sources (16–18) are
expected to produce neutrinos in bursts, identi-
fication of such a time cluster could allow asso-
ciation with a source without reference to the
limited angular resolution of most of the ob-
served neutrinos. When using all events, no sig-
nificant time cluster was observed. Furthermore,
each spatial cluster in Fig. 5 containing more than
one event was tested individually for evidence
of time clustering. Of the eight regions tested, the
most significant was a pair that includes the highest
energy shower in the sample, but was still com-
patible with random fluctuations. The five shower
events of the densest cluster show no significant
overall time clustering.

Materials and Methods

Event Selection

Backgrounds for cosmic neutrino searches arise
entirely from interactions of cosmic rays in Earth’s
atmosphere. These produce secondary muons
that penetrate into underground neutrino detec-
tors from above, as well as atmospheric neutrinos
that reach the detector from all directions because
of the low neutrino cross section, which allows
them to penetrate Earth from the opposite hemi-
sphere. These particles are produced in the decays
of secondary p and K mesons; at high energies,
a flux from the prompt decay of charmed mesons

Fig. 5. Sky map in equatorial coordinates of the TS value from the maximum likelihood point
source analysis. The most significant cluster consists of five events—all showers and including the second
highest energy event in the sample—with a final significance of 8%. This is not sufficient to identify any
neutrino sources from the clustering study. The galactic plane is shown as a curved gray line with the galactic
center at the bottom left denoted by a filled gray square. Best-fit locations of individual events (listed in
Table 1) are indicated with vertical crosses (+) for showers and angled crosses (×) for muon tracks.
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(19) has been anticipated, although not yet ob-
served. Cosmic ray muons are the dominant back-
ground in IceCube because of their high rate of
3 kHz. These can be removed from the sample
either by using only up-going events, by limiting
searches to events at very high energies (above
~1 PeV) (20, 21), or, as here, by requiring an ob-
servation of the neutrino interaction vertex using
the detector boundary to detect and veto entering
muon tracks.

Neutrino candidates were selected by finding
events that originated within the detector interior.
Included were those events that produced their
first light within the fiducial volume (Fig. 1) and
were of sufficiently high energy such that an en-
tering muon track would have been reliably iden-
tified if present. In particular, we required that
each event have fewer than three of its first 250
observed photoelectrons detected in the veto
region. In addition, we required that the event
produce at least 6000 photoelectrons overall to

ensure that statistical fluctuations in the light
yield were low enough for entering muons to re-
liably produce light in the veto region. This event
selection rejects 99.999% of the muon background
above 6000 photoelectrons (Fig. 6) while retaining
nearly all neutrino events interacting within the
fiducial volume at energies above a few hundred
TeV (Fig. 7). This selection is largely independent
of neutrino flavor, event topology, or arrival direc-
tion. It also removes 70% of atmospheric neutrinos
(22) in the Southern Hemisphere, where atmo-
spheric neutrinos are usually accompanied into
the detector by muons produced in the same parent
air shower. To prevent confirmation bias, we con-
ducted a blind analysis designed on a subsample
of 10% of the full data set.

Event Reconstruction
Neutrino interactions in IceCube have two pri-
mary topologies: showers and muon tracks. Show-
ers are created by secondary leptons and hadronic

fragmentation in ne and nt charged-current in-
teractions and by neutral-current interactions of
neutrinos of all flavors. At the relevant energies
(≥50 TeV), showers, including tracks left by t
leptons, have a length of roughly 10 m in ice
and are, to a good approximation, point sources
of light (23). Secondary muon tracks are created
primarily in nm charged-current interactions along
with a hadronic shower at the neutrino interaction
vertex, and have a typical range on the order of
kilometers, larger than the dimensions of the de-
tector. Note that, for a flux consisting of a mix-
ture of flavors, this implies that showers will be
the dominant topology because nm CC represents
only a small fraction of the total event rate: For
an equally mixed E−2 spectrum, about 80% of the
observed events would appear as showers.

Although the distribution of hit PMTs in the
detector is approximately spherical for shower
events, the detailed timing patterns of the pho-
tons in the individual PMTs retain the memory
of the direction of the primary lepton. Compar-
ison of these distributions with expectations from
simulated showers yields a typical median angular
resolution of 10° to 15°. Resolution on deposited
energy, from the recorded waveform amplitudes,
is typically 10 to 15%. In events with a muon
track, the extension of the track in the detector
provides a much tighter constraint on direction
than the shapes of the waveforms alone, improv-
ing angular resolution greatly to better than 1°
(4). Energy reconstruction only yields a lower
limit on neutrino energy as a result of the energy
removed from the detector by escaping muons
and neutrinos. All quoted directional and energy
reconstruction uncertainties are dominated by a
systematic component arising from uncertainties
in the optical properties of the ice (24) and the
optical sensitivity of the PMTs (25).

Atmospheric Muon Background
Remaining atmospheric muon background comes
from tracks that produce too little light at the edge
of the detector to be vetoed and instead emit
their first detected photons in the interior volume,
mimicking a starting neutrino. These events usually
produce an observable muon track in the de-
tector like that from a nm charged-current event.
Much more rarely, catastrophic energy loss pro-
cesses such as muon bremsstrahlung can create
a showerlike signal, especially in the corners of
the detector where the exiting muon track may
not be observed.

The veto passing rate for throughgoing muons,
and therefore the total muon background in the
analysis, can be evaluated directly from the data
by implementing a two-layer anticoincidence de-
tector. Entering events can be tagged with high
efficiency using the outer layer of IceCube; the
rate of these tagged events that pass the next veto
layer can be used as a control sample to evaluate
the rate at which muons are detected by a single
detector layer as a function of observed light yield.
This per-layer probability can be used to esti-
mate the final background rate after application
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Fig. 6. Distribution of deposited PMT charges (Qtot). Muons at higher total charges are less likely
to pass the veto layer undetected, causing the muon background (red, estimated from data) to fall faster
than the overall trigger rate (uppermost line). The data events in the unshaded region, at Qtot > 6000, are
the events reported in this work, with error bars indicating 68% Feldman-Cousins intervals. The best-
fit E−2 astrophysical spectrum (gray line) and atmospheric neutrino flux (blue) have been determined using
Monte Carlo simulations, with the hatched region showing current experimental uncertainties on the atmo-
spheric neutrino background. The largest of these uncertainties is neutrinos from charmed meson decays, a
flux that has yet to be observed and is thus not included in the blue region; the hatched region includes the
best experimental 1s upper limit (8). For scale, two specific charm levels are also shown: a benchmark
theoretical model (6) (green line) and the experimental 90% CL upper bound (8) (magenta line).
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of a geometrical correction factor of ~2 for the
larger size of the analysis fiducial volume com-
pared to the deep interior fiducial volume (after
two veto layers). The resulting predicted veto pass-
ing rate agrees well with data at low energies,
where we expect the event rate to be background-
dominated (Fig. 6). In our signal region above
6000 photoelectrons, we observed three tagged
events passing the inner veto and so predict 6.0 T
3.4 veto-penetrating muon events in the 2-year
data set.

Atmospheric Neutrinos
Atmospheric neutrino backgrounds, including an
as-yet unobserved component from charmed meson
decays, were estimated on the basis of a param-
etrization of the atmospheric neutrino flux (5, 7),
consistent with previous IceCube measurements
of the Northern Hemisphere muon neutrinos (8).
We have also included a suppression of the atmo-
spheric neutrino background from the Southern
Hemisphere, resulting from the fact that accom-
panying high-energy muons produced in the same
air shower can trigger our muon veto if they pen-
etrate to the depth of the detector. Here, we have
extended previous analytic calculations (22) of
this suppression factor using the CORSIKA (26)
air shower simulation to determine the fraction
of atmospheric neutrinos accompanied at depth
by muons above 10 TeV, at which they will be
reliably detected by our muon veto. This factor
is a strong function of neutrino energy and angle,
with the strongest suppression expected at high
energies and most downward angles. The suppres-
sion factor, bounded above at 90% to cover un-
certainties in hadronic interaction models, was then
folded with the Northern Hemisphere spectrum to
predict the Southern Hemisphere event rate.

This produces an estimate of the atmospher-
ic neutrino background of 4:6þ3:7

−1:2 events in the
662-day live time. These events would be con-
centrated near the energy threshold of the anal-

ysis because of the steeply falling atmospheric
neutrino spectrum. Uncertainties in the atmo-
spheric neutrino background are dominated by
the flux from charmed meson decays, which is
too small to have been observed thus far and is
currently bounded above experimentally by a
1s upper limit of 3.4 events (8). The spectrum
and composition of cosmic rays and models of
hadronic interactions contribute a rate uncer-
tainty at the relevant energies of þ30%

−20% , which
dominates the uncertainties in the p/K compo-
nent of the spectrum (27). The measured 5%
uncertainty in the electromagnetic energy scale
and detector linearity contributes a proportional
T15% uncertainty to the atmospheric background
rates. Given the charge threshold, uncertainty in
the light yield of hadronic showers, which is less
well constrained, can affect the estimated back-
ground neutrino rate. However, the light yield
for a hadronic shower is smaller than the well-
known light yield for an electromagnetic shower
at the same energy, limiting any resulting increase
in the background rate to no larger than 30%.

Blind Calculation of Significance
We evaluated the significance of the excess over
atmospheric backgrounds on the basis of both the
total rate and properties of the observed events.
From each event, the total deposited PMT charge,
reconstructed energy, and direction were used to
compute tail probabilities relative to the atmo-
spheric muon and neutrino backgrounds. Overall
significance was computed using the product of
the per-event probabilities as a test statistic.

The muon background probability was com-
puted as the fraction of the expected background
with deposited charge greater than observed. Above
the highest charge event in the control sample,
we set an upper limit on the passing rate by assum-
ing a constant veto efficiency. Similarly, the likeli-
hood ratio between an isotropic E−2 astrophysical
flux and the expected atmospheric neutrino back-

ground in declination and deposited energy was
calculated for each event after folding with the
observed reconstruction uncertainties, and the
probability for an atmospheric neutrino event to
have a larger value than observed was computed.
Because our control sample of background muon
events has limited statistics, we cannot produce a
detailed map of the energies and angles of the
penetrating muon background. For this reason,
the muon and neutrino background probabilities
were combined by taking the maximum of the two
as the statistic for each event, which will somewhat
underestimate the significance of any excess.
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ABSTRACT

The low frequency array (LOFAR), is the first radio telescope designed with the capability to measure radio emission from cosmic-ray induced air
showers in parallel with interferometric observations. In the first ∼2 years of observing, 405 cosmic-ray events in the energy range of 1016−1018 eV
have been detected in the band from 30−80 MHz. Each of these air showers is registered with up to ∼1000 independent antennas resulting in
measurements of the radio emission with unprecedented detail. This article describes the dataset, as well as the analysis pipeline, and serves as a
reference for future papers based on these data. All steps necessary to achieve a full reconstruction of the electric field at every antenna position
are explained, including removal of radio frequency interference, correcting for the antenna response and identification of the pulsed signal.

Key words. astroparticle physics – methods: data analysis – instrumentation: interferometers

1. Introduction

With the development of ever faster electronics and the in-
crease in computational power, the construction of radio tele-
scopes as large interferometric arrays of rather simple antennas
opens a new window for observations. The low frequency array
(LOFAR; van Haarlem et al. 2013), is the first large-scale im-
plementation of this technique. In addition to producing the first
high quality images at these low frequencies of 10−240 MHz,
LOFAR was designed to study short, pulsed signals in the time-
domain. With a vast array of antennas observing the whole sky
simultaneously, observations are not limited to a predefined di-
rection, therefore providing optimal conditions for cosmic-ray
detection.

Cosmic rays, accelerated charged particles from astrophys-
ical sources, can be observed over several decades of energy.
When cosmic rays of high energies reach the Earth, they do
not reach the surface as primary particles, but instead interact
with atmospheric nuclei. Thereby, a cascade of particles is cre-
ated, consisting mostly of photons and a significant fraction of
charged particles. While propagating through the atmosphere,
the charged particles of this extensive air shower emit electro-
magnetic radiation, which adds up coherently for wavelengths
comparable to the dimensions of the shower front (Huege 2013).

Already in the 1960s it was proven that cosmic ray-induced
air showers emit nanosecond duration pulses with significant
power in the MHz radio frequency range (Jelley et al. 1965;
Allan & Jones 1966), but due to lack of sufficiently sophisti-
cated and fast electronics the technique was not pursued fur-
ther. Only in the past decade interest in the detection technique
was rekindled and successfully applied (Falcke et al. 2008). The
proof of principle and large progress in the understanding of
the emission was made at the LOFAR Prototype Experimental
Station (LOPES; Falcke et al. 2005; Huege et al. 2012) and fur-
ther refined by measurements at the CODALEMA experiment
(Ardouin et al. 2005).

Similar to optical measurements of the fluorescence emis-
sion from atoms excited by interaction with the air shower, ra-
dio emission directly traces the longitudinal shower develop-
ment, which is closely related to the type of the primary particle.
Unlike optical fluorescence measurements, radio emission mea-
surements are less dependent on observing conditions and can
operate day and night matching the duty cycle of particle detec-
tor measurements.

Due to the very steep energy spectrum, measuring the
highest-energy cosmic rays requires vast detector areas. Cost
constraints therefore limit the density of detectors within this
area giving a wide spacing between the individual antennas.
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Theoretical models describing the different emission mecha-
nisms at play point to a very detailed and non-symmetrical emis-
sion pattern at ground level (Werner et al. 2012; Alvarez-Muñiz
et al. 2012; Marin & Revenu 2012; Huege et al. 2013). Testing
these models therefore requires dense sampling of the electric
field over a sufficiently large area.

LOFAR offers a high number of antennas clustered on an
irregular grid, with increasingly large spacing between antenna
clusters further away from the center. In the core of the array
about 2300 antennas are installed within about 4 km2, which
allows air showers to be measured with unprecedented spatial
resolution. These measurements will contribute significantly to
conclusively confirm theoretical models for the radio emission
on a shower by shower basis, a goal previously unattainable due
to lack of sufficiently high quality data.

Measurements and converging theoretical predictions of the
expected radio signal from a cosmic-ray induced air shower give
a short, nanosecond time-scale bi-polar pulse, which is mostly
linearly polarized. This article describes the detection set-up and
automated processing pipeline used at LOFAR to measure and
identify these signals.

Starting with a description of the instrumental set-up at
LOFAR in Sect. 2, an overview of the data reduction pipeline
is given in Sect. 3. Finally, Sect. 4 describes the characteristics
of the dataset obtained between June 2011 and April 2013.

The LOFAR dataset will be used in forthcoming publications
to verify existing models for radio emission from air showers
and to develop new techniques that use radio emission to mea-
sure important characteristics of the incoming particle, such as
energy and mass.

2. LOFAR

LOFAR is a distributed radio telescope. Its antennas are dis-
tributed over northern Europe with the densest concentration in
the north of the Netherlands, in the Province of Drenthe. The ob-
servation support center and processing facilities are also located
near this central core. The antennas of LOFAR are grouped into
stations, each station taking the role of a single dish in a tradi-
tional radio interferometer array. A station consist of a number
of low-band antennas (LBAs, 10−90 MHz) and high-band anten-
nas (HBAs, 110−240 MHz). The 24 stations within the ∼2 km
wide core are distributed in an irregular pattern that maximizes
uv-coverage, or spatial frequencies for standard interferomet-
ric observations. The 16 additional Dutch remote stations are
distributed with increasing distance to the core. International
stations are currently located in Germany, France, the United
Kingdom, and Sweden, giving LOFAR a maximum baseline
of 1292 km for interferometric observations. Core stations and
remote stations consist of 96 LBAs plus 48 HBAs. International
stations have 96 LBAs and 96 HBAs. At the center of the
LOFAR core six stations are located in a roughly 320 m di-
ameter area, called the Superterp, providing both the shortest
baselines for interferometric observations and the densest popu-
lation of antennas ideal for cosmic-ray observations. While ev-
ery LOFAR station is equipped with the necessary electronics to
observe cosmic rays, the current data set is taken with the cen-
tral 24 stations, where additional information from particle de-
tectors is available (see Sect. 2.3). The positions of the antennas
of the seven most central LOFAR stations are shown in Fig. 1.

2.1. The antennas

The LBAs are the main tool for cosmic-ray detection. An LBA
consists of two orthogonal inverted V-shaped dipoles, each with
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Fig. 1. Layout of the center of LOFAR. The six stations to the left form
the Superterp. The crosses indicate the LBA inner and outer antenna
sets, respectively. The open squares show the positions of the HBA tiles,
which are split into two groups per station. The filled squares indicate
the positions of the LORA particle detectors.

Fig. 2. Low-band antennas at the central core of LOFAR, the Superterp.
In the background the black box of a LORA particle detector can be
seen.

a length of 1.38 m. These are supported by a central PVC1 pole,
which holds the low-noise amplifier and guides the signal ca-
bles, as shown in Fig. 2. The dipoles X and Y , that make up
each antenna, are oriented northeast to southwest (NE-SW) and
northwest to southeast (NW-SE), as can be seen in Fig. 3.

The low-noise amplifier has an intentional impedance mis-
match with the antenna. This mismatch, combined with the char-
acteristic length of the dipoles, makes the system sensitive in a
broad band from 10−90 MHz. In principle, this allows observa-
tions from the ionospheric cutoff up to the start of the commer-
cial FM radio band. For most observations the frequency range
is limited by a combination of selectable hardware and soft-
ware filters to 30−80 MHz to suppress strong Radio Frequency
Interference (RFI) in the outer bands. The LBAs are designed to
be sky noise limited after RFI has been removed (van Cappellen
et al. 2007). After amplification the signals from the individual
dipoles are transmitted through coaxial cables to the electronics
cabinet located at every station.

The HBAs have been optimized for a frequency band
of 110−240 MHz. The design clusters 16 antenna elements into
a tile, the signals from these elements are amplified and com-
bined in an analog beam-former. This means that while the LBAs

1 Polyvinyl chloride.
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Fig. 3. Geometry of the LBA. The X and Y dipoles are oriented NE-SW
and NW-SE respectively. This is rotated by 225 degrees with respect to
the standard local Cartesian coordinate system used in Sect. 3.4.

are sensitive to the whole sky the HBAs are most sensitive within
the ∼20◦ of the tile-beam, of which the direction is chosen at the
start of every observation. This results in a smaller effective area
for cosmic-ray observations, as the measurement will only be
optimal if the direction of the cosmic ray happens to coincide
with the beam direction of the observation. Therefore, the anal-
ysis of HBA data and their interesting higher frequency range
requires a different approach for cosmic-ray studies. Results of
these measurements will be described in a later publication.

2.2. The transient buffer boards

After being forwarded to the electronics cabinet the signals of
the LBAs are again amplified, filtered, and digitized by a 12 bit
A/D converter with a sampling frequency of 200 MHz2. Due
to signal path limitations in the Dutch stations only 48 dual-
polarized or 96 single-polarized antennas can be processed at
a given time. For the dual-polarized option the antennas are
grouped into an inner and an outer set, which has to be chosen
before an observation.

For astronomical observations the data are then beam-
formed and sent to the central processing facility. In addi-
tion, there is the possibility to store a snapshot of the original
data. Every station is equipped with ring-buffers, the so called
Transient Buffer Boards (TBBs). These continuously store the
last 1.3 s of raw data (an extension to 5 s is currently being de-
ployed). When triggered, the contents of the TBBs are frozen,
read out via the Wide Area Network and stored on disk for fur-
ther analysis. The trigger can be generated based on various pa-
rameters in an FPGA3 at the local receiver unit. Alternatively,
the trigger can be generated by an array of particle detectors (see
Sect. 2.3) or received from outside of LOFAR. Currently, the
main trigger for cosmic-ray observation is provided by the par-
ticle detectors. Later, a radio self-trigger will be implemented,
using the current dataset as a training set to deduce trigger crite-
ria, so that the FPGA trigger can be run independently at every
LOFAR station. These criteria have to reduce false triggers to
limit the data rate. Using every LOFAR station individually will
dramatically increase the effective area.

Essential for measuring cosmic rays with LOFAR as a ra-
dio telescope is that the whole process of triggering and storing

2 A 160 MHz clock is also available.
3 Field Programmable Gate Array.
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Fig. 4. Energy threshold in PeV (left) and the event rate per day (right)
are shown as a function of the number of triggered particle detectors.
Two possible trigger conditions are indicated with the dotted lines.

radio-pulse data can take place without interfering with the on-
going observations.

2.3. The LOFAR Radboud Air Shower Array

LORA, the LOFAR Radboud Air Shower Array, is an array of
particle detectors co-located with the center of LOFAR. The ar-
ray provides a reconstruction of basic parameters of recorded
air showers, such as the direction and the position of impact, as
well as the energy of the incoming cosmic ray (Thoudam et al.,
in prep.). It also provides the time of arrival, which is used to
trigger the read-out of the radio antennas.

LORA consists of 20 detector units distributed on the
Superterp, as shown in Fig. 1. Each detector contains two scin-
tillators (0.45 m2, type: NE 114), which are individually read out
through a photomultiplier tube. The detectors are inside weather-
proof shelters and have been tested to not create any interference
at radio frequencies.

Conditions at which triggers are sent to LOFAR can be ad-
justed to match the desired energy threshold. There are two con-
straints on the desired rate: the rate of events interesting for ra-
dio observations has to be maximized, while the network load on
the LOFAR system has to be kept low in order to avoid interfer-
ing with the primary observation. A trigger in a single detector
is generated when a particle signal of more than 4σ above the
noise is registered. In order to only detect air showers a coinci-
dence of several detectors is needed. Events of less than 1016 eV
have a very low probability to be observable in radio above
the sky-noise level. The energy threshold and the correspond-
ing event rate are shown in Fig. 4 as the function of the number
of triggered detectors. Requiring triggers in 13 detectors yields
a threshold energy of 2.4 × 1016 eV, with an average trigger-rate
of 0.8 events/h. This trigger rate has been selected as the optimal
setting for the observations.

2.4. Observations

After the commissioning phase LOFAR is to be used on a
proposal-based schedule. Proposals are open to the community
for imaging or beamformed observations, as well as TBB obser-
vations. Some fraction of the observing time is reserved for par-
ticipating consortia and key science projects. The LOFAR cos-
mic ray key science project (CRKSP) is one of six LOFAR key
science projects.
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To maximize the duty cycle TBB observations can be run in
the background of all other observations that do not need the full
network bandwidth. This does however mean that the array con-
figuration is determined by the primary observation, therefore
the amount of data in a specific array configuration (such as the
selection of LBA or HBA antenna type) available for analysis
is not determined by the cosmic-ray project itself, except when
LOFAR is otherwise idle and the observing configuration can be
chosen freely.

During the observation, triggers from LORA are received by
the LOFAR control system. The system checks whether a dump
from the TBBs is allowed. If so, the ring-buffers are frozen and
a specified block of data around the trigger time is dumped to
disk. For each cosmic-ray event 2.1 ms of radio data are stored,
which corresponds to 77 MB per station. This provides sufficient
frequency resolution for high quality RFI cleaning while mini-
mizing data transfer and storage requirements.

Every evening, the data-files are archived at LOFAR and
compressed for transport. They are stored in the Long Term
Archive (van Haarlem et al. 2013), from where they can be re-
trieved for data analysis.

3. Reconstruction of cosmic-ray data

All newly recorded data are processed every evening, after
having been copied via the network to the processing clus-
ter of the Astrophysics department at the Radboud University
Nijmegen. In addition to the 54 files, containing the data of
one LOFAR station each, the recorded data from the particle de-
tectors and a trigger log file are transferred. With this informa-
tion an automated pipeline is run. The pipeline is based on the
task oriented PyCRTools framework consisting of fast low-level
C++ routines embedded in Python for maximum flexibility. All
results are stored in a PostgreSQL database for subsequent data
mining analysis. The goal of the processing pipeline is to au-
tonomously identify a full set of physics quantities for each air
shower detected with LOFAR. The pipeline is optimized to iden-
tify those nanosecond pulses that are not generated by terrestrial
sources.

All data are first processed per station, i.e. per file. The set
of files received for a single trigger form an event. When the
data from one station pass the criteria for containing a cosmic-
ray signal (see Sect. 3.3), the corresponding event is called a
cosmic-ray event. It is not necessary to observe a pulse in all
stations, only the stations with a significant signal are used in a
combined analysis.

3.1. Pipeline structure

The reconstruction pipeline comprises a number of steps that
will be individually explained in the following sections. An
overview of the steps and the overall structure is depicted in
Fig. 5.

3.2. Preparing the data

Before proceeding to extract the cosmic-ray signal from the data,
some preparatory steps have to be performed. Knowledge about
the system is applied in the form of calibration procedures, the
data are cleaned of narrowband-transmitters, and antennas that
show malfunctions are flagged.

4 A tree-like file format (Alexov et al. 2012).
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Fig. 5. General structure of the analysis pipeline. Rectangles represent
input and rounded squares are processing steps.

3.2.1. Timing offsets and phase calibration

There are known signal path differences between the LOFAR an-
tennas. Measured differences of cable lengths between the an-
tennas are corrected for up to the 5 ns sample level already at the
stations before the data are written to disk. Additionally, relative
time offsets between the antennas are corrected for at sub-sample
accuracy using standard LOFAR calibration tables. These tables
are generated by phase-calibrating on the strongest astronomical
radio sources and are regularly tested and updated if necessary
(van Haarlem et al. 2013). Sub-sample corrections are applied as
phase offsets to the Fourier transformed signal in the cosmic-ray
pipeline, before processing it in the data analysis.
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3.2.2. RFI cleaning

Narrow-band RFI in the time series signal can be revealed by
making an average power spectrum. An example is shown in
the top panel of Fig. 6, where most of the strong RFI is visi-
ble outside the 30−80 MHz range. The average power spectrum
is created by averaging the square of the absolute value of the
Fourier transform over several blocks of data. The block size can
be freely chosen within the full data length to obtain a desired
frequency resolution; here 216 samples are used, giving a resolu-
tion of ∼3 kHz, enough to resolve most RFI lines. A reasonable
data length is needed for this procedure to produce a stable aver-
age, which sets the limit for the chosen block length to be stored
from the TBBs, as mentioned in Sect. 2.4. In order to minimize
artificial side lobes a half-Hann window is applied to the first
and last 10% of each trace prior to the Fourier transformation.

The standard approach to RFI cleaning (or RFI flagging) is to
identify peaks sticking out significantly above the overall spec-
tral shape, also called the baseline, and set the corresponding
Fourier component amplitudes to zero. However, this requires
a priori knowledge of the baseline. While the baseline can be
obtained through a smoothing or fitting procedure, this is often
not stable in the presence of strong RFI, requiring an iterative
approach.

An alternative approach to RFI cleaning uses the phase infor-
mation in the complex-valued spectrum instead. If an RFI trans-
mitter is measured in all antennas, the phase difference, or rela-
tive phase, between each pair of antennas will be a constant value
as function of time with a small non constant random noise con-
tribution. Note that the exact value of the constant, which only
depends on the geometric delay between antennas, is not rele-
vant, only its non time-varying nature. When no transmitter is
present, the relative phase is expected to be both random and
time varying, as the signal then consists of the added signals
from many incoherent sources on the sky with additional random
noise. Therefore, RFI can be identified by looking at the stabil-
ity of phase differences between antennas over time. For each
antenna-dipole j = 0, 1, . . . , 95 in a station and data block k, the
phase spectrum is calculated as

φ j,k(ω) = arg(x j,k(ω)), (1)

where x j,k(ω) is the complex frequency component ω of the
spectrum.

Subtracting the phase of one of the antennas as reference
antenna gives the relative phases and results in a set of phases
for every frequency channel, one for each block of data. Only
one reference antenna is used and this is taken to be the one with
median power to avoid selecting a broken antenna.

The average phase is defined as

φ̄ j(ω) = arg

N − 1∑
k = 0

exp(iφ j,k(ω))

 , (2)

and the phase variance as

s j(ω) = 1 −
1
N

∣∣∣∣∣∣∣
N − 1∑
k = 0

exp(iφ j,k(ω))

∣∣∣∣∣∣∣ , (3)

where N is the number of data blocks.
For completely random phases one expects s j(ω) ≈ 1 as op-

posed to s j(ω) = 0 when all phases are equal. The phase variance
per frequency channel will now either be at a value close to 1,
including some random noise, or at a significantly lower level.
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Fig. 6. The average spectrum of a typical LBA event. The raw data
(top), with flagged contaminated channels (middle), cleaned and clipped
to 30−80 MHz (bottom).

The latter reveals the presence of a radio transmitter, as shown in
Fig. 7, where a contaminated part of the spectrum is shown with
the corresponding phase variance.

Since RFI lines will result in peaks toward smaller values
of the phase variance, and noise has no preferred peak direc-
tion, calculating the standard deviation σ in this plot only for
values above the median will ensure a stable result. All frequen-
cies that have a phase variance of at least 5σ below the median5

are flagged as containing RFI. Additionally a 30−80 MHz band-
pass filter is applied, flagging the most heavily RFI polluted

5 Assuming a Gaussian distribution, σ can be estimated by sorting the
data points, and comparing the value at 95 percentile to the median.
This difference amounts to ∼1.64σ.
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Fig. 7. Average LBA spectrum (bottom, left axis) with the correspond-
ing phase variance (top, right axis). RFI lines can clearly be identified in
the phase variance with peaks toward lower values, representing more
stable phase differences between antennas over time.

low and high frequency parts of the bandwidth by default. To
prevent pulse-ringing the 30−80 MHz block filter is first con-
volved with a, σtapering = 2.5 MHz, Gaussian6. After removing
the flagged channels, the resulting cleaned spectrum is shown in
the bottom panel of Fig. 6.

In general, there is very little RFI at the LOFAR Superterp.
A lot of effort has been made to remove local sources that could
disturb the LOFAR measurements and a protected zone has even
been established (Offringa et al. 2013). This relative quietness is
illustrated in Fig. 8. It shows the result of the RFI cleaning for all
events for all frequencies. While every event has some RFI, no
single RFI line is present in every event. Within the 30−80 MHz
band, there are only two lines that are present in more than 40%
of the events. In total there are rarely events with more than 2%
flagged channels out of the more than 32 000 frequency chan-
nels in a block of data. This is is shown in Fig. 9, where the
total fraction of events is plotted against the number of flagged
channels.

3.2.3. Flagging bad antennas

Occasionally, one or more antennas give invalid signals, e.g. due
to hardware malfunction. To identify these bad antennas the in-
tegrated spectral power is calculated

P =

∫ 80 MHz

30 MHz
|x(ω)|2dω, (4)

where x(ω) is the ω frequency component of the cleaned spec-
trum. The power in every antenna is required to be in the range
of one half to two times the median power from all antennas.
Antennas outside this range are marked as bad and excluded
from further analysis.

3.2.4. Absolute gain calibration

There are ongoing efforts for an absolute calibration of the volt-
age traces of LOFAR and therefore the reconstructed electric

6 This effect also occurs when flagging large blocks of RFI but this
does not happen in practice and so no tapering window is applied for
this case.
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Fig. 9. Relative fraction of events with a certain number of flagged chan-
nels. Over 60% of the events have less than 100 channels (≈300 kHz)
flagged out of the full used bandwidth of more than 16 000 channels.

field. Those efforts will be described in a forthcoming publi-
cation and include calibration on astronomical sources, terres-
trial transmitters, and already conducted dedicated measurement
campaigns, similar to those performed at other experiments,
e.g. Nehls et al. (2008). Once implemented, the reconstruction
pipeline will deliver calibrated electric field strengths and their
polarization components for all events. However, significant
progress in understanding the mechanisms of radio emission in
air showers can already be made with a relative calibration.

3.2.5. Relative gain calibration

The LBA measurement is dominated by sky noise, which in turn
is dominated by the Galaxy moving through the antenna beam
pattern. Therefore, the noise as seen by each antenna is a func-
tion of the Local Sidereal Time (LST) and can be used to cor-
rect for differences in gain between antennas. Instead of correct-
ing all antennas at all times to a fixed value, which would be
over- or underestimating the noise at certain times, the received
power can be normalized to a LST-dependent reference value. In
Fig. 10 the integrated spectral power (Eq. (4)), after RFI clean-
ing, is given as a function of LST for the instrumental polariza-
tion X and Y . The data have been retrieved from all cosmic-ray
events measured within the first year of data-taking. One can
define a reference value for the integrated spectral power as a
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Fig. 10. Integrated spectral power normalized to the bandwidth, after
RFI cleaning, as a function of local sidereal time for the X (NE-SW)
(top) and Y (NW-SE) (bottom) instrumental antenna polarizations. Also
shown is the fitted second order Fourier transform (solid line). The un-
certainties on the data still include systematic effects due to the set-up
itself, as well as possible artifacts of the RFI cleaning, when having
certain frequencies that are contaminated in a significant fraction of the
data.

function of LST by fitting a function to these data points. Since
the movement of the Galaxy through the antenna beam pattern
is periodic by nature it is fitted with the 2nd order Fourier series

Pref(t) =
a0

2
+

2∑
n = 1

an sin(nt) + bn cos(nt), (5)

thereby avoiding artificial jumps in the fit at 0:00 LST. The time t
is given in units of radian here. This results in a gain correction
for each antenna as

x′(ω) =

√
Pref(t)
P(t)

x(ω), (6)

where the square root is needed, because the correction is ap-
plied to the amplitude spectrum.

3.3. Identifying cosmic-ray signals

After cleaning and calibration of the data, the central element of
the pipeline is the identification and characterization of the radio
pulse as the signal of the air shower.
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Fig. 11. Difference in time between the time of a pulse identified in
the radio signal and the trigger time set by the signal in the particle
detectors. This plot shows the distribution summed over all Superterp
stations.

3.3.1. Using information from the particle detectors

In order to restrict the search for the radio pulse to a smaller
region in the trace, the information from the trigger time of
the particle detectors is used. Figure 11 shows the difference
in time between the trigger from the particle detectors and the
pulse location in the radio data obtained from a search with a
large window. The distribution shows a clear peak at the re-
gion of the coincidences at an offset of 253 ± 168 ns. In abso-
lute timing the offset between LORA and LOFAR is 10 253 ns,
of which 10 000 ns are already accounted for in the triggering
system.

Average offset is obtained by fitting a Gaussian to the distri-
bution of pulse positions with respect to the trigger time. This
is only an approximation, as the real offset per event depends
on the position of the core and the incoming direction of the air
shower. Also, effects due to the propagation of particles and radi-
ation in the atmosphere can play a role. The overall difference is
due to the fact that both detectors operate independently on dif-
ferent timing systems. Both are based on GPS timing, but correct
for drifts (<20 ns) in different ways and have a differing absolute
time. The spread on the differences is however sufficiently small
for Superterp stations to not require additional synchronization
of the two systems. Stations further away can have larger offsets
due to the signal travel time, which can be corrected for after a
reconstruction of the shower.

These measurements allow for the pulse search to be re-
stricted to a small fraction of the full time trace, limiting the
chance to pick up random noise fluctuations.

3.3.2. Finding candidate events

The trigger threshold of the scintillator array is chosen to be
lower than the threshold to detect a radio signal. This ensures a
full sample, but also makes it necessary to identify in a first qual-
ity check whether there is a detectable signal present. Therefore,
per antenna polarization, the signals are first beamformed in the
direction reconstructed from the data of the particle detectors.
This direction is given in the local Cartesian coordinate frame of
the station by n and the position of each antenna j is given by r j.
A planar wavefront arriving at the phase center (0, 0, 0) at time
t = 0 will arrive at antenna j with a delay given by

∆t j = −
1
c

n · r j

|n|
= −

1
c

ên · r j, (7)
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Fig. 12. Distribution of the signal-to-noise ratio (S/N) in initial beam-
forming. The S/N is defined the ratio of the peak amplitude of the beam-
formed trace and the RMS of this trace. Two cases are separated: a
cosmic-ray event was ultimately detected by the pipeline (solid line) or
not (dashed line). The initial cut, which is applied in the pipeline, is
indicated by the dotted line.

where c is the speed of light. The beamformed signal, in fre-
quency space, in this direction is then given by

xbf(ω) =

Na∑
j=0

x j(ω)e2πiω∆t j , (8)

where x j(ω) is frequency component ω of the Fourier transform
of the signal from antenna j and Na is the number of anten-
nas. The inverse Fourier transform gives the beamformed time
series signal. Due to beamforming any signal coming from the
direction of the air shower is amplified by a factor Na in ampli-
tude while uncorrelated noise is only amplified by a factor

√
Na.

Therefore, if no significant signal is detected in the beamformed
trace, the event very unlikely contains a cosmic-ray signal strong
enough to be detected at single dipole level by the rest of the
pipeline. Thus, the analysis of the data of that station is aborted.

To test this assumption, Fig. 12 shows the distribution of
the peak amplitude in the beamformed signal per station, distin-
guishing between events in which ultimately a cosmic-ray was
identified and those in which there was not. The peak amplitude
is normalized by the root mean square of the trace, as a proxy
for the noise contribution. From this it can be seen that the frac-
tion of events where a strong signal is observed in the beam-
formed trace is significantly higher for stations where eventu-
ally a cosmic-ray signal is detected. All events in the tail of the
non-detected distribution were visually inspected and identified
as broad-band RFI, with pulses differing significantly in shape
from those of cosmic rays and directions ultimately deviating
significantly from the direction as measured with the particle
detectors. This distribution shows that an initial filtering based
on a moderate signal-to-noise of beamformed pulses is a quick
and effective way to filter out those events that are potentially
interesting, as well as further narrowing the search window per
antenna reducing false positives for pulse detection.

3.3.3. Correction for the antenna response

The sensitivity of the LOFAR LBA is a complex function of both
frequency and direction. Correcting for this antenna pattern, i.e.
unfolding, requires an initial guess for the pulse direction and
in turn may influence the position of the pulse in time and thus

East, x

X

North, y

Y

Zenith, z

φ

θ
êθ

êφ

ên

Fig. 13. On-sky polarization coordinate frame (êθ, êφ, ên). Also depicted
is the (north, east, zenith) coordinate frame of the simulations, where the
unit vectors (êx, êy, êz) correspond to the x, y and z-axis, respectively.
Furthermore the dipole antennas X and Y are shown.

the direction by changing the phase at which each frequency ar-
rives. Therefore the correction has to be done in an iterative loop
as indicated in Fig. 5. Each iteration starts with an increasingly
accurate signal direction and proceeds by unfolding the antenna
pattern, pulse detection, and direction fitting. The loop is con-
cluded when the direction no longer significantly changes, which
usually happens in less than ∼5 iterations.

For the antenna pattern of the LBA a simulation is used,
which is made using the software WIPL-D (Kolundzija 2011)
and a customized software model of the electronics chain.

From the impedance and radiation pattern in a transmitting
situation the open circuit voltage is calculated as a function of
frequency and direction for an incoming plane wave with an
electric field strength of 1 V/m. The equivalent circuit of the an-
tenna in a receiving situation is a voltage source with an inter-
nal resistance equal to the antenna impedance. This is combined
with measured data of the amplifier directly behind the antenna.
The result of the model is the output voltage of the amplifier over
a 75 Ω resistor7.

Any wave coming from a direction ên can be seen as a lin-
ear superposition of monochromatic plane waves, polarized in
the êφ and êθ direction. Here φ and θ are the standard spherical
coordinate angles with the x and z axis respectively, e.g.

E(t) =
∑
ω

(
Eθ,ωêθ + Eφ,ωêφ

)
e−i(kn·x+ωt). (9)

This geometry can be seen in Fig. 13.
These terms are related to the output voltage of the amplifier

for each dipole, and for each frequency, via the Jones matrix J
(Jones 1941; Hamaker et al. 1996) of the antenna model(
VX
VY

)
=

(
JXθ JXφ
JYθ JYφ

) (
Eθ

Eφ

)
, (10)

where JXθ is the complex response of the antenna and amplifier
of the X-dipole to a wave purely polarized in the êθ direction.

Therefore, in order to both correct for the antenna response
and convert from output voltage to electric field strength in the
on-sky frame (see Sect. 3.4), each pair of Fourier components

7 Matched to the impedance of the coaxial cables connecting the an-
tenna to the station electronics cabinet.
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Fig. 14. Jones matrix components of the antenna model amplitudes (top)
and phases (bottom) for a dipole receiving a wave polarized in the êθ
direction (circles) and a wave polarized in the êφ direction (stars) for an
arrival direction of φ = 345◦, θ = 50◦. Also plotted, as the dotted line,
are the interpolated values.

from the signal in the two instrumental polarizations (X,Y) is
multiplied by the inverse Jones matrix, followed by an inverse
Fourier transform back to the time domain.

The components of the Jones matrix of the antenna model
are simulated on a grid with steps of 1 MHz in frequency, 5◦ in θ
and 10◦ in φ. In order to obtain the components at the fre-
quency and direction of observation, trilinear interpolation is
performed on the real and imaginary parts of the complex ta-
ble when needed. Examples of the response are depicted as a
function of frequency in Fig. 14 and as a function of direction in
Fig. 15.

3.3.4. Pulse detection

Estimating the direction of the incoming air shower, see
Sect. 3.3.5, can either be done using beamforming or through
pulse timing. Beamforming was found to be very sensitive to the
optimization algorithm used, essentially requiring a grid search
to avoid getting stuck in a local minimum. This is computa-
tionally very expensive, moreover it only provides relative time
differences between any two antennas rather than an absolute
time needed for extraction of relevant physical parameters (see
Sect. 3.4).

Fig. 15. An example Jones matrix component describing the dipole re-
sponse, at 60 MHz, |JX,θ | in the form of the output Voltage (∆V) as a
function of direction for an incoming wave that is purely linearly polar-
ized in the êθ direction.

In order to use pulse timing, individual pulses have to
be identified. This can be done by using the cross-correlation
method, where one looks for the maximum in the cross corre-
lation of the signals between all antennas. This however has the
same drawback as beamforming, as only relative timing is calcu-
lated. A method to retrieve the absolute pulse timing is through
the use of the Hilbert envelope, which is used in this pipeline. A
detailed comparison of the methods is given in Sect. 3.3.5.

A sensible definition of the pulse arrival time is the mea-
sured arrival time of the maximum of the electric field strength.
In practice, however, using directly max(|x(t)|2) is highly depen-
dent on the filter characteristics of the receiving system and the
sampling used. Therefore, the arrival time is defined as the po-
sition of the maximum in the amplitude envelope of the analytic
signal, also called the Hilbert envelope

A(t) =
√

x2(t) + x̂2(t) (11)

where x̂(t) is the Hilbert transform, or imaginary propagation, of
the signal x(t) defined by

F (x̂(t))(ω) = −i · sgn(ω) · F (x(t))(ω) (12)

where F denotes the Fourier transform.
In order to find the pulse maximum with subsample preci-

sion, the signal is first up-sampled by a factor 16, such that the
maximum search will not be the limiting factor in the timing res-
olution. Subsequently, a simple maximum search is performed
on the envelope. In addition, the signal-to-noise ratio is calcu-
lated where the signal is defined as the maximum and the noise
as the root mean square of the envelope. An example can be seen
in Fig. 16.

This maximum search is performed on each of the on-sky
polarizations Eθ(t) and Eφ(t) separately and any pulse with a
signal to noise greater than three is marked as a possible cosmic-
ray signal to be used for direction fitting. Because the pulse is
expected to be intrinsically stronger in one of the two polariza-
tions, depending on the angle between the shower axis and the
geomagnetic field, the polarization with the highest average sig-
nal to noise (over all antennas) is first identified and only its
maximum positions are used for the subsequent direction fit.
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Fig. 16. The solid light line shows the up-sampled signal. Overlaid is
the Hilbert envelope and the RMS noise in black dashes. A pulse is
accepted whenever the signal to noise ratio exceeds three.

3.3.5. Arrival direction fitting

As described above, every station is processed separately, mean-
ing that the data do not provide a large lever arm for direction fit-
ting. However, it also means that the actual shape of the shower
front is an insignificant factor in the direction fitting. For a mea-
surement with a single station, which has a maximum baseline
of 80 m, the shower front can be approximated by a plane wave.
Thus, to determine the arrival direction of the cosmic ray a pla-
nar wavefront is fit to the arrival times of the pulses.

This method assumes that essentially all antennas are on a
single plane, which certainly holds for all LOFAR stations as
the ground was flattened during construction. Given a vector of
arrival times t, and the vectors x and y for the coordinates of the
antennas, the best fitting solution for a plane wave:

ct = Ax + By + C, (13)

can be found using a standard least squares approach. From A
and B the Cartesian directions φ, θ can be extracted as:

A = sin(θ) sin(φ), (14)
B = sin(θ) cos(φ). (15)

The plane wave fit itself is done in several iterations. After a fit
is performed the residual delays are investigated and those an-
tennas that have residual delays larger than 3 times the standard
deviation on the residual delays, are removed from the set and
the data are refitted. The fit is terminated when there are less
than four antennas left in the set or if no further antennas need
to be removed. For this best direction all residual delays, includ-
ing those of removed antennas, are calculated again and used for
quality cuts later.

There are several quality criteria in the pipeline related to the
plane wave fit. If the fit fails, a station is not considered further.
In addition, a cut is made on the remaining average residual de-
lays with respect to the expectation of the best fit. This cut can be
derived from the distribution of all occurring plane wave resid-
ual delays, as shown in the top panel of Fig. 17. The first peak
with events of an average residual delay of less than 10 ns corre-
sponds to excellent events, in which a clear cosmic-ray pulse can
be identified in all antennas. The largest peak corresponds to all
those events in which random noise fluctuations are identified as
a pulse. This can be illustrated by a small Monte Carlo simula-
tion. A random sample is picked from the range of the search
window and its residual to the middle of the search window
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Fig. 17. Average residual delays derived from a plane-fit to data (top)
and from random samples in the search window with respect to a hor-
izontal shower front (bottom). The vertical line indicates the cut value
derived from the simulated distribution, which is applied to the data.

(corresponding to a vertical shower) is calculated. This results
in the distribution in the bottom panel of Fig. 17. The peak in
the distribution obtained from data and the Monte Carlo distri-
bution are centered around the same value and can therefore be
identified with each other. Second order effects, being the direc-
tions of the air showers and non-infinite sampling, can influence
the shape of the peak. The longer tail of the first peak (up to
about 50 ns) corresponds to events that have some antennas with
correctly identified pulses and varying numbers of outliers, i.e.
antennas where a random pulse is identified.

Therefore one can safely choose the value 90 ns as a first
cut for good cosmic-ray events. Further cuts for higher quality
events or stations can be applied in later analyses.

The plane wave fit results now also allow for a justification of
the choice of the Hilbert envelope as the method for pulse timing,
as opposed to cross correlation. Figure 18 shows the ratio of the
number of antennas in which a pulse has been identified by ei-
ther method with respect to the remaining residuals on a test-set
of randomly chosen events that contain a cosmic-ray signal. The
distribution clearly shows that the Hilbert envelope finds signif-
icantly more signals in the first bin, i.e. in the correct bin with
small residuals. In general, cross correlating is expected to be
better for pulses with lower signal-to-noise ratio. For pulses with
a high signal-to-noise, however, the Hilbert transform performs
more accurately. When using the Hilbert envelope, the position
of the maximum is only determined by the recorded individual
pulse, whereas the peak of the cross correlation is determined by
the degree to which two signals correlate. This degree of correla-
tion can be influenced by correlations in the noise (for instance
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Fig. 18. Difference in reconstruction between Hilbert Envelope and
Cross Correlation. The different quality of the reconstruction is illus-
trated by plotting the fraction of the numbers of antennas N, identified
by each method, with respect to the residual that was found in the plane
wave reconstruction. For values above one the Hilbert Envelope identi-
fied more antennas, which is the case for the desired correctly identified
signals, which can be found below 20 ns.

residual RFI) or lacking similarity of the pulse shape between
antennas, thereby making the cross-correlation less accurate for
timing of pulses with a high signal-to-noise ratio.

3.4. Coordinate transformation

After the antenna pattern unfolding cycle completes with a suc-
cessful direction fit for a given station, the electric field com-
ponents in on-sky polarizations Eθ(t), Eφ(t), and the shower ar-
rival direction n are known. However, to compare measured data
to air-shower simulations the three-dimensional electric field at
ground level

E(t) = Ex(t)êx + Ey(t)êy + Ez(t)êz (16)

is needed, where êx, êy and êz form the right handed coordinate
system pointing east, north and up, respectively. This geometry
can also be seen in Fig. 13.

Assuming the signal has no electric field component in the
propagation direction −ên, this follows from a simple rotation
(Ex, Ey, Ez)T = R · (Eθ, Eφ, 0)T , with the rotation matrix

R =

cos θ cos φ − sin φ sin θ cos φ
cos θ sin φ cos φ sin θ sin φ
− sin θ 0 cos θ

 . (17)

Note that this assumption is only an approximation, since the
signal is measured in the near field of the shower and the source
is moving. However, these are second order effects and the Eθ(t)
and Eφ(t) components are expected to dominate over the En(t)
component (Huege 2013). Moreover, since LOFAR uses a dual
polarization set-up it is not possible to extract the En(t) compo-
nent of a linearly polarized signal.

The pipeline concludes by storing pulse parameters for each
antenna in the projected directions.

3.5. Extracting pulse parameters

In addition to the shower arrival direction, obtained from pulse
timing, two more parameters are extracted: for each antenna the
peak amplitude and integrated power of the pulse are calculated.

Fig. 19. Footprint of an air shower measured with LOFAR. The signal
strength (peak amplitude of the radio signal) is encoded logarithmically
in the size of the marker and the color shows the time of arrival. The
pentagons represent the positions of the particle detectors, their size
is proportional to the number of recorded particles. The reconstructed
shower axis is indicated by the blue cross for the core position and the
line for the projected arrival direction.

Without multiplicative unit conversion factors, ignored for
current lack of absolute calibration, the integrated pulse power
is defined through the integration of the instantaneous Poynting
vector and the electric field strength as:

P =
∑

k

Pk ∝
∑

k

∫
∆t
|Ek(t)|2dt, (18)

where k = (x, y, z) are the polarization components of the electric
field and ∆t is taken as a symmetric window around the pulse
maximum.

This is calculated in discrete sampling xi as

Pk =
1
f

∑
signal

|xi|
2 −

Nsignal

Nnoise

∑
noise

|xi|
2

 , (19)

where f = 200 MHz is the sampling frequency and Nsignal
and Nnoise are the number of samples in the signal and
noise windows respectively. The noise window consists of the
full 327 680 ns block excluding the pulse window.

3.6. A measured air shower

The result of the reconstruction pipeline is a full three-
dimensional electric field vector per antenna position as a func-
tion of time. There are various ways in which this result can
be visualized. The shower footprint, Fig. 19, shows the signal
strength (peak amplitude of the radio signal) at the measured an-
tenna locations as well as the time of arrival. Here, one can see
that both the radio signal strength and the arrival times are con-
sistent with the air-shower direction and core position as deter-
mined by the scintillator array. Both effects are distinctive prop-
erties of radio emission from air showers and are not produced
by RFI.

Another common way to visualize the result is in the form
of the lateral distribution, shown in Fig. 20. Here the radio sig-
nal strength, in all three polarization components, is shown as a
function of projected distance to the shower axis. This projec-
tion retains the spatial distribution of the antennas (i.e. stations
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Fig. 20. Distribution of radio signals (peak amplitude in arbitrary units)
with respect to the distance from the shower axis as reconstructed from
the scintillator data. Shown are the three components of the recon-
structed electric field.

can be seen as groups), but azimuthal symmetry in the shower
plane is assumed. This rather complicated looking distribution
can be explained using detailed models of the radio emission,
which also include non-rotational symmetrical effects. Further
details of event by event characteristics will be reported in forth-
coming publications.

4. Properties of reconstructed air showers

In order to verify the data quality and the method of recon-
struction a short overview of the first data taken with LOFAR
is given. The data set used here (June 2011 until April 2013)
contains 3341 recorded triggers, of which 1597 pass the strict
quality cut for a good data reconstruction of the particle mea-
surement. Of all triggers, 405 events contain signals of cos-
mic rays as identified by the pipeline, with a threshold energy
of 5 × 1015 eV.

4.1. Triggers from the array of particle detectors

On the reconstruction of air showers from the particle data
quality cuts are applied. The reconstruction is considered reli-
able, when the reconstructed shower core is contained within
the array, the shower is not too horizontal (θ < 50◦) and the
reconstructed Molière radius8 falls in the range of 20−100 m.
After cuts, the lowest energy of a shower that triggered a read-
out of the LOFAR buffers is 1.8 × 1015 eV and the highest
is 1.9 × 1018 eV. The LORA scintillator array becomes fully ef-
ficient above 2 × 1016 eV.

All triggers sent by the scintillator array follow a nearly uni-
form distribution in azimuth and a sin(θ) cos(θ)-distribution in
zenith angle as it is expected from the geometry for a horizontal
array with flat detectors.

The number of events with a detectable radio signal increases
with the number of triggered particle detectors, as can be seen in
Fig. 21, where the fraction of triggered events, with and without
a detected radio signal, is plotted against the number of particle
detectors per event. The fraction is clearly increasing with the
number of triggered detectors, as shown by a fitted straight line.
According to this fit, at a threshold of 13 detectors about 10% of
the events contain a cosmic-ray signal.

8 Characteristic transverse size of an air shower.
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Fig. 21. Fraction of air showers with a detectable radio signal over the
number of air showers triggered with a scintillator signal is plotted
against the number of particle detectors above threshold in an event.
The red straight line is a fit to the data.
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Fig. 22. Angular difference between the shower axis reconstructed from
the particle data and the direction estimate from the radio signal. To
make the events comparable, the difference is scaled with the uncer-
tainty of the individual reconstruction σLORA.

4.2. Event rates and sensitivity

For a first estimate all reconstructed triggers are considered valid
events which show radio pulses coming from a direction that
agrees to 10◦ angular distance with the direction that was recon-
structed from the arrival times measured with the particle de-
tectors. This choice is based on the results shown in Fig. 22.
This figure shows the angular difference between the two recon-
structed axes for all events. A steep fall-off in number of events
with an increasing angular difference can be seen. Any event
that deviates more than 10σLORA certainly lies outside the cor-
rect distribution. The shower axis is on average reconstructed
with an uncertainty σLORA ∼ 1◦ from the data of the particle
detectors. Thus, a quality cut of 10◦ is chosen.

Figure 23 shows all 405 cosmic-ray events successfully de-
tected with the LBAs as distributed on the local sky. Visible is
a clear north-south asymmetry, where 276 events arrive from
the northern hemisphere. This corresponds to a probability p =
0.68 ± 0.02 for a detected event to arrive from the north. As the
magnetic field at LOFAR is parallel to the north-south axis this is
expected, if the main contribution to the signal is of geomagnetic
origin (Falcke et al. 2005; Ardouin et al. 2009).
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Fig. 23. Arrival directions of the cosmic-ray events detected with
LOFAR from June 2011 until April 2013. East is 0◦ and north corre-
sponds to 90◦. Also indicated (cross) is the direction of the magnetic
field at LOFAR.
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Fig. 24. Binned distribution of the azimuth angles of all events mea-
sured with the particle detectors (black squares) and those in coinci-
dence of particle detectors and radio antennas (red triangles). The best
fit of a straight line to the particle data is also shown. The fit has a
χ2/nd.o.f. = 0.9.

The effect is also illustrated in Fig. 24, which shows the frac-
tion of detected air showers as a function of azimuth angle for
the events with radio signal, as well as for all LORA triggers
sent. While the events registered with the LORA detectors are
uniformly distributed in azimuth, the radio events show a clear
deficit from the south. Due to the orientation of the LOFAR an-
tennas and thereby the reduced sensitivity for purely east-west
polarized signals, events arriving directly form the north are not
necessarily preferred, as their signal is expected to be mainly
polarized in the east-west direction (Huege 2013). The detection
efficiency as a function of direction follows from a deconvolu-
tion of the expected emission strength with the antenna pattern
and will not be discussed in detail here.

The energies of the air showers with a detectable ra-
dio signal are shown in Fig. 25. The depicted energy is the
one reconstructed from the corresponding particle data. This
reconstruction has an overall systematic uncertainty of 27% and
varying event by event uncertainties (Thoudam et al., in prep.).
One clearly sees that below ∼1017 eV the detection of air show-
ers through their radio signal is not fully efficient, as the strength
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Fig. 25. Distribution of the energies of the cosmic rays which had a
measurable radio signal in the LOFAR data. The depicted energy is
the one reconstructed from the corresponding particle data. The quality
cuts, as described in Sect. 4.1, are applied.

of the radio signal scales with the energy of the shower. Higher
energies in this distribution are constrained by the steeply falling
cosmic-ray energy spectrum and limited size of the detector ar-
ray, which leads to limited event statistics at the highest energies.
There are significant hints that showers of higher energies have
been measured with LOFAR (especially when including the sta-
tions outside the Superterp), but these events are not well enough
constrained by the data from the particle detectors in order to
have a reference energy of the necessary accuracy. After a cal-
ibration of the energy of the radio measurements, those events
will be used in a radio-stand-alone reconstruction.

5. Conclusions

At LOFAR cosmic-ray induced air showers are regularly mea-
sured with an array of particle detectors, LORA, and a large ar-
ray of radio antennas. The cosmic-ray pipeline is routinely find-
ing their distinctive radio signatures in the measurements and a
full three-dimensional electric field vector is reconstructed for
every antenna position.

A large dataset has been gathered with hundreds of identified
cosmic-ray events in data from the LBAs. With up to a thousand
antennas per events, these are the first highly detailed measure-
ment of the radio signal of air showers. These measurements will
be used for a detailed characterization of the shower shape and
will be the benchmark data for comparison with models of radio
emission in air showers.
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A large light-mass component of cosmic rays at 
1017–1017.5 electronvolts from radio observations
S. Buitink1,2, A. Corstanje2, H. Falcke2,3,4,5, J. R. Hörandel2,4, T. Huege6, A. Nelles2,7, J. P. Rachen2, L. Rossetto2, P. Schellart2,  
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Cosmic rays are the highest-energy particles found in nature. 
Measurements of the mass composition of cosmic rays with energies 
of 1017–1018 electronvolts are essential to understanding whether 
they have galactic or extragalactic sources. It has also been proposed 
that the astrophysical neutrino signal1 comes from accelerators 
capable of producing cosmic rays of these energies2. Cosmic 
rays initiate air showers—cascades of secondary particles in the 
atmosphere—and their masses can be inferred from measurements 
of the atmospheric depth of the shower maximum3 (Xmax; the depth 
of the air shower when it contains the most particles) or of the 
composition of shower particles reaching the ground4. Current 
measurements5 have either high uncertainty, or a low duty cycle 
and a high energy threshold. Radio detection of cosmic rays6–8 is 
a rapidly developing technique9 for determining Xmax (refs 10, 11) 
with a duty cycle of, in principle, nearly 100 per cent. The radiation 
is generated by the separation of relativistic electrons and positrons 
in the geomagnetic field and a negative charge excess in the shower 
front6,12. Here we report radio measurements of Xmax with a mean 
uncertainty of 16 grams per square centimetre for air showers 

initiated by cosmic rays with energies of 1017–1017.5 electronvolts. 
This high resolution in Xmax enables us to determine the mass 
spectrum of the cosmic rays: we find a mixed composition, with 
a light-mass fraction (protons and helium nuclei) of about 80 per 
cent. Unless, contrary to current expectations, the extragalactic 
component of cosmic rays contributes substantially to the total flux 
below 1017.5 electronvolts, our measurements indicate the existence 
of an additional galactic component, to account for the light  
composition that we measured in the 1017–1017.5 electronvolt range.

Observations were made with the Low Frequency Array (LOFAR13), 
a radio telescope consisting of thousands of crossed dipoles with 
built-in air-shower-detection capability14. LOFAR continuously 
records the radio signals from air showers, while simultaneously 
running astronomical observations. It comprises a scintillator array 
(LORA) that triggers the read-out of buffers, storing the full wave-
forms received by all antennas.

We selected air showers from the period June 2011 to January 2015 
with radio pulses detected in at least 192 antennas. The total uptime 
was about 150 days, limited by construction and commissioning of the 
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telescope. Showers that occurred within an hour of lightning activity 
or that have a polarization pattern that is indicative of influences from 
atmospheric electric fields are excluded from the sample15.

Radio intensity patterns from air showers are asymmetric, owing to 
the interference between geomagnetic and charge-excess radiation. 
These patterns are reproduced from first principles by summing the 
radio contributions of all electrons and positrons in the shower. We 
use the radio simulation code CoREAS16, a plug-in of CORSIKA17, 
which follows this approach.

It has been shown that Xmax, the atmospheric depth of the shower 
maximum, can be accurately reconstructed from densely sampled 
radio measurements18. (The atmospheric depth is the air density 
integrated over the path that the particle has travelled, starting at the 
top of the atmosphere.) We use a hybrid approach that involves simul-
taneously fitting the radio and particle data. The radio component is 
very sensitive to Xmax, whereas the particle component is used for the 
energy measurement.

The fit contains four free parameters: the shower core position (x, y), 
and scaling factors for the particle density (fp) and the radio power (fr). 
If fp deviates substantially from unity, then the reconstructed energy 
does not match the simulation and a new set of simulations is pro-
duced. This procedure is repeated until the energies agree within the 
chosen uncertainties. The ratio of fr and fp should be the same for all 
showers, and is used to derive the energy resolution of 32% (see Fig. 1).

The radio intensity fits have reduced χ2 values ranging from 0.9 to 
2.9. All features in the data are well reproduced by the simulation (see 
Extended Data Figs 1–5), which demonstrates that the radiation mech-
anism is well understood. The reduced χ2 values that exceed unity 
could indicate uncertainties in the antenna response or the atmos-
pheric properties that were not already accounted for, or limitations 
of the simulation software.

Radio detection becomes more efficient for higher-altitude show-
ers that have larger footprints (that is, larger areas on the ground in 
which the radio pulse can be detected). However, the particle trigger 
becomes less efficient because the number of particles reaching the 
ground decreases. To avoid a bias, we require that all the simulations 
produced for a shower satisfy a trigger criterion (see Methods). Above 
1017 eV, this requirement removes four showers from the sample. At 
lower energies, the number of showers excluded increases rapidly, and 
so we exclude all showers with energies less than 1017 eV from our 
analysis.

Furthermore, we evaluate the reconstructed core positions of all 
simulated showers. Showers with a mean reconstruction error greater 

than 5 m are rejected. This criterion does not introduce a composition 
bias because it is based on the sets of simulated showers, not on the 
data. The final event sample contains 118 showers.

The uncertainty in Xmax is determined independently for all show-
ers18, and has a mean value of 16 g cm−2 (see Extended Data Fig. 6). 
Figure 2 shows our measurements of the average Xmax, 〈Xmax〉, which 
are consistent with earlier experiments using different methods. The 
high resolution for Xmax per shower allows us to derive more informa-
tion about the composition of cosmic rays, by studying the shape of 
the Xmax distribution. For each shower, we calculate a mass-dependent 
parameter:

=
〈 〉−

〈 〉− 〈 〉
( )a

X X
X X

1
proton shower

proton iron

in which Xshower is the reconstructed Xmax, and 〈Xproton〉 and 〈Xiron〉 
are mean values of Xmax for proton and iron showers, respectively,  
predicted by the hadronic interaction code QGSJETII.0419.

The cumulative probability density function (CDF) for all showers 
is plotted in Fig. 3. First, we fit a two-component model of protons and 
iron nuclei (p and Fe), with the mixing ratio as the only free parameter.  
To calculate the corresponding CDFs we use a parameterization of the 
Xmax distribution fitted to simulations based on QGSJETII.04. The 
best fit is found for a proton fraction of 62%, but this fit describes  
the data poorly, with p = 1.1 × 10−6. (The test statistic for this fit is 
the maximum deviation between the data and the model CDFs, and p 
represents the probability of observing this deviation, or a larger one, 
assuming the fitted composition model; see Methods.)

A better fit is achieved with a four-component model of protons and 
helium, nitrogen and iron nuclei (p, He, N and Fe), yielding p = 0.17. 
Although the best fit is found for a helium fraction of 80%, the fit qual-
ity deteriorates slowly when replacing helium nuclei with protons. This 
is demonstrated in Fig. 4, in which p is plotted for four-component 
fits for which the fractions of helium nuclei and protons are fixed, and 
the ratio of nitrogen and iron nuclei is the only free parameter. The 
total fraction of light elements (p and He) is in the range [0.38, 0.98] 
at a 99% confidence level, with a best-fit value of 0.8. The heaviest 
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Figure 2 | Measurements of 〈Xmax〉. Mean depth of the shower maximum 
Xmax as a function of energy E for LOFAR, and for previous experiments 
that used different techniques26–29. Error bars indicate 1σ uncertainties. 
The systematic uncertainties are +
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 cm−2 on 〈Xmax〉 and 27% on E, as 
indicated by the shaded band. The Pierre Auger Observatory26 measures 
the fluorescent light emitted by atmospheric molecules excited by  
air-shower particles. HiRes/MIA27 used a combination of this fluorescence 
technique and muon detection. The Yakutsk28 and Tunka29 arrays use  
non-imaging Cherenkov detectors. The green (upper) lines indicate 〈Xmax〉 
for proton showers simulated using QGSJETII.04 (solid) and EPOS-LHC 
(dashed); the red (lower) lines are for showers initiated by iron nuclei.
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composition that is allowed within systematic uncertainties has a 
best-fit light-element fraction of 0.6 and a 99% confidence interval of 
[0.18, 0.82]. For information about the systematic uncertainties and 
the statistical analysis, see Methods.

The abundances of individual elements depend on the hadronic 
interaction model. The Xmax values predicted by EPOS-LHC20 are, on 
average, 15–20 g cm−2 higher than those predicted by QGSJETII.04 
(see Fig. 2). This coincides with the separation in 〈Xmax〉 between, for 
example, protons and deuterium or between helium and beryllium. 
Therefore, we present our result as a total fraction of light elements, to 
avoid placing too much emphasis on individual elements.

Recent results from the Pierre Auger Observatory3 indicate that 
the composition of cosmic rays at 1018 eV, just below the ‘ankle’  
(a hardening of the all-particle cosmic-ray spectrum), can be fitted 
with a mixture of protons and either helium (QGSJET.II04) or nitrogen  
(EPOS-LHC). As the energy decreases, the proton fraction of the  
cosmic-ray composition decreases while the helium (or nitrogen) 
fraction increases, down to the threshold energy of 7 × 1017 eV. An 
extrapolation of this trend to our mean energy of 3 × 1017 eV connects 
smoothly to our best-fitting solution in which helium dominates.

An ‘ankle’-like feature in the cosmic-ray energy spectrum at 1017.1 eV 
has been measured4 at the KASCADE-Grande experiment, at which 
the spectral index for light elements changes to γ = −2.79 ± 0.08. 
However, the light particle (p and He) fraction is found to be less than 
30% at 3 × 1017 eV (on the basis of figure 4 in ref. 4), which is consid-
erably lower than our value. In contrast to LOFAR, the composition 
measurements presented in ref. 4 are based on the muon/electron 
ratio. A muon excess compared to all commonly used hadronic inter-
action models was reported21. Inaccurate predictions of muon produc-
tion, or 〈Xmax〉, could be the cause of the discrepancy in the fraction of 
light particles predicted by LOFAR and KASCADE-Grande.

If the ‘knee’ in the all-particle cosmic-ray spectrum (a steepening 
near 3 × 1015 eV) corresponds to the proton or helium cut-off of the 
main galactic cosmic-ray population, then the corresponding iron 
cut-off would lie at an energy of at most 26 times larger. If the main 

population of galactic cosmic-ray sources still dominates at 1017 eV, 
then the mass composition of the cosmic rays should be dominated by 
heavy elements at that energy. Therefore, the large component of light 
elements observed with LOFAR must have another origin.

In principle, it is possible that we observe an extragalactic compo-
nent. In that case, the ‘ankle’ in the cosmic-ray spectrum, at energies 
slightly greater than 1018 eV, does not indicate the transition from 
galactic to extragalactic origin. Instead, it can be explained as the 
imprint of pair production on the cosmic microwave background on 
an extragalactic proton spectrum22. However, because this feature only 
appears for a proton-dominated flux it is contrary to our data that 
indicate a mixture of light elements.

A second galactic component, dominating around 1017 eV, could be 
produced by a class of extremely energetic sources (galactic exatrons), 
such as the explosions of Wolf Rayet stars into their stellar winds23 or 
past galactic gamma-ray bursts24. Alternatively, the original galactic 
population could be reaccelerated by the galactic-wind-termination 
shock25. Such scenarios predict mixtures of light elements, consistent 
with our results.

Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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around a = 1 (yellow dash-dotted line). A two-component model (p and Fe;  
green dashed line) yields the best fit for a proton fraction of 62%, but does 
not describe the data well (p = 1.1 × 10−6). A four-component model  
(p, He, N and Fe; red dashed line) gives the best fit with 0% protons, 79% 
helium, 19% nitrogen and 2% iron, with p = 0.17. The uncertainty on these 
values is presented in Fig. 4.
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Figure 4 | p-value distribution for the four-component model. The 
four-component model is explored further by fixing the proton and 
helium fractions at all possible combinations, and solving for the nitrogen/
iron ratio. The p value (see Fig. 3) is plotted as a function of the proton 
and helium fractions. The optimal fit (largest p value) is found for 0% 
protons and 79% helium (p = 0.17), but the deviation deteriorates slowly 
when replacing helium with protons. The black contour line bounds 
all combinations for which p > 0.01. At this significance level, the total 
fraction of light elements (p and He) lies between 0.38 and 0.98.
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METHODS
Event selection. Cosmic ray detection at LOFAR runs continuously in the back-
ground during astronomical observations. When 16 out of the 20 scintillator sta-
tions of the LORA particle array detect a signal, a ‘trigger’ is issued and the ring 
buffers of all active antennas within about a 1-km radius are stored for offline 
analysis14. Which antennas are active depends on the settings of the astronomical 
observation. For this analysis, we selected showers that were measured with at least 
four antenna stations (corresponding to at least 192 antennas) in the low band 
(30–80 MHz after filtering).

The trigger and selection criteria introduce a composition bias. This bias is 
removed by excluding certain showers on the basis of dedicated sets of simulations 
that are produced for each observed shower. Each of these sets contains 50 proton 
and 25 iron showers that span the whole range of possible shower depths. A shower 
is only accepted if all simulations in its set satisfy the trigger and selection criteria. 
This anti-bias exclusion removes many showers below 1017 eV, but only four above 
that energy. Consequently, we restrict our analysis to the higher-energy showers, 
imposing a minimum bound on the reconstructed shower energy of Ereco = 1017 eV.

Imposing this energy bound introduces another potential source of composi-
tional bias, because the reconstructed energy might depend on the depth of the 
shower. However, in our reconstruction approach, this effect is very small because 
energy and Xmax are fitted simultaneously. Extended Data Fig. 7 shows distributions 
of the ratio between true and reconstructed energy for proton and iron simulations. 
The systematic offset between the two particle types is of the order of 1%.

We used data from the Royal Netherlands Meteorological Institute to check 
for lightning-storm conditions during our observations. When lightning strikes 
were detected in the north of the Netherlands within an hour from a detection, 
the event is flagged and excluded from the analysis. The presence of electric fields 
in the clouds can severely alter the radio emission even in the absence of lightning 
discharges30. The polarization angle of the radio pulse is very sensitive to the nature 
of the emission mechanism15,31 and is used as an additional veto against strong 
field conditions.

Finally, a quality criterion is imposed on the sample so that only showers that 
have a core position and arrival direction that allows accurate reconstruction are 
included. We use the dedicated sets of simulations produced for each shower to 
derive uncertainties on core position, energy and Xmax. These three values are 
highly correlated, so a single criterion based on the core uncertainty of σcore < 5 m 
is sufficient.

The quality criterion is based on the dedicated sets of simulations. These sets 
are produced for a specific combination of core position and arrival direction. 
Therefore, the quality criterion is effectively a criterion on position and direction, 
and does not introduce a composition bias.

There is no criterion on the quality of the reconstruction of the actual data. By 
applying the criteria described above we obtain a sample of 118 showers that are 
fitted to the simulation yielding reduced χ2 values in the range 0.9–2.9. Deviations 
from unity can be ascribed to uncertainties in antenna response, atmospheric prop-
erties such as the index of refraction, or limitations of the simulation software.
Reconstruction. The energy and Xmax of the shower are reconstructed with the 
technique described in ref. 18.
Statistical uncertainty. The statistical uncertainty on the power measurements of 
individual antennas includes three contributions. First, there is contribution from 
the background noise, which is a combination of system noise and the galactic 
background. Second, there is a contribution from uncertainties in the antenna 
response model. There can be differences between the responses of antennas, 
either because of antenna properties (for example, cross-talk between nearby 
antennas) or because of signal properties (for example, polarization). Because 
these fluctuations are different for each shower core position and arrival direction, 
they are essentially random and so are included as a 10% statistical uncertainty 
on the power. Third, there is a contribution due to the error introduced by inter-
polating the simulated pulse power. Strictly speaking this is not a measurement 
uncertainty, but it must be taken into account when fitting the data to simulation. 
The interpolation error is of the order of 2.5% of the maximum power18. The three 
contributions are added in quadrature and produce the 1σ error bars shown in 
Extended Data Figs 1–5.

The statistical uncertainty on Xmax is given by the quadratic sum of the uncer-
tainties due to the reconstruction technique and the atmospheric correction. The 
former is found by applying our analysis to simulated events with added Gaussian 
noise, where the noise level is determined from the data.

In the CORSIKA simulations, the standard US atmosphere model was used. The 
reconstructed shower depth is corrected for variations in the atmosphere using 
data from the Global Data Assimilation System (GDAS) of the NOAA National 
Climatic Data Center. We follow a previously developed procedure32, which typi-
cally leads to adjustments of the order of 5–20 g cm−2. The remaining uncertainty 
after correction is of the order of 1 g cm−2.

The refractive index of air is a function of temperature, air pressure and relative 
humidity. Using local weather information, the final data were split in two groups 
of equal size, corresponding to conditions with relatively high or low refractive 
index. The mean reconstructed Xmax of these two subsets deviate from that of the 
total sample by ±5 g cm−2; we adopt this value as an additional statistical uncer-
tainty. Because the refractivity used in simulation corresponds to dry air, there is 
also an associated systematic error (see below).

The total statistical uncertainty on Xmax is found by adding the above factors in 
quadrature. A distribution of the uncertainty for the showers in our final sample 
is shown in Extended Data Fig. 6.

The energy resolution is 32% and is found by comparing energy scaling factors 
of the radio power and particle density fit (see Fig. 1).
Systematic effects. The data have been subjected to several tests (outlined below) 
to determine the systematic uncertainty on the reconstructed values for Xmax.
Zenith-angle dependence. The final data are split into two groups of equal size by 
selecting showers with a zenith angle below or above 32°. For both groups, the 
mean reconstructed Xmax is calculated, yielding deviations from the mean value 
of the complete sample of ±8 g cm−2. This spread is larger than is expected from 
random fluctuations alone and is included as a systematic uncertainty. The depend-
ence on zenith angle may be related to atmospheric uncertainties (see below).
Refractive index of air. As explained above, the refractive index changes because 
of differences in atmospheric conditions. Fluctuations in Xmax due to changing 
humidity are of the order of 5 g cm−2 with respect to the mean. However, the refrac-
tive index that was used in the radio simulations corresponds to dry air, and is a 
lower bound on the actual value. Therefore, the real value of Xmax can be higher 
than the reconstructed value, but not lower; we adopt an asymmetric systematic 
uncertainty of +10 g cm−2.
Hadronic interaction model. Because the reconstruction technique is based on full 
Monte Carlo simulations, it is sensitive to the choice of hadronic interaction model 
that is used. A comparison between QGSJETII.04, SYBILL 2.1 and EPOS-LHC, 
revealed that the uncertainty due to model dependence is about 5 g cm−2. The 
uncertainty on the composition due to different models (in other words, on how 
to interpret the measured Xmax values) is larger.
Radiation code. For this analysis we used the radiation code CoREAS, in which the 
contributions of all individual charges to radiation field are added together. The 
advantage of this microscopic approach is that it is completely model-independent 
and based on first principles. ZHAireS33 is another microscopic code, which gives 
very similar results34. To calculate the emission, CoREAS uses the end-point for-
malism35, whereas ZHAireS is based on the ZHS algorithm36. Both formalisms are 
derived directly from Maxwell’s equations and have been shown to be equivalent37. 
The other difference between CoREAS and ZHAires is that they take the particle 
distribution from different air-shower propagation codes (CORSIKA and AIRES, 
respectively) that internally use different hadronic interaction models. Because 
the radiation formalisms themselves are equivalent, small differences between 
CoREAS and ZHAireS are probably due to differences in the hadronic interaction 
models used to simulate the particle interactions. Therefore, the choice of radiation 
code does not introduce additional systematic uncertainty on top of the uncertainty 
due to hadronic interaction models that is already included. A comparison study 
with LOFAR data did not show any evidence for a systematic offset between the 
codes (S.B. et al., in preparation).

The remaining small dependence of Xmax on zenith angle is possibly related to 
the refractive index. Showers with different inclination angles have their shower 
maximum at different altitudes and, therefore, different local air pressures and 
refractive indices. Consequently, increasing the refractive index used in simulations 
will result in a zenith-dependent change in reconstructed Xmax. This could poten-
tially remove the observed dependence of the composition on zenith angle. 
Correctly taking into account a complete atmospheric model for the profile of the 
refractivity of air is subject of further study. Here, we treat the effect conservatively 
by linearly adding the first two contributions to the uncertainty. The other two 
contributions are independent and are added in quadrature, yielding a total  
systematic uncertainty of +

−
−gcm14

10
2.

The systematic uncertainty in the energy reconstruction with the LORA particle 
detector array is 27%, which includes effects due to detector calibration, hadronic 
interaction models and the assumed slope of the primary cosmic-ray spectrum in 
the CORSIKA simulations38,39.
Statistical analysis. For each observed shower, we calculate a using equation (1):

=
〈 〉−
〈 〉− 〈 〉

a
X X
X X

proton shower

proton iron

in which Xshower is the reconstructed Xmax, and 〈Xproton〉 and 〈Xiron〉 are mean values 
predicted by QGSJETII.0419. Therefore, a is an energy-independent parameter that 
is mass sensitive. A pure proton composition results in a wide distribution of a 
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centred around zero, whereas a pure iron composition would results in a narrower 
distribution centred around one.

From the measurements we construct a cumulative distribution function (CDF) 
using the following Monte Carlo approach. A realization of the data is made by 
taking the measured values for the energy and Xmax, adding random fluctuations 
based on the statistical uncertainty of these parameters, and calculating a and the 
corresponding CDF. By constructing a large number of realizations with different 
random fluctuations, we calculate the mean CDF and the region that contains 
99% of all realizations. These are indicated in Fig. 3 as the solid blue line and the 
shaded region, respectively.

We fit theoretical CDFs on the basis of compositions with two or four mass 
components to the data. The test statistic in the fit is the maximum deviation 
between the data and the model CDFs. The p value represents the probability of 
observing this deviation, or a larger one, assuming the fitted composition model.

We first use a two-component model of proton and iron nuclei, in which the 
mixing ratio is the only free parameter. The best fit is found for a proton fraction 
of 62%, but it describes the data poorly, with p value of 1.1 × 10−6.

A better fit is achieved with a four-component model (p, He, N and Fe), yielding 
p = 0.17. Although the best fit is found for a helium fraction of 80%, the fit quality 
deteriorates slowly when replacing helium by protons. This is demonstrated in Fig. 4,  
in which p is plotted for four-component fits with the fractions of helium and 
proton fixed, and the ratio between nitrogen and iron is the only free parameter. 
The solid line in Fig. 4 bounds the parameter space in which p > 0.01. We construct 
a 99% confidence interval on the total fraction of light elements (p and He) by 
finding the two extreme values of this fraction that lie within the p > 0.01 region.

The total fraction of light elements (p and He) is in the range [0.38, 0.98] at the 
99% confidence level, with a best fit value of 0.8. The heaviest composition that is 
allowed within systematic uncertainties (see above) has a best-fit p + He fraction 
of 0.6 and a 99% confidence interval of [0.18, 0.82].

Code availability. Data analysis was done with PyCRTools. PyCRTools is free 
software, available from http://usg.lofar.org/svn/code/trunk/src/PyCRTools, 
which can be redistributed and/or modified under the terms of the GNU General 
Public License as published by the Free Software Foundation, either version 3 of 
the License or any later version.
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Extended Data Figure 1 | Fitted lateral distributions. Lateral distribution 
of radio-pulse power for all 118 measured showers (red circles) and 
the corresponding best-fitting CoREAS simulation (blue squares). The 
distance to the shower axis is the distance between the antenna and the 

axis of the air shower. Therefore, a value of 0 corresponds to an antenna 
that is located at the position where the shower axis reaches the ground. 
The ID numbers are unique values that are used to label the detected  
air showers. a.u., arbitrary units.
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Extended Data Figure 2 | Fitted lateral distributions. Continuation of Extended Data Fig. 1.
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Extended Data Figure 3 | Fitted lateral distributions. Continuation of Extended Data Fig. 2.
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Extended Data Figure 4 | Fitted lateral distributions. Continuation of Extended Data Fig. 3.
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Extended Data Figure 5 | Fitted lateral distributions. Continuation of Extended Data Fig. 4.
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Extended Data Figure 6 | Distribution of uncertainty on Xmax. The 
distribution of the uncertainty on Xmax for all showers used in this analysis. 
The mean value is 16 g cm−2.
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Extended Data Figure 7 | Energy reconstruction. Distributions of the 
ratio between true (Etrue) and reconstructed (Ereco) energy for proton (blue 
solid line) and iron (red dashed line) showers. The two types of showers 
have a systematic offset of the order of 1%.
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P. B. Price,7 G. T. Przybylski,8 L. Rädel,1 K. Rawlins,3 P. Redl,16 E. Resconi,30 W. Rhode,19 M. Ribordy,24 M. Richman,16

B. Riedel,27 J. P. Rodrigues,27 F. Rothmaier,28 C. Rott,17 T. Ruhe,19 B. Ruzybayev,31 D. Ryckbosch,22 S.M. Saba,10

T. Salameh,38 H.-G. Sander,28 M. Santander,27 S. Sarkar,32 K. Schatto,28 M. Scheel,1 F. Scheriau,19 T. Schmidt,16
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Gamma-ray induced air showers are notable for their lack of muons, compared to hadronic showers.

Hence, air shower arrays with large underground muon detectors can select a sample greatly enriched in

photon showers by rejecting showers containing muons. IceCube is sensitive to muons with energies

above �500 GeV at the surface, which provides an efficient veto system for hadronic air showers with

energies above 1 PeV. One year of data from the 40-string IceCube configuration was used to perform a

search for point sources and a Galactic diffuse signal. No sources were found, resulting in a 90% C.L.

upper limit on the ratio of gamma rays to cosmic rays of 1:2� 10�3 for the flux coming from the Galactic

plane region (� 80� & l & �30�; �10� & b & 5�) in the energy range 1.2–6.0 PeV. In the same energy

range, point source fluxes with E�2 spectra have been excluded at a level of ðE=TeVÞ2d�=dE�
10�12–10�11 cm�2 s�1 TeV�1 depending on source declination. The complete IceCube detector will

have a better sensitivity (due to the larger detector size), improved reconstruction, and vetoing techniques.

Preliminary data from the nearly final IceCube detector configuration have been used to estimate the 5-yr

sensitivity of the full detector. It is found to be more than an order of magnitude better, allowing the search

for PeV extensions of known TeV gamma-ray emitters.

DOI: 10.1103/PhysRevD.87.062002 PACS numbers: 95.55.Vj, 95.55.Ka, 95.85.Pw, 96.50.sd

*Also at Physics Department, South Dakota School of Mines and Technology, Rapid City, SD 57701, USA.
†Also at KVI, University of Groningen, Zernikelaan 25, 9747 AA Groningen, The Netherlands.

Corresponding author.
s.j.buitink@rug.nl

‡Also at Los Alamos National Laboratory, Los Alamos, NM 87545, USA.
§Also at Sezione INFN, Dipartimento di Fisica, I-70126, Bari, Italy.
{Also at NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA.

M.G. AARTSEN et al. PHYSICAL REVIEW D 87, 062002 (2013)

062002-2

http://dx.doi.org/10.1103/PhysRevD.87.062002


I. INTRODUCTION

Gamma rays are an important tool for studying the
cosmos; unlike cosmic rays (CRs), they point back to their
sources and can identify remote acceleration regions. Air
Cherenkov telescopes have identified numerous sources of
high-energy (E> 1 TeV) gamma rays (see, e.g., Ref. [1]):
within our galaxy, gamma rays have been observed coming
from supernova remnants, pulsar wind nebulae (PWNe),
binary systems, and the Galactic center. Extragalactic
sources include starburst galaxies and active Galactic mu-
clei. Surface air-shower arrays like Milagro have per-
formed all-sky searches for TeV gamma rays. Although
these detectors are less sensitive to point sources than Air
Cherenkov telescopes, they have identified several
Galactic pointlike and extended sources [2]. Interactions
of CRs with interstellar matter and radiation in the Galaxy
produce a diffuse flux. Hadrons interacting with matter
produce neutral pions, which decay into gamma rays,
while CR electrons produce gamma rays via inverse
Compton scattering on the radiation field. Milagro has
measured this diffuse Galactic flux in the TeVenergy range
with a median energy of 15 TeV and reported an excess in
the Cygnus region, which might originate from CRs from
local sources interacting with interstellar dust clouds [3].
IceCube’s predecessor AMANDA-II has also looked for
TeV photons from a giant flare from SGR 1806-20, using
100 GeV muons. AMANDA’s large muon collection area
compensated for the small cross section for photons to
produce muons [4].

At higher energies, extragalactic sources are unlikely to
be visible because more energetic photons are predicted to
interact with cosmic microwave background radiation and
with infrared starlight from early galaxies, producing eþe�
pairs [5]. At 1 PeV, for example, photon propagation is
limited to a range of about 10 kpc. It is unknown whether
Galactic accelerators exist that can produce gamma rays of
such high energy, but an expected flux results from inter-
action of (extragalactic) CRs with the interstellar medium
and dense molecular clouds.

To date, the best statistics on photons with energies
in the range from �300 TeV to several PeVs come from
the Chicago Air Shower Array-Michigan Muon Array
(CASA-MIA), built at the Dugway Proving Ground in
Utah. CASA consisted of 1089 scintillation detectors
placed on a square array with 15 m spacing. MIA consisted
of 1024 scintillation counters buried under about 3 m of
earth, covering an area of 2500 m2. It served as a muon
veto, with a threshold of about 0.8 GeV.

CASA-MIA set a limit on the fraction of photons in the
cosmic-ray flux of 10�4 at energies above 600 TeV [6]. The
experiment also sets a limit of 2:4� 10�5 on the fraction
of photons in the CR flux coming from within 5� of
the galactic disk [7] at 310 TeV. This is near the theoretical
expectation due to cosmic-ray interactions with the
interstellar medium. For a northern hemisphere site like

CASA-MIA, Ref. [8] predicts a gamma-ray fraction of
2� 10�5 for the average gas column density.
In this work, we present a new approach for detecting

astrophysical PeV gamma rays, based on data of the sur-
face component, IceTop, and the in-ice array of IceCube.
IceTop measures the electromagnetic component of air
showers, while the in-ice array is sensitive to muons that
penetrate the ice with energies above 500 GeV. While most
CR showers above 1 PeV contain many muons above this
threshold, only a small fraction of PeV gamma-ray showers
carry muons that are energetic enough to reach the in-ice
array. Therefore, gamma-ray candidates are selected
among muon-poor air showers detected with IceTop and
in which the axis is reconstructed as passing through the in-
ice array.
This approach of selecting muon-poor showers as

gamma-ray candidates is fundamentally different from
the earlier AMANDA-II gamma-ray search described
above, which was only sensitive to gamma-ray showers
that do contain high energy muons (>100 GeV).
We present a limit on the gamma-ray flux coming from

the Galactic plane, based on one year of data with half of
the IceCube strings and surface stations installed. We also
discuss the sensitivity of the completed detector.

II. THE ICECUBE DETECTOR

IceCube (see Fig. 1) is a particle detector located at the
geographic South Pole. The in-ice portion consists of 86
strings that reach 2450 m deep into the ice. Most of the
strings are arranged in a hexagonal grid, separated by
�125 m. Each of these strings holds 60 digital optical
modules (DOMs) separated by �17 m covering the range
from 1450 to 2450 m depth. Eight strings form a denser
instrumented area called DeepCore. The DOMs detect
Cherenkov light produced by downward-going muons in
cosmic-ray air showers and from charged particles pro-
duced in neutrino interactions. The data used in this analy-
sis was collected in 2008/2009, when the 40 strings shown
in Fig. 2 were operational.
Each DOM is a complete detector system, comprising a

25 cm diameter Hamamatsu R7081-02 phototube [9], shap-
ing and digitizing electronics [10], calibration hardware,
plus control electronics and power supply. Most of the
buried photomultiplier tubes (PMTs) are run at a gain of
107. Digitization is initiated by a discriminator, with a
threshold set to 0.25 times the typical peak amplitude of a
single photoelectron waveform. Each DOM contains two
separate digitizing systems; the analog transient waveform
digitizer records 400 ns of data at 300 megasamples=s, with
a 14 bit dynamic range (divided among three parallel chan-
nels), while the fast analog-to-digital converter (fADC)
records 6:4 �s of data at 40 megasamples=s, with 10 bits
of dynamic range. A system transmits timing signals be-
tween the surface and each DOM, providing timing calibra-
tions across the entire array of about 2 ns [11,12].
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The IceTop surface array [13] is located on the surface
directly above the in-ice detectors. It consists of 81 sta-
tions, each consisting of two ice-filled tanks, about 5 m
apart. For the 2008 data used here, 40 stations were opera-
tional [IceCube data with a configuration of 40 strings and
40 surface stations (IC40); see Fig. 2]. Each tank is 1.8 m in
diameter, filled with ice to a depth of about 90 cm. The
tanks are initially filled with water, and the freezing of the
water is controlled to minimize air bubbles and preserve
the optical clarity of the ice. Each tank is instrumented
with two DOMs: a high-gain DOM run at a PMT gain
of 5� 106, and a low-gain DOM, with a PMT gain of
5� 105. The two different gains were chosen to maximize
dynamic range; the system is quite linear over a range from
1 to 105 photoelectrons. A station is considered hit when a
low-gain DOM in one tank fires in coincidence with a high-
gain DOM in the other; the thresholds are set to about
20 photoelectrons.
When an in-ice DOM is triggered, it sends a local

coincidence (LC) message to its nearest two neighbors
above and nearest two neighbors below. If the DOM also
receives an LC message from one of its neighbors within
1 �, it is in hard local coincidence (HLC). In that case, the
full waveform information of both the analog transient
waveform digitizer and fADC chip is stored. For IC40
and earlier configurations, isolated or soft local coinci-
dence (SLC) hits were discarded. In newer configurations,
the SLC hits are stored, albeit with limited information.
Keeping the full waveforms would require too much band-
width, since the rate of isolated hits per DOM due to noise
is �500 Hz. Instead, only the three fADC bins with the
highest values and their hit times are stored.
In Sec. IV, we present a gamma-ray analysis of the IC40

data set. In Sec. VI we study the expected sensitivity of the
full IceCube detector and discuss how the inclusion of SLC
hits increases the background rejection.

III. DETECTION PRINCIPLE

We create a sample of gamma-ray candidates by select-
ing air showers that have been successfully reconstructed
by IceTop and have a shower axis that passes through the
IceCube instrumented volume. The geometry limits this
sample to showers having a maximum zenith angle of
�30�. Since IceCube is located at the geographic South
Pole, the field of view (FOV) is roughly constrained to the
declination range of �60� to �90�, as shown in Fig. 3.
This FOV includes the Magellanic clouds and part of the
Galactic plane. Gamma rays at PeV energies are strongly
attenuated over extragalactic distances, thus limiting the
observable sources to those localized in our galaxy. At
distances of �50 kpc and �60 kpc, the PeV gamma-ray
flux from the large and small Magellanic cloud is sup-
pressed by several orders of magnitude.
The contours in the background of Fig. 3 are the inte-

grated neutral atomic hydrogen (HI) column densities
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FIG. 2 (color online). Map of the locations of all 86 strings of
the completed IceCube detector. The blue dots represent the
40-string configuration that is used for this analysis. At the
surface level, each of these 40 strings is complemented by an
IceTop station consisting of two tanks. The large (red) circles
indicate the ‘‘inner strings’’ of the IceCube40 configuration.

FIG. 1 (color online). IceCube consists of a �km2 surface
air-shower array and 86 strings holding 60 optical modules
each, filling a physical volume of km3. The region in the center
of the buried detector is more densely instrumented. See text for
details.

M.G. AARTSEN et al. PHYSICAL REVIEW D 87, 062002 (2013)

062002-4



under the assumption of optical transparency based on data
from the Leiden-Argentine-Bonn survey [14]. These den-
sities are not incorporated into the analysis and are only
plotted to indicate the Galactic plane. We do expect, how-
ever, that gamma-ray sources are correlated with the HI
column density. First, Galactic CR accelerators are more
abundant in the high-density regions of the Galaxy.
Secondly, the gamma-ray flux of (extra)galactic CRs inter-
acting with the interstellar medium naturally correlates
with the column density. However, it has to be noticed
that this correlation is not linear, because of the attenuation
of gamma rays over a 10-kpc distance scale. Furthermore,
the column densities do not include molecular hydrogen,
which can also act as a target for CRs.

The gamma-ray candidate events are searched for in a
background of CR showers that have exceptionally few
muons or are directionally misreconstructed. In the latter
case, the muon bundle reaches kilometers deep into the ice
but misses the instrumented volume. This background is
hard to predict with Monte Carlo (MC) simulations.
Cosmic-ray showers at PeV energies and with a low num-
ber of energetic muons are rare. For example, at 1 PeV, less
than 0.2% of the simulated showers contain no muons with
an energy above 500 GeV (see Fig. 4), approximately what
is needed to reach the detector in the deep ice when
traveling vertically. Determining how many hadronic
showers produce a signal in a buried DOM would require
an enormous amount of MC data to reach sufficient statis-
tics, plus very strong control of the systematic uncertainties
due to muon production, propagation of muons and
Cherenkov photons through the ice, and the absolute de-
tector efficiencies. It would also have to be able to accu-
rately predict the errors in air-shower reconstruction
parameters. For example, this analysis is very sensitive to
the tails of the distribution of the error on the angular

reconstruction of IceTop. Even MC sets that are large
enough to populate these tails are not expected to properly
describe them.
To avoid these issues, we determine the background

directly from data. As a result, we are not able to measure
a possible isotropic contribution to the gamma-ray flux
because these gamma rays would be regarded as back-
ground. Instead, we search for localized excesses in the
gamma-ray flux.
We search for a correlation of the arrival directions of

the candidate events with the Galactic plane and scan for
point sources. The acceptance of IceTop-40 is a complex
function of azimuth and zenith due to its elongated shape
and the requirement that the axis of the detected shower
passes through IC40 (with the same elongated shape).
However, since the arrival time is random (there are no
systematic gaps in detector uptime with respect to sidereal
time), the reconstructed right ascension (RA) of an iso-
tropic flux of CR showers is uniform. The correct declina-
tion distribution of the background is very sensitive to the
number of background showers introduced by errors in the
IceTop angular reconstruction of the air shower as a func-
tion of the zenith angle and is taken to be unknown.
However, the flat distribution of background over RA is
enough to allow for a search for gamma-ray sources.
Recently, IceCube found an anisotropy in the arrival

direction of CRs on the southern hemisphere [15]. These
deviations with RA have been established for samples of
CRs with median energies of 20 and 400 TeV. The two
energy ranges show a very different shape of the anisot-
ropy, but the level of the fractional variations in flux is at a
part-per-thousand level for both [16]. An anisotropy with
comparable magnitude in the PeV energy range is too
small to affect this analysis (the IC40 final sample contains
268 events).
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FIG. 4 (color online). Distribution of the number of muons
with E> 500 GeV at 3 km altitude in samples of simulated
showers of 0.6 PeV (red, dashed), 1 PeV (black, solid), and
2 PeV (blue, dotted). Each of the samples consists of 10,000
showers simulated with CORSIKA (using QGSJETII) with
zenith angle <30�. The 1-PeV sample contains only 17 showers
that contain no muons with energy above 500 GeV.
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FIG. 3 (color online). Contours of HI column densities [14] in
Galactic coordinates (flat projection). The blue circle indicates the
gamma-ray FOV for IceCube in the present IC40 analysis. The red
rectangles indicate the regions for which CASA-MIA [6] has set
an upper limit on the Galactic diffuse photon flux in the 100 TeV–
1 PeV energy range. IceCube’s FOV is smaller but covers a
different part of the Galactic plane, close to the Galactic center.
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IV. IC40 ANALYSIS

A. Event selection

IC40 has taken data between April 5, 2008, and May 20,
2009, IC40, using several trigger conditions based on
different signal topologies. This analysis uses the eight-
station surface trigger, which requires a signal above
threshold in both tanks of at least eight IceTop stations.
An additional signal in IceCube is not required for this
trigger, but all HLC hits in the deep detector within a time
window of 10 � before and after the surface trigger are
recorded.

The air-shower parameters are reconstructed from the
IceTop hits with a series of likelihood-maximization meth-
ods. The core position is found by fitting the lateral distri-
bution of the signal, using

SðrÞ ¼ Sref

�
r

Rref

�����log 10ð r
Rref

Þ
; (1)

where S is the signal strength, r is the distance to the
shower axis, Sref is the fitted signal strength at the reference
distance Rref ¼ 125 m, � is the slope parameter reflecting
the shower age, and � ¼ 0:303 is a constant determined
from simulation [13,17]. Signal times are used to find the
arrival direction of the air shower. The time delay due to
the shape of the shower plane is described by the sum of a
Gaussian function and a parabola, both centered at the
shower core, which yields a resolution of 1.5� for IC40.
The relationship between the reconstructed energy Ereco

and Sref is based onMC simulations for proton showers and
depends on the zenith angle.

IceCube data is processed in different stages. In the first
two levels, the raw data is calibrated and filtered, and
various fitting algorithms are applied, of which only the
IceTop reconstruction described above is used in this
analysis. In the selection of photon-shower candidates
from the data sample, we distinguish two more steps: level
three (L3) and level four (L4). L3 includes all the con-
ditions on reconstruction quality, geometry, and energy
that make no distinction between gamma-ray showers
and CR showers. The L4 cut is designed to separate gamma
rays from CRs.

Two parameters are used to constrain the geometry and
ensure the shower axis passes through the instrumented
volume of IceCube. The IceTop containment parameter
CIT is a measure for how centralized the core location is
in IceTop. When the core is exactly in the center of the
array, CIT ¼ 0, while CIT ¼ 1 means that it is exactly on
the edge of the array. More precisely, CIT ¼ x means that
the core would have been on the edge of the array if the
array would be x times its actual size. The string distance
parameter dstr is the distance between the point where the
shower reaches the depth of the first level of DOMs and the
closest inner string. Inner string, in this sense, means a string
which is not on the border of the detector configuration.
IC40 has 17 inner strings (see Fig. 2). The L3 cuts are:

(i) Quality cut on lateral distribution fit: 1:55<�<4:95
(cf. Eq. (1))

(ii) Geometry cut: CIT <Cmax

(iii) Geometry cut: dstr < dmax

(iv) Energy cut: Ereco > Emin

The energy and geometry cuts are optimized in a later stage
(Sec. IVC).
The L4 stage imposes only one extra criterion to the

event: there should be no HLC hits in IceCube. This
removes most of the CR showers, if Emin is chosen suffi-
ciently high. The remaining background consists of CR
showers with low muon content and misreconstructed
showers, the high energy muons from which do not ac-
tually pass through IceCube.
The event sample after the L4 cut might be dominated

by remaining background, but it can be used to set an upper
limit to the number of gamma rays in the sample. Since the
event sample after L3 cuts is certainly dominated by CRs,
the ratio between the number of events after L4 and L3 cuts
can be used to calculate an upper limit to the ratio of
gamma-ray-to-CR showers.
The remaining set of candidate gamma-ray events is

tested for a correlation with the Galactic plane (Sec. IVC)
and the presence of pointlike sources (Sec. IVD). First, the
results of simulations are presented, which provide several
quantities needed for sensitivity calculations.

B. Simulation

Although we determine the background from data only,
simulations are needed to investigate systematic differ-
ences in the detector response to gamma-ray showers and
cosmic-ray showers. More specifically, we are interested in
the energy reconstruction of gamma-ray showers, the frac-
tion of gamma-ray showers that is rejected by the muon
veto system, and a possible difference in effective detector
area between both types of showers.
Gamma-ray and proton showers are simulated with

CORSIKA v6.900, using the interaction models FLUKA
2008 and SYBILL 2.1 for low- and high-energy hadronic
interactions, respectively. For both primaries, 10,000
showers are generated within an energy range of
800 TeV to 3 PeV with an E�1 spectrum. Because the
shower axes are required to pass through IceCube, the
zenith angle is restricted to a maximum of 35�. The ob-
servation altitude for IceTop is 2835 m. The atmospheric
model MSIS-90-E is used, which is the South Pole atmo-
sphere for July 01, 1997. Seasonal variations in the event
rate are of the order of 10% [18].
The detector simulation is done with the IceTray soft-

ware package. Each simulated shower is fed into the
detector simulation ten times with different core positions
and azimuthal arrival direction, for a total of 100,000
events for both gamma rays and protons. This resampling
of showers is a useful technique for increasing the statistics
when examining quantities like the resolution of the energy
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reconstruction of IceTop. However, it cannot be used for
quantities with large shower-to-shower variations, such as
the number of high-energy muons.

The energy of gamma-ray showers is overestimated by
the reconstruction algorithm. Fig. 5 shows the distribution
of the logarithm of the ratio between the reconstructed and
true primary energy as function of true energy, weighted to
an E�2:7 spectrum. There are two reasons for the energy
offset. First, there is a selection effect of the eight-station
filter, which has a bias (below a few PeV) toward showers
that produce relatively large signals in the IceTop tanks.
This also affects the reconstructed energy of CR showers.
At higher energies, the offset decreases, but the recon-
structed energy of gamma-ray showers is still slightly
overestimated because the energy calibration of IceTop is
performed with respect to proton showers.

Figure 6 shows the distribution of true energies of
gamma-ray and proton showers for the energy cut Ereco >
1:4 PeV (which will be adopted in Sec. IVC). After this

cut, 95% of the gamma-ray showers have a true energy
above 1.2 PeV, while 95% of the proton showers have an
energy above 1.3 PeV.
The fraction of gamma-ray showers that is falsely re-

jected because the showers contain muons that produce a
signal in IceCube is found by applying the cuts to the MC
simulation.
After applying the L3 cuts (defined in Sec. IVC) to the

simulated gamma-ray sample, there are 737 events left in
the sample, of which 121 produce a signal in IceCube.
Taking into account an energy weighting of E�2:7, this
corresponds to 16%.
Showers that have no energetic muons can still be re-

jected if an unrelated signal is detected by IceCube. This
could be caused by noise hits or unrelated muon tracks that
fall inside the time window. This noise rate is determined
directly from the data and leads to 14% signal loss. The
total fraction of gamma-ray showers that is falsely rejected
is therefore 28%.
Finally, because the composition, shower size, and evo-

lution of gamma-ray and CR showers are different, one
might expect a difference in the number of triggered sta-
tions and the quality of the reconstruction, which could
lead to different effective areas. Such an effect would be of
importance when calculating the relative contribution of
gamma rays to the total received flux. We compare the
effective area for gamma rays and protons by counting the
number of events that are present at L3. We compensate for
the energy reconstruction offset by reducing the recon-
structed gamma-ray energy by a factor 1.16. The ratio of
the effective area for gamma rays to that for protons is then
found to be 0.99.
It should be emphasized that we do not use the simula-

tion to determine the number of muons and their energy
distribution from CR showers. This would require a simu-
lation set that includes heavier nuclei instead of protons
only. Moreover, various hadronic interaction models gen-
erate significantly different muon fluxes [19]. Instead, this
analysis estimates the rate of CR showers that do not
trigger IceCube using the data itself.

C. Galactic Plane test

The IC40 data set consists of 368 days of combined
IceCube and IceTop measurements. The data from August
2009 are used as a burn sample, which means that they are
used to tune the parameters of the analysis. After this
tuning, the burn sample is discarded, and the remaining
data is used for the analysis.
IceCube is sensitive to gamma rays above 1 PeV. Earlier

searches by CASA-MIA in a slightly lower energy range
(100 TeV–1 PeV) with better sensitivity have not estab-
lished a correlation of gamma rays with the Galactic plane
(see Fig. 15). For a Galactic diffuse flux below the CASA-
MIA limit [6], no gamma rays are expected in the IC40
burn sample. However, IceCube observes a different part of
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the Galactic plane (see Fig. 3), close to the Galactic center,
so the possibility exists that previously undetected sources
or local enhancements in CR and dust densities create an
increase in the flux from that part of the sky.

In order to find a possible correlation of candidate events
in our burn sample to the Galactic plane, different sets of
L3 cut parameters are applied to find a set that produces the
most significant correlation. Afterward, the cut parameters
are fixed, and the burn sample is discarded. The fixed cut
parameters are then used in the analysis of the rest of the
IC40 data set to test whether the correlation is still present.
Note that these cuts are applied at L3, so they affect both
the event samples after L3 and L4 cuts. This is important
because the ratio between the number of events after L4
and L3 cuts is used to calculate the ratio between gamma-
ray and CR showers.

There are three cut parameters that are optimized by
using the burn sample: Emin , Cmax , and dmax . This is done
by scanning through all combinations of parameters within
the following range: 600 TeV � Emin � 2 PeV with steps
of 100 TeV, 0:5 � Cmax � 1:0 with steps of 0.1, and
50 m � dmax � 90 m with steps of 10 m. For each combi-
nation, the number of eventsNS in the burn sample after the
L4 cut, located in the source region, is counted. The source
region is defined as within 10� of the Galactic plane. Then,
the data set is scrambled multiple times by randomizing
the RA of each data point. For each scrambled data set, the
number of events in the source region is again counted. The
best combination of cut parameters is the set which
has the lowest fraction of scrambled data sets for which
this number is equal to or higher than NS.

The result of the scan is given in the three panels of Fig. 7.
For each cut parameter, the fraction of scrambled data sets
that has a number of events in the source region equal to or
exceeding the amount in the original data set is plotted for
different cut values. For each plot, the values of the other
two cut parameters are kept constant at their optimal value.
The actual search is done in three dimensions. The ratio is
lowest for E> 1:4 PeV, CIT < 0:8, and dstr < 60 m. With

this combination of cuts, only 0.011% of the scrambled data
sets produce an equal or higher number of events in the
source region.
Note that while this procedure of optimizing cuts should

be effective in the presence of a sufficient signal, the small
fraction obtained here is consistent with fluctuations of the
background CR distribution alone, given the large number
of possible cut combinations that were scanned. These
fluctuations are also responsible for the erratic behavior
of the fraction with changing cut values. Nonetheless, the
cut parameter values found with this procedure seem very
reasonable (similar values are found with an alternative
method, see Sec. VI).
The optimized cuts are applied to the complete IC40

data set minus the burn sample. There are 268 candidate
events, of which 28 are located in the source region.
Figure 8 is a map of the sky showing all 268 events. The
colors in the background indicate the integrated HI column
densities, cf. Fig. 3 (see the discussion in Sec. III). These
are meant to guide the eye and are not part of the analysis.
The significance of the correlation with the Galactic

plane is tested by producing data sets with scrambled
RA. An equal or higher number of source region events
is found in 21% of the scrambled data sets, corresponding
to a nonsignificant excess of þ0:9�.
We follow the procedure of Feldman and Cousins [20] to

construct an upper limit for the ratio of gamma rays to CRs.
The background is determined by selecting a range of RA
that does not contain the source region. Within this range,
the data points are scrambled multiple times, and for each
scrambled set, the number of events in a predefined region
of the same shape and size as the source region is counted.
This yields a mean background of 24.13 events for the
source region. Using a 90% confidence interval, the upper
limit on the number of excess gamma rays from this region
is 14.
Since 28% of gamma-ray showers is rejected by the veto

from the buried detector, the maximum number of excess
gamma rays from the Galactic plane is 14=0:72 ¼ 19:4.
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From Fig. 6, it is known that the energy cut corresponds to
a threshold of 1.2 PeV for gamma rays and 1.3 PeV for
protons. Given that, at L3, the sample is dominated by CR
showers and assuming a CR and gamma-ray power law of
� ¼ �2:7, a 90% C.L. upper limit of 1:2� 10�3 on the
ratio of gamma-ray showers to CR showers in the source
region can be derived in the energy range 1.2–6.0 PeV. The
upper bound of 6.0 PeV is the value for which 90% of the
events are inside the energy range. This value falls outside
the range for which gamma-ray showers were simulated.
However, there is no indication that the energy relation
plotted in Fig. 5 behaves erratically above 3 PeV.

This is a limit on the average excess of the ratio of
gamma rays to CRs in the source region with respect to
the rest of the sky, i.e., a limit on the Galactic component of
the total gamma-ray flux. A possible isotropic component
is not included. Systematic uncertainties lead to a 18%
variation of the upper limit, as determined in Sec. V.

D. Unbinned point source search

An additional search for pointlike sources tests the
possibility that a single source dominates the PeV
gamma-ray sky. This source does not necessarily lie close
to the Galactic plane. An unbinned point source search is
performed on the sky within the declination range of�85�
to �60�, using a method that follows [21]. The region
within 5� around the zenith is omitted because the method
relies on scrambled data sets that are produced by random-
izing the RA of the events. Close to the zenith, this ran-
domization scheme fails due to the small number of events.

The data is described by an unknown amount of signal
events on top of a flat distribution of background events. In
an unbinned search, a dense grid of points in the sky is
scanned. For each point, a maximum-likelihood fit is per-
formed for the relative contribution of source events over
background events.

For a particular event i, the probability density function
(PDF) is given by

PiðnSÞ ¼ nS
N

Si þ
�
1� nS

N

�
Bi; (2)

where nS is the number of events that is associated to the
source, Bi is the background PDF, and

Si ¼ 1

2��2
exp

�
���2

2�2

�
(3)

is the two-dimensional Gaussian source PDF, in which��
is the space angle between the event and the source test
location and � ¼ 1:5� is the angular resolution of IceTop.
The background PDF Bi is only dependent on the zenith
angle and is derived from the zenith distribution of the data.
For each point in the sky, there is a likelihood function

LðnSÞ ¼ �iPiðnSÞ (4)

and associated test statistic

� ¼ �2ðlog ðLð0ÞÞ � log ðLðnSÞÞ; (5)

which is maximized for nS. In the optimization procedure,
nS is allowed to have a negative value, which mathemati-
cally corresponds to a local flux deficit.
The procedure is similar to the search method for the

neutrino point sources with IceCube [22], except that the
source and background PDF do not contain an energy term.
Because the range of energies in the event sample is
relatively small (90% of the events have an energy between
1 and 6 PeV), an energy PDF is unlikely to improve the
sensitivity.
Figure 9 displays a map of the sky with declination

between�85� and�60� showing the events in this region
and contours of the test statistic �. The maximum value is
� ¼ 2:1 at � ¼ �65:4� andRA ¼ 28:7�, corresponding to
a fit of ns ¼ 3:5 signal events. The overall significance of
this value for � is found by producing 10,000 scrambled
data sets by randomizing the RA of each event. Figure 10
shows the distribution of � associated to the hottest spot in
each scrambled data set. The median test statistic value for
the hottest spot in the scrambled data sets is � ¼ 2:7, so the
actual data set is consistent with a flat background.
Upper limits on the gamma-ray flux can be derived

for each point in the sky by assuming that all events are
gamma rays. Since many events are in fact muon-poor or
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misreconstructed showers, this leads to a conservative
upper limit. Because the acceptance of IC40 decreases as
a function of declination (see Fig. 14), the limit is more
constraining at a lower declination. Figure 11 is a sky map
of the 90% C.L. upper limit in the energy range
E ¼ 1:2–6:0 PeV for the E�2 source spectra. Point source

fluxes are excluded at a level of ðE=TeVÞ2d�=dE�
10�12–10�11 cm�2 s�1 TeV�1 depending on source decli-
nation. Corrections for signal efficiency and detector noise
are taken into account. Systematic uncertainties lead to a
18% variation of the upper limit.

V. SYSTEMATIC ERRORS

Since this analysis derives the background from data, the
systematic uncertainties due to the background estimation
are small. The previously discussed cosmic-ray anisotropy
measurement (see Sec. III andRef. [16]) is too small to have
an impact on this analysis. Since there are no systematic
gaps in detector up time with respect to the sidereal time of
day in our sample, the coverage of RA is homogeneous.
Therefore, we focus on the systematic uncertainties in the

signal efficiency, due to uncertainties in the surface detector
sensitivity, and in the muon production rate for photon
showers.
The uncertainty in the surface detector sensitivity is

studied in Ref. [17]; Table 2 there gives the uncertainties
for hadronic showers as a function of shower energy
and zenith angle. Although there are differences between
hadronic and electromagnetic showers, most factors that
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FIG. 9 (color online). Equatorial map of the part of the sky for which an unbinned point source search is performed. The contours
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contribute to this figure apply to both types of showers.
Strongly contributing factors include atmospheric fluctua-
tions, calibration stability, and uncertainties in response of
detector electronics (PMT saturation and droop). The con-
tribution from the uncertainty in modeling the hadronic
interaction is clearly different for electromagnetic showers
and is discussed below. For E< 10 PeV and zenith angle
less than 30�, there is a 6.0% systematic uncertainty in
energy and a 3.5% systematic uncertainty in flux. For an
E�2:7 spectrum, a 6.0% uncertainty in energy translates
into a 17.0% uncertainty in flux, or, adding in quadrature,
17.4% flux uncertainty.

The uncertainty in the muon production from hadronic
showers emerges from theoretical uncertainties. It depends
on the hadronic photoproduction and electroproduction
cross sections for energies between 10 TeV and 6 PeV.
Figure 1 of Ref. [23] compares two cross sections from
two different photoproduction models and finds (for water
with a similar atomic number and mass number as air) a
difference that rises from about 20% at 10 TeV to 60% at
1 PeV. The bulk of the particles in the shower are at lower
energies, so we adopt a 20% uncertainty on the muon
production rate via photoproduction. In addition, there is
also a contribution ofmuon pair creation. To reach the in-ice
DOMs, muons need at least 500 GeV. At 1 TeV, the frac-
tional contribution of muon pair creation is �10% [24].
Since muon pair production is not included in SYBILL 2.1,
we arrive at 30% uncertainty in the total muon production
rate. This uncertainty is applied to the 16% of photon
showers that are lost because they contain muons for a final
4.8% uncertainty in sensitivity due to the unknown muon
production cross section.

We add the uncertainties due to detector response and
muon production in quadrature and arrive at an overall
18% uncertainty in sensitivity.

VI. ICECUBE 5-YR SENSITIVITY

The sensitivity of the full IceCube detector to a gamma-
ray flux from the Galactic plane benefits from multiple
improvements that can be made with respect to the analysis
presented above. In this section, we use preliminary data
from the IceCube79 (IC79) configuration (79 strings, 73
surface stations, 2010/2011) to estimate the sensitivity that
the full IceCube detector can reach in 5 yr. Since the full
detector [IceCube86 (IC86): 86 strings and 81 surface
stations) is slightly larger than the IC79 configuration,
the predicted sensitivity will be slightly underestimated.
Also, the new cuts proposed below are not yet optimized,
as this would require the actual IC86 data set.

A. Air-shower reconstruction

This analysis is very sensitive to the quality of the core
reconstruction. If the shower core is not reconstructed
accurately, a muon bundle that passes outside the in-ice
array might be incorrectly assumed to be aimed at the
detector. Because of the absence of a signal in the in-ice
DOMs, the event is then misinterpreted as a gamma-ray
candidate. A more accurate core reconstruction algorithm
has been developed for IceTop and will improve the CR
rejection in post-IC40 analyses. In addition, the angular
resolution of the larger array is improved, increasing the
sensitivity to point sources.

B. Isolated hits

The SLC mode [which has been available since
IceCube59 (IC59), see Sec. II] increases the sensitivity to
CR showers with low muon content. A muon with just
enough energy to reach IceCube might not emit enough
Cherenkov light to trigger multiple neighboring DOMs. By
tightening the L4 cut so that no SLC hits are allowed to be
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present in the data, the efficiency with which CR showers
can be rejected increases. At the same time, actual gamma-
ray showers may be rejected in the case of a noise hit in a
single DOM. To keep this chance low, SLC hits only count
as veto hits if they can be associated to the shower muon
bundle both spatially and temporally.

Figure 12 shows the distribution of isolated hits in the
complete detector as a function of time relative to the arrival
time of the air shower as measured by IceTop. The plots
show data at the L3 level, applying the same cut values as in
the IC40 analysis. The left plot shows the distribution of
SLC hits for all events, while the right plot shows the same
distribution but restricted to the subset of events which
contain only SLC hits, i.e., events with no HLC hits. Hits
associated with the muon bundle are seen throughout the
detector, although the number of hits varies with depth
because of variations in the optical properties of the ice
due to naturally varying levels of contaminants, such as
dust, which attenuate Cherenkov photons. The large num-
ber of isolated hits in the two bottom rows is an edge effect:
theDOMshave fewer neighbors, so the chance for a hit to be
isolated increases. In principle, the same effect could occur
at the top two rows. However, the muon bundle deposits
more energy in this region, and the probability for any
hit to have neighbor hits is larger here.

The muon-poor showers that produce no HLC hits
(right-hand plot) can still cause some isolated hits in the
top of the detector. These events can be removed with an
additional cut on SLC hits. Because isolated hits can also
be produced by noise, only a small area is selected in which
SLC hits are used as a veto. A simple additional L4 cut is
that all events are removed that have an SLC hit meeting
the following three criteria:

(i) it is within 200 m from the reconstructed shower
axis,

(ii) it is within a time window of 4:8–7:5 � after the
shower arrival time, and

(iii) it is in one of the six top layers of DOMs (spanning
a vertical extent of 85 m).

Note that the lower bound of the time window (4:8 �)
corresponds to the time it takes for a muon traveling

vertically to reach the top layer of in-ice DOMs starting
from the surface. Muons from an inclined shower will
arrive even later. The number of background events that
are discarded in the L4 cut is increased by�30%, while the
SLC noise rate in the data implies a decrease in signal
efficiency of �5%.
With the completed detector, it will be possible to opti-

mize the SLC cuts further by making the time window
dependent on zenith angle and DOM depth. The effect of
this optimization was not yet studied here.

C. Reoptimization of cuts

For the IC40 analysis, the cut parameters were opti-
mized to increase the detection probability of a possible
correlation of gamma rays with the Galactic plane. To
increase the sensitivity of future searches with the com-
pleted IC86 configuration, the cut values were reevaluated
to increase the number of candidate events without losing
background rejection power. This was achieved by evalu-
ating the ratio between the number of events after the L3
and L4 cuts.
While the L3 event sample is completely dominated by

CRs, the L4 sample is a combination of possible gamma-ray
showers, muon-poor CR showers, andmisreconstructed CR
showers. The fraction of gamma rays andmuon-poorCRs in
the detected events is independent from the cuts on geome-
try parameters dstr and CIT. The number of misrecon-
structed CR showers, on the other hand, will increase if
the geometry cut values are chosen too loosely. Therefore,
the ratio between the number of L4 and L3 events as a
function of the cut parameter should be flat up to some
maximum value after which it starts to increase. This maxi-
mum value is the preferred cut value since it maximizes the
number of candidate events without lowering the back-
ground rejection power. It also maximizes the FOV, as
looser geometry cuts imply a larger maximum zenith angle.
Figure 13 shows the number of L3 (red) and L4 (blue)

events together with their ratio (black dotted line; right-
hand axis) as a function of the three main cut parameters
(with the other cut parameters kept constant at their final
value).
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The rejection efficiency for dstr is fairly stable up to
60 m. The number of events rapidly decreases above this
value, while the rejection becomes worse. In this case,
the alternative method of optimization yields the same
result as the method used in the IC40 analysis. For the
containment size CIT, the ratio remains stable up to the
edge of the array (CIT ¼ 1), after which it starts to rise. It
appears the cut can be relaxed with respect to the IC40
analysis. In the following, we will use dstr < 60 m and
CIT < 1:0.

The efficiency of the energy cut increases, as expected,
with increasing energy, leveling off around �2:0 PeV.
Since the total number of events falls off rapidly for
increasing energy, the most sensitive region will be
�2–3 PeV. However, since the spectra of possible sources
in this energy regime are unknown, it is not clear what
energy cut would produce the optimal sensitivity. Instead,
the sensitivity is calculated for ten energy bins in the range
of 1–10 PeV (see Fig. 15).

D. Increased acceptance

With a larger array, the acceptance, defined here as the
effective area integrated over the solid angle of each 1�
bin in the zenith angle, increases considerably. Because
of the condition that the shower axis has to be inside the
instrumented area of both IceCube and IceTop, the in-
crease is especially dramatic at larger zenith angles.
Figure 14 shows the acceptance for IC40 with CIT <
0:8 and the complete IC86 array with CIT < 1:0.
Not only does the acceptance increase at large zenith
angles, but the range of possible zenith angles is also
extended (to � 45�). This extends the FOV to cover a
larger part of the Galactic plane and probe an area closer
to the Galactic center. The Galactic center itself is still
outside the FOV at � � �29�, corresponding to a zenith
angle of 61�.

E. Sensitivity

The sensitivity that can be reached with 5 yr of data from
the completed IceCube configuration can be estimated with
preliminary data from IC79. It is assumed that the fraction
of gamma rays that are missed due to noise hits is the same
as in the IC40 analysis. The full detector obviously has
more noise hits, but this can be compensated by refining
the in-ice cut by only allowing vetoes from DOMs that can
be associated to the shower muon bundle in space and time
(cf., the SLC cut described above). The sensitivity is
calculated by producing scrambled data sets with random-
ized RA. Figure 15 shows the 90% C.L. sensitivity to a
diffuse flux from within 10� of the Galactic plane that can
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be achieved with 5 yr of full detector data. The blue dashed
line indicates the integrated limit between 1 and 10 PeV,
while the blue dots indicate the sensitivity in six smaller
energy bins. The upper limits found by CASA-MIA and
IC40 (present work) are also included in the plot. The
KASCADE [25] results are not included since they set a
limit on the all-sky gamma-ray flux.

Figure 16 shows the sensitivity to point sources that is
possible with 5 yr of IceCube data. The sensitivity is a
strong function of declination because the acceptance de-
creases at larger zenith angles. Point sources are expected
to lie close to the Galactic plane, which reaches its lowest
declination at �63�. Within the IceCube field of view,
there are several PWNe and other gamma-ray sources
detected by H.E.S.S. [26], listed in Table I. For these
sources no significant cutoff was observed up to the maxi-
mum energy of 10 TeV, where statistics gets low. The blue
dots indicate the flux that these sources would have at
1 PeV if their spectrum remains unchanged up to that
energy. No correction for gamma-ray attenuation between
the source and observer has been applied in this calcula-
tion. The extrapolation over two orders of magnitude
causes large uncertainties in the gamma-ray flux due to
propagation of the errors on the spectral indices.

VII. CONCLUSIONS

We have presented a new method of searching for high-
energy gamma rays using the IceCube detector and its
surface array IceTop. One year of data from IC40 was
used to perform a search for point sources and a Galactic
diffuse signal. No sources were found, resulting in a
90% C.L. upper limit on the ratio of gamma rays to cosmic
rays of 1:2� 10�3 for the flux coming from the Galactic
plane region (� 80� & l & �30�;�10� & b & 5�) in the
energy range 1.2–6.0 PeV. Point source fluxes with E�2

spectra have been excluded at a level of ðE=TeVÞ2d�=
dE�10�12–10�11 cm�2s�1TeV�1 depending on source

declination. The full detector was shown to be much more
sensitive because of its larger size, improved reconstruction
techniques, and the possibility to record isolated hits.
This analysis offers interesting observation possibilities.

IceCube can search for a diffuse Galactic gamma-ray flux
with a sensitivity comparable to CASA-MIA, but at higher
energies. This sensitivity is reached, however, by studying
a much smaller part of the Galactic plane than CASA-
MIA. IceCube is, therefore, especially sensitive to local-
ized sources, which might be Galactic accelerators or
dense targets for extragalactic CRs.
The H.E.S.S. and CANGAROO-III [36] telescopes have

found several high-energy gamma-ray sources in
IceCube’s FOV. Most of these sources are identified as or
correlated with PWNe. Their energy spectrum has been
measured up to a couple of tens of TeV. At this energy,
statistics become low, and for most sources, no cutoff has
been established. If these spectra extend to PeV energies
without a break, IceCube will be able to detect them. It is
also possible that an additional spectral component in the
PeV energy range is present if a nearby dense molecular
cloud acts as a target for the PWN beam [37]. IceCube will
be able to study these systems and place constraints on
their behavior at very high energies or possibly detect PeV
gamma rays for the first time.
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[5] R. J.Gould andG.Schréder, Phys.Rev.Lett.16, 252 (1966).
[6] M.C. Chantell et al. (CASA-MIA Collaboration), Phys.

Rev. Lett. 79, 1805 (1997).
[7] A. Borione, M.A. Catanese, M. C. Chantell, C. E. Covault,

J.W. Cronin, B. E. Fick, L. F. Fortson, J. Fowler et al.,
Astrophys. J. 493, 175 (1998).

[8] F. A. Aharonian, Astrophys. Space Sci. 180, 305 (1991).
[9] R. Abbasi et al. (IceCube Collaboration), Nucl. Instrum.

Methods Phys. Res., Sect. A 618, 139 (2010).
[10] R. Abbasi et al. (IceCube Collaboration), Nucl. Instrum.

Methods Phys. Res., Sect. A 601, 294 (2009).
[11] A. Achterberg et al. (IceCube Collaboration), Astropart.

Phys. 26, 155 (2006).
[12] F. Halzen and S. R. Klein, Rev. Sci. Instrum. 81, 081101

(2010).
[13] R. Abbasi et al. (IceCube Collaboration), Nucl. Instrum.

Methods Phys. Res., Sect. A 700, 188 (2013).
[14] P.M. Kalberla, W.B. Burton, D. Hartmann, E.M. Arnal,

E. Bajaja, R. Morras, and W.G. L. Pöppel, Astron.
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The mass composition of cosmic rays contains important clues about their origin. Accurate
measurements are needed to resolve longstanding issues such as the transition from Galactic to extra-
Galactic origin and the nature of the cutoff observed at the highest energies. Composition can be studied by
measuring the atmospheric depth of the shower maximum Xmax of air showers generated by high-energy
cosmic rays hitting the Earth’s atmosphere. We present a new method to reconstruct Xmax based on radio
measurements. The radio emission mechanism of air showers is a complex process that creates an
asymmetric intensity pattern on the ground. The shape of this pattern strongly depends on the longitudinal
development of the shower. We reconstruct Xmax by fitting two-dimensional intensity profiles, simulated
with CoREAS, to data from the Low Frequency Array (LOFAR) radio telescope. In the dense LOFAR core,
air showers are detected by hundreds of antennas simultaneously. The simulations fit the data very well,
indicating that the radiation mechanism is now well understood. The typical uncertainty on the
reconstruction of Xmax for LOFAR showers is 17 g=cm2.

DOI: 10.1103/PhysRevD.90.082003 PACS numbers: 95.55.Jz, 95.55.Vj, 95.85.Ry, 95.85.Bh

I. INTRODUCTION

High-energy cosmic rays are routinely measured by
experiments around the world, yet there are still many
urgent questions about their origin. Cosmic rays below
1016 eV are expected to be of Galactic origin, while the
highest-energy cosmic rays are likely to come from extra-
Galactic sources. However, it is not known how and at
what energy this transition takes place. Another important
question is whether the cutoff at the end of the spectrum
[1,2] is due to interactions of cosmic-ray protons with the
cosmic microwave background [3,4] or marks the highest
energy that cosmic accelerators can reach. Accurate mea-
surements of the cosmic-ray mass composition can resolve
these questions [5]. In addition, a clean separation between
protons and heavy nuclei above 6 × 1019 eV will greatly
improve the search for a correlation between cosmic-ray
arrival directions and their sources [6]. The fluorescence
detection technique yields an excellent precision of
∼20 g=cm2 [7,8], but its low duty cycle limits the detection
rate at the highest energies.
Several techniques exist to measure mass-sensitive shower

parameters. Particle detector arrays like KASCADE-Grande
[9] and IceTop [10] measure the electron-to-muon ratio of
the secondary shower particles at ground level. This ratio
depends on the mass of the primary particle but also on the
age of the shower, which makes the technique susceptible to
shower-to-shower fluctuations.

The mass composition can also be inferred from the
distribution of Xmax, the atmospheric depth of the shower
maximum. At the Pierre Auger observatory, the longitudinal
shower profile is measured by observing the fluorescence
light that is emitted by air molecules that were excited by
shower particles [7]. Alternatively, Xmax can be inferred by
measuring the optical Cherenkov light emitted by the shower
particles with arrays like Tunka [11]. Both techniques
require dark nights and are therefore severely limited in
duty cycle (below 15%). The fluorescence technique yields
the best precision on Xmax of ∼20 g=cm2.
Here, we propose a new technique that has the same

precision but has a duty cycle of almost 100%, based
on the radio emission produced by air showers. Like
fluorescence light, the radio signal carries information of
the complete longitudinal development of the shower [12].
It is therefore possible to reconstruct Xmax from the radio
signal [13]. The method presented here requires measure-
ments with many radio antennas simultaneously, in order
to adequately sample the radiation profile. We apply
this technique to data from the Low Frequency Array
(LOFAR) radio telescope [14–16].
Our reconstruction technique requires precise simula-

tions of the radio emission. The theory of air-shower radio
emission has developed rapidly in the last decade, and
simulation codes based on different approaches are now
converging toward similar results [17]. In this work, we use
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the CoREAS simulation package [18], which is a plugin
for CORSIKA [19] that computes the radio pulse by adding
the contribution of all individual electrons and positrons in
the shower. We demonstrate that simulations are in excel-
lent agreement with the LOFAR measurements, which
sample the radio emission with hundreds of antennas per
individual shower.
Section II gives a brief introduction to the LOFAR radio

telescope array. In Sec. III, we describe the simulation
tools and settings. The new reconstruction technique
is explained in Secs. IV and V contains a review of
systematic effects in the reconstruction. Conclusions are
given in the final section.

II. LOFAR

LOFAR is a new-generation radio telescope constructed
in the north of the Netherlands with satellite stations
across Europe. It consists of thousands of dipole antennas,
sensitive in the frequency range of 10–240 MHz. LOFAR
has a flexible design that allows many different observa-
tion modes, some of which can run simultaneously. The
raw electromagnetic waveform as it is measured by the
dipoles is stored for 5 sec on ring buffers for each active
antenna.
LOFAR is organized in stations, each containing 96

low-band antennas (LBAs; 10–90 MHz) and 48 high-band
antennas (HBAs; 110–240 MHz). In the center of LOFAR,
six of these stations are placed close together on a small
artificial island, called the superterp (see Fig. 1). Other
stations are placed around this island at increasing dis-
tances. A total of 24 stations form the LOFAR core, which
has a diameter of ∼2 km. For cosmic-ray detection, we
focus on this dense core region.
The core is augmented with the LOFAR Radboud Air

Shower Array (LORA) [20], which comprises 20 particle
detectors. They cover the superterp area and are an
essential part of the cosmic-ray measurement capability.
LORA detects air showers above 1016 eV and provides a
trigger for the radio antennas. It reconstructs the arrival
direction, core position and gives a first energy estimate of
the shower. Radio pulses can unambiguously be associ-
ated to air showers when their arrival time and direction
coincides with the LORA reconstruction. Triggering on
the radio pulse itself is technically possible, but an online
filter is needed to distinguish cosmic-ray pulses from
anthropogenic background noise. This is a subject of
future study.
When a LORA trigger is received, a 2 ms trace is read

out from the ring buffers of all active antennas and stored
for offline processing [15]. A radio signal is typically found
in hundreds of antennas. Depending on the mode of the
current astronomical observations, either LBA or HBA data
are available. Since HBA data are more challenging to
analyze [21], we only consider LBA data in this study.

III. RADIO EMISSION SIMULATIONS

A. Emission mechanism

The dominant component of the radio emission of air
showers is driven by the geomagnetic field [16,22]. The
electrons and positrons are deflected in opposite directions
by the Lorenz force, and their drift creates a current
perpendicular to the shower axis. As the shower develops,
this current first grows and then decays, producing radio
emission. The radiation is linearly polarized in the v × B
direction, where v is the velocity of the shower front and B
is the Earth’s magnetic field.
As the shower propagates through the atmosphere, it also

develops an excess of negative charge, due to knockout
electrons from atmospheric molecules joining the shower
and the annihilation of positrons. The growth and sub-
sequent decay of the charge excess give rise to a secondary
emission component [23]. Charge excess radiation is also
linearly polarized, but in a different direction, pointing
radially outward from the shower axis. The relative con-
tribution of charge excess to the total emission depends on
the geometry (angle to the geomagnetic field, zenith angle,
observer position, etc.) and has typical values of 5%–20%
of the total pulse amplitude [24–26].
Because geomagnetic and charge excess radiation are

polarized in different directions, the total emission is found
by adding these contributions vectorially. The radiation
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FIG. 1. Part of the LOFAR core. The “þ” signs indicate the
positions of antennas that are arranged in stations. Only the LBA
antennas in the outer rings of each station are plotted. The inner
parts of the LBA stations and the HBA stations, which are not
used in this study, are not included in the plot. The central six
stations form the superterp. Other core stations lie at increasingly
larger distances from this cluster, three of which are visible in the
map. The grey squares indicate the positions of LORA detectors.
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profile can be easiest understood when it is plotted in the
shower plane, with axes in the direction of v ×B and v ×
ðv ×BÞ (see Fig. 3). In this frame, there is total constructive
interference between the two components along the v × B
axis in the positive direction, while the interference is
most destructive in the negative direction along the same
axis. Along the v × ðv ×BÞ axis, the two components are
polarized orthogonally and add in quadrature.
The resulting interference pattern is not rotationally

symmetric and is typically bean shaped. Evidently, the
lateral distribution of the radio pulse power is not a one-
dimensional function of the distance to the shower axis.
The radio profile can only be accurately described in two
dimensions.
The bulk of the shower particles is confined to the shower

front, a thin disk that travels toward the Earth at relativistic
speed. For wavelengths exceeding the disk thickness (several
meters), the radiation will be coherent (up to ∼100 MHz).
However, the propagation of the radio emission in a
dielectric medium (air has an index of refraction of n ≈
1.0003 at sea level) produces Cherenkov-like effects, which
must be included to properly describe the radiation [27].
At the Cherenkov angle, the radio pulse is compressed, and
the emission is coherent up to GHz frequencies.

B. Experimental status

Radio pulses from air showers were already detected in
the 1960s [28], but progress halted due to hardware
limitations and a lack of proper understanding of the
radiation mechanism. It was also feared that atmospheric
electric fields would have a significant and unpredictable
effect on the pulse strength.
In the last decade, the interest in radio detection was

revived and pursued with modern electronics [29]. LOPES
demonstrated that the emission mechanism is coherent
and dominantly geomagnetic in nature [30] and that only
the strong electric fields inside thunderstorms can signifi-
cantly affect the radiation [31].
Proof for a contribution of charge excess was found by

CODALEMA [32] and later by polarization studies of
AERA [25] and LOFAR [26]. CROME [33] and ANITA
[34] detected GHz emission at the Cherenkov angle, which
can be interpreted as relativistic compression of the air-
shower radio emission. Full Cherenkov rings were found
by LOFAR in the 110–190 MHz range [21].
It has been shown by LOPES that the lateral distribution

of the radio signal can be used to determine Xmax [13].
Their approach was based on a one-dimensional approxi-
mation of the radio profile, which yields a reconstruction
resolution of 50 g=cm2 for simulations and 95 g=cm2 for
LOPES data. Here, we show that a much better resolution
can be achieved by using a two-dimensional profile and
that modern radio simulation codes like CoREAS can
accurately predict the complete radiation profile as mea-
sured by LOFAR with hundreds of antennas per individual

event, providing further proof that the emission mechanism
is now understood to very high detail.

C. CoREAS and CORSIKA

In this work, we use the radio simulation code CoREAS
[18], which is a plugin for the particle simulation code
CORSIKA [19]. CoREAS is based on a microscopic
description of the radiation mechanism; i.e., it computes
the contributions of each electron and positron in the
shower based on the “end-point” formalism [35]. In this
formalism, the radiation produced by the acceleration of
a particle at the start and end point of a particle track is
calculated from first principles. By summing the contribu-
tions of all particle tracks, the total emission can be
calculated without making any assumptions on the type
of radiation. In other words, while the radiation is best
understood when explained in terms of geomagnetic and
charge excess contributions, CoREAS does not simulate
these components separately. Instead, it produces the
complete radiation field that is generated by the distribution
of charged particles simulated by CORSIKA.
We use CORSIKA 7.400, with hadronic interaction

models FLUKA 2011.2b [36] and QGSJETII.04 [37].
A comparison to other interaction models is made in
Sec. V B. Thinning is applied at a level of 10−6 with
optimized weight limitation [38].
A GEANT4 [39] simulation of the LORA detectors [20]

is used to convert the CORSIKA particle output into the
deposited energy as a function of distance to the shower
axis. The particle lateral distribution function and radio
profile will be fitted to the data simultaneously.

D. Two-dimensional profiles

As explained above, the radiation profile is not rota-
tionally symmetric and can only be accurately described by
a two-dimensional intensity map. The CoREAS code
computes the radio pulse for specific observer positions
on the ground. A LOFAR antenna model is applied to these
pulses to simulate measured waveforms. This includes
applying a frequency filter (10–90 MHz) and downsam-
pling of the signal to 200 Msamples/s. In this analysis, we
use the pulse power integrated over a 55 ns time window
centered at the pulse peak.
To derive a two-dimensional map, we run simulations

for 160 ground positions and reconstruct the full profile by
interpolation. For robust interpolation, it is necessary to
choose these positions such that they cover the locations
where the interference between the two radiation compo-
nents reaches its minimum and maximum. This is achieved
by defining a star-shaped pattern in the shower plane with
eight arms, two of which are aligned with the v × B axis,
and projecting it onto the ground. Each arm contains 20
antennas, with a spacing of 25 m in the shower plane.
In Fig. 2, the interpolation technique is demonstrated.

The simulated antenna positions are marked by large
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circles, arranged in a regular pattern. Their color reflects
the total power of the pulse as received by the antenna.
The interpolated radio map is indicated by the background
colors. By design, the interpolated map exactly matches the
values at the simulated positions. To probe the error
introduced by the interpolation, we run the same simulation
for two hundred additional random positions, indicated by
the smaller circles. The difference between the simulated

and interpolated total power is always smaller than 2.5% of
the maximum power. This error is smaller than typical
uncertainties in measured power for observations with
LOFAR.
Figure 3 shows the radio profiles for two showers that

have been simulated with CoREAS. Both showers have a
zenith angle of 49°, an azimuth angle of 171° (i.e., coming
from the northwest), and an energy of 2.3 × 108 GeV. The
left panel displays the radiation profile of a proton shower
that has penetrated deeply into the atmosphere, while the
right panel shows the profile of a much shallower iron
shower. In Fig. 4, the one-dimensional lateral distribution
of the power is plotted for observers along the v ×B and
v × ðv ×BÞ axes.
Obviously, the profiles are very different. A general

feature is that the power falls of more rapidly with distance
for deeper showers, which is clearly seen in Fig. 4. The Xmax
reconstruction method used for LOPES is based on this
feature [13,40].
However, there are also more subtle differences, like the

amount of asymmetry and the position where the radiation
reaches its maximum value. The method described in this
paper makes use of all features of the radiation pattern by
fitting the complete two-dimensional profile instead of a
one-dimensional approximation.
The asymmetry along the v ×B axis can be understood as

the effect of the charge excess component. It is interesting to
note that there also exists some asymmetry along the v ×
ðv ×BÞ axis. This is not expected from radiation physics
reviewed in Sec. III A. Indeed, when we plot the total
“physical” pulse power as predicted by CoREAS, there is no
asymmetry along the v × ðv ×BÞ axis. It only appears once

FIG. 2 (color online). Two-dimensional profile of the received
power integrated over a 55 ns window. The large circles indicate
the positions for which CoREAS simulations have been gen-
erated, while the full map in the background is created by
interpolation. The smaller circles indicate test positions for which
simulated values are compared to interpolated values.

FIG. 3 (color online). Radiation profiles of a proton shower with Xmax ¼ 794 g=cm2 (left panel) and an iron shower with Xmax ¼
573 g=cm2 (right panel). Both showers have an energy of 2.3 × 108 GeV and a zenith angle of 49°. The circles indicate the positions that
have been simulated. The full background map is created by interpolation.
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the antenna response model is applied to the simulated
pulses to calculate the total received power. The reason for
this is that for observers at different locations the radiation
has a different polarization. Since the antenna gain depends
on the polarization, the power received by the antenna can
be different even when the original pulse power is the same.
In other words, different antennas pick up a different fraction
of the total pulse power.
From Figs. 3 and 4, it is clear that the shape of the

radiation profile strongly depends on the atmospheric depth
of the shower maximum Xmax. However, it is reasonable to
assume that other variations in the longitudinal and lateral
distribution of the shower also have an influence on the
radiation pattern. Below, we will demonstrate that the
patterns are much more sensitive to Xmax than any other
features of the shower development that vary from shower
to shower. They do, however, limit the accuracy of the
determination of Xmax.

E. Simulation set for LOFAR

We have developed a reconstruction technique in which
simulated two-dimensional radio profiles are fitted to
data. We run dedicated simulations for each shower
detected by LOFAR. The shower arrival direction is
reconstructed based on the arrival time of the radio pulses
at all antennas [15]. An energy estimate is provided by a
LORA shower reconstruction [20]. Since the shower core
is often located outside the LORA array, this estimate is
not accurate, and a better energy reconstruction is done at
a later stage in the analysis. The core position itself is not
needed as input for the simulation, since we use the star-
shaped pattern of observer positions described above,
instead of actual antenna positions.
For each shower in the set, we run 25 proton showers and

15 iron showers. With this amount of showers, we obtain a
large range of Xmax values that reflects the natural spread.

IV. HYBRID RECONSTRUCTION TECHNIQUE

A. Fit procedure

For each simulation, we fit the two-dimensional radia-
tion map and the one-dimensional particle lateral distribu-
tion function to the data simultaneously, by minimizing

χ2 ¼
X

antennas

�
Pant − f2rPsimðxant − x0; yant − y0Þ

σant

�
2

þ
X
particle
detectors

�
ddet − fpdsimðxdet − x0; ydet − y0Þ

σdet

�
2

; ð1Þ

where Pant is the measured power integrated over a 55 ns
window at an antenna at location ðxant; yantÞwith noise level
σant, Psim is the simulated power, ddet is the deposited
energy as measured by a LORA detector at location
ðxdet; ydetÞ with noise σdet, and dsim is the simulated
deposited energy. The fit contains four free parameters,
two of which describe the location of the shower axis
ðx0; y0Þ. A scaling parameter fp for the particle lateral
distribution function is needed to correct the energy scale,
while a scaling parameter for the radio power f2r is needed
because the antennas do not yet have an absolute calibra-
tion. The radio power is approximately proportional to the
square of the cosmic-ray primary energy [41], so both fr
and fp scale linearly with energy.

B. Application to LOFAR data

Figure 5 contains the fit results for three different
showers. The left panels display the radiation pattern in
the shower plane. The background colors indicate the
simulated radio map, while the circles indicate the mea-
surements of the LOFAR antennas. The color of the circle
represents the received power at the antenna, so the fit is of
high quality when the colors of the circles blend into the
background. Note that the antennas are grouped in rings:
the LOFAR stations. All these showers have been detected
by all six superterp stations. In addition, emission from the
shower in the top row was also found in three other core
stations (CS024, CS011, and CS017 in Fig. 1), and the
shower in the middle row was detected by one additional
station outside the superterp (CS011). For very inclined
events, the antenna rings appear flattened in the event
display because of the projection onto the shower plane. As
explained above, for each detected shower, a total of 40
simulations is produced. The results shown here are for the
simulation that yielded the fit with the lowest χ2.
The right-hand panels of Fig. 5 show the same result in

one dimension. For each antenna, the measured and
simulated power is plotted as a function of distance to
the shower axis. From all three examples, it is clear that
the radio power is not a single-valued function of
distance. Some distribution functions contain oval struc-
tures (middle and bottom row) that are reminiscent of the

FIG. 4 (color online). The pulse power as a function of position
along the axes for the proton (red, thin) and iron (green, thick)
showers shown in Fig. 3.
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ring structure of the LOFAR stations. From the shower in
the top row, it is clear that the position where the radio
power reaches its maximum can be far from the shower
axis (in this case ∼150 m). As explained in Sec. III A,
this is due to the interference between geomagnetic and

charge excess radiation, and Cherenkov-like propagation
effects.
The fits displayed in Fig. 5 correspond to the simulation

that yielded the lowest χ2. The reduced χ2 values for all 40
simulations that are performed per detected shower are

FIG. 5 (color online). Two-dimensional radio air-shower reconstructions. The measured power for three different showers
(top, middle, and bottom) is fitted to a simulated radio map (left panels). The one-dimensional lateral distribution functions
(right panels) are not single-valued functions of distance to the shower axis.
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plotted in Fig. 6 as a function of the slanted atmospheric
depth of the shower maximum Xmax. While Xmax is not the
only shower parameter that is different between simulations
because of shower-to-shower fluctuations, it is clearly the
parameter that most strongly determines the quality of
the fit. However, smaller effects due to other variations in
the shower development introduce a “jitter.” It is therefore
not expected that the data points in Fig. 6 lie on a
completely smooth curve.
The blue circles represent proton simulations, and the

magenta squares stand for iron simulations. Proton showers
on average penetrate deeper into the atmosphere than iron
showers and have larger shower-to-shower fluctuations.
Indeed, the proton showers cover a larger range of higher
Xmax values than the iron showers. Interestingly, in the
region of overlap, the data points of the different primaries
follow the same curve, at least within the uncertainty of the
above-mentioned jitter. We therefore conclude that showers
with the same Xmax produce a very similar radiation pattern
regardless of the mass of the cosmic-ray primary.
We fit a parabola to the data points within a 200 g=cm2

range centered around the best-fitting simulation and regard
its extremum as the reconstructed value for Xmax. The
uncertainty on this reconstructed value is determined with a
Monte Carlo study (see the next section) and is different
for each shower. It is tempting to derive the uncertainty
from the width of the fitted parabola. However, this is only
possible if the data points really follow a smooth curve.
The jitter on the χ2 values introduced by shower-to-shower
fluctuations affects the shape of the parabola and therefore
renders it impossible to use the width of the parabola to find
the uncertainty.

C. Uncertainty on Xmax

For each measured shower, the uncertainty on the
reconstructed value for Xmax is found by applying the
following procedure to the set of simulated showers. First,
one simulation is singled out, and “fake” data are produced
by evaluating the radio map at the position of each LOFAR
antenna and adding Gaussian noise of the same level as
found in the original data. For the position of each LORA
particle detector, the total deposited energy as simulated
with GEANT4 is determined, and again appropriate noise
is added to the signal. Then, the remaining 39 simulated
showers are fitted to the fake data set using the same fitting
procedure as described in Sec. IV. This yields a value Xreco
that can be compared to the actual Xreal of the simulated
shower. Finally, the procedure is repeated for all 40
simulated showers (each time taking care that the simu-
lation that is used to produce the fake data set is excluded
from the set of simulations that is used for reconstruction).
Figure 7 shows the distribution of the jXreco − Xrealj for

the 40 simulations corresponding to one particular shower.
We define the 1σ uncertainty as the value of jXreco − Xrealj
that contains 68% of the histogram. The uncertainty that is

FIG. 6 (color online). Reduced χ2 as a function of Xmax for the
same three showers as Fig. 5. The proton simulations (blue
circles) and iron simulations (magenta squares) lie on the same
curve, at least within the scatter. A parabola (red line) is fitted to
the data points near the minimum to reconstruct Xmax. The insets
zoom in on this region.
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found this way is the uncertainty due to the method σmeth.
There is an additional uncertainty due to the fact that the
density profile of the atmosphere at the time of measure-
ment is different from the atmospheric profile used in the
CORSIKA simulation.
To correct for the atmosphere, we extract the local

atmospheric density profile at the time of measurement
from the Global Data Assimilation System (GDAS) [42].
We follow the approach that is used by the Pierre Auger
Collaboration as described by Abreu et al. [43] This work
also contains comparisons of atmospheric depth profiles
predicted by GDAS and in situ measurements with weather
balloons. The differences are typically smaller than
1 g=cm2, except for altitudes very close to the ground.
Since global atmospheric models typically work better in
the Northern hemisphere where more weather data are
available, and the geography of the northern Netherlands is
rather unspectacular, we assume that the uncertainty
introduced by the atmospheric model is also not worse
than 1 g=cm2 at the LOFAR site.
Because the reconstruction of Xmax based on the radio

emission profile is essentially a geometrical technique,
simulations that are produced with a standard atmosphere
yield the correct geometrical altitude h. The corresponding
atmospheric depth is now found by evaluating

XðhÞ ¼ 1

cos θ

Z
∞

h
ρGDASðh0Þdh0; ð2Þ

where ρGDAS is the atmospheric density profile as predicted
by GDAS and θ is the zenith angle of the shower.
Correction are typically of the order of ∼10 g=cm2.

A third contribution to the uncertainty on Xmax comes
from the uncertainty in the direction reconstruction. In this
analysis, we have used a plane wave approximation that has
an angular resolution of ∼1°, which translates into an
uncertainty of ∼2 g=cm2 depending on zenith angle and
shower depth. Using a more realistic reconstruction based
on hyperbolic wavefront shapes, the accuracy increases to
∼0.1° [44].
Simulation sets were generated for 50 showers (each set

consisting of 25 proton and 15 iron showers). The uncer-
tainties on Xmax for these showers, as has been evaluated
with the technique described above, are plotted in the
histogram in Fig. 8. They range from 7.5 to 37.5 g=cm2,
depending on the geometry of the event, with a mean value
of 17 g=cm2.

V. SYSTEMATIC EFFECTS

In this section, we study the possible systematic effects
that are introduced by the reconstruction method and the
choice of models used for simulation.

A. Multivariate fit procedure

The shower simulations are fitted to the data using
Eq. (1), which has four free parameters: two for the core
location, one scaling factor for the radio power f2r, and one
scaling factor for the deposited energy in the particle
detectors fp. A multivariate fit can introduce systematic
biases in one or more of the fit parameters. We study this
using the same approach as described in Sec. IV C. Each
simulated shower is used to construct a fake data set that
is reconstructed using the 39 remaining simulations made
for that particular shower. For each reconstruction, the fit
parameters are compared to the actual values of the
simulated event. This is done for a total of 50 showers.

FIG. 7 (color online). The uncertainty on Xmax for a particular
shower is found by reconstructing many simulated showers and
evaluating the histogram of the reconstruction error shown here.
The black dotted line indicates the value that contains 68% of
the histogram and is taken as the one sigma uncertainty on Xmax.

FIG. 8 (color online). Histogram of uncertainties on Xmax for 50
sets of simulated LOFAR showers. The mean value is 17 g=cm2.
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The results are shown in Fig. 9. The top two panels show
the offset of the reconstructed core position with respect to
the real core position. The left panel is a two-dimensional
histogram of the core offset in which it can be seen that the
core offset has no preferred direction. Hence, there is no
systematic effect on the core position due to the fit
procedure. The absolute value of the core offset is histo-
grammed in the right-hand panel. The core position is
reconstructed with an accuracy of within 5 m.
The bottom panels of Fig. 9 display the distribution of

the logarithm of the scaling parameters fp and f2r . Since all
40 simulations of a specific shower have the same primary
energy, both factors are unity when the reconstruction is
perfect. Indeed, the histograms of both scaling factors are
symmetric around unity. The maximum energy resolution
that can be achieved with this method is given by the width
of the distributions and is 15%–20%. The resolution of the
radio energy scaling is slightly better than the particle
energy scaling.

B. Choice of hadronic interaction model

The longitudinal development of air showers is sensitive
to high-energy hadronic interactions. Hadronic cross sec-
tions, elasticities, and multiplicities cannot be calculated
from first principles. Instead, phenomenological hadronic
interaction models are used, which are fine-tuned to avail-
able accelerator data, but extrapolated to regimes in energy
and phase space far beyond the reach of any Earth-based
accelerator [45].
Differences in high-energy cross sections between models

result in systematically different values for Xmax given a
certain primary mass and energy. For example, the difference
in the mean atmospheric depth of the shower maximum for
proton primaries as predicted by QGSJETII-04 and EPOS-
LHC is of the order of 20 g=cm2 at 1018 eV [46]. Since the
measurement of Xmax using the radio profile is a geometrical
measurement (like fluorescence measurements), it can be
argued that there is no systematic effect on the reconstructed

FIG. 9 (color online). Histograms of fitting parameters for 50 showers with 40 simulations each. Top row: distribution of core offset in
one and two dimensions. Bottom row: distribution of the logarithm of the scaling parameters f2r and fp.
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depth due to the choice of hadronic model and that this
choice only becomes essential when interpreting the data,
i.e., when deriving primary mass composition from Xmax
measurements.
However, it is possible that the reconstructed value of

Xmax systematically shifts when the shapes of the longi-
tudinal development of actual showers are different from
those of the simulated showers. To evaluate this effect, we
have generated shower simulations based on EPOS-LHC
and SIBYLL 2.1 for ten showers and reconstructed their
Xmax values using QGSJETII-04 simulations.
The results are shown in Fig. 10. The largest systematic

offset of 4.3 g=cm2 is found for showers simulated with
EPOS-LHC. Note, however, that current experimental
constraints on hadronic interactions may very well allow
parameter values that produce larger differences than those
observed between these three particular models.

C. Choice of radio simulation code

There are currently four advanced codes that calculate
the radio emission from air showers. CoREAS and
ZHAireS [47] are both microscopic codes; i.e., they sum
the contribution of individual electrons and positrons to
obtain the total radio pulse. CoREAS is based on
CORSIKA and the end-point formalism, while ZHAireS
is based on Aires and the ZHS algorithm [48]. Still, both
codes produce very similar results [17].
Selfas2 [49] and EVA [50] follow a more macroscopic

approach, in which shower simulation codes are used to
obtain histograms or parametrizations of the total charge
distribution of the shower. The radiation is then calculated
in a second step. A disadvantage of this approach is that
the use of histograms or parametrizations may lead to
the loss of information about the charge distribution. An
advantage, however, is that such codes can provide a
better qualitative understanding of the radiation mecha-
nism. They can, for example, be used to calculate specific
components of the total radiation (geomagnetic or charge
excess), whereas the microscopic approach is oblivious to
such distinctions as it calculates the radiation from first
principles.
A detailed comparison of these four codes with

LOFAR data is currently being made and will be the
subject of a future publication. For now, we emphasize
that for the example events shown here the CoREAS
simulations reproduce all features observed in the data
and are able to fit the data with excellent reduced χ2

values and that CoREAS and ZHAireS produce very
comparable results.
Finally, it should be understood that the correct simu-

lation of the radio signal is mainly a numerical challenge,
since the laws of electrodynamics are well known. This is in
sharp contrast with the uncertainties introduced by the
high-energy hadronic interactions, which can currently not
be derived from first principles.

FIG. 10 (color online). Distribution of the error on the recon-
structed value of Xmax for simulations based on different hadronic
interaction models (top: QGSJETII.04, middle: EPOS-LHC,
bottom: SIBYLL 2.1). In each case, the reconstruction was done
with a sample of QGSJETII.04 showers.

S. BUITINK et al. PHYSICAL REVIEW D 90, 082003 (2014)

082003-10



VI. CONCLUSION

We have presented a new method to reconstruct the
atmospheric depth of the shower maximum Xmax with radio
measurements. It is based on the complete two-dimensional
distribution of the emitted radio power that strongly
depends on the longitudinal development of the shower.
Application of the technique to LOFAR data yields very
accurate reconstructions of typically 17 g=cm2. This makes
LOFAR an excellent observatory to study the cosmic-ray
composition in the energy regime around 1017 eV, which
may harbor the transition from a Galactic to extra-Galactic
origin. We are studying the possibility of performing air-
shower radio detection with the Square Kilometer Array,
allowing composition study up to 1018 eV, as well as
measurements of the p-air cross section at energies beyond
the LHC scale [51].
The HEAT extension of Auger [52] performs fluores-

cence measurements of Xmax in the 1017–1018 eV range. In
this regime, radio measurements with LOFAR (and SKA)
will provide a second observation method that is com-
pletely independent. Compared to fluorescence detection,
radio measurements depend on more complicated signal
simulation and analysis techniques but suffer from fewer
systematic uncertainties due to signal propagation in the
atmosphere (aerosols, etc.). The techniques are thus com-
plimentary, and a combination of them potentially leads to
increased precision.
The radiation profiles that are produced with the

CoREAS radio simulation code fit the data extremely well.
All features in the complicated, asymmetric profiles are
reproduced, and we find low reduced χ2 values for showers
that were observed with hundreds of antennas simulta-
neously. This inspires confidence that the radiation mecha-
nism is now well understood and can be accurately
simulated. The performance of other radio simulation codes
is currently being studied and will be published separately.
We have followed a hybrid approach that combines the

total radio power and particle measurements in a single fit.
Because of the large number of antennas, the radio data
give the dominant contribution to the fit of the shower core
position. However, by including the particle detector data in

the fit, we have made sure that the shower reconstruction is
fully consistent with all available data.
It is possible to extend the technique to incorporate

information of the radio pulse that is currently not used.
The polarization and spectrum of the pulse both depend on
the antenna position relative to the shower axis, and pulse
arrival times can be used to fit the shower front shape
leading to a higher angular accuracy.
Producing large sets of radio simulations for each

detected shower requires a large amount of computational
resources. The process can be streamlined by making use
of a two-dimensional parametrization of the radiation
profile [53,54].
Radio detection of air showers provides a new way of

accurately measuring Xmax. In contrast to fluorescence
detection, it has a duty cycle of nearly 100% and may
therefore be an interesting method for cosmic-ray compo-
sition studies at the highest energies. The main challenge
lies in the size of the radio footprint, which is smaller than
the particle footprint and requires a relatively dense antenna
array. The technique itself, however, has matured and now
produces accurate and robust results.
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We present measurements of radio emission from cosmic ray air showers that took place during
thunderstorms. The intensity and polarization patterns of these air showers are radically different from
those measured during fair-weather conditions. With the use of a simple two-layer model for the
atmospheric electric field, these patterns can be well reproduced by state-of-the-art simulation codes. This
in turn provides a novel way to study atmospheric electric fields.

DOI: 10.1103/PhysRevLett.114.165001 PACS numbers: 92.60.Pw, 95.85.Ry, 96.50.sd

One of the important open questions in atmospheric
physics concerns the physical mechanism that initiates
lightning in thunderclouds [1]. Crucial to the answer is
knowledge of atmospheric electric fields. Existing in situ
measurements, from balloons or airplanes, are limited due
to the violent nature of thunderstorms. Furthermore, they
are limited to balloon trajectories or perturbed by the
presence of the aircraft. Here, we present a new method
to probe atmospheric electric fields through their influence
on the pattern of polarized radio emission emitted by
cosmic-ray-induced extensive air showers.
The main mechanism for driving radio-wave emission

from air showers is that the relativistic electrons and
positrons in the electromagnetic part of the shower are
accelerated in opposite directions by the Lorentz force
exerted by Earth’s magnetic field. This produces a short,
nanosecond time scale, coherent pulse of radio emission
mostly at megahertz frequencies. The emission generated
by this geomagnetic mechanism is unidirectionally polar-
ized in the êv×B direction. Here, v is the propagation
velocity vector of the shower and B represents Earth’s
magnetic field [2–4].
A secondary emission mechanism, contributing between

∼3%–20% to the signal amplitude depending on distance
to the shower axis and the arrival direction of the shower
[5,6], results from a negative charge excess in the shower
front. This consists of electrons knocked out of air
molecules by the air shower. This also produces a short
radio pulse but now polarized radially with respect to the
shower symmetry axis.
The emission from both processes is strongly beamed in

the forward direction, due to the relativistic velocities of the
particles. Additionally, the nonunity refractive index of the
air causes relativistic time-compression effects leading to
enhanced emission from parts of the shower seen at the
Cherenkov angle [7,8]. Interference between the differently
polarized emission from both components leads to a
complex and highly asymmetric intensity pattern [9]. In
contrast, time-compression effects do not alter the direction
of the polarization vector of the emission. The polarization
pattern of the radio emission thus points predominantly in
the êv×B direction with a minor radial deviation. Strong
atmospheric electric fields will influence the motions of the
electrons and positrons in air showers. This is expected to
be visible in the polarization patterns of the recorded
emission [10]. Therefore, we analyze air showers recorded
during thunderstorms.

Data for this analysis were recorded with the low-band,
10–90 MHz, dual-polarized crossed dipole antennas
located in the inner, ∼2 km radius, core of the the LOw-
Frequency ARray (LOFAR) radio telescope [11]. These
antennas are grouped into circular stations that act as dishes
for standard interferometric astronomical observations. For
the purpose of air shower measurements, all antennas are
equipped with ring buffers that can store up to 5 s of raw
voltage data sampled every 5 ns. A dedicated scintillator
array, the LOfar Radboud air shower Array (LORA), is
located at the center of LOFAR to provide an independent
trigger whenever an air shower with an estimated primary
energy of ≥2 × 1016 eV is detected [12]. When a trigger is
received, 2 ms of raw voltage data around the trigger time
are stored for every active antenna.
These data are processed in an off-line analysis [13]

from which a number of physical parameters are extracted
and stored. These include the estimated energy of the air
shower (as reconstructed from the particle detector data),
the arrival direction of the air shower (as reconstructed
from the arrival times of the radio pulses in all antennas),
and for each antenna polarization information in the form
of the Stokes parameters: I (intensity), Q, U, and V. The
orientation of the polarization vector is reconstructed from
Stokes Q and U [6].
Over the period between June 2011 and September 2014,

LOFAR recorded a total of 762 air showers. The complex
radio intensity pattern on the ground of almost all measured
showers can be well reproduced by state-of-the-art air
shower simulation codes [14]. These codes augment well-
tested Monte Carlo air shower simulations with radio
emission calculated from first principles at the microscopic
level [15,16]. In this analysis, we use the COREAS plug in of
CORSIKA [17] with QGSJETII [18] and FLUKA [19] as the
hadronic interaction models. It was previously found that the
exact shape of the intensity pattern depends on the atmos-
pheric depth where the number of shower particles is largest,
Xmax, and that the absolute field strength of the radio
emission scales with the energy of the primary particle.
The radio footprints of 58 of the 762 air showers are very

different from those predicted by simulations. Of these, 27
air showers have a measured signal-to-noise ratio below 10
in amplitude—too low to get a reliable reconstruction. The
polarization patterns of the other 31 showers differ signifi-
cantly from those of “normal” fair-weather air showers.
This can be seen in the middle and bottom panels of Fig. 1
where the polarization direction is clearly coherent
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(i.e., nonrandom) over all antennas but no longer in the
expected êv×B direction. In addition, for some of these
showers the intensity of the radio signal at low 10–90 MHz
frequencies is strongest on a ring around the shower axis
with a radius of approximately 100 m (see also Fig. 2). This
“ring structure” in the intensity pattern is not present in
normal fair-weather air showers that all lack rotational
symmetry in the intensity pattern and instead show a single
maximum that is displaced in the êv×B direction from the
shower axis [14,20]. Twenty of these 31 showers occur
within 2 h of lightning strikes recorded within ∼150 km
distance from LOFAR by the Royal Dutch Meteorological
Institute. Given the similarity of the polarization patterns of
the remaining showers where no lightning strikes were

FIG. 1. Polarization as measured with individual LOFAR
antennas (arrows) in the shower plane for three measured air
showers. LOFAR antennas are grouped into circular stations, of
which seven are depicted. The expected polarization direction for
fair-weather air showers is indicated with “normal.” The position
of the shower axis, orthogonal to the shower plane, is indicated by
the intersection of the dashed lines.

FIG. 2 (color online). Radio intensity pattern during a thunder-
storm. Top: the circles represent antenna positions. Their color
reflects measured pulse power. The best-fitting COREAS simu-
lation is shown in color scale in the background. Where the colors
of the circles match the background, a good fit is achieved.
Bottom: measured (circles) and simulated pulse power (squares)
as a function of distance to the shower axis.
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measured, it is plausible that at these times the atmospheric
electric field was also strong albeit not strong enough to
initiate lightning. An electric field meter has since been
installed at LOFAR that will provide independent verifi-
cation for future measurements.
For the shower in the middle panel of Fig. 1, recorded

during thunderstorm conditions, the pattern is unidirec-
tional for the entire footprint. A second more complicated
type is depicted in the bottom panel. Here, the pattern is
more “wavy.” The analysis presented here focusses on an
air shower of the first type where also a ring structure is
visible and a strong signal is measured by the LORA
particle detectors. All air showers of this type can be
reconstructed with similar accuracy. For showers of the
wavy type, a more complex analysis is currently being
developed.
We propose that the influence of atmospheric electric

fields on air shower radio emission can be understood in the
following way.
The electric field, in the region of the cloud traversed

by the air shower, can be decomposed into components
perpendicular E⊥ and parallel E∥ to the shower symmetry
axis. The perpendicular component of the field changes the
net transverse force acting on the particles

F ¼ qðE⊥ þ v × BÞ: ð1Þ

This changes both the magnitude and the polarization of the
radiation that follow F.
During shower development, the air shower particles

lose energy. The parallel component of the atmospheric
electric field partially compensates this energy loss.
Therefore, the total number of particles within a given
energy range in the shower increases. Because the frac-
tional gain of energy is greatest for lower energy particles,
these are the most affected. However, low-energy particles
do not contribute much to the total radio emission because
they lag behind the shower front and their emission is not
coherent for frequencies above 10 MHz. Thus, it is the
perpendicular component of the electric field that deter-
mines the measured intensity and polarization direction.
In order to test these hypotheses, atmospheric electric

fields were inserted into COREAS air shower simulations. By
the comparison of fields acting purely parallel and purely
perpendicular to the shower axis it was found that the effect
of E⊥ on the radio emission is indeed much stronger and
will dominate in most shower configurations where both
components are present. This will be discussed in greater
detail in a forthcoming publication.
Having understood the basic effects of atmospheric

electric fields on air shower radio emission, we proceed
with a full reconstruction of LOFAR measurements. We
follow the method developed by Buitink et al. [14] to fit
COREAS simulations to LOFAR measurements. An atmos-
pheric electric field is inserted into the simulations with the

perpendicular component chosen such that the net force is
in the measured average polarization direction (as indicated
in the middle panel of Fig. 1). The parallel component is set
to zero since its influence on the received radiation intensity
and polarization pattern is negligible.
The simplest electric field configuration that can repro-

duce the main features in both the measured intensity and
polarization patterns is composed of two electric field
layers. The upper layer, with strength jEUj, starts at a
height hU above the ground and extends down to a height
hL at which the lower layer starts, the direction of the net
force changes by 180°, and the field strength decreases to
jELj. Two layers are needed because with one layer the ring
structure seen in the measurements is not reproducible.
In Fig. 2 the reconstruction is shown for the air

shower for which the polarization pattern is depicted in
the middle panel of Fig. 1. The reconstruction is optimal
for hU¼8 km, hL ¼ 2.9 km, jEUj ¼ 50 kVm−1, and
jELj=jEUj ¼ 0.53. For these values χ2=ndf ¼ 3.2 as
obtained for a joined fit to both the radio and particle
data. A perfect fit of χ2=ndf ≈ 1, as is often found for fair-
weather showers, is likely not attainable with a simplified
electric field model. However, all the main features of the
intensity and polarization pattern (namely the overall
polarization direction and ring structure) are already
correctly reproduced.
The fit quality is sensitive to changes in the relative field

strength and hL as well as Xmax. This can be seen in Fig. 3,
where each parameter is varied while keeping the others
fixed at their optimum values. This fixing is not possible for
Xmax in the CORSIKA software, because it is an outcome of
the simulation rather than an input parameter. Therefore,
simulations were selected where Xmax differs by no more
than 20 g cm−2. The fit quality reaches its optimum value
for hU ¼ 8 km and is not sensitive to a further increase.
This is expected because above this altitude the air shower
is not yet fully developed and there are relatively few
particles contributing to the emission.
For fair-weather air showers, the measured radio intensity

is related to the simulated values through a constant scaling
factor [14] given the energy of the primary particle. This
energy is derived from the particle density on the ground, as
measured with LORA, combined with the information on
Xmax, as determined from the radio fit. For the air shower
measured during thunderstorm conditions, the measured
intensity is higher than the normally expected value, as
the absolute electric field strength influences the radio
intensity. However, the simulated intensity increases only
until the atmospheric electric field strength reaches
jEUj ≥ 50 kVm−1. When the field strength is increased
further, the radio intensity stays constant. This saturation of
the radio intensity appears to be related to the coherent nature
of the emission but is still under investigation.
Measuring radio emission from extensive air showers

during thunderstorm conditions thus provides a unique new
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tool to probe the atmospheric electric fields present in
thunderclouds. Unlimited by violent wind conditions and
sensitive to a large fraction of the cloud, this technique may
help answer the long-standing question “how is lighting
initiated in thunderclouds?” It has been suggested by
Gurevich et al. [21,22] that cosmic-ray-induced air showers
in combination with runaway breakdown may initiate
lightning. If this is indeed true then LOFAR with its
combination of particle detectors and radio antennas is
well positioned to measure it.
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