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The first measurement of the inclusive cross section for top quark pairs (tt) produced in association with 
two additional charm jets is presented. The analysis uses the dileptonic final states of tt events produced 
in proton-proton collisions at a centre-of-mass energy of 13 TeV. The data correspond to an integrated 
luminosity of 41.5 fb−1, recorded by the CMS experiment at the LHC. A new charm jet identification 
algorithm provides input to a neural network that is trained to distinguish among tt events with two 
additional charm (ttcc), bottom (ttbb), and light-flavour or gluon (ttLL) jets. By means of a template 
fitting procedure, the inclusive ttcc, ttbb, and ttLL cross sections are simultaneously measured, together 
with their ratios to the inclusive tt + two jets cross section. This provides measurements of the ttcc and 
ttbb cross sections of 10.1 ± 1.2 (stat) ± 1.4 (syst) pb and 4.54 ± 0.35 (stat) ± 0.56 (syst) pb, respectively, 
in the full phase space. The results are compared and found to be consistent with predictions from two 
different matrix element generators with next-to-leading order accuracy in quantum chromodynamics, 
interfaced with a parton shower simulation.

© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.

1. Introduction

The modelling of top quark pair (tt) production in association 
with jets from the hadronization of bottom (b) or charm (c) quarks, 
referred to as b jets and c jets, respectively, in proton-proton (pp) 
collisions at the CERN LHC is challenging. Calculations of the pro-
duction cross section for top quark pairs with additional pairs of b
jets (ttbb) are available at next-to-leading order (NLO) in quantum 
chromodynamics (QCD) [1–5], but suffer from large uncertainties 
due to the choice of factorization (μF) and renormalization (μR) 
scales. The uncertainties arise from the different energy (or mass) 
scales in ttbb production, which range from the large scales asso-
ciated with the top quark mass (mt), to the relatively small scales 
associated with additional jets resulting mostly from gluon split-
ting into bb pairs. To better understand the ttbb process, the ATLAS 
and CMS experiments have conducted several measurements in pp
collisions at centre-of-mass energies of 7, 8, and 13 TeV [6–13].

The production of a tt pair with an additional pair of c jets 
(ttcc) has received far less attention, both theoretically and ex-
perimentally. Whereas the experimental signature of a b jet looks 
quite different from that of a light-flavour (LF) or gluon jet, the 
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differences are much less pronounced for c jets. This explains the 
challenge of simultaneously separating ttcc and ttbb events from 
a large background of tt events with additional LF or gluon jets 
(ttLL). With the development of a charm jet identification algo-
rithm (“c tagger”) [14], these signatures can now be more ef-
ficiently disentangled. We present the first measurement of the 
inclusive ttcc cross section and its ratio to the inclusive tt + two 
jets (ttjj) cross section. A fully consistent treatment of the different 
additional jet flavours is ensured using a technique that simultane-
ously extracts the ttcc, ttbb, and ttLL cross sections. The measure-
ment is performed in the dileptonic decay channel of the tt events 
using a data sample of pp collisions at a centre-of-mass energy 
of 13 TeV, collected with the CMS detector in 2017, corresponding 
to an integrated luminosity of 41.5 fb−1 [15]. This data set ben-
efits from the upgrade of the pixel tracking detector [16], which 
was installed in winter 2016–2017 and which has been shown 
to significantly improve the performance of heavy-flavour (HF) jet 
identification [17].

Although the additional b jets in ttbb events are predomi-
nantly produced via gluon splitting into bb pairs, they can also 
originate from the decay of a Higgs boson (H). Previous measure-
ments of Higgs boson production in association with a top quark 
pair, where the Higgs boson decays into a pair of b quarks (ttH, 
H → bb) [18–21], suffer from a nonresonant background of gluon-
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induced ttbb events, and to a lesser extent also from ttcc events 
due to the misidentification of c jets as b jets. The techniques de-
scribed here provide a basis for a simultaneous measurement of 
the ttbb and ttcc processes from data that can be adopted in fu-
ture ttH analyses to significantly reduce the uncertainties related 
to these backgrounds.

2. The CMS detector

The central feature of the CMS apparatus is a superconduct-
ing solenoid of 6 m internal diameter, providing a magnetic field 
of 3.8 T. Within the solenoid volume are a silicon pixel and strip 
tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), 
and a brass and scintillator hadron calorimeter (HCAL), each com-
posed of a barrel and two endcap sections. The silicon tracker mea-
sures charged particles within the pseudorapidity range |η| < 2.5. 
During the LHC running period when the data used for this anal-
ysis were recorded, the silicon tracker consisted of 1856 silicon 
pixel and 15 148 silicon strip detector modules. For nonisolated 
particles of 1 < pT < 10 GeV and |η| < 2.5, the track resolutions 
are typically 1.5% in pT and 20–75 μm in the transverse impact 
parameter [22]. Forward calorimeters extend the η coverage pro-
vided by the barrel and endcap detectors. Muons are detected in 
gas-ionization chambers embedded in the steel flux-return yoke 
outside the solenoid. A more detailed description of the CMS de-
tector, together with a definition of the coordinate system used 
and the relevant kinematic variables, can be found in Ref. [23].

Events of interest are selected using a two-tiered trigger sys-
tem [24]. The first level, composed of custom hardware processors, 
uses information from the calorimeters and muon detectors to se-
lect events at a rate of around 100 kHz within a fixed time interval 
of about 4 μs. The second level, known as the high-level trigger, 
consists of a farm of processors running a version of the full event 
reconstruction software optimized for fast processing, and reduces 
the event rate to around 1 kHz before data storage.

3. Event simulation

Samples of signal and background events are simulated using 
Monte Carlo (MC) event generators based on a fixed-order per-
turbative QCD calculation with up to four noncollinear high-pT
partons, supplemented with parton showering (PS) and multipar-
ton interactions. The matrix element (ME) generation of tt events 
is performed with powheg (v2) [25–29] at NLO in QCD using 
the five-flavour scheme, followed by a simulation of the PS using 
pythia8.230 [30] (referred to as pythia8 in the following), using 
the CP5 underlying event tune [31] and the NNPDF3.1 [32] parton 
distribution functions (PDFs). The first additional hard radiation 
from the tt system is included in the NLO ME calculation, whereas 
higher additional jet multiplicities result from radiation simulated 
in the PS. A value of mt = 172.5 GeV is used in the event gen-
eration and the values of μR and μF are set to a dynamic scale 
given by 

√
m2

t + p2
T,t, where pT,t denotes the transverse momen-

tum of the top quark in the tt rest frame. The tt cross section is 
scaled to a theoretical prediction at next-to-next-to-leading order 
in QCD including resummation of next-to-next-to-leading logarith-
mic soft-gluon terms, which yields σtt = 832+39.9

−45.8 pb [33]. The re-
sults are also compared to those from tt production simulated with 
the MadGraph5_amc@nlo (v2.4.2) [34] ME generator at NLO accu-
racy using the five-flavour scheme, with FxFx jet matching [35]
and including up to two jets in addition to the tt system in the 
NLO ME calculation. No dedicated simulations have been used to 
model separately ttcc or ttbb events, ensuring a consistent treat-
ment between ttcc, ttbb, and ttLL events in the inclusive tt samples 
mentioned above.

Fig. 1. Example of a Feynman diagram at the lowest order in QCD, describing the 
dileptonic decay channel of a top quark pair with an additional cc pair produced 
via gluon splitting.

The background processes for this analysis consist mainly of 
Drell–Yan (DY) and single top quark events, with additional mi-
nor contributions from W + jets, diboson, triboson, ttZ, ttW, and 
ttH events (collectively referred to as rare backgrounds). For all 
these samples, the PS is simulated using pythia8. The ME gener-
ation of the DY, W + jets, triboson, ttZ, and ttW events is han-
dled using MadGraph5_amc@nlo at leading order in QCD, with 
MLM jet matching [36]. The ttH events are generated at NLO us-
ing powheg. Single top quark production in the t and s channels 
are simulated at NLO in the four-flavour scheme using powheg and
MadGraph5_amc@nlo, respectively, while the tW channel is simu-
lated at NLO with powheg in the five-flavour scheme. The diboson 
samples are simulated at leading order in QCD using pythia8 for 
both the ME calculations and PS description.

The interactions between particles and the material in the CMS 
detector are simulated using Geant4 (v10.02) [37]. The effect of 
additional pp interactions in the same or nearby beam crossings 
as the hard-scattering process (pileup) is modelled by adding sim-
ulated minimum bias collisions generated in pythia8.

4. Signal definition

A typical Feynman diagram describing the dileptonic ttcc pro-
cess is shown in Fig. 1. To provide an unambiguous interpretation 
of the results, a generator-level definition of the event categories 
is needed, based on the flavours of the additional jets. The HF jets 
are identified at the generator level using the procedure of ghost 
matching [38], where in addition to the reconstructed final-state 
particles, the generated b and c hadrons are clustered into the 
jets. However, the modulus of the hadron four-momentum is set 
to a small number to prevent these generated hadrons from affect-
ing the reconstructed jet momentum and to ensure that only their 
directional information is retained. Jets that contain both b and c
hadrons are labelled as b jets, since the c hadrons most likely orig-
inate from a decay of a b hadron. The results of this measurement 
are reported in terms of the fiducial and full phase spaces.

Fiducial phase space: In the definition of the fiducial phase space, 
all of the final-state particles (except for the neutrinos) resulting 
from the decay chain: pp → ttjj → �+ν�b�−ν�bjj are required to 
be within the region of the detector in which these objects can be 
properly reconstructed. The fiducial phase space is therefore de-
fined by the presence of two oppositely charged electrons, muons, 
or τ leptons (�) at the generator level with pT > 25 GeV and 
|η| < 2.4. Each lepton is required to originate from a decay of a 
W boson, which in turn results from a top quark decay. Particle-
level jets are defined by clustering generated final-state particles 
with a mean lifetime greater than 30 ps, excluding neutrinos, us-
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ing the anti-kT algorithm [39,40] with a distance parameter of 
0.4. We demand two particle-level b jets from the top quark de-
cays with pT > 20 GeV and |η| < 2.4. Besides these two b jets, 
at least two additional particle-level jets must be present, with 
the same kinematic requirements imposed. Jets that lie within 
�R =

√
(�η)2 + (�φ)2 < 0.4 of either one of the leptons from 

the W boson decays, where φ denotes the azimuthal angle, are 
excluded. The above requirements define the inclusive ttjj signal, 
which is then subdivided based on the flavour content of the ad-
ditional particle-level jets (not from the top quark decays) into the 
following categories:

ttbb: At least two additional b jets are present, each containing at 
least one b hadron.

ttbL: Only one additional b jet is present, containing at least one 
b hadron. In addition, at least one additional LF or c jet is 
present. This category results from ttbb events in which one 
of the two additional b jets is outside the acceptance, or two 
b jets are merged into one.

ttcc: No additional b jets are present, but at least two additional c
jets are found, each containing at least one c hadron.

ttcL: No additional b jets are present, and only one additional c
jet is found, containing at least one c hadron. In addition, at 
least one additional LF jet is present. This category results 
from ttcc events in which one of the two additional c jets is 
outside the acceptance, or two c jets are merged into one.

ttLL: No additional b or c jets are present, but at least two addi-
tional LF jets are within the acceptance.

All other tt events that do not fit in any of the above categories, 
because they do not fulfill the acceptance requirements described 
in the definition of the fiducial phase space, are labelled as “tt+oth-
er”. These could for example be events with semileptonic or fully 
hadronic tt decays that pass the event selection criteria outlined 
in Section 6, or dileptonic tt events for which the leptons or the 
particle-level jets as described above are not within the fiducial 
detector volume. These contributions are estimated from the same 
simulations as those used for the signal events.

Full phase space: The definition of the full phase space comprises 
dileptonic, semileptonic, and fully hadronic tt decays that contain 
in addition at least two particle-level jets with pT > 20 GeV and 
|η| < 2.4. These jets must not originate from the decays of the 
top quarks or W bosons. There are no requirements imposed on 
the generator-level leptons or on the particle-level jets that result 
from the top quark and W boson decays. The measurement in the 
fiducial phase space is extrapolated to the full phase space by ap-
plying an acceptance factor, estimated from simulations, to each 
signal category based on the additional jet flavours.

The definition of the fiducial phase space is much closer to 
the reconstructed phase space in which the measurement is per-
formed, and therefore expected to suffers less from theoretical 
uncertainties that affect the extrapolation from the fiducial to the 
full phase space. However, the full phase space definition is better 
suited for comparison with theoretical calculations.

5. Object reconstruction

The global event reconstruction is based on the particle-flow 
algorithm [41], which aims to reconstruct and identify each in-
dividual particle in an event by combining information from the 
various elements of the CMS detector. The energy of photons is 
obtained from the ECAL measurement. The energy of electrons is 
determined from a combination of the electron momentum at the 
primary interaction vertex as determined by the tracker, the en-
ergy of the corresponding ECAL cluster, and the energy sum of all 
bremsstrahlung photons spatially compatible with originating from 

the electron track. The energy of muons is obtained from the cur-
vature of the corresponding track. The energy of charged hadrons 
is determined from a combination of their momentum measured 
in the tracker and the matching ECAL and HCAL energy deposits, 
corrected for zero-suppression effects and for the response func-
tion of the calorimeters to hadronic showers. Finally, the energy 
of neutral hadrons is obtained from the corresponding corrected 
ECAL and HCAL energies.

For each event, hadronic jets are clustered from these recon-
structed particles using the infrared and collinear safe anti-kT al-
gorithm with a distance parameter of 0.4. Jet momentum is de-
termined as the vectorial sum of all particle momenta in the jet, 
and is found from simulations to be, on average, within 5 to 10% 
of the true momentum over the whole pT spectrum and detec-
tor acceptance. Pileup interactions can contribute additional tracks 
and calorimetric energy depositions, increasing the apparent jet 
momentum. To mitigate this effect, tracks identified as originat-
ing from pileup vertices are discarded and an offset correction 
is applied to correct for remaining contributions. Jet energy cor-
rections are derived from simulation studies so that the average 
measured response of jets becomes identical to that of particle-
level jets. In situ measurements of the momentum balance in dijet, 
photon+jets, Z + jets, and multijet events are used to determine 
any residual differences between the jet energy scale in data and 
simulations [42], and appropriate corrections are made. Additional 
selection criteria are applied to each jet to remove jets potentially 
dominated by instrumental effects or reconstruction failures.

The missing transverse momentum vector �pmiss
T is computed as 

the negative of the vector sum of the �pT of all the particle-flow 
candidates in an event, and its magnitude is denoted as pmiss

T [43]. 
The �pmiss

T is modified to account for corrections to the energy scale 
of the reconstructed jets in the event.

The candidate vertex with the largest value of summed physics-
object p2

T is taken to be the primary pp interaction vertex. The 
physics objects are the jets and the associated pmiss

T .
Jets originating from the hadronization of b and c quarks are 

identified using the deep combined secondary vertex (DeepCSV) 
algorithm [14], which uses information on the decay vertices of 
long-lived mesons and the impact parameters of the charged par-
ticle tracks as input to a deep neural network (NN) classifier. For 
the identification of b jets, a medium working point is chosen, 
corresponding to a ≈70% efficiency for correctly selecting b jets 
and a misidentification probability for LF (c) jets of ≈1 (12)%, de-
rived from simulated tt events. The same algorithm also provides 
discriminators to distinguish c jets from LF and b jets, which are 
collectively referred to as c tagging discriminators. The information 
from the distributions of these observables plays a key role in this 
analysis, and the calibration of the c tagger is further discussed in 
Section 8.

6. Event selection

An event selection has been employed to select a subset of 
events that consists almost exclusively (more than 95% as evalu-
ated from simulations) of dileptonic tt events with at least two 
additional jets. Exactly two reconstructed, oppositely charged lep-
tons (either electrons or muons) are required to be present. This 
procedure also selects τ leptons that decay into an electron or a 
muon. The electrons and muons are required to have pT > 25 GeV
and |η| < 2.4, and should be isolated from other objects in the 
event. At least four jets are required in the event, all of which 
must be spatially separated from the isolated leptons by imposing 
�R(�, jet) > 0.5. Only jets with pT > 30 GeV and |η| < 2.4 are con-
sidered. An assignment of the jets to the expected partons is made 
to identify the b jets from top quark decays and jets originating 
from additional radiation (described in detail in Section 7). The 
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two jets assigned to the b quarks from the top quark decays are 
required to be b tagged. Neutrinos from leptonically decaying W
bosons are not detected, but instead contribute to the pmiss

T , which 
is required to exceed 30 GeV in events with two electrons (ee) or 
two muons (μμ), in order to reduce contributions from DY events. 
In events with one electron and one muon (eμ), no requirement is 
imposed on pmiss

T . In order to further reduce the contribution from 
DY production in ee and μμ events, the invariant mass of the two 
leptons (m��) is required to be outside of the Z boson mass win-
dow, m�� /∈ [mZ − 15, mZ + 15] GeV, with mZ = 91.2 GeV [44]. For 
all events, it is required that m�� > 12 GeV in order to minimize 
contributions from low-mass resonances.

7. Matching jets to partons

The distinction among the ttcc, ttbb, and ttLL categories relies 
on the correct identification of the additional jets not coming from 
the decay of the top quarks. Assuming a 100% branching fraction 
for the decay t → bW, and focusing on the dileptonic decay chan-
nel, two b jets are expected from the top quark decays and at least 
two additional jets are required through the other event selection 
criteria. In practice, not all b jets from top quark decays will be re-
constructed within the acceptance of the detector and additional 
jets will also not necessarily pass the reconstruction and selec-
tion criteria. In this section, a matching procedure is described to 
achieve the most accurate correspondence between the final-state 
jets and the expected partons. This is done by considering all pos-
sible permutations of four jets in the collection of jets passing the 
selection criteria described in Section 6 and training a NN to iden-
tify the correct jet-parton assignment.

Whether a given permutation corresponds to a correct jet-
parton assignment can be inferred from different quantities, such 
as the jet kinematic variables, b and c tagging discriminators, and 
angular separations and invariant masses between pairs of jets 
(and between jets and leptons). The NN processes, for each event, 
all possible jet-parton assignments and is trained on the aforemen-
tioned observables to give the highest possible score to the correct 
permutation. For the ttLL, ttcc, and ttcL categories, the b and c
tagging discriminators dominate the decision made by the NN. For 
the ttbb category all four partons have the same flavour, so the 
correct assignment of the four b jets relies mainly on the angu-
lar separations and invariant masses between jets or leptons. The 
best assignment for the ttbL category benefits from a combination 
of all these observables.

The main objective is to identify additional HF jets in the event. 
In the assignment of b jets from the tt decays, it does not matter 
which b jet is matched to the decay of the top quark or anti-
quark. Any permutation for which these b jets are reversed can 
still be considered appropriate for this measurement. If at least 
one additional b or c jet is present, a correct permutation has to 
identify these as the first or second additional jets. The NN is also 
trained to choose a permutation in which the first additional jet 
has a larger b tagging discriminator value than the second addi-
tional jet. With these considerations in mind, three output classes 
are defined. One of the NN outputs denotes the probability for a 
given permutation to correspond to the correct jet-parton assign-
ment (P+). Another output class refers to those permutations for 
which the additional jets are correctly matched, but the b jets from 
the tt decays are reversed as explained above (P×). The third out-
put represents all permutations for which the matching is wrong 
(P−), meaning that either at least one of the b jets from the tt
decays is not correctly matched, or an additional HF jet is found 
but is not identified as either the first or the second additional jet. 
The best jet-parton assignment is then identified by selecting the 
permutation with the highest value of:

Fig. 2. Comparison between data (points) and simulated predictions (histograms) 
for the distribution of the NN score for the best permutations of jet-parton assign-
ments found in each event. Underflow is included in the first bin. The distributions 
are found after the event selections outlined in Section 6, but before fitting the 
predicted signal yields to the data. The lower panel shows the ratio of the yields in 
data to those predicted in simulations. The vertical bars represent the statistical un-
certainties in data, while the hatched bands show the statistical uncertainty in the 
simulated predictions.

max

(
P+

P+ + P− ,
P×

P× + P−

)
. (1)

The NN is trained using the Keras deep learning library [45], in-
terfaced to TensorFlow [46] as a back end. Its architecture is 
composed of two fully connected hidden layers with 50 neurons 
each, and with a rectified linear unit activation function. The train-
ing is performed using an independent data set of simulated tt
events that pass all the event selections outlined in Section 6, ex-
cept for the b tagging requirement. Only events for which the two 
generator-level b quarks from top quark decays lie within �R < 0.3
of a reconstructed b jet are used for the training. These constitute 
≈76% of the simulated tt events with at least two additional jets. 
Of those, the NN correctly identifies the two additional c (b) jets 
in 50 (30)% of the cases for ttcc (ttbb) events. For ttbb events, the 
matching is more challenging because the HF tagging information 
cannot help in separating additional b jets from those originating 
from top quark decays. A comparison between data and simula-
tions of the NN score for the best permutation in each event is 
shown in Fig. 2, indicating good agreement between the two.

8. Charm jet identification and calibration

The DeepCSV HF tagging algorithm has a multiclass output 
structure that predicts the probabilities for each jet to contain a 
single b hadron (P (b)), two b hadrons (P (bb)), one or more c
hadrons (P (c)), or no b or c hadrons (P (udsg)). The b tagger used 
throughout this analysis is constructed from the sum P (b) + P (bb). 
However, different combinations of output values provide different 
types of discrimination. Since the displacements of tracks and sec-
ondary vertices for c jets are on average smaller than those for 
b jets and larger than those for LF jets, a charm jet identification 
algorithm uses a combination of two discriminators. The first is 
used to distinguish c jets from LF jets (CvsL) and the second sep-
arates c jets from b jets (CvsB). The CvsL and CvsB discriminators 
are defined from the multiclass output structure of the DeepCSV 
algorithm as:
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CvsL = P (c)

P (c) + P (udsg)
,

CvsB = P (c)

P (c) + P (b) + P (bb)
.

(2)

The c tagging discriminators require calibration with the data, 
given that these algorithms are trained on simulated events and 
are therefore prone to mismodelling effects in the input variables. 
The observed initial discrepancies between the data and the sim-
ulated predictions can be as large as 50%, as can be seen from 
the distributions before calibration in Appendix A. In order to use 
these c tagger discriminators for the fit of the template distribu-
tions (as discussed in Section 9), the shape of the two-dimensional 
(CvsL, CvsB) distribution is corrected to reproduce the distribution 
observed in data. To this end, a novel calibration technique is em-
ployed that uses three control regions selecting for semileptonic tt, 
W + c, and DY + jets events, which are enriched in b, c, and LF 
jets, respectively [47]. By means of an iterative fit in these three 
control regions, a set of scale factors for each jet flavour is de-
rived, as a function of both the CvsL and CvsB discriminator values 
of a given jet. The effectiveness of this calibration for different jet 
flavours has been validated in the three corresponding control re-
gions outlined above, showing that the calibrated distributions in 
simulations indeed match those in data within the associated un-
certainties. Additionally, the method shows no bias when applied 
to pseudo-data constructed from simulated events that have artifi-
cial scale factors applied to them.

After applying this calibration to the simulated events, the dis-
tributions of the CvsL and CvsB discriminators provide a good de-
scription of the data, as shown in Fig. 3 for the first (upper row) 
and second (lower row) additional jet. The uncertainties related to 
this calibration are further discussed in Section 10.

9. Fit to an event-based neural network discriminator

The extraction of the ttcc, ttbb, and ttLL cross sections proceeds 
by means of a template fit to an observable that can distinguish 
among the different flavour categories. Since the differentiation re-
lies mainly on the additional-jet flavour, the c tagging discrimina-
tors of the first and second additional jets provide a natural choice 
for separating the different signals. The CvsL discriminator distin-
guishes the ttcc and ttbb from the ttLL events, whereas the CvsB 
discriminator provides additional information that can be used to 
distinguish between the ttcc and ttbb events. The flavour tagging 
information for the second additional jet allows the ttcL and ttbL
processes to be identified. Additional information is extracted from 
two kinematic variables. The first is the angular separation �R 
between the two additional jets. In the ttcc and ttbb processes, 
the additional jets arise predominantly from gluon splitting into cc
and bb pairs, respectively, and are therefore expected to be more 
collimated. The second is the NN score for the best permutation 
(shown in Fig. 2), which is expected to be larger on average for 
ttLL events because the additional jets are well distinguished from 
the b jets from top quark decays. This observable indirectly incor-
porates information on the event kinematic features through its 
input variables.

Using the six aforementioned observables, a NN is trained. 
Given the relatively small number of inputs, an architecture for 
the NN is chosen with one hidden layer that comprises 30 neu-
rons with a rectified linear unit activation function. This NN pre-
dicts output probabilities for five output classes: P (ttcc), P (ttcL), 
P (ttbb), P (ttbL), and P (ttLL). To obtain the distributions that are 
used in the fit, these probabilities are projected onto a two-
dimensional phase space spanned by two derived discriminators:

Table 1
Selection efficiencies and acceptance factors for events in different signal categories. 
The values are obtained from simulated tt events.

Event category ttbb ttbL ttcc ttcL ttLL

Efficiency ε (%) 12.0 8.5 6.8 5.6 4.5
Acceptance A (%) 2.9 2.5 2.0 2.0 2.3

�c
b = P (ttcc)

P (ttcc) + P (ttbb)
,

�c
L = P (ttcc)

P (ttcc) + P (ttLL)
.

(3)

These discriminators can be interpreted as topology-specific c tag-
ger discriminators that augment the information on the jet flavour 
of the two additional jets with additional event kinematic fea-
tures to optimally distinguish different signal categories. The two-
dimensional distributions of these discriminators, normalized to 
unit area, are shown in Fig. 4 for simulated dileptonic tt events. 
The different signal categories occupy different parts of this phase 
space, demonstrating that a fit of templates derived from these 
distributions to the data can be used to extract the ttcc, ttbb, and 
ttLL cross sections. It can be seen that the lower right corner of 
this phase space is almost exclusively populated with ttbb events, 
whereas the upper right corner is dominated by ttcc events.

Templates are constructed separately for each dilepton channel 
(ee, μμ, and eμ) and are fitted simultaneously to data by means 
of a binned maximum likelihood fit assuming Poisson statistics. 
The negative logarithm of the likelihood is minimized using the 
“Combine” framework developed for the combined Higgs boson 
measurements performed by ATLAS and CMS [48,49]. Uncertain-
ties are included as nuisance parameters in the definition of the 
likelihood.

A first fit is performed to extract the absolute cross section (σ ) 
of the ttcc, ttbb, and ttLL events in the fiducial phase space, where 
the expected yield in each bin is parametrized using the function:

Fi
(
σttcc, σttbb, σttLL

) =

Lint

{
σttcc εttcc

(
f norm
ttcc,i + NMC

ttcL

NMC
ttcc

f norm
ttcL,i

)

+ σttbb εttbb

(
f norm
ttbb,i

+ NMC
ttbL

NMC
ttbb

f norm
ttbL,i

)
(4)

+ σttLL εttLL

(
f norm
ttLL,i + NMC

tt+other

NMC
ttLL

f norm
tt+other,i

)}

+Lint σbkg f norm
bkg,i .

Here, Lint denotes the total integrated luminosity and f norm
i repre-

sents a given bin (with index i) of the simulated two-dimensional 
template, normalized to unit area. The measurements in the re-
constructed phase space are corrected to the fiducial phase space 
through an efficiency (ε). To extract the result in the full phase 
space, an additional acceptance factor, A, is applied to the ex-
tracted fiducial cross section to account for the difference in ac-
ceptance between the fiducial and full phase spaces. The efficiency 
and acceptance factors are summarized in Table 1, and are calcu-
lated from simulations. The largest contribution to the acceptance 
can be attributed to the extrapolation from the dileptonic to the 
fully inclusive decays of the tt pairs. The remaining contributions 
are due to changes in kinematic requirements on the generator-
level objects. As discussed in Section 4, the ttcL and ttbL categories 
result from ttcc and ttbb events, respectively, where one of the 
additional HF jets is outside the acceptance or both are merged 
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Fig. 3. Comparison between data (points) and simulated predictions (histograms) for the CvsL (left column) and CvsB (right column) c tagging discriminator distributions 
of the first (upper row) and second (lower row) additional jet after applying the c tagging calibration. The distributions are found after the event selections outlined in 
Section 6, but before fitting the predicted signal yields to the data. The lower panels show the ratio of the yields in data to those predicted in simulations. The vertical bars 
represent the statistical uncertainties in data, while the hatched bands show the systematic uncertainty from the c tagging calibration only.

Fig. 4. Normalized two-dimensional distributions of �c
b vs. �c

L in simulated dileptonic tt events, for each of the event categories outlined in Section 4. The colour scale on 
the right shows the normalized event yields.
6
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into one jet. Therefore, these components are scaled with the same 
factors as the ttcc and ttbb templates, respectively, such that the 
relative yield of ttcL (ttbL) with respect to ttcc (ttbb) events is 
fixed to that predicted in the simulations. The predicted yields 
from the simulations are denoted by NMC

k , where k denotes the 
signal process. The tt+other component is scaled with the same 
factor as the ttLL component, motivated by their similar LF con-
tent. Uncertainties in the ratios of simulated yields are taken into 
account in the fit. The background processes are summed together 
into one template and their yield is fixed to the predictions from 
simulations, with uncertainties taken into account as discussed in 
Section 10. The sum of the cross sections for the background pro-
cesses (obtained from simulations) is denoted as σbkg.

A second binned maximum likelihood fit is performed assum-
ing Poisson statistics to extract the ratios of the ttcc and ttbb cross 
sections to the overall inclusive ttjj cross section (denoted Rc and 
Rb, respectively) in the fiducial phase space, with the expected 
yield in bin i calculated using the function:

Fi
(
σttjj, Rc, Rb

) =

Lintσttjj

{
Rc εttcc

(
f norm
ttcc,i + NMC

ttcL

NMC
ttcc

f norm
ttcL,i

)

+ Rb εttbb

(
f norm
ttbb,i

+ NMC
ttbL

NMC
ttbb

f norm
ttbL,i

)

+ (1 − Rc − RcL − Rb − RbL)

εttLL

(
f norm
ttLL,i + NMC

tt+other

NMC
ttLL

f norm
tt+other,i

)}

+Lint σbkg f norm
bkg,i ,

(5)

with⎧⎪⎪⎨
⎪⎪⎩

RcL = Rc

(
NMC

ttcL
εttcc

NMC
ttcc

εttcL

)
,

RbL = Rb

(
NMC

ttbL
εttbb

NMC
ttbb

εttbL

)
.

(6)

The parameters RcL and RbL are used to denote, respectively, the 
ratios of the ttcL and ttbL cross sections to the inclusive ttjj cross 
section, and are defined as a function of Rc and Rb in Eq. (6).

10. Systematic uncertainties

This section summarizes the systematic uncertainties related to 
the extraction of the ttcc, ttbb, and ttLL cross sections (and the ra-
tios Rc and Rb), as well as corrections applied to the simulated 
events to account for differences with respect to data. Systematic 
uncertainties are treated as nuisance parameters in the template 
fit to data that can affect both the shapes of the templates and 
the yields of the signal and background processes. A smoothing 
procedure [50] is applied to the templates that describe the un-
certainty variations affecting the template shape. The sources of 
systematic uncertainties are subdivided into experimental and the-
oretical components and are discussed below.

Experimental uncertainties: These uncertainties affect both the 
shape and normalization of the templates. The jet energy reso-
lution is known to be worse in data than in simulations, and 
a corresponding additional smearing is applied to the simulated 
jet energies [42]. Systematic uncertainties are estimated by vary-
ing the smearing of the jet energy within its uncertainties in the 
calculation of the cross sections. Similarly, we take into account 
corrections and uncertainties from observed differences in the jet 

energy scale. These corrections are evaluated and applied in dif-
ferent regions of jet pT and |η|. Observed differences in electron 
and muon identification, isolation, reconstruction, and trigger ef-
ficiencies between data and simulations are taken into account 
through pT- and η-dependent scale factors, with the correspond-
ing uncertainties accounted for. The distribution of the number of 
pileup collisions in simulated events is reweighted to match the 
distribution observed in data, using an inelastic pp cross section of 
69.2 mb [51]. An uncertainty related to this correction is applied 
by varying this inelastic cross section by ±4.6%. An uncertainty of 
2.3% [15] in the total integrated luminosity is also taken into ac-
count. The scale factors extracted from the c tagging calibration are 
applied to the simulated events, and corresponding uncertainties 
are considered. Uncertainties related to this calibration are found 
to be dominated by the choice of μR and μF in the W + c and 
DY + jets control regions, affecting scale factors for c and LF jets, 
respectively, and by PS uncertainties in semileptonic tt events that 
affect scale factors for b jets, together with a significant contri-
bution from statistical uncertainties for all jet flavours. Most of the 
theoretical and experimental sources of uncertainty are in common 
between the control regions in which the c tagging calibration is 
derived and the tt dileptonic signal region considered in this anal-
ysis. In such cases, the common uncertainties are considered fully 
correlated and evaluated simultaneously.

Theoretical uncertainties: In the ME calculation, the choice of μR
and μF can have an impact on the kinematic distributions of the 
final-state objects. Uncertainties in these scales are taken into ac-
count by rescaling μF and μR up or down by a factor of two 
at the ME level [52,53]. The choice was made not to include the 
difference between pythia and alternative PS simulations as a sys-
tematic uncertainty in this analysis. Instead a variety of parameters 
in pythia, sensitive to the PS and hadronization, are consistently 
varied to assess the uncertainty in an unambiguous way. In the 
PS, the uncertainty in the value of the strong coupling constant 
(αS) evaluated at mZ is taken into account by varying the renor-
malization scale of QCD emissions in the initial- and final-state 
radiation up and down by a factor of two. Similarly, uncertain-
ties in the momentum transfer from b quarks to b hadrons (b
fragmentation) in the PS have been included. The b fragmenta-
tion in pythia is parametrized using a Bowler–Lund model [54–56], 
with uncertainties calculated by tuning the internal parameters of 
this model to measurements from the ALEPH [57], DELPHI [58], 
OPAL [59] and SLD [60] experiments. In practice, it was found that 
this parametrization can be varied within its uncertainties by a 
reweighting at the generator level of the so-called “transfer func-
tion”, xb = pT(b hadron)/pT(b jet). No such detailed assessment of 
the c fragmentation uncertainties has yet been performed, but a 
similar level of variation is observed when comparing the avail-
able experimental measurements [61] with the default pythia tune 
used in this analysis [62]. We verified that variations of the c jet 
transfer function (xc = pT(c hadron)/pT(c jet)) induce similar vari-
ations of the c jet pT and c tagging discriminator distributions as 
the analogous variations in b fragmentation for b jets, and found 
that these effects are comfortably covered by an uncertainty a fac-
tor of two larger than that for b fragmentation. This uncertainty 
is modelled as an uncertainty in the ttcc and ttcL yields in the 
fit in the fiducial phase space, and an additional uncertainty in the 
acceptance correction from the full to the fiducial phase space. Un-
certainties associated with the PDF, as well as with the value of αS
in the PDF of the proton are considered, following the PDF4LHC 
prescription [63]. For all of the aforementioned theoretical sources 
of uncertainty (except for the c fragmentation uncertainty), the ef-
fects of these variations on the shape of the fitted templates are 
taken into account in the fit, whereas their impact on the signal 
yields is considered as an uncertainty in the theoretical prediction 
to which the measurement is compared in Section 11. The resid-
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Table 2
Sources of theoretical uncertainties in the acceptance, used to extrapolate the re-
sults from the fiducial to the full phase space, for different signal categories, to-
gether with their individual impact in percent. The last row of the table quotes the 
total relative uncertainty in the acceptance, calculated by adding in quadrature the 
effects from individual sources. A dash indicates that the uncertainty is not applica-
ble for that signal category.

Sources Uncertainty in the acceptance (%)

ttcc ttcL ttbb ttbL ttLL

μR and μF 1.0 0.8 0.4 0.6 0.5
PS scale 1.6 1.6 1.2 1.4 1.5
PDF 0.6 0.8 1.2 1.2 0.9
Underlying event 1.0 1.2 1.8 1.1 0.3
ME-PS matching 2.1 2.3 1.0 2.5 1.7
b fragmentation 2.2 2.0 4.2 2.6 2.3
c fragmentation 4.5 2.0 – – –

Total 5.9 4.3 5.0 4.2 3.4

ual theoretical uncertainty that enters the measured cross sections 
through the εi terms in Eqs. (4) and (5) is accounted for by a 
separate theoretical uncertainty in the efficiency. The experimen-
tal uncertainties in the efficiency are already taken into account 
through the uncertainties in the normalization of the templates. 
The matching between the ME and PS is governed by a parame-
ter called hdamp. The value of this parameter is varied according to 
hdamp =

(
1.379+0.926

−0.505

)
mt [31] in a separate simulation. Since the 

size of this simulated data set is insufficient to reliably estimate 
the effect on the shapes of the templates, this uncertainty is con-
servatively estimated through its effect on the overall yield. The 
remnants of the pp collisions that do not take part in the hard 
scattering are referred to as the underlying event. Their kinematic 
distributions are tuned in the generators to match those observed 
in the data [31]. The resulting parametrization of the CP5 tune, 
used in this analysis, is varied within its uncertainties in separate 
simulations. Here too the effect of the uncertainty in the overall 
yield, rather than in the template shapes, is propagated to the 
measured cross sections. The effects of the theoretical uncertain-
ties listed above on the fixed ratios of ttbL to ttbb, ttcL to ttcc, and 
tt+other to ttLL yields, taken from simulations in Eqs. (4) and (5), 
are also included in the fit. An uncertainty of 25% is assigned 
to the total cross section of all background processes, based on 
the precision of recent measurements of the dominant background 
processes [64,65]. The statistical uncertainty due to the finite size 
of the simulated samples is taken into account in the fit. In extrap-
olating the results from the fiducial to the full phase space, some 
of these theoretical uncertainties also affect the acceptance for the 
different signal categories. The individual and combined impacts of 
different sources of uncertainty in the acceptance are summarized 
in Table 2.

The individual impacts from each source of uncertainty in the 
cross sections (and ratios) for the fiducial phase space after the 
fit are summarized in Table 3. The fitted nuisance parameters do 
not deviate significantly from their initial values and are not sig-
nificantly constrained. No strong correlations between any of the 
nuisance parameters and the fitted cross sections or ratios are ob-
served. The dominant systematic uncertainties are related to the c
tagging calibration, followed by jet energy scale and fragmentation 
uncertainties, as well as uncertainties related to the matching be-
tween ME and PS, and the choice of μR and μF scales in the ME 
calculation.

11. Results

The binning of the two-dimensional �c
L vs. �c

b distribution is 
chosen to be:

Fig. 5. A one-dimensional representation of the two-dimensional �c
L vs. �c

b distri-
butions, in the simulations (histograms) and in data (points), after normalizing the 
simulated templates according to the fitted cross sections. The lower panel shows 
the ratio of the yields in data to those predicted in the simulations. The brown and 
grey uncertainty bands denote, respectively, the statistical and total uncertainties 
from the fit. The factors (μ) by which the templates of the different processes (us-
ing the powheg ME generator) are scaled, are also displayed, together with their 
combined statistical and systematic uncertainties.

�c
L ⊗ �c

b :
[0,0.55,0.65,0.85,1.0] ⊗ [0,0.35,0.5,0.6,1.0]. (7)

This gives a total of 16 bins with varying compositions of signal 
categories. From these 16 bins, a one-dimensional histogram is cre-
ated in which the first four bins correspond to the first bin in �c

L, 
with increasing values of �c

b, and then analogously for the remain-
der of the bins. This histogram is shown in Fig. 5 after normalizing 
the simulated templates according to the fitted cross sections. The 
factors by which the templates of the ttcc, ttbb, and ttLL processes 
(using the powheg ME generator) are scaled to match the data 
are denoted μttcc, μttbb, and μttLL, respectively. Their measured 
values from the fit are displayed in the top panel of Fig. 5, to-
gether with their combined statistical and systematic uncertainties. 
An improved agreement between data and simulated predictions 
is also observed for the c tagging discriminators of the first and 
second additional jets after normalizing the simulated templates 
according to the fitted cross sections. This is demonstrated in Ap-
pendix B and can be directly compared to the agreement before 
the fit in Fig. 3.

The measured cross sections in the fiducial and full phase 
spaces, together with their statistical and systematic uncertainties, 
are summarized in Table 4 and compared to predictions using the
powheg and MadGraph5_amc@nlo ME generators. Uncertainties 
in the measured values of the cross sections and ratios are deter-
mined from the points where the decrease in the logarithm of the 
profiled likelihood from the best-fit value intersects with 0.5. The 
inclusive ttcc cross section and the ratio Rc are measured here for 
the first time. They are in agreement with the predictions from 
both ME generators, within the uncertainties.

In addition, two-dimensional likelihood scans are performed 
over different combinations of cross sections or ratios. These are 
shown in Fig. 6 for the measurements in the fiducial phase space. 
The 68 and 95% confidence level contours are shown, along with 
the predictions from the powheg and MadGraph5_amc@nlo ME 
generators. Agreement is observed at the level of one to two stan-
dard deviations between the measured values and simulated pre-
dictions for the ttcc, ttbb, and ttLL processes. The most significant 
tension is observed in the ratio Rb, at the level of 2.5 standard de-
viations. Results for σttbb and Rb are consistent with previous mea-
surements targeting specifically this signature [6–13] and show the 
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same tendency to be slightly above the predictions from simula-
tions.

12. Summary

The production of a top quark pair (tt) in association with addi-
tional bottom or charm jets at the LHC provides challenges both in 
the theoretical modelling and experimental measurement of this 
process. Whereas tt production with two additional bottom jets 
(ttbb) has been measured by the ATLAS and CMS Collaborations 
at different centre-of-mass energies [6–13], this analysis presents 
the first measurement of the cross section for tt production with 
two additional charm jets (ttcc). The analysis is conducted using 
data from proton-proton collisions recorded by the CMS experi-
ment at a centre-of-mass energy of 13 TeV, corresponding to an 
integrated luminosity of 41.5 fb−1. The measurement is performed 
in the dileptonic channel of the tt decays and relies on the use 
of recently developed charm jet identification algorithms (c tag-
ging). A template fitting method is used, based on the outputs of 

a neural network classifier trained to identify the signal categories 
defined by the flavour of the additional jets. This allows the si-
multaneous extraction of the cross section for the ttcc, ttbb, and 
tt with two additional light-flavour or gluon jets (ttLL) processes. 
A novel multidimensional calibration of the shape of the c tagging 
discriminator distributions is employed, such that this information 
can be reliably used in the neural network classifier.

The ttcc cross section is measured for the first time to be 
0.207 ± 0.025 (stat) ± 0.027 (syst) pb in the fiducial phase space 
(matching closely the sensitive region of the detector) and 10.1 ±
1.2 (stat) ± 1.4 (syst) pb in the full phase space. The ratio of the 
ttcc to the inclusive tt + two jets cross sections is found to be 
(3.01 ± 0.34 (stat) ± 0.31 (syst))% in the fiducial phase space and 
(3.36 ± 0.38 (stat) ± 0.34 (syst))% in the full phase space. These 
results are compared with predictions from two different matrix 
element generators with next-to-leading order accuracy in quan-
tum chromodynamics, in which an inclusive description of the tt
process, with up to two additional radiated hard gluons at the 

Table 3
Classes of systematic uncertainties in the measured parameters and their individual impact in 
percent after the fit for the fiducial phase space. The upper (lower) rows of the table list uncer-
tainties related to the experimental conditions (theoretical modelling). For classes describing 
contributions from multiple nuisance parameters, the quoted numbers are obtained by adding 
the impacts from individual sources within that class in quadrature. The last row gives the 
overall systematic uncertainty in each quantity, which results from the nuisance parameter 
variations in the fit and is not the quadrature sum of the individual components.

Sources Systematic uncertainty (%)

�σttcc �σttbb �σttLL �Rc �Rb

Jet energy scale 4.0 3.2 4.7 2.8 2.1
Jet energy resolution 2.3 1.0 0.9 2.5 1.3
c tagging calibration 7.0 3.2 2.5 7.3 3.5
Lepton identification and isolation 0.8 1.0 1.3 0.6 0.3
Trigger 2.0 2.0 2.0 < 0.1 < 0.1
Pileup 0.3 0.2 0.3 0.5 < 0.1
Total integrated luminosity 2.3 2.4 2.3 < 0.1 < 0.1

μR and μF scales in ME 3.3 6.2 2.1 3.8 6.8
PS scale 0.4 1.6 0.3 0.5 1.6
PDF 0.3 0.1 0.1 0.2 0.1
ME-PS matching 7.1 5.7 3.5 2.6 1.5
Underlying event 1.9 2.3 1.1 0.5 0.9
b fragmentation 0.4 1.9 0.8 0.3 2.4
c fragmentation 4.6 < 0.1 < 0.1 3.9 0.7
ttbL(cL)/ttbb(cc) and tt+other/ttLL 2.4 1.8 1.1 1.8 1.5
Efficiency (theoretical) 2.4 2.1 2.0 < 0.1 < 0.1
Simulated sample size 3.2 2.6 1.1 3.1 2.5
Background normalization 0.5 0.7 0.6 0.1 0.1

Total 13.7 11.4 8.2 10.9 9.2

Table 4
Measured parameter values in the fiducial (upper rows) and full (lower rows) phase 
spaces with their statistical and systematic uncertainties listed in that order. The last two 
columns display the expectations from the simulated tt samples using the powheg or Mad-

Graph5_amc@nlo ME generators. The uncertainties quoted for these predictions include the 
contributions from the theoretical uncertainties listed in the lower rows of Table 3, as well as 
the uncertainty in the tt cross section.

Result powheg MadGraph5_amc@nlo

Fiducial phase space
σttcc [pb] 0.207 ± 0.025 ± 0.027 0.187 ± 0.038 0.189 ± 0.032
σttbb [pb] 0.132 ± 0.010 ± 0.015 0.097 ± 0.021 0.101 ± 0.023
σttLL [pb] 5.15 ± 0.12 ± 0.41 5.95 ± 1.02 6.32 ± 0.94
Rc [%] 3.01 ± 0.34 ± 0.31 2.53 ± 0.18 2.43 ± 0.17
Rb [%] 1.93 ± 0.15 ± 0.18 1.31 ± 0.12 1.30 ± 0.16

Full phase space
σttcc [pb] 10.1 ± 1.2 ± 1.4 9.1 ± 1.8 8.9 ± 1.5
σttbb [pb] 4.54 ± 0.35 ± 0.56 3.34 ± 0.72 3.39 ± 0.66
σttLL [pb] 220 ± 5 ± 19 255 ± 43 261 ± 37
Rc [%] 3.36 ± 0.38 ± 0.34 2.81 ± 0.20 2.72 ± 0.19
Rb [%] 1.51 ± 0.11 ± 0.16 1.03 ± 0.08 1.03 ± 0.09
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Fig. 6. Results of the two-dimensional likelihood scans for several combinations of the parameters of interest in the fiducial phase space. The best-fit value (black cross) with 
the corresponding 68% (full) and 95% (dashed) confidence level (CL) contours are shown, compared to the theoretical predictions using either the powheg (blue star) or
MadGraph5_amc@nlo (red diamond) ME generators. Uncertainties in the theoretical predictions are displayed by the horizontal and vertical bars on the markers.

Fig. 7. Comparison between data (points) and simulated predictions (histograms) for the CvsL (left column) and CvsB (right column) c tagging discriminator distributions of 
the first (upper row) and second (lower row) additional jet before applying the c tagging calibration. The lower panels show the ratio of the yields in data to those predicted 
in simulations. The vertical bars represent the statistical uncertainties in data, while the hatched bands show the statistical uncertainty in the simulated predictions.
10
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Fig. 8. Comparison between data (points) and simulated predictions (histograms) for the CvsL (left column) and CvsB (right column) c tagging discriminator distributions of 
the first (upper row) and second (lower row) additional jet, after normalizing the simulated templates according to the fitted cross sections. The lower panels show the ratio 
of the yields in data to those predicted in the simulations. The brown and grey uncertainty bands denote, respectively, the statistical and total uncertainties from the fit. The 
factors (μ) by which the templates of the different processes (using the powheg ME generator) are scaled, are also displayed, together with their combined statistical and 
systematic uncertainties.

ME level, is interfaced with a parton shower simulation to gen-
erate the additional radiation. Agreement is observed at the level 
of one to two standard deviations between the measured values 
and simulated predictions for the ttcc, ttbb, and ttLL processes. 
The observed ratio of the ttbb to the inclusive tt + two jets cross 
sections exceeds the predictions by about 2.5 standard deviations, 
consistent with the tendency seen in previous measurements.
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Appendix A. Charm tagging discriminators before calibration

The c tagging algorithms are trained on simulated events and 
are therefore prone to mismodelling effects in the input variables. 
The initial CvsL and CvsB c tagging discriminator distributions of 
the first and second additional jet are shown in Fig. 7. Discrepan-
cies between the data and the simulated predictions of up to 50% 
are observed, demonstrating the need for the c tagging calibration 
described in Section 8.

Appendix B. Charm tagging discriminators after scaling to the 
fitted cross sections

After scaling the simulated templates of the c tagging discrimi-
nators to their fitted yields, the agreement between data and sim-
ulations is shown in Fig. 8. This can be compared to the agreement 
before the fit was performed in Fig. 3, and indeed shows an im-
proved agreement especially in those bins which have a relatively 
large contribution from ttbb and ttcc events.
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cCentro de Investigaciones Energéticas, Medioambientales y Tecnológicas (CIEMAT),

Avda. Complutense 40, 28040, Madrid, Spain
dInter-University Institute for High Energies (IIHE),

Vrije Universiteit Brussel, Brussels, 1050, Belgium
eIPPP, University of Durham, Durham DH1 3LE, U.K.
fDeutsches Elektronen-Synchrotron (DESY), Hamburg, 22607, Germany
gInstitut für Physik, Humboldt-Universität, Berlin, 12489, Germany
hAlbert-Ludwigs-Universität Freiburg, Freiburg, 79104, Germany
iCentre for Cosmology, Particle Physics and Phenomenology, Université catholique de Louvain,

Louvain-la-Neuve, 1348, Belgium
jDipartimento di Fisica e Astronomia, Università di Bologna and INFN — Sezione di Bologna,
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1 Introduction

This article presents the results of the Standard Model (SM) Higgs boson studies performed

by the Higgs@FutureColliders group based on the input submitted to the Update of the

European Strategy by the various proponents of new high-luminosity energy-frontier par-

ticle accelerator projects beyond the High Luminosity LHC (HL-LHC). This report fulfils

part of the mandate given to this group by the restricted ECFA (REFCA) committee,

see appendix A. The exploration of the Higgs boson through direct searches and precision

measurements at future colliders is among the most important aspects of their scientific

programmes.

The colliders considered for this document are High-Energy LHC (HE-LHC), Future

Circular Colliders (FCC-ee,eh,hh) [1], the Circular Electron-Positron Collider (CEPC) [2],

the International Linear Collider (ILC) [3, 4], the Compact Linear Collider (CLIC) [5], and

the Large Hadron electron Collider [6] (LHeC or HE-LHeC1). The physics results that are

expected by the completion of HL-LHC are assumed to represent the scenario from where

these future colliders would start. Furthermore, a muon collider is also briefly illustrated,

but given the less advanced stage, it is not part of the default analyses performed. The

potential of a γγ collider (based on an e+e− collider and laser beams) for Higgs boson

physics has been studied a while ago [7, 8] and more recently again in context of plasma-

wakefield driven accelerators [9]. Plasma-wakefield driven accelerators also offer promise

to provide multi-TeV e+e− colliders (e.g. [9]) and are addressed briefly later in this report.

A table of the colliders and their parameters (type,
√
s, polarisation P, integrated

luminosity L, the run time) is given in table 1. A graphical display of the time line and

luminosity values is shown in figure 1. The parameters used are taken from the references

also given in that table. For the purpose of this study, only inputs as provided by the various

collaborations are used, and there is no attempt to make any judgement on the validity

of the assumptions made in estimating the projected measurement uncertainties (see also

mandate in appendix A). In addition to the collider runs shown in table 1, a few other

scnearios are considered such as FCC-hh with
√
s = 37.5 TeV [10] and L = 15 fb−1, FCC-ee

with 4 instead of 2 IPs (doubling the total integrated luminosity), and CLIC and ILC with

a dedicated running period of 1–3 years to collect L = 100 fb−1 at
√
s ≈MZ [4, 11]. These

are discussed in appendix F.

1For HE-LHeC no analysis was performed here, but it is expected that the relative improvements w.r.t.

LHeC are expected to be similar as from HL-LHC to HE-LHC.

– 1 –



J
H
E
P
0
1
(
2
0
2
0
)
1
3
9

Collider Type
√
s P [%] N(Det.) Linst [1034] L Time Refs. Abbreviation

[e−/e+] cm−2s−1 [ab−1] [years]

HL-LHC pp 14 TeV — 2 5 6.0 12 [13] HL-LHC

HE-LHC pp 27 TeV — 2 16 15.0 20 [13] HE-LHC

FCC-hh(∗) pp 100 TeV — 2 30 30.0 25 [1] FCC-hh

FCC-ee ee MZ 0/0 2 100/200 150 4 [1]

2MW 0/0 2 25 10 1–2

240 GeV 0/0 2 7 5 3 FCC-ee240

2mtop 0/0 2 0.8/1.4 1.5 5 FCC-ee365

(+1) (1y SD before 2mtop run)

ILC ee 250 GeV ±80/±30 1 1.35/2.7 2.0 11.5 [3, 14] ILC250

350 GeV ±80/±30 1 1.6 0.2 1 ILC350

500 GeV ±80/±30 1 1.8/3.6 4.0 8.5 ILC500

(+1) (1y SD after 250 GeV run)

1000 GeV ±80/±20 1 3.6/7.2 8.0 8.5 [4] ILC1000

(+1-2) (1–2y SD after 500 GeV run)

CEPC ee MZ 0/0 2 17/32 16 2 [2] CEPC

2MW 0/0 2 10 2.6 1

240 GeV 0/0 2 3 5.6 7

CLIC ee 380 GeV ±80/0 1 1.5 1.0 8 [15] CLIC380

1.5 TeV ±80/0 1 3.7 2.5 7 CLIC1500

3.0 TeV ±80/0 1 6.0 5.0 8 CLIC3000

(+4) (2y SDs between energy stages)

LHeC ep 1.3 TeV — 1 0.8 1.0 15 [12] LHeC

HE-LHeC ep 1.8 TeV — 1 1.5 2.0 20 [1] HE-LHeC

FCC-eh ep 3.5 TeV — 1 1.5 2.0 25 [1] FCC-eh

Table 1. Summary of the future colliders considered in this report. The number of detectors

given is the number of detectors running concurrently, and only counting those relevant to the

entire Higgs physics programme. The instantaneous and integrated luminosities provided are those

used in the individual reports, and for e+e− colliders the integrated luminosity corresponds to

the sum of those recorded by the detectors. For HL-LHC this is also the case while for HE-LHC

and FCChh it corresponds to 75% of that. The values for
√
s are approximate, e.g. when a scan

is proposed as part of the programme this is included in the closest value (most relevant for the

Z, W and t programme). For the polarisation, the values given correspond to the electron and

positron beam, respectively. For HL-LHC, HE-LHC, FCC, CLIC and LHeC the instantaneous and

integrated luminosity values are taken from ref. [12]. For these colliders the number of seconds

per year is 1.2 × 107 based on CERN experience [12]. CEPC (ILC) assumes 1.3 × 107 (1.6 × 107)

seconds for the annual integrated luminosity calculation. When two values for the instantaneous

luminosity are given these are before and after a luminosity upgrade planned. The last column

gives the abbreviation used in this report in the following sections. When the entire programme is

discussed, the highest energy value label is used, e.g. ILC1000 or CLIC3000. It is always inclusive,

i.e. includes the results of the lower-energy versions of that collider. Also given are the shutdowns

(SDs) needed between energy stages of the machine. SDs planned during a run at a given energy are

included in the respective energy line.(*) For FCC-hh a value of
√
s = 37.5 TeV is also considered,

see appendix F. Additional scenarios where ILC/CLIC accumulate 100 fb−1 on the Z-pole, and

where FCC-ee has 4 IPs are also discussed in appendix F.
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Figure 1. Time line of various collider projects starting at time T0 as submitted to the European

Strategy Update process. Some possible extensions beyond these baseline run plans have been

discussed and are presented in more detail in appendix F. For the clarification of the meaning

of a year of running, see the caption of table 1. Figure 13 in appendix C shows an alternative

version of this figure using the earliest possible start date (i.e. the calendar date of T0) given by the

proponents.

For the following sections the tables and plots are labelled using the acronyms given in

table 1. The energy subscript indicates the highest energy stage of the given collider, and

the results always assume that it is combined with results from the lower energy stages.

At the heart of the Higgs physics programme is the question of how the Higgs boson

couples to Standard Model elementary particles. Within the SM itself, all these cou-

plings are uniquely determined. But new physics beyond the SM (BSM) can modify these

couplings in many different ways. The structure of these deformations is in general model-

dependent. One important goal of the Higgs programme at the future colliders is to identify,

or at least constrain, these deformations primarily from the measurements the Higgs pro-

duction cross section, σ, times decay branching ratio, BR.2 Ultimately, these studies will

be used to assess the fundamental parameters of the new physics models. For the time

being, in the absence of knowledge of new physics, we need to rely on a parametrisation

of our ignorance in terms of continuous deformations of the Higgs boson couplings. Differ-

ent assumptions allow to capture different classes of new physics dynamics. First, in the

so-called κ-framework [16, 17], often used to interpret the LHC measurements, the Higgs

couplings to the SM particles are assumed to keep the same helicity structures as in the

SM. While it offers a convenient exploration tool that does not require other computations

than the SM ones and still captures the dominant effects of well motivated new physics

scenarios on a set of on-shell Higgs observables, the κ-framework suffers from some lim-

itations that will be discussed later and it includes some biases that will prevent to put

the Higgs programme in perspective with other measurements, see e.g. the discussion in

2The Higgs couplings could be constrained less directly from processes with no Higgs in the final state

or without even a non-resonant Higgs. But the main focus of the study presented in this report will be on

the information obtained from the measured σ×BR. Still, note that, at lepton colliders, the ZH associated

production can be measured without the decay of the Higgs.
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ref. [18] and at the beginning of section 3. An alternative approach, based on Effective

Field Theory (EFT), considers new Higgs couplings with different helicity structures, with

different energy dependence or with different number of particles. They are not present in

the SM but they can potentially be generated by new heavy degrees of freedom.

Furthermore, the sensitivity of the data to the Higgs self-coupling is analysed based

on single-Higgs and di-Higgs production measurements by future colliders. Due to lack

of access to the simulated data of the collaborations, in particular differential kinematical

distributions, it is not possible in this case to perform a study for the Higgs self-coupling

with similar rigour as the analysis of the single-Higgs-coupling described in the previous

paragraph.

The Higgs width determination is also discussed as is the possible decay of the Higgs

bosons into new particles that are either “invisible” (i.e. observed through missing energy -

or missing transverse energy) or “untagged”, to which none of the Higgs analyses considered

in the study are sensitive. Rare decays and CP aspects are also discussed.

All colliders have provided extensive documentation on their Higgs physics programme.

However, sometimes different choices are made e.g. on which parameters to fit for and

which to fix, what theoretical uncertainties to assume, which operators to consider in e.g.

the EFT approach. This would lead to an unfair comparison of prospects from different

future colliders, with consequent confusing scientific information. In this report, we aim to

have a single clear and reasonable approach to the assumptions made when comparing the

projections for the future.

In general, one should not over-interpret 20% differences between projected sensitivities

for partial widths of different future projects. In many cases, these are likely not significant.

For instance, CEPC and FCC-ee at
√
s = 240 GeV expect to acquire a very similar

luminosity and should obtain very similar results if both use two optimized detectors and

analyses. Differences between the projected sensitivities, when considering only results

from the
√
s = 240 GeV run, originate likely from different choices made in the analyses

at this stage or, in some cases, because an analysis has not yet been performed. For the

EFT analysis the measurements at different
√
s values play an important role, and this

results in significant differences as CEPC and FCC-ee have proposed different integrated

luminosities at the different
√
s values and CEPC lacks a run at

√
s = 365 GeV. It is

also useful to keep in mind that the target luminosity values have some uncertainties, and

historically colliders have sometimes exceeded them (e.g. LHC by a factor of about two in

instantaneous luminosity) and sometimes fallen short.

In this document only inclusive cross section times branching ratio measurements, and

in some cases ratios of inclusive measurements, are used. It is well known that probing the

Higgs boson at high pT enhances the sensitivity to new physics and the analysis presented

here does not capture this. As a result of this, the true power of high-energy colliders

(where
√
ŝ� mH) for probing Higgs physics is underestimated.

This document is organised as follows. Section 2 discusses the methodology, including

the systematic uncertainties on the theoretical calculations which are common to all col-

liders. Section 3 presents the study made on the Higgs boson couplings to SM elementary

particles. The results found in the context of the κ-framework (briefly summarised in sec-
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tion 3.1) are presented in section 3.2. Likewise, the results from the EFT fits (summarised

in section 3.3) are collected in section 3.4. The impact of theory uncertainties on the

Higgs projections is discussed in section 3.5. Particular attention is dedicated to the Higgs

self-coupling in section 4 and the Higgs boson rare decays, in section 5. The prospects for

measurements of Higgs boson CP properties are given in section 6, and the prospects for

precision measurements of the mass and width are summarized in section 7.

Section 8 presents future studies that would be important to deepen to get a more com-

plete view of the Higgs physics potential at future colliders. The Muon Collider (section 8.1)

and plasma-wakefield accelerators (section 8.2) are discussed first, and then phenomeno-

logical studies that relate the precision measurements to new physics models are discussed

(section 8.3).

In the appendix, all theoretical and experimental input parameters related to the Higgs

observables are provided, and some results that seemed too detailed for the main body, are

also shown.

2 Methodology

The various colliders measure values for the cross sections times branching ratios, σ× BR.

At hadron colliders the main processes are gluon-gluon-fusion (ggF), vector boson fusion

(VBF), Higgs-strahlung (VH, where V = Z,W ) and tt̄H production. At lepton colliders,

Higgs-strahlung (ZH) dominates at low values of
√
s, while at high

√
s values the VBF

process becomes dominant. At lepton-hadron colliders, the Higgs boson is dominantly

produced via WW or ZZ fusion in the t-channel.

The extraction of the couplings of the Higgs boson relies on a simultaneous fit of all

the projected measurements of σ×BR, and their comparison to the SM values. As such,

it is sensitive to both the experimental uncertainties as well as theoretical uncertainties on

the production cross sections and branching ratios.

At the HL-LHC, these theoretical uncertainties are taken from the S2 scenario of the

HL-LHC [13], which assumes that the current uncertainties can be reduced by a factor of

two by the end of the HL-LHC running in twenty years.3 For the studies at future lepton

colliders we use the future projections for the theory uncertainties on the partial width

values given in table 19. At the FCC-hh a 1% total uncertainty is assumed, combined

for the luminosity and cross section normalisation [1]. It is expected that this 1% is

dominated by the luminosity uncertainty and that theory uncertainties will be negligible

in comparison, also thanks to the PDF uncertainty reduction from FCC-eh and/or LHeC.

For HL-LHC and HE-LHC a luminosity uncertainty of 1% is assumed. For LHeC the

theoretical uncertainties on the charged-current and neutral-current production processes

are taken to be 0.5% [19]. For the decays the uncertainties as given in table 19 are used.

Some caution must be taken when studying the HE-LHC results provided here. They

are derived from the same inputs as the HL-LHC ones evolved with integrated luminosity

and increased cross section. This is a simplified approach, and all the HE-LHC results are

3Apart from improved theoretical calculations, part of this reduction would require a more precise

knowledge of PDFs and αS , which could be possible with an ep machine such as the LHeC.
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thus approximations. As in ref. [13], we consider 2 scenarios: one where we use the same

S2 assumptions as for the HL-LHC; and a second scenario, denoted S2′, which assumes

a further reduction in the signal theoretical systematic uncertainties by another factor of

two with respect to the S2 scenario at the HL-LHC, i.e. roughly four times smaller than

current studies from Run 2. It must be noted that such reduction of the uncertainty is

not motivated on solid theoretical grounds and it is simply a hypothesis, based on the

reasoning that the time available to make progress is significantly longer for HE-LHC than

HL-LHC. When combined with the HL-LHC, the theory systematics are assumed to be

fully correlated between HL-LHC and HE-LHC, using the same uncertainties, S2 or S2′,

for both colliders.

For the purpose of the analyses presented here, it is assumed that all observables of

relevance have the SM value and there are no new physics effects present in the simulated

data. If new physics effects are observed e.g. in the data from the 2nd or 3rd LHC run,

either in the Higgs sector or otherwise, the analysis method and assumptions made will

likely change significantly.

The combination of any future data with HL-LHC results is done assuming no corre-

lations between the colliders, except for those between HL-LHC and HE-LHC which are

treated as discussed above.

In the input HL-LHC predictions it is assumed that the intrinsic theory systematic

uncertainties for the various production modes are uncorrelated. A consequence of this

assumption is that, when Higgs model parameters are constructed that represent (directly

or indirectly) an average over independent measurements with independent theory un-

certainties that are all interpreted to measure the same physics quantity (e.g. the global

signal strength µ, or the EFT parameter cφ in eq. (3.19) below), such averages can have

smaller (theory) uncertainties than the component measurements. This reduced average

uncertainty occurs by virtue of the choices:

• to consider the input systematic uncertainties to be independent;

• to interpret different classes of measurement to measure the same physics.

The impact of the choice of correlation between theory systematic uncertainties should be

carefully investigated in the future, but was not possible with the set of inputs provided for

the preparation of this document. Where the effect of theory error averaging was observed

to be prominent in the presented results, e.g. in section 3.4, it is mentioned.

Electroweak precision observables also contribute significantly in the EFT-based anal-

ysis. At present, LEP still provides the best constraints in many cases, and these are used

here, except when new higher precision measurements are expected to be made by the

given collider. For instance, for the HL-LHC and HE-LHC projections, LEP values are

used for the constraints on electroweak precision observables, whilst all FCC machines use

the values expected from FCC-ee.

The fits presented in this report have been produced using the fitting framework of

the HEPfit package [20], a general tool to combine information from direct and indirect

searches and test the Standard Model and its extensions [21–24]. We use the Markov-Chain
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Monte-Carlo implementation provided by the Bayesian Analysis Toolkit [25], to perform a

Bayesian statistical analysis of the sensitivity to deformations from the SM at the different

future collider projects. The experimental projections for the different observables included

in the fits are implemented in the likelihood assuming Gaussian distributions, with SM

central values and standard deviations given by the corresponding projected uncertainties.

Model parameters are assumed to have flat priors. Finally, theory uncertainties, when

included, are introduced via nuisance parameters with Gaussian priors.

The projected uncertainties of all measurements of observables, relevant to the various

analyses presented in this article, are listed in appendix C.

3 The Higgs boson couplings to fermions and vector bosons

Within the SM, all the Higgs couplings are uniquely fixed in terms of the Fermi constant

and the masses of the different particles. Measuring the Higgs couplings thus requires a

parametrization of the deviations from the SM induced by new physics. The κ-framework

is the simplest parametrization directly related to experimental measurements of the Higgs

boson production and decay modes. For this reason, it has been widely used by the com-

munity. It only compares the experimental measurements to their best SM predictions and

does not require any new BSM computations per se. From a more theoretical perspective,

its relevance arises from the fact that it actually fully captures the leading effects in single

Higgs processes of well motivated scenarios. For instance, in the minimal supersymmetric

standard model with R-parity, all dominant corrections to the Higgs couplings induced by

the new super-partners are of order m2
H/m

2
SUSY relative to the SM predictions (mSUSY is

the mass of the new particles) and they appear as shifts of the Higgs couplings with the

same SM helicity structures while new helicity structures are only generated as subleading

effects further suppressed by a loop factor. In scenarios where the Higgs boson arises from

a strongly-interacting sector as a composite (pseudo-Goldstone) boson, the leading defor-

mations to the SM scale like ξ = (g2
?/g

2
SM)m2

W /m
2
? (m? and g? are the overall mass scale of

the strong sector resonances and their mutual coupling respectively) and they all preserve

the helicity structure of the interactions already present in the SM. The constraints derived

in the κ analysis can thus be readily exploited to derive constraints on the new physics

parameters. This kappa-framework has, however, its own limitations when Higgs mea-

surements need to be put in perspective and compared to processes with different particle

multiplicities or combined with other measurements done in different sectors or at different

energies. An effective field theory (EFT) approach naturally extends the kappa-framework.

First, it allows to exploit polarisation- and angular-dependent observables that a κ-analysis

will remain blind to. Second, an EFT analysis constitutes a useful tool to probe the Higgs

boson in the extreme kinematical regions relevant for colliders operating far above the weak

scale, exploring the tails of kinematical distributions, even though these observables have

not been fully exploited yet in the studies presented by the different future collider collab-

orations. Third, the EFT offers a consistent setup where predictions can be systematically

improved via the inclusion of both higher loop corrections in the SM couplings and further

new physics corrections encoded in operators of even higher dimensions.
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Both approaches will be studied in this document and we will report the fits to the

experimental projected measurements obtained in these two frameworks. As an illustration,

a concrete interpretation of the results obtained will be done in the context of composite

Higgs models.

3.1 The kappa framework

3.1.1 Choice of parametrization

The kappa framework, described in detail in ref. [16, 17], facilitates the characterisation of

Higgs coupling properties in terms of a series of Higgs coupling strength modifier parameters

κi, which are defined as the ratios of the couplings of the Higgs bosons to particles i to

their corresponding Standard Model values. The kappa framework assumes a single narrow

resonance so that the zero-width approximation can be used to decompose the cross section

as follows

(σ · BR)(i→ H → f) =
σi · Γf

ΓH
, (3.1)

where σi is the production cross section through the initial state i, Γf the partial decay

width into the final state f and ΓH the total width of the Higgs boson. The κ parameters

are introduced by expressing each of the components of eq. (3.1) as their SM expectation

multiplied by the square of a coupling strength modifier for the corresponding process at

leading order:

(σ · BR)(i→ H → f) =
σSMi κ2

i · ΓSMf κ2
f

ΓSMH κ2
H

→ µfi ≡
σ · BR

σSM · BRSM
=
κ2
i · κ2

f

κ2
H

, (3.2)

where µfi is the rate relative to the SM expectation (as given in tables 18 and 19) and κ2
H

is an expression that adjusts the SM Higgs width to take into account of modifications κi
of the SM Higgs coupling strengths:

κ2
H ≡

∑
j

κ2
jΓ

SM
j

ΓSM
H

. (3.3)

When all κi are set to 1, the SM is reproduced. For loop-induced processes, e.g. H → γγ,

there is a choice of either resolving the coupling strength modification in its SM expectation,

i.e. κγ(κt, κW ) or keeping κγ as an effective coupling strength parameter.

For the results presented in the document, we choose to describe loop-induced couplings

with effective couplings, resulting in a total of 10 κ parameters: κW , κZ , κc, κb, κt, κτ ,

κµ, and the effective coupling modifiers κγ , κg and κZγ . The couplings κs, κd, κu and κe
that are only weakly constrained from very rare decays are not included in the combined

κ-framework fits presented in this section, their estimated limits are discussed separately

in section 5. We note the parameter κt is only accessible above the tH threshold as the

processes involving virtual top quarks are all described with effective coupling modifiers

– 8 –



J
H
E
P
0
1
(
2
0
2
0
)
1
3
9

(κg, κZγ , κγ), hence standalone fits to low-energy (lepton) colliders have no sensitivity to

κt in the κ-framework fits considered here.4

3.1.2 Modeling of invisible and untagged Higgs decays

The κ-framework can be extended to allow for the possibility of Higgs boson decays to

invisible or untagged BSM particles. The existence of such decays increases the total

width ΓH by a factor 1/(1 − BRBSM), where BRBSM is the Higgs branching fraction to

such BSM particles. Higgs boson decays to BSM particles can be separated in two classes:

decays into invisible particles, which are experimentally directly constrained at all future

colliders (e.g ZH,H → invisible), and decays into all other ‘untagged’ particles.

Reflecting this distinction we introduce two branching fraction parameters BRinv and

BRunt so that:

ΓH =
ΓSM
H · κ2

H

1− (BRinv +BRunt)
, (3.4)

where κ2
H is defined in eq. (3.3).

For colliders that can directly measure the Higgs width, BRunt can be constrained

together with κi and BRinv from a joint fit to the data. For standalone fits to colliders

that cannot, such as the HL-LHC, either an indirect measurement can be included, such as

from off-shell Higgs production, or additional theoretical assumptions must be introduced.

A possible assumption is |κV | ≤1 (V = W,Z), which is theoretically motivated as it holds

in a wide class of BSM models albeit with some exceptions [26] (for more details see [17],

section 10).

3.1.3 Fitting scenarios

To characterise the performance of future colliders in the κ-framework, we defined four

benchmark scenarios, which are listed in table 2. The goal of the kappa-0 benchmark is

to present the constraining power of the κ-framework under the assumption that there

exist no light BSM particles to which the Higgs boson can decay. The goal of benchmarks

kappa-1,2 is to expose the impact of allowing BSM Higgs decays, in combination with a

measured or assumed constraint on the width of the Higgs, on the standalone κ results.

Finally, the goal of the kappa-3 benchmark is to show the impact of combining the HL-LHC

data with each of the future accelerators. In all scenarios with BSM branching fractions,

these branching fractions are constrained to be positive definite.

Experimental uncertainties — defined as statistical uncertainties and, when pro-

vided, experimental systematic uncertainties, background theory uncertainties and signal-

acceptance related theory uncertainties — are included in all scenarios. Theory uncertain-

ties on the Higgs branching fractions predictions for all future colliders and uncertainties

4At high Higgs/jet pT , gg → H becomes directly sensitive to κt. However, high-pT regions are not

separately considered in the κ-framework fits reported here. Furthermore, there is no sensitivity to the

sign of the κ parameters as the loop-induced processes with sensitivity to the sign have all been described

with effective modifiers. Single top production is sensitive to the sign but not used in the κ fits presented

here (but used in the CP studies). Finally, note that, for vector-boson-fusion, the small interference effect

between W- and Z boson fusion is neglected.
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Scenario BRinv BRunt include HL-LHC

kappa-0 fixed at 0 fixed at 0 no

kappa-1 measured fixed at 0 no

kappa-2 measured measured no

kappa-3 measured measured yes

Table 2. Definition of the benchmark scenarios used to characterize future colliders in the

κ-framework.

on production cross section predictions for hadron colliders, as described in section 2, are

partially included; intrinsic theory uncertainties, arising from missing higher-order correc-

tions, are not included in any of the benchmarks, while parametric theory uncertainties

arising from the propagation of experimental errors on SM parameters are included in all

scenarios. A detailed discussion and assessment of the impact of theory uncertainties is

given in section 3.5.

3.2 Results from the kappa-framework studies and comparison

The κ-framework discussed in the previous section was validated comparing the results ob-

tained with the scenarios described as kappa-0 and kappa-1 to the original results presented

by the Collaborations to the European Strategy. In general, good agreement is found.

The results of the kappa-0 scenario described in the previous section are reported in

table 3. In this scenario, no additional invisible or untagged branching ratio is allowed in

the fits, and colliders are considered independently. This is the simplest scenario considered

in this report, and illustrates the power of the kappa framework to constrain new physics

in general, and in particular the potential to constrain new physics at the proposed new

colliders discussed in this report. In general the precision is at the per cent level, In the final

stage of the future colliders a precision of the order of a few per-mille would be reachable

for several couplings, for instance κW and κZ . Cases in which a particular parameter has

been fixed to the SM value due to lack of sensitivity are shown with a dash (-). Examples

of this are κc, not accessible at HL-LHC and HE-LHC, and κt, only accessible above the

ttH/tH threshold. Not all colliders reported results for all possible decay modes in the

original reference documentation listed in table 1, the most evident example of this being

the Zγ channel. In this standalone collider scenario, the corresponding parameters were

left to float in the fits. They are indicated with ∗ in the tables.

This kappa-0 scenario can be expanded to account for invisible decays (kappa-1) and

invisible and untagged decays (kappa-2), still considering individual colliders in a stan-

dalone way. The overall effect of this additional width is a slight worsening of the precision

of the kappa parameters from the kappa-0 scenario to the kappa-1, and further on to the

kappa-2. It is most noticeable for κW , κZ and κb. For comparison of the total impact, the

kappa-2 scenario results can be found in tables 28 and 29 in appendix E.

Table 4 shows the expected precision of the κ parameters in the final benchmark

scenario discussed in this paper in which 95% CL limits on BRunt and BRinv are set, for
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kappa-0 HL-LHC LHeC HE-LHC ILC CLIC CEPC FCC-ee FCC-ee/eh/hh

S2 S2′ 250 500 1000 380 15000 3000 240 365

κW [%] 1.7 0.75 1.4 0.98 1.8 0.29 0.24 0.86 0.16 0.11 1.3 1.3 0.43 0.14

κZ [%] 1.5 1.2 1.3 0.9 0.29 0.23 0.22 0.5 0.26 0.23 0.14 0.20 0.17 0.12

κg [%] 2.3 3.6 1.9 1.2 2.3 0.97 0.66 2.5 1.3 0.9 1.5 1.7 1.0 0.49

κγ [%] 1.9 7.6 1.6 1.2 6.7 3.4 1.9 98? 5.0 2.2 3.7 4.7 3.9 0.29

κZγ [%] 10. − 5.7 3.8 99? 86? 85? 120? 15 6.9 8.2 81? 75? 0.69

κc [%] − 4.1 − − 2.5 1.3 0.9 4.3 1.8 1.4 2.2 1.8 1.3 0.95

κt [%] 3.3 − 2.8 1.7 − 6.9 1.6 − − 2.7 − − − 1.0

κb [%] 3.6 2.1 3.2 2.3 1.8 0.58 0.48 1.9 0.46 0.37 1.2 1.3 0.67 0.43

κµ [%] 4.6 − 2.5 1.7 15 9.4 6.2 320? 13 5.8 8.9 10 8.9 0.41

κτ [%] 1.9 3.3 1.5 1.1 1.9 0.70 0.57 3.0 1.3 0.88 1.3 1.4 0.73 0.44

Table 3. Expected relative precision (%) of the κ parameters in the kappa-0 scenario described in

section 2 for future accelerators. Colliders are considered independently, not in combination with

the HL-LHC. No BSM width is allowed in the fit: both BRunt and BRinv are set to 0, and therefore

κV is not constrained. Cases in which a particular parameter has been fixed to the SM value due to

lack of sensitivity are shown with a dash (−). A star (?) indicates the cases in which a parameter

has been left free in the fit due to lack of input in the reference documentation. The integrated

luminosity and running conditions considered for each collider in this comparison are described in

table 1. FCC-ee/eh/hh corresponds to the combined performance of FCC-ee240+FCC-ee365, FCC-

eh and FCC-hh. In the case of HE-LHC, two theoretical uncertainty scenarios (S2 and S2′) [13] are

given for comparison.

the three possibilities using the LHC tunnel: HL-LHC, LHeC, and HE-LHC. The results

correspond to the kappa-3 scenario.

As discussed before, for these hadron colliders a constraint on |κV | ≤1 is applied in

this case, as no direct access to the Higgs width is possible.

Table 5 shows the corresponding kappa-3 scenario for the different lepton colliders and

a final FCC-ee/eh/hh combination, all combined with the HL-LHC results. The integrated

luminosity and running conditions considered for each collider in this comparison are taken

for table 1. The constraints on ΓH derived from the fit parameters using eq. (3.4) are

discussed in detail in section 7. In this case when HL-LHC is combined with a lepton collider

the assumption |κV | ≤1 is no longer necessary, and therefore it is not used as a constrain

in these kappa-3 fits. For those particular analyses not reported in the original reference

documentation listed in table 1 (e.g. κZγ) the HL-LHC prospects drive the combination.

They are indicated with ∗ in the tables.

We have examined the correlations of the lepton collider kappa-3 fits. In the initial

stage of ILC (ILC250), κW , κg, κb, κt and κτ show sizeable correlations (> 70%), with

the largest corresponding to κb and κτ (93%). There is practically no correlation between

κW and κZ (8%). The untagged branching fraction is not particularly correlated with the

couplings, with the largest correlation corresponding to κZ (50%), and an anti correlation (-

20%) seen for κZγ where the only information comes from the HL-LHC data. In the case of

FCC-ee365, we see a slight correlation between κZ and κW (30%), and a similar correlation
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Figure 2. Expected relative precision (%) of the κ parameters in the kappa-3 scenario described

in section 2. For details, see tables 4 and 5. For HE-LHC, the S2’ scenario is displayed. For LHeC,

HL-LHC and HE-LHC a constrained κV ≤ 1 is applied.

between these and the untagged branching fraction (30–50%). The correlations between κb,

κτ , κg and κW are mild, with the largest value corresponding once again to κb and κτ (74%).

In this case there is also no strong correlation between the untagged branching fraction and

the couplings, with the largest correlation corresponding to κZ (50%), followed by κb (30%).

Again an anti correlation (-20%) is seen for κZγ . For CLIC3000 the situation is markedly

different, with large correlations between κZ and κW (80%), and between the untagged

branching fraction and κZ , κW and κb (90%, 80%, 70% respectively). The correlations

between κb, κZ , κτ , κg and κW are not negligible, with the highest corresponding to κb
and κW (70%). In this case, κb and κτ are correlated to 45%. These correlations can be

seen graphically in figure 14 in the appendix.

The results of the kappa-3 benchmark scenario are also presented graphically in figure 2.

Note that while hadron colliders and lepton colliders are shown together, the caveat that a

bound on |κV | ≤ 1 is required for HL-LHC, HE-LHC and LHeC still applies. Parameters

fixed to the Standard Model value are not displayed.

Intrinsic theoretical uncertainties for future lepton colliders are omitted in tables 3, 4

and 5. Their effect is discussed in detail in section 3.5.

3.3 Effective field theory description of Higgs boson couplings

As already discussed, the κ-framework provides a convenient first parametrization of new

physics in single Higgs processes. By construction, it is perfectly suitable to spot a devia-

tion from the SM, but it does not provide a systematic description of new physics. As such

it does not permit to correlate different processes nor to describe their energy dependence,

which is certainly a drawback when trying to develop a strategic perspective. When aiming

at a more systematic approach one must distinguish the two cases of light and heavy new

physics. In the first case, there is no simple and systematic description. One must proceed

case by case, perhaps with the aid of simplified models. While we are not aware of any
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kappa-3 HL-LHC HL-LHC &

LHeC HE-LHC (S2) HE-LHC (S2’)

1 ≥ κW > (68%) 0.985 0.996 0.988 0.992

1 ≥ κZ > (68%) 0.987 0.993 0.989 0.993

κg (%) ±2. ±1.6 ±1.6 ±1.

κγ (%) ±1.6 ±1.4 ±1.2 ±0.82

κZγ (%) ±10. ±10. ∗ ±5.5 ±3.7

κc (%) − ±3.7 − −
κt (%) ±3.2 ±3.2 ∗ ±2.6 ±1.6

κb (%) ±2.5 ±1.2 ±2. ±1.4

κµ (%) ±4.4 ±4.4 ∗ ±2.2 ±1.5

κτ (%) ±1.6 ±1.4 ±1.2 ±0.77

BRinv (<%, 95% CL) 1.9 1.1 1.8 ∗ 1.5 ∗
BRunt (<%, 95% CL) inferred using constraint |κV | ≤ 1

4. 1.3 3.3 2.4

Table 4. Expected relative precision (%) of the κ parameters in the kappa-3 scenario described in

section 2 for the HL-LHC, LHeC, and HE-LHC. A bound on |κV | ≤ 1 is applied since no direct

access to the Higgs width is possible, thus the uncertainty on κW and κZ is one-sided. For the

remaining kappa parameters one standard deviation is provided in ±. The corresponding 95%CL

upper limit on BRinv is also given. In this kappa-3 scenario BRunt is a floating parameter in the

fit, to propagate the effect of an assumed uncertain total width on the measurement of the other

κi. Based on this constraint the reported values on BRunt are inferred. Cases in which a particular

parameter has been fixed to the SM value due to lack of sensitivity are shown with a dash (−). An

asterisk (*) indicates the cases in which there is no analysis input in the reference documentation,

and HL-LHC dominates the combination. In the case of κt sensitivity at the LHeC, note that

the framework relies as input on µttH , and does not take into consideration µtH . The integrated

luminosity and running conditions considered for each collider in this comparison are described in

table 1. In the case of HL-LHC and HE-LHC, both the S2 and the S2’ uncertainty models [13] are

given for comparison.

attempt at a general analysis, it should be noted that light degrees of freedom carrying

electroweak quantum numbers seem disfavored, and that the less constrained options in-

volve portal type interactions of the Higgs to SM singlets. Examples in the latter class can

involve mixing with a new light CP-even scalar S, or the trilinear couplings to scalar ( hS2)

or fermion (hψ̄ψ) bilinears. In these cases, besides the presence of new processes, e.g. the

production of a sequential Higgs-like scalar, the effect on single Higgs production and decay

are well described by the κ-framework, including the option for an invisible width into new

physics states. Heavy new physics can instead be systematically described in the effective

Lagrangian approach. This fact, and the richer set of consistent and motivated heavy new

physics options, gives particular prominence to the effective Lagrangian approach. One

can distinguish two broad classes of heavy new physics depending on the origin of the cor-

responding mass scale, which we henceforth indicate by Λ. In the first class, Λ is controlled

by the Higgs VEV (v) and is expected to be bounded to be less than 4πv ∼ 3 TeV . The
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effective Lagrangian corresponds here to the so-called Higgs-EFT, which cannot be written

as a polynomial expansion in gauge invariant operators [27, 28]. In this scenario, which

is in this respect analogous to Technicolor, deviations in Higgs couplings and EWPT are

expected to exceed their present bounds, unless the new physics effect can be tuned to be

small for each and every coupling, which makes it rather implausible. In the second class,

basically including all the more plausible scenarios, Λ is not controlled by the Higgs VEV,

and can virtually be arbitrarily large. In that case the effective Lagrangian corresponds to

the so-called SMEFT. It is polynomial in gauge invariant operators and organised as an

expansion in inverse powers of Λ:

LEff = LSM +
1

Λ
L5 +

1

Λ2
L6 +

1

Λ3
L7 +

1

Λ4
L8 + · · · , Ld =

∑
i

c
(d)
i O

(d)
i . (3.5)

In the previous equation, each O(d)
i is a local SU(3)c × SU(2)L ×U(1)Y -invariant operator

of canonical mass dimension d, built using only fields from the light particle spectrum.

Moreover, LSM represents the renormalizable SM Lagrangian that nicely complies with

basically all the measurements made so far in particle physics, with the exception of the tiny

neutrino masses, which are however nicely described by the next term, L5. The contribution

of the higher order terms Ld≥5 to physical amplitudes is suppressed by (E/Λ)d−4, where E

is the relevant energy scale of the process. The Wilson coefficients c
(d)
i encode the virtual

effects of the heavy new physics in low-energy observables. Their precise form in terms of

masses and couplings of the new particles can be obtained via matching with an ultraviolet

(UV) completion of the SM [29], or inferred using power-counting rules [30, 31].

The success of LSM in explaining the data indicates that either the scale of new physics

Λ is large, or that the structure of the terms Ld≥5 is particularly elaborate, or perhaps

a combination of both. Moreover it is important to stress that in general we expect new

physics at multiple and even widely separated scales, and that the parametrization in terms

of a single scale Λ is a simplification. It is however clear that given the good but limited

precision of future high energy experiments only the lowest scale is expected to matter.

In particular, given the observed suppression of lepton and baryon number violation, the

operators mediating such violation, which appear already in L5 and L6, must be further

suppressed if Λ is as low as to be interesting in collider physics. That suppression could be

due to approximate symmetries or simply because the dynamics generating these processes

is � Λ. The same remarks apply to flavour and CP violation.

Assuming lepton and baryon numbers are conserved independently, all relevant oper-

ators in the previous expansion are of even dimension. Therefore new physics effects start

at dimension d = 6. In this report we work under the assumption that Λ is large enough

for d = 6 to dominate over d ≥ 8 (but see comment below) and restrict our studies to the

effective Lagrangian truncated part d = 6. The resulting Lagrangian is that of the so-called

dimension-6 Standard Model Effective Field Theory (SMEFT). In a bottom-up approach,

one can write a complete basis for the dimension-6 SMEFT Lagrangian using a total of 59

types of operators [32], for a total of 2499 taking into account flavour indices [33]. For most

of the calculations presented in this report we use the dimension-six basis first presented
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in [32], the so-called Warsaw basis, with minor modifications.5 In the discussion presented

in this section, however, we will use a different parameterization, which is usually deemed

to be more transparent from the point of view of Higgs physics.

One must notice that in any realistic situation there will be structure in the coefficients

of the 2499 operators of dimension 6. For instance, if they were a set of structureless O(1)

numbers, then the experimental constraints from flavour and/or CP violation on Λ would

already be much stronger than from any foreseeable study of Higgs and EW processes.

Moreover in realistic situations we should also expect structure in the coefficients of flavour

preserving operators. In other words some coefficients may be significantly smaller than

others. This remark, together with a sensitivity limited to Λ’s that are not very much

above the energy of the processes, implies that it may in principle happen that operators

of dimension 8 are equally or more important than the dimension 6 operators. We shall

later mention a natural example of this phenomenon. In structured scenarios like the

SILH [30], it is easy to address this caveat, also thanks to the fact that the operators

that matter in L6 are much fewer than in the general case (even after imposing flavour

violation). The message here is that the reduction to pure dimension 6, with full neglect of

dimension 8, while reasonable and useful, contains nonetheless an assumption which may

not be universally true for all observables even in simple motivated models.

When considering Higgs data, one can reasonably focus on a relatively small subset

of the 2499 operators in L6. In particular the vast subset of 4-fermion operators, whether

flavour and CP preserving or not, can be more strongly constrained by other processes.

Thus, it makes sense to neglect this whole class, with the exception of one particular

four-fermion interaction that contributes to the muon decay and thus directly affects the

Fermi constant, see caption in table 6. The dipole operators, instead do directly affect

Higgs production, however under very general and plausible assumptions on the flavour

structure of new physics, the coefficients of these operators display the same structure and

the same chiral suppression of Yukawa couplings. The consequence is that, with the possible

exception of processes involving the top quark, their effect in Higgs production is expected

to be negligible given that the leading SM contribution (for instance in e+e− → ZH) as

well as the other new physics effects are not chirally suppressed. Furthermore, as far as

Higgs decays are concerned, the dipole operators only contribute to three (or more)-body

final states (for instance H → b̄bγ) and as such they are easily seen to be negligible. In what

follows we shall thus neglect this whole class, and leave the consideration of their effect in

top sector to future studies. Eliminating these two classes, there remain three other classes:

1) purely bosonic operators, 2) generalized Yukawas, 3) Higgs-fermion current operators.

Neglecting CP violating operators in class 1, the corresponding structures are shown in

table 6. Operators in class 2 and 3, per se, can still contain CP- or flavour-violating terms,

on which experimental constraints are rather strong. In order to proceed we shall consider

two alternative scenarios to minimize the remaining flavour and/or CP violations:

5By using a perturbative field redefinition we trade the operators OφWB and OφD in ref. [32] for the

operators iDµφ†σaD
νφW a

µν and iDµφ†DνφBµν .
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1. Flavour Universality, corresponding to

Y (6)
u ∝ Yu, Y

(6)
d ∝ Yd, Y (6)

e ∝ Ye, and ∆q,u,d,l,e,ud
ij ,∆′

q,l
ij ,∝ δij , (3.6)

where Y
(6)
f are the coefficients of dimension-6 operators of class 2, which control the

flavour structure of the modifications to the SM Yukawa matrices Yf . Similarly, ∆f

and ∆′ f represent the combinations of dimension-6 operators of class 3, which induce

flavour-dependent modifications of the neutral and charged current couplings of the

fermions to the EW vector bosons. In terms of the Wilson coefficients of the operators

in table 6 one has Y
(6)
f = cfφ (f = u, d, e); ∆f = cφf for the operators involving the

right-handed fermion multiplets (f = u, d, e, ud); and ∆f = c
(1)
φf , ∆′ f = c

(3)
φf for the

left-handed ones (f = q, l). The choice in (3.6) corresponds to Minimal Flavour

Violation (MFV) [34] in the limit where terms only up to linear in the Yukawa

matrices are considered. Notice that Minimal Flavour Violation corresponds to the

assumption that the underlying dynamics respects the maximal flavour symmetry

group SU(3)5. A more appropriate name would then perhaps be Maximal Flavour

Conservation.

2. Neutral Diagonality, corresponding to a scenario where Y
(6)
u,d,e while not proportional

to the corresponding Yukawa matrices are nonetheless diagonal in the same basis.

That eliminates all flavour-changing couplings to the Higgs boson. Similarly the

∆q,u,d,`,e,ud
ij ,∆′q,`ij , while not universal, are such that no flavour-changing couplings to

the Z-boson are generated. In fact we shall work under the specific assumption where

flavour universality is respected by the first two quark families, and violated by the

third quark family and by leptons. This choice, per se, does not correspond to any

motivated or even plausible scenario (it is rather cumbersome to produce sizeable

flavour non-universality without any flavour violation). We consider it principally

to test the essential constraining power of future machines and because it is widely

studied by the community. Moreover non-universality limited to the third quark

family is an often recurring feature of scenarios motivated by the hierarchy problem.

That is simply because the large top Yukawa makes it intricately involved in the EW

symmetry breaking dynamics and calls for the existence of various top partners.

Working in the unitary gauge and performing suitable redefinition of fields and input

parameters the effective Lagrangian can be conveniently expressed in the parameterization

of [35, 36], the so-called Higgs basis. Considering only the terms that are relevant for our

analysis, we can identify five classes of terms.6

Higgs trilinear:

∆Lh,self
6 = −δλ3 vh

3. (3.7)

The impact of this coupling in single Higgs processes and its extraction from Higgs pair

production will be discussed in section 4.

6In this paper we shall refer to the doublet Higgs field as φ. After symmetry breaking the field for the

Higgs boson will be referred to as h. The Higgs particle will be referred to as H.
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Operator Notation Operator Notation

C
la

ss
1

X3
εabcW

a ν
µ W b ρ

ν W c µ
ρ OW

φ6
(
φ†φ

)3 Oφ

φ4D2
(
φ†φ

)
�
(
φ†φ

)
Oφ�

(
φ†Dµφ

)
((Dµφ)

†
φ) OφD

X2φ2
φ†φBµνBµν OφB φ†φW a

µνW
aµν OφW

φ†σaφW a
µνB

µν OφWB φ†φGAµνG
Aµν OφG

C
la

ss
2

ψ2φ2

(
φ†φ

)
(l̄iLφe

j
R) (Oeφ)ij(

φ†φ
)

(q̄iLφd
j
R) (Odφ)ij

(
φ†φ

)
(q̄iLφ̃u

j
R) (Ouφ)ij

C
la

ss
3

ψ2φ2D

(φ†i
↔
Dµφ)(l̄iLγ

µljL)
(
O(1)
φl

)
ij

(φ†i
↔
D a
µ φ)(l̄iLγ

µσal
j
L) (O(3)

φl )ij

(φ†i
↔
Dµφ)(ēiRγ

µejR) (Oφe)ij

(φ†i
↔
Dµφ)(q̄iLγ

µqjL) (O(1)
φq )ij (φ†i

↔
D a
µ φ)(q̄iLγ

µσaq
j
L) (O(3)

φq )ij

(φ†i
↔
Dµφ)(ūiRγ

µujR) (Oφu)ij (φ†i
↔
Dµφ)(d̄iRγ

µdjR) (Oφd)ij

(φ̃†iDµφ)(ūiRγ
µdjR) (Oφud)ij

Table 6. Dimension six operators considered in the SMEFT analysis. The hermitian derivatives
↔
D

and
↔
D a are defined as:

↔
Dµ ≡

→
Dµ −

←
Dµ and

↔
D a
µ ≡ σa

→
Dµ −

←
Dµσa, while Bµν , W a

µν and GAµν
denote the SM gauge boson field-strengths. See text for details. Apart from these, the effects of

the four-lepton operator (Oll)1221 =
(
l̄1γµl2

) (
l̄2γ

µl1
)
, which modifies the prediction for the muon

decay amplitude, must also be included in the fit since we use the Fermi constant as one of the SM

input parameters.

Higgs couplings to vector bosons:

∆LhVV
6 =

h

v

[
2δcwm

2
WW

+
µ W

−
µ + δczm

2
ZZµZµ

+cww
g2

2
W+
µνW

−
µν + cw� g

2
(
W−µ ∂νW

+
µν + h.c.

)
+cgg

g2
s

4
GaµνG

a
µν + cγγ

e2

4
AµνAµν + czγ

e
√
g2 + g′ 2

2
ZµνAµν

+czz
g2 + g′ 2

4
ZµνZµν + cz� g

2Zµ∂νZµν + cγ� gg
′Zµ∂νAµν

]
, (3.8)

where only cgg, δcz, cγγ , czγ , czz, cz� are independent parameters:

δcw = δcz + 4δm,

cww = czz + 2 sin2 θwczγ + sin4 θwcγγ ,

cw� =
1

g2 − g′ 2
[
g2cz� + g′ 2czz − e2 sin2 θwcγγ − (g2 − g′ 2) sin2 θwczγ

]
,

cγ� =
1

g2 − g′ 2
[
2g2cz� + (g2 + g′ 2)czz − e2cγγ − (g2 − g′ 2)czγ

]
, (3.9)
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where θw denotes the weak mixing angle while δm is an independent parameter from L6

controlling the deviation of m2
W with respect to its tree level SM value.

Trilinear gauge couplings:

∆LaTGC = ieδκγ A
µνW+

µ W
−
ν

+ig cos θw

[
δg1Z (W+

µνW
−µ −W−µνW+µ)Zν +

(
δg1Z −

g′ 2

g2
δκγ

)
ZµνW+

µ W
−
ν

]
+
igλz
m2
W

(
sin θwW

+ν
µ W−ρν Aµρ + cos θwW

+ν
µ W−ρν Zµρ

)
, (3.10)

where of the three coefficients g1,z and δκγ depend on cgg, δcz, cγγ , czγ , czz, cz�:

δg1,z =
1

2
(g2 − g′ 2)

[
cγγe

2g′ 2 + czγ(g2 − g′ 2)g′ 2 − czz(g2 + g′ 2)g′ 2 − cz�(g2 + g′ 2)g2
]
,

δκγ = −g
2

2

(
cγγ

e2

g2 + g′ 2
+ czγ

g2 − g′ 2

g2 + g′ 2
− czz

)
, (3.11)

while λz is an independent parameter.

Yukawa couplings:

∆Lhff
6 = −h

v

∑
f∈u,d,e

δ̂yf mf f̄f + h.c., (3.12)

where δ̂yf mf should be thought as 3 × 3 matrices in flavour space. FCNC are avoided

when δ̂yf is diagonal in the same basis as mf . Under the assumption of Flavour Uni-

versality (δ̂yf )ij ≡ δyf × δij , corresponding to a total of three parameters δyu, δyd, δye.

The assumption of Neutral Diagonality corresponds instead to (δ̂yf )ij ≡ δ(yf )i × δij (no

summation) corresponding to 9 parameters δu, δc, δt for the ups and similarly for downs

and charged leptons. In practice only δt,c, δb and δτ,µ are expected to matter in plausible

models and in the experimental situations presented by all future colliders. This adds two

parameters with respect to Flavour Universality.

Vector couplings to fermions:

∆Lvff,hvff6 =
g√
2

(
1 + 2

h

v

)
W+
µ

(
δ̂gW`
L ν̄Lγ

µeL + δ̂gWq
L ūLγ

µdL + δ̂gWq
R ūRγ

µdR + h.c.
)

+
√
g2 + g′ 2

(
1 + 2

h

v

)
Zµ

[ ∑
f=u,d,e,ν

δ̂gZfL f̄Lγ
µfL +

∑
f=u,d,e

δ̂gZfR f̄Rγ
µfR

]
(3.13)

where, again, not all terms are independent:7

δ̂gW`
L = δ̂gZνL − δ̂gZeL , δ̂gWq

L = δ̂gZuL VCKM − VCKM δ̂gZdL . (3.14)

7Here we choose a slightly different convention for the dependent couplings with respect to [35, 36], and

we express everything in terms of the modifications of the neutral currents.
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In the case of Flavour Universality, all the δ̂g are proportional to the identity corresponding

to a total of 8 parameters: (δ̂gZuL )ij ≡ δgZuL × δij , etc. However the right handed charged

current, associated with δ̂gWq
R does not interfere with the SM amplitudes in the limit

mq → 0 and can be neglected, reducing the number of parameters to 7.

In the case of Neutral Diagonality, the assumption δ̂gij ∝ δij is re-

laxed, allowing for the four coefficients associated with the third quark family

(δ̂gZuL )33, (δ̂gZdL )33, (δ̂gZuR )33, (δ̂gZdR )33 as well as all diagonal coefficients associated with

leptons to be different. This adds 10 further parameters with respect to the flavour Uni-

versal case.

In conclusion considering single Higgs and EW processes (i.e. neglecting the Higgs

trilinear) in the scenarios of Flavour Universality and Neutral Diagonality we end up with

respectively 18 and 30 independent parameters:8

SMEFTFU ≡ {δm, cgg, δcz, cγγ , czγ , czz, cz�, δyu, δyd, δye, λz}

+
{
δgZuL , δgZdL , δgZνL , δgZeL , δgZuR , δgZdR , δgZeR

}
, (3.15)

SMEFTND ≡ {δm, cgg, δcz, cγγ , czγ , czz, cz�, δyt, δyc, δyb, δyτ , δyµ, λz}

+
{

(δgZuL )qi , (δg
Zd
L )qi , (δg

Zν
L )`, (δg

Ze
L )`, (δg

Zu
R )qi , (δg

Zd
R )qi , (δg

Ze
R )`

}
q1=q2 6=q3,
`=e,µ,τ

.

(3.16)

While we have chosen to present the degrees of freedom used in the different fitting scenarios

described above using the parameterization of the Higgs basis, one can of course do the

same in any other basis. In particular, the mapping between the Higgs basis parameters in

the previous Lagrangians and the Wilson coefficients in other popular dimension-6 bases

in the literature can be found in section 3 and appendices A and B in [35].

The previous two scenarios will be used to study the sensitivity at future colliders to

general departures from the SM in the global fit to EW precision observabkles (EWPO),

Higgs boson rates and diboson production. We will, however, also consider another more

simplified scenario, designed exclusively to study (1) the interplay between the EW and

Higgs constraints, and (2) the impact of the SM theory uncertainties in Higgs boson pro-

cesses. The impact of the EW precision constraints on Higgs boson measurements will be

illustrated comparing the results of the fit in the SMEFTND scenario, with the analogous

ones assuming the electroweak precision observables are known with infinite accuracy, both

from experiment and theory. We will refer to this idealized case as a scenario with perfect

EW constraints. In practice, this means that any new physics contributions to the EWPO

are bounded to be exactly zero. This includes all possible corrections to the V ff vertices

as well as any possible modification to the W mass, i.e.{
δm, (δgZuL )qi , (δg

Zd
L )qi , (δg

Zν
L )`, (δg

Ze
L )`, (δg

Zu
R )qi , (δg

Zd
R )qi , (δg

Ze
R )`

}
≡ 0. (3.17)

As also mentioned above, in this scenario it is also implicit that the SM theory uncertainties

on EWPO are negligible, which makes it suitable to isolate the effect of the SM theory

8The impact at NLO of the relatively poorly constrained Higgs self-coupling on the determination of the

single-Higgs couplings will be discussed in section 4.
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uncertainties in Higgs processes in the fit. Imposing the previous constraints in eq. (3.16) we

are thus left with a total of 12 parameters for this scenario assuming perfect EW constraints:

SMEFTPEW ≡ { cgg, δcz, cγγ , czγ , czz, cz�, δyt, δyc, δyb, δyτ , δyµ, λz} . (3.18)

Finally, while the setup described above aims at some generality, it makes sense to add

some perspective on the nature of the UV theory and to frame the EFT results in terms of

particularly well-motivated scenarios. Understandably, heavy new physics is more visible

in low energy observables the more strongly it is coupled. In this respect models with a

Composite Higgs (CH) are the natural arena in which to perform indirect studies of new

physics. The basic idea of CH models is that all the degrees of freedom of the SM apart

from the Higgs are elementary. The Higgs instead arises as a bound state from a strong

dynamics. In the simplest possible situation such dynamics is roughly described by two

parameters, the overall mass scale and its overall coupling strength, respectively m∗ and

g∗. The prototypical template for such a two-parameter description is offered by large N

gauge theories, which are characterized by the overall mass of their resonances (m∗) and

by their mutual coupling g∗ ∼ 4π/
√
N . Concrete and largely calculable realizations of the

scenario have been constructed in the context of warped compactifications and of their

holographic interpretation, for reviews see e.g. [37, 38] (there are also attempts to build

explicit composite models in 4D, see e.g. [39, 40]). Of course, as in all matters, it is easy

to imagine more elaborate situations, but at the very least the minimal case can provide a

first perspective on future machines. Indeed a more interesting variation concerns the top

quark, which in motivated scenarios can become partially and even fully composite. Under

the assumptions described in [30, 31], the low energy signatures of these kind of models

can be parameterized in terms of the following effective Lagrangian:

LSILH =
cφ
Λ2

1

2
∂µ(φ†φ)∂µ(φ†φ) +

cT
Λ2

1

2
(φ†
↔
Dµφ)(φ†

↔
Dµφ)− c6

Λ2
λ(φ†φ)3

+

(
cyf
Λ2

yfijφ
†φψ̄LiφψRj + h.c.

)
+
cW
Λ2

ig

2

(
φ†
↔
D a
µ φ

)
DνW

a µν +
cB
Λ2

ig′

2

(
φ†
↔
Dµφ

)
∂νB

µν

+
cφW
Λ2

igDµφ
†σaDνφW

a µν +
cφB
Λ2

ig′Dµφ
†σaDνφB

µν

+
cγ
Λ2
g′ 2φ†φBµνBµν +

cg
Λ2
g2
sφ
†φGA µνGAµν −

c2W

Λ2

g2

2
(DµW a

µν)(DρW
a ρν)

− c2B

Λ2

g′ 2

2
(∂µBµν)(∂ρB

ρν)− c2G

Λ2

g2
S

2
(DµGAµν)(DρG

A ρν)

+
c3W

Λ2
g3εabcW

a ν
µ W b ρ

ν W c µ
ρ +

c3G

Λ2
g3
SfABCG

A ν
µ GB ρ

ν GC µ
ρ ,

(3.19)

where the different Wilson coefficients can be written in terms of the couplings and masses

of the resonances, denoted in short by g? . 4π and m?, as

cφ,6,yf
Λ2

∼ g2
?

m2
?

≡ 1

f2
,

cT
Λ2
∼ y4

t

16π2

1

m2
?

,

cW,B,φW,φB,γ,g
Λ2

∼ 1

m2
?

,
c2W,2B,2G,3W,3G

Λ2
∼ 1

g2
?

1

m2
?

,

(3.20)
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up to O(1) factors. The expression for cT has been derived under the most favorable hy-

pothesis where the new physics preserves custodial symmetry. Note also that, for the rel-

evant case of a pseudo-Nambu-Goldstone-boson (pNGb) Higgs, cg,γ benefit from a further

suppression ∼ y2
t /16π2. Moreover, in explicit constructions based on warped compactifica-

tions cφW,φB,3W,3G arise at “loop level” and have a further suppression ∼ g2
?/16π2, which

of course matters only when g? is not maximally strong.

A few remarks concerning the above effective Lagrangian are in order. First, notice

that the only effects enhanced by the strong coupling g∗ are those on the first line and

involving non linearities in the Higgs field. That is not surprising given that in CH, the

Higgs itself is strongly interacting while the other SM degrees of freedom are not. In view of

that, see discussion in section 8.3, in CH the measurements of Higgs couplings compete very

well with much more precise measurements, like EWPT, which are not directly zooming

in on the strongly coupled nature of the Higgs boson. Second, notice that in CH the whole

set ψ2φ2D is subdominant and neglected in lowest approximation. However, the operator

basis used above, which is the one naturally dictated by the structure of the model, is not

precisely the one we used for our global analysis. In particular, the operators associated

with c2W,2B,2G can be turned, by a field redefinition, into a particular combination of 4-

fermion operators and one particular and flavour universal combination of the ψ2φ2D.

Third, the CH models, when considering gg → HH at high energy, offer a nice example of

dim-8 operators potentially winning over dim-6 ones. Indeed, as mentioned above, when

the Higgs is a composite pNGb, the coefficient of the dim-6 operator is further suppressed

by a top loop factor y2
t /16π2 [41]. However that is not the case for the dim-8 operator

Dρφ
†DρφGAµνG

A µν which simply comes with coefficient ∼ g2
s/m

4
∗. One can then easily

see that when the experimental accuracy in the measurement of gg → HH is worse than

O(y2
t /16π2), the sensitivity on m∗ is dominated by the dim-8 operator.

Although the particular structure of the previous Lagrangian is not fully general, it

provides a theoretically sound benchmark to interpret the results of our studies from a more

BSM-oriented perspective. The contributions from the different SILH Wilson coefficients

in the Lagrangian (3.19) to the parameters of the Higgs basis can be found in [35].

3.4 Results from the EFT framework studies

In the previous section we have detailed the counting of the degrees of freedom that enter

in the different SMEFT fit scenarios using the so-called Higgs basis. While physical results

do not depend on the choice of basis, in some cases a particular basis may be convenient

for computational, presentational or interpretational purposes (note that the physical in-

terpretation of each dimension-six operator does depend on the basis). From the point of

view of the results presented in this section, however, we are mostly interested in compar-

ing the sensitivity to deformations with respect to the SM in the Higgs couplings at the

different future collider projects. To assess these deformations with respect to the SM in a

basis-independent way one can project the results of the SMEFT fit onto a set of on-shell

properties of the Higgs boson, via the following Higgs effective couplings :

geff 2
HX ≡

ΓH→X

ΓSM
H→X

. (3.21)
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By definition, these quantities, constructed from physical observables, are basis indepen-

dent. These definitions are also convenient to compare in a straightforward manner the

SMEFT results with those of the κ framework for the single Higgs couplings. Such defini-

tion is, however, not phenomenologically possible for the top-Higgs coupling and the Higgs

self-interaction. For the present report we will sidestep these issues by: (1) defining the

effective top coupling in a similar way to all other fermions; (2) to connect and compare

with all current studies of the Higgs self-interaction, we will define gHHH ≡ λ3/λ
SM
3 .

Note that, at the dimension-six level and truncating the physical effects at order 1/Λ2

one can always express the previous effective couplings in terms of the dimension-six op-

erators via a linear transformation. Provided one has a large enough set of such effective

couplings, one can then map the effective coupling result into Wilson coefficients, and vicev-

ersa (of course, the former are not a basis per se and the connection is only well-defined at a

fixed order in perturbation theory and in the EFT expansion). The single Higgs couplings

plus gHHH are however not enough to match the number of free parameters in the SMEFT

fits, even in the simplified scenario SMEFTPEW in eq. (3.18). In particular, the on-shell

couplings geff
HZZ,HWW in eq. (3.21) do not capture all possible linear combinations of the

different types of EFT interactions contributing to the HZZ and HWW vertices.9 For

that reason we will also present our results by adding the predictions for the anomalous

Triple Gauge Coupling (aTGC), a (pseudo)-observable obtained from the di-boson analy-

sis. These extra parameters offer a measure of the Higgs couplings to gauge bosons with

a non-SM Lorentz structure. As long as we restrict the analysis to observables around the

Higgs mass scale, this approach with on-shell effective couplings and aTGC is perfectly

appropriate. When high-energy observables are considered, like in section 3.4.2, it would

have to be revisited. (In that section, however, we will present the results directly in terms

of the Wilson coefficients, for easier interpretation in terms of BSM scenarios.) Even after

adding the aTGC, in the SMEFTPEW scenario where δm ≡ 0 the geff
HZZ,HWW couplings

are not independent, and therefore we will present the results reporting only the coupling

to Z bosons.

In the global fit scenarios SMEFTFU and SMEFTND, where we also add those combi-

nations of operators that can contribute to EWPO, extra information needs to be added

to illustrate the constraints on the different degrees of freedom included in the fit. Since

δm is now a free parameter, we report separately the geff
HZZ,HWW couplings. Following a

similar approach as for the Higgs couplings, one can report the sensitivity to modifica-

tions in the effective couplings of the Z to fermions, which can be defined from the Z-pole

measurements of the Z decays and asymmetries, e.g.

ΓZ→e+e− =
αMZ

6 sin2 θw cos2 θw
(|geL|2 + |geR|2), Ae =

|geL|2 − |geR|2

|geL|2 + |geR|2
. (3.22)

In what follows, we discuss the results of the SMEFT fit from the point of view of the

expected sensitivity to modifications of the Higgs couplings in the scenarios SMEFTFU and

9We note, however, that, from the point of view of the interpretation in terms of motivated scenarios

like those described below eq. (3.20), the contributions to such interactions are dominated only by cφ,

unless g? ∼ g.
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SMEFTND. As was done in the fits in the κ framework, we will present the results assuming

that at future colliders only the SM theory uncertainties associated with the knowledge of

the SM input parameters are non-negligible. (As also discussed there, for the HL-LHC and

HE-LHC scenarios we always consider the uncertainties adopted by the studies in [13].)

The impact of these and other SM theory uncertainties in Higgs processes will be discussed

afterwards in section 3.5, using for that purpose the results in the benchmark SMEFTPEW.

3.4.1 SMEFT fit results

The main results of this section are summarised in table 7, where we compare the 68%

probability sensitivity to deviations in the Higgs couplings from the global SMEFT fit

to Higgs, di-boson and EWPO at future colliders. We show the projections for the fits

with and without flavour universality assumptions, given by the scenarios SMEFTFU and

SMEFTND, respectively. Note that the SMEFTND scenario not only has geff
Htt 6= geff

Hcc,

geff
Hττ 6= geff

Hµµ, but also treats in a family-dependent way the corrections to Zff̄ couplings,

which typically leads to less stringent constraints from EWPO. The impact of the EWPO

in the fit will be discussed below. The results for the more general scenario SMEFTND are

also shown in figure 3 where we compare the results across colliders. In the lower panel

of figure 3 we also show the relative improvement compared to the HL-LHC results. In

both table and figure we illustrate the impact of the data taking at different energy stages

at each collider. As in the previous sections, we distinguish between the initial energy

stage when each collider can start operating as a Higgs factory, and subsequent upgrades

to higher energies. In the case of FCC, we also consider the results in combination with

the other collider options foreseen as part of the FCC integrated program.

Although in this section we will be mainly interested in the comparison of the sen-

sitivities to modifications of Higgs couplings, for completeness we show in figure 4 and

table 8 the results of the remaining degrees of freedom included in the SMEFTND fit, i.e.

the precisions for the corresponding Zf̄f couplings. These are constrained mainly by the

future projections for EWPO. In this regard, it must be noted that, unlike most of the

Higgs results, where the uncertainties are expected to be controlled by the statistical com-

ponent, the future projections for EWPO are expected to be dominated, in most cases,

by systematic errors. Because of that, the results for the Zff couplings have a significant

dependence on what assumptions are made by the different collider projects in terms of

these systematics. Whenever large differences between these assumptions were identified,

we tried to unify them in order to provide a more coherent comparison. This is the case

of the results for heavy flavour measurements of the Z properties (Ab,c and Rb,c), where

clearly different assumptions were made in terms of the expected size of future theory

uncertainties associated with QCD corrections. These are expected to be collider inde-

pendent (i.e. apply equally to linear or circular collider) and greatly affect the projections

for the heavy flavor asymmetries Af . Because of this, we chose 2 different scenarios for

the systematics applied to these observables. We take as a base scenario one where the

systematic uncertainties on the asymmetries are given by the main “collider-dependent”

uncertainty quoted by each project. For linear colliders, where Af are determined from

a left-right forward backward asymmetry, this is the uncertainty on the knowledge of the
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beam polarization. In absence of polarization, at circular colliders the Af parameters are

derived from an unpolarized forward-backward asymmetry, AfFB = 3
4AeAf , and therefore

are subject to the uncertainty associated to the knowledge of Ae. To illustrate the impact

of the QCD uncertainties, in figure 4 we compare the result of this first scenario with a

different one, obtained assuming the QCD uncertainties at future lepton colliders will be

reduced by a factor of 2 compared to LEP. (The results for this latter scenario are indi-

cated with the red marks in the figure.) In any case, the difference in the results between

similar machines must therefore be interpreted with caution. For instance, the final CEPC

capabilities from the point of view of the EWPO should not be significantly different than

those for FCC-ee, at least regarding those measurement possible below 240 GeV.10 Finally,

the scenarios considered here for linear colliders correspond to the baseline presented by

the corresponding projects, which do not foresee a Z-pole run. Some results including that

possibility, i.e. the Giga-Z factory, are presented in appendix F.

Focusing our attention on the results for the Higgs couplings, from the results we

observe that the LHeC and HE-LHC would help in pushing the knowledge of some of

the Higgs couplings close to the 2% level. This may be surprising compared to the results

obtained in the κ framework (kappa-0), especially for the LHeC case, where the couplings to

W and Z bosons were obtained with slightly below 1% accuracy. This deterioration in the

precision of the EFT results is due to the absence of projections for improved measurements

of the aTGC. This limits the constraining power on the non-SM tensor structures that are

present in the EFT formalism but not in the κ framework. One must also note that

the improvement at the HE-LHC S′2 on the Higgs couplings is mostly dominated by the

assumptions on the reduction of theory and systematics with respect to HL-LHC which,

as explained in section 2, are reduced by fiat, rather than by a detailed workplan for the

reduction of uncertainties. If such hypothesised improvement is not realised, the HE-LHC

reach would be, with a few exceptions, not far from the HL-LHC one, as illustrated by

the HE-LHC S2 results in table 7. A future lepton collider could achieve below 1-percent

accuracy for several of the geff
HX parameters.

Even at a low energy run, all future lepton colliders can bring the precision of the

Higgs coupling to vector bosons to the 0.5% level or below (note also that lepton colliders

are the only type of Higgs factory able to provide an absolute normalization for the Higgs

couplings, via the measurement of the e+e− → ZH cross section using the recoil mass

method). With similar luminosities collected at 240 GeV, the overall performances of

CEPC and the 240 GeV run of FCC-ee are expected to be comparable.11 In particular,

both machines would be able to measure the effective HZZ coupling with a precision of

∼ 0.5%. After running at 365 GeV and completing the 14 year physics program of the

FCC-ee collider12 the precision of the HZZ coupling would be further reduced to ∼ 0.3%,

10The absence of a run around the tt̄ threshold would, however, prevent measuring the top quark mass

with increased precision, which is also a key observable in the EWPO analysis.
11The differences between the CEPC and FCC-ee results at 240 GeV are simply due to the details of the

available projections from each collider project. In particular, the better sensitivity to the HZγ coupling

at CEPC is simply due to the absence of a projections for the H → Zγ channel at the FCC-ee.
12Note that this also includes the runs at the Z pole and WW threshold, which are crucial for the EW

precision program. The total run time as Higgs factory is 8 years.
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nearly a factor of 2 improvement. This of course could also be achieved at the CEPC,

if a similar run at such energies were included in their physics program. For the ILC,

running at 250 GeV would bring a precision of ∼ 0.4% for geff
HZZ . This would be pushed

down to 0.2% with an increase of the centre-of-mass energy to 500 GeV and after collecting

4 ab−1 of data, with a total combined run time of 22 years. A further ILC upgrade to

energies of 1 TeV would bring an extra ∼ 30% gain in precision. Finally, the determination

of the different Higgs couplings to W and Z bosons obtained from the 380 GeV run of

CLIC would be comparable to that of the circular colliders at 240 GeV. As in the ILC

case, the CLIC data taken at high-energies would help to reach/surpass the two per-mille

accuracy on the Higgs coupling to vector bosons after the 1.5 TeV/3 TeV run, concluding

a 23-year program.

Turning our attention to the Higgs couplings to fermions, a similar pattern of improve-

ments can be observed for the couplings to bottom quark and τ lepton. The top quark

Yukawa is not directly accessible for lepton colliders running below the ttH threshold. In-

deed, below threshold the top quark coupling can only be accessed via its contribution to

the SM loop-induced processes, e.g. H → gg. In the EFT framework, however, these can

also receive corrections from new local operators, preventing the extraction of geff
Htt. In

these cases, only a minor improvement can be achieved in the SMEFTND scenario,13 due

to the more precise determinations of the other couplings involved in the extraction of geff
Htt

from the ttH channels at the HL-LHC. The high-energy runs of the lepton machines would

give access to the ttH threshold. ILC studies at 500 GeV –included in this study– project

a determination of geff
Htt with a precision ∼ 6-7%. This could be significantly improved

by running slightly above threshold, at 550 GeV, where due to the increased statistics it

would be possible to access the same coupling at the 3% level [3]. Similar precision is

projected for the CLIC run at 1500 GeV. Note that in order to take full advantage of these

studies it is necessary to also have an adequate determination of the Ztt̄ couplings. These

also contribute to the ttH process and are not precisely constrained by current data. Here

we use the results from [42] for ILC at 500 GeV and from [3, 43] for CLIC. In any case,

these projected uncertainties for geff
Htt would still be similar to the one from the HL-LHC

determination of the top Yukawa coupling. Only the FCC project would be able to sur-

pass that precision on its own, after including in the picture the measurements possible at

the 100 TeV pp collider. The improvement in this case comes from the measurement of the

ttH/ttZ cross sections, which then also relies on a precise measurement of the Zt̄t coupling.

For the FCC this would come from the FCC-ee run at 365 GeV [44]. It should be recalled

that in all these studies of the ttH or ttZ processes, both at hadron and lepton colliders, we

are making explicit use of the assumption that other interactions such as four-fermion or

dipole operators can be neglected. A fully global analysis of these processes has to include

those operators as well, including the corresponding constraints.

Finally, even after the full physics program of any of the future leptonic machines, there

are several couplings whose precision are still above the one percent threshold, mainly those

13We remind that in the SMEFTFU scenario, the corrections to the Yukawa interactions of the different

fermion families are universal. Therefore, in that scenario, the apparent improvement on the top coupling

is in most instances directly linked to the percent level precision of the measurement of the coupling to

charm quarks.
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associated to rare decays and that are statistically limited. Only a future lepton collider

combined with a high-luminosity hadron machine like the FCC-hh would be able to bring

down all the main Higgs couplings below 1%, as can be seen in the last column in table 7.

In this regard, we also note the role of the FCC-eh measurements, which would help to

further increase the precision in the determination of the couplings to vector bosons and b

quarks, after the completion of the FCC-ee program.

A comparison between the results of the global fit with those obtained assuming perfect

EW measurements –scenario SMEFTPEW– illustrates the relative importance of the EWPO

in the extraction of the different Higgs couplings from the global fit [45]. Figure 5 compares

the two results for the future Higgs factories at lepton colliders. For what concerns the

Higgs couplings, in most cases the impact is quite mild and, in the case of FCC-ee and

CEPC, almost nonexistent due to the rich program for measuring the EWPO at the Z

pole and above. The default analysis presented in this report includes the preliminary

studies of the radiative return process e+e− → Zγ at 250 GeV (380 GeV) with polarized

beams at ILC (CLIC). The results are also shown for the case when a Giga-Z run is also

included, with on 100 fb−1 of data at
√
s ∼ mZ . It is seen that for ILC and CLIC380 there

is a clear degredation of the uncertainty on the gHV V without the Giga-Z run , which is

largely reduced by a dedicated Giga-Z run [3, 4, 11] since the uncertainties on the fermion

asymmetries and partial width ratios are reduced by a factor of ∼ 10 (see table 27). For

these W and Z couplings, such loss of precision can also be minimized by including the

information from a high-energy run, as can be seen for CLIC3000, where there is little impact

on the precision of the same HV V effective couplings. However, for the aTGC parameters

δg1Z and δκγ , there is still a substantial degradation compared to perfect knowledge of

the EWPO values. A significant improvement in the measurements of the electron EW

interactions is therefore still needed, if one wants to extract the maximum precision across

all the different couplings at e+e− colliders [45].

One must take into account that, with the set of projections available from each fu-

ture collider project, the global fit results presented here are, in some cases, not entirely

consistent, due to some approximations present in the projections for e+e− → W+W−.

Indeed, these are typically reported in terms of the precision on the aTGC but, except for

the CLIC studies presented in [46], they are obtained assuming that new physics can only

modify δg1z, δκγ and λZ , but not the other couplings involved in the production or decays

of the WW pairs.14 This explains the large difference for those parameters in the CLIC

results between the global fit and the ones computed under the assumption of perfect EW

measurements, see figure 5. The aTGC dominance assumption was a good approximation

at LEP2, due to the comparatively more precise constraints from the Z-pole measurements

at LEP/SLD, but is something to be tested at future colliders, especially for those projects

where a run at the Z-pole will not happen. In those cases, the results presented here must

therefore be interpreted with caution [45].

14For the ILC studies [3, 18, 47] part of this dependence is taken into account, adding those contributions

from dimension-6 operator coefficients that are enhanced by a factor s/2m2
W . This approximation, justified

in the high-energy limit, may not be a good assumption for the ILC run at 250 GeV, but should work well

for the aTGC projections at 500 GeV. (These were not available in [3] and we take them from [18].)
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Figure 3. Sensitivity at 68% probability to deviations in the different effective Higgs couplings and

aTGC from a global fit to the projections available at each future collider project. Results obtained

within the SMEFT framework in the benchmark SMEFTND. The HE-LHC results correspond to

the S′2 assumptions for the theory systematic uncertainties in Higgs processes [13].

3.4.2 Results for BSM-motivated effective Lagrangians

In this subsection, we adopt a more BSM-oriented perspective and present the global fit

results in a way that can be easily matched to theory-motivated scenarios, such as composite

Higgs models. For that purpose, we will restrict the results to the set of dimension-6

interactions in the effective Lagrangian in eq. (3.19) and adopt the usual presentation

of results in terms of the bounds on the dimension-6 operator coefficients. We will also

extend the global fits presented in previous sections, adding further studies available in

the literature about high-energy probes of the EFT. These are designed to benefit from

the growth with energy of the contributions of certain dimension-6 operators in physical

processes, leading to competitive constraints on new physics, without necessarily relying on

extreme experimental precision. In this regard, we note that these studies are usually not

performed in a fully global way within the EFT framework, but rather focus on the most

important effects at high energies. Therefore, the results when such processes dominate

in the bounds on new physics should be considered with a certain amount of caution,

although they should offer a reasonable approximation under the assumptions in (3.19)

and (3.20). In particular, we will add the following high-energy probes using di-boson and
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Figure 4. Sensitivity at 68% probability to deviations in the different EW couplings from a global

fit to the projections available at each future collider project. Results obtained within the SMEFT

framework in the benchmark SMEFTND. Note that Z-radiative return measurements at ILC and

CLIC are included in the fit. Two different assumptions are considered for the systematic errors.

The HE-LHC results correspond to the S′2 assumptions for the theory systematic uncertainties in

Higgs processes [13]. See text for details.

di-fermion processes:

• The constraints on the W and Y oblique parameters [48] (which can be mapped into

c2W,2B) from fermion pair production at the HL-LHC, HE-LHC [13], FCC-hh [49],

ILC at 250, 500 and 1000 GeV [4] and CLIC [46].15

It must be noted that, for the HE-LHC, only the sensitivity to W and Y from

pp→ `+`− is available in [13]. There is no sensitivity reported from charged-current

process, which can constrain W independently. No studies on the reach for the W

and Y parameters were available for CEPC or the FCC-ee. For this section for these

two lepton colliders it has been estimated following the studies in ref. [4, 46].16

15The studies in [46] and [4] make use of significantly different assumptions for the systematic uncertainties

and efficiencies for each e+e− → ff̄ channel. The apparent small difference in terms of reach at the highest

energy stages for CLIC/ILC is, however, due to the high luminosity assumed at ILC, as well as the use of

positron polarization, which allow to partially compensate the lower energy achievable compared to CLIC.
16We obtain alues of δWCEPC ∼ 5.3 × 10−5, δYCEPC ∼ 4.7 × 10−5, with a correlation of −0.5;

δWFCC−ee(240) ∼ 5.4× 10−5, δYFCC−ee(240) ∼ 4.9× 10−5, with the same −0.5 correlation; and δWFCC−ee ∼
3.2× 10−5, δYFCC−ee ∼ 2.9× 10−5, with a correlation of −0.53.

– 31 –



J
H
E
P
0
1
(
2
0
2
0
)
1
3
9

gHZZ
eff

gHWW
eff

gHγγeff
gHZγeff

gHgg
eff

gHtt
eff

gHcc
eff

gHbb
eff

gHττeff
gHμμeff δg1 Z δκγ λZgHZZ

eff
gHWW
eff

gHγγeff
gHZγeff

gHgg
eff

gHtt
eff

gHcc
eff

gHbb
eff

gHττeff
gHμμeff δg1 Z δκγ λZgHZZ

eff
gHWW
eff

gHγγeff
gHZγeff

gHgg
eff

gHtt
eff

gHcc
eff

gHbb
eff

gHττeff
gHμμeff δg1 Z δκγ λZgHZZ

eff
gHWW
eff

gHγγeff
gHZγeff

gHgg
eff

gHtt
eff

gHcc
eff

gHbb
eff

gHττeff
gHμμeff δg1 Z δκγ λZ

10
-1

1

10

10
-4

10
-3

10
-2

δg i/g
i[
%
]

δg aT
G
C

HL+ILC250 HL+ILC500 HL+CLIC380 HL+CLIC3000 HL+CEPC HL+FCCee240 HL+FCCee365

Result including Giga-Z at linear colliders

Dark/Light: SMEFTPEW (Perfect EWPO) / SMEFTND (Global fit)

Figure 5. 68% probability reach on Higgs couplings and aTGC values for the different lepton

colliders from the Global fit SMEFTND, compared with the results obtained assuming infinite

precision for the EWPO (scenario SMEFTPEW). The difference (partially) illustrates the impact

of the EW constraints on the Higgs results. See text for discussion and caveats which apply to this

study. The measurements based on Z bosons from radiative return at ILC and CLIC are included

in the default fit, and the horizontal red marks indicate the coupling reach when additionally a

dedicated Z-pole run is taken.

• The study in ref. [50] of the MZH distribution in pp → ZH,H → bb̄ in the boosted

regime for the HL-LHC [13] and FCC-hh [1]. (This was not available for the HE-

LHC.) Note that both CLIC (and to a lesser extent ILC) have access to similar physics

in the leptonic case, from the ZH measurements at 1.5/3 TeV (500/1000 GeV). Cur-

rent ILC projections for Higgs production at 1 TeV [4] are only available for the W

boson fusion channel. For the fits presented in this section, for σZH × BR(H → bb)

at ILC at 1 TeV an uncertainty of 1.3% is assumed for each polarization [51].

• The pTV distribution in pp → WZ from ref. [52] for the HL-LHC, HE-LHC and

FCC-hh.

These are of course only a sample of the high-energy precision probes that could be tested

at future colliders (and at HL-LHC) so the results presented are not an exhaustive study

of the potential of the different machines in this regard (see e.g. [53, 54].)

The results of this fit are shown in figure 6 after the full run of each future collider

project, and in table 9. Apart from the 68% probability bounds for each operator from

the global fit, we also present the results assuming only one operator is generated by the

UV dynamics. The difference between both results is indicative of the correlations between

the different operators in the fit. These can, in some cases, be rather large. A full study

of such correlations goes beyond the scope of this report, but it is worth mentioning that

some of the largest correlations typically occur between Oγ , OφW , OφB, OW , OB where
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all contribute to the Higgs interactions with neutral vector bosons. Large correlations also

connect Og and Oyu . These are typically constrained along the H → gg direction with

better precision than the one obtained for Oyu from the corresponding ttH process at the

different colliders.

For those operators whose effects are mainly constrained by Higgs observables, e.g.

Oφ and Oyf , the evolution of the results in the table follows essentially the same pattern

as in the discussion of the Higgs coupling results of the SMEFT fit. Likewise, similar

considerations must be taken into account when comparing the results across colliders,

in particular regarding the dependence of the HE-LHC results on the assumptions of the

reduction of the theory/systematic uncertainties, which control most of the improvement

with respect to HL-LHC. (See comment on the S2′ assumptions in section 2.) Also regard-

ing the results at high luminosity/energy upgrades of the LHC, some of the numbers in

table 9, namely those involving a single operator fit to cφ, may look surprising, given that

the projections for most Higgs observables at such machines are expected to be dominated

by the theory/systematic uncertainties. These results are marked with a † in the table.

For instance, the HL-LHC result corresponds to a precision in an overall Higgs coupling

modification at the level of 0.8%. This is below the dominant signal theory uncertainties

assumed in the HL-LHC S2 hypothesis. As explained in section 2, this is a consequence

of the assumptions in the treatment of theory/systematic uncertainties in the simplified

set of inputs used in this report for the HL-LHC fits. A rough estimate of the bound that

would result from assuming 100% correlated signal theory uncertainties would return, for

the same case, cφ/Λ
2 ∼ 0.42 TeV−2, illustrating the impact of the choice of assumption

in the treatment of these theory systematics. Given the implications of these bounds in

terms of constraining BSM scenarios (as will be illustrated below, cφ sets some of the

most important constraints in composite Higgs models), this is an issue that should be

carefully studied at hadron colliders, as it will become (even more) relevant at the end of

the HL-LHC era. There is another caveat affecting the results presented in the table 9

that concerns the HE-LHC limits for c2B and c2W , also marked with a †. In this case, the

reaches for c2B and c2W , which can be mapped into the W and Y oblique parameters, are

limited by the lack of constraints from the charged current channel at HE-LHC since no

projections were provided at this time. The charged current channel is sensitive to the W

parameter and, via its correlation with Y , can also affect the results for the latter in the

global fit.

A meaningful interpretation of these results in terms of a broad class of composite

Higgs models can be obtained under the assumptions leading to the dependence of the

Wilson coefficients on new physics coupling, g?, and mass, m?, described in eq. (3.20)

and below (i.e. we assume cg,γ and cφV,3V are loop suppressed in yt and g?, respectively).

In figure 7 we translate the results of the fit in figure 6 in terms of the 95% probability

constraints in the (g?,m?) plane under such assumptions, and setting all O(1) coefficients

exactly to 1, i.e.

cφ,6,yf
Λ2

=
g2
?

m2
?

,
cW,B
Λ2

=
1

m2
?

,
c2W,2B,2G

Λ2
=

1

g2
?

1

m2
?

,
cT
Λ2

=
y4
t

16π2

1

m2
?

,

cφW,φB
Λ2

=
g2
?

16π2

1

m2
?

,
cγ,g
Λ2

=
y2
t

16π2

1

m2
?

,
c3W,3G

Λ2
=

1

16π2

1

m2
?

.

(3.23)
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Figure 6. Global fit to the EFT operators in the Lagrangian (3.19). We show the marginalized

68% probability reach for each Wilson coefficient ci/Λ
2 in eq. (3.19) from the global fit (solid bars).

The reach of the vertical “T” lines indicate the results assuming only the corresponding operator

is generated by the new physics. The HE-LHC results correspond to the S′2 assumptions for the

theory systematic uncertainties in Higgs processes [13].

We focus the comparison, again, on the full physics program at each future collider project

(solid regions), but also show the region delimited by the low energy runs, or the FCC-ee for

the case of the FCC project (the boundaries are indicated by the dashed lines). In the right

panel of that figure we also show, for illustration purposes, the individual constraints set by

several of the operators in (3.19) for the FCC fit. The modifications of the on-shell Higgs

properties discussed in this report are mainly controlled, within the SILH assumptions,

by the contributions to the operators Oφ and Oyf , both of which set similar constraints

in the global fit for this collider. These give the leading constraints in strongly coupled

scenarios. Electroweak precision measurements, on the other hand, are more affected by a

combination of OW,B and set bounds independently of the new physics coupling. Finally,

some of the high-energy probes included in the analysis provide the most efficient way of

testing weakly coupled scenarios.

3.5 Impact of Standard Model theory uncertainties in Higgs calculations

As important as it is to have very precise experimental measurements of the different Higgs

processes, it is also fundamental from the point of view of their physical interpretation to
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Figure 7. (Left) 2-σ exclusion regions in the (g?,m?) plane from the fit presented in figure 6, using

the SILH power-counting described in eq. (3.20) and below (solid regions). Dashed lines indicate

the regions constrained by the corresponding low-energy runs (or FCC-ee only for the case of the

FCC project). (Right) The same comparing the results from the global fit with the constraints set

by some of the operators individually, for the illustrative case of the HL-LHC+FCC-ee/eh/hh. In

this case, the constraints from the on-shell Higgs measurements mainly affect Oφ and Oyf .

have theoretical calculations for the predictions of such processes with comparable or better

precision. In this sense, to quantify to what extent an experimental measurement with

uncertainty δexp can be translated into a constraint on new physics,17 one needs to know

the corresponding uncertainty δSM for the SM prediction. In order to extract the maximum

experimental information, ideally, δSM � δexp. The sources of the SM uncertainty are

typically separated in two types of contributions:

• Parametric theory uncertainties (ThPar). For a given observable O, this is the error

associated to the propagation of the experimental error of the SM input parameters

to the SM prediction OSM.

• The second source of uncertainty is due to the fact that, in practice, OSM is only

known to a finite order in perturbation theory. The estimate of the net size associated

with the contribution to OSM from missing higher-order corrections is usually referred

to as intrinsic theory uncertainty (ThIntr).

Of course, in the interpretation of any measurement in a particular extension of the SM,

there are also errors associated with the missing corrections in the expansion(s) including

the new physics parameters. In the particular case of the EFT framework, these would come

from NLO corrections in the perturbative expansion including dimension-6 interactions

or, from the point of view of the EFT expansion, from q4/Λ4 effects coming from either

the square of the dimension-6 contributions to the amplitudes, or the SM interference

with amplitudes involving dimension-8 operators or double insertions of the dimension-6

ones. Note that all these corrections affect the interpretation of a measurement in terms

of pinpointing what is the source of the deformation from the SM, i.e. which particular

operator and how large its coefficient can be, but not on the size of the overall deformation

17Or, equivalently, to what extent a measurement agrees with the SM.
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per se. The latter is only controlled by the SM theoretical uncertainty. Because of that, and

in the absence of a fully developed program including such contributions in the SMEFT

framework, we restrict the discussion in this section to SM uncertainties only.

In the previous sections the results for future colliders after the HL/HE-LHC era were

presented taking into account parametric uncertainties only. This was done to illustrate

the final sensitivity to BSM deformations in Higgs couplings, as given directly by the

experimental measurements of the different inputs (i.e. Higgs rates, diBoson measurements,

EWPO or the processes used to determine the values of the SM input parameters). On the

other hand, for this scenario to be meaningful, it is crucial to also study the effect in such

results of the projections for the future intrinsic errors. This is needed to be able to quantify

how far we will be from the assumption that such intrinsic errors become subdominant and,

therefore, which aspects of theory calculations should the theory community focus on to

make sure we reach the maximum experimental sensitivity at future colliders.

In this section we discuss more in detail the impact of the two types of SM theory errors

described above, from the point of view of the calculations of the predictions for Higgs

observables. This will be done both within the κ framework and also in the context of the

EFT results. For the results from the κ-framework we will use the most general scenario

considered in section 3.1, i.e. kappa-3, which allows non-SM decays. On the EFT side,

we will use the scenario SMEFTPEW, where the uncertainty associated with the precision

of EWPO has already been “factorized”. In this scenario each fermion coupling is also

treated separately, thus being sensitive to the uncertainties in the different H → ff̄ decay

widths. Finally, we will also restrict the study in this subsection to the case of future lepton

colliders only (we always consider them in combination with the HL-LHC projections. For

the latter we keep the theory uncertainties as reported by the WG2 studies [13]).

In table 10 we show the results of the κ fit for the benchmark scenario kappa-3, indi-

cating the results obtained including/excluding the different sources of SM theory uncer-

tainties. Similarly, table 11 shows the results of the EFT fit for the benchmark scenario

SMEFTPEW. For the EFT results the impact of the different theory uncertainties is also

illustrated in figure 8. As can be seen, if the SM errors were reduced to a level where they

become sub-dominant, the experimental precision would allow to test deviations in some of

the couplings at the one per-mille level, e.g. the coupling to vector bosons at CLIC in the

SMEFT framework (the presence of extra decays would however reduce the precision to the

0.4% level, as shown in the kappa-3 results). The assumed precision of the SM theory cal-

culations and inputs, however, prevents reaching this level of sensitivity. The most notable

obstacle to achieve this close to per-mille level of precision are the intrinsic uncertainties for

the e+e− → ZH and, especially, in e+e− → Hν̄ν, estimated to be ∼0.5%. In reaching this

level of theoretical precision it was assumed that predictions at NNLO in the EW coupling

for both processes will be available. This is within reach for ZH production, but it may be

more challenging for e+e− → Hν̄ν (and H → V V ∗ → 4f). However, with enough effort on

the theory side [55–57], this type of uncertainties can be reduced. If the necessary resources

are dedicated to develop these types of calculations, it should be possible to achieve, or even

surpass, the required level of precision. This is not the case for the SM parametric errors,

which depend on the experimental measurements of the corresponding input parameters.
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From the results of the fits, the largest effect of this type of uncertainty on the determina-

tion of the fermion couplings affects the effective coupling of the bottom to the Higgs. The

corresponding SM error in H → bb̄ depends on the precision of the bottom quark mass,

whose projected future determination was assumed to be ∼ 13 MeV. Taking into account

the projected improvements from Lattice QCD calculations, this should be a conservative

estimate [55]. Other parametric uncertainties, e.g. in H → cc̄, gg and associated with mc

and αS , are larger than the one for H → bb̄ but have a smaller effect in the results due to

the also larger experimental errors expected in the corresponding channels. From the point

of view of the Higgs decays into vector bosons, the predictions of H → ZZ∗,WW ∗ have a

strong dependence on the value of the Higgs mass. It it therefore important to accompany

the precise measurements of the Higgs couplings with equally precise measurements of the

Higgs mass, to the level of 10 MeV. This would be possible at 240/250 GeV lepton colliders

but more challenging at CLIC, where the final precision on MH is expected at the level of

20–30 MeV (see section 7). In the kappa-framework, the fact that the dependence of the

production e+e− Higgs cross sections on MH is less severe helps to reduce the impact of

the MH uncertainty in the CLIC results. This is no longer the case once we move to the

more general description of the SMEFT. In that case, non-SM like interactions contribute

to the effective HZZ and HWW couplings, and the information on H → WW ∗ becomes

relevant to determine geff
HZZ . The measurement of MH at the HL-LHC at the 10-20 MeV

level prevents this from becoming an issue at the lower energy stages at CLIC. But there

is still a factor ∼ 2 deterioration in the precision of the geff
HZZ coupling in the final CLIC

results, emphasising again the necessity of a precise determination of MH .

4 The Higgs boson self-coupling

The Higgs field is responsible for the spontaneous breaking of the electroweak symmetry,

and for the generation of all the SM particle masses, because its potential features a global

minimum away from the origin. Within the SM, this potential is fully characterised by

two parameters, the Higgs mass mh, and v, which can be experimentally inferred from the

measurements of the Fermi constant (v = 1/
√√

2GF ≈ 246 GeV).

V (h) =
1

2
m2
Hh

2 + λ3vh
3 +

1

4
λ4h

4, with λSM
3 = λSM

4 =
m2
H

2v2
. (4.1)

However, the Higgs potential could show sizeable departures from the SM form, de-

scribed in eq. (4.1). The understanding of EW symmetry breaking will remain hypothetical

until experimental measurements reconstruct the shape of the Higgs potential. The mea-

surement of the Higgs potential is therefore a high priority goal on the physics programme

of all future colliders.

Unfortunately, the Higgs self-interactions, apart from the simple kinematical 2-point

interaction that corresponds to the Higgs boson mass, are not physical observables. There-

fore, a theoretical framework is needed to infer their values from experimental measure-

ments. One needs a general parametrisation of the departures from the SM that allows

the various Higgs couplings to vary continuously. Within this framework, one makes accu-

rate predictions of various observables as a function of the modified Higgs couplings and
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Benchmark HL-LHC +

kappa-3 ILC CLIC CEPC FCC-ee

250 500 1000 380 1500 3000 240 365

κW [%] ExpStat 1. 0.28 0.24 0.73 0.4 0.38 0.87 0.87 0.4

ExpStat + ThPar 1. 0.29 0.24 0.73 0.4 0.38 0.88 0.88 0.41

ExpStat + ThIntr 1. 0.51 0.47 0.82 0.53 0.49 0.89 0.89 0.56

ExpStat + Th 1. 0.51 0.47 0.81 0.53 0.63 0.89 0.89 0.56

κZ [%] ExpStat 0.28 0.22 0.22 0.44 0.4 0.39 0.17 0.19 0.16

ExpStat + ThPar 0.29 0.23 0.22 0.44 0.4 0.39 0.18 0.2 0.17

ExpStat + ThIntr 0.32 0.27 0.26 0.46 0.42 0.41 0.23 0.24 0.22

ExpStat + Th 0.32 0.27 0.27 0.46 0.42 1.2 0.23 0.24 0.23

κg [%] ExpStat 1.3 0.83 0.58 1.5 1.1 0.83 1. 1.1 0.87

ExpStat + ThPar 1.4 0.85 0.63 1.5 1.1 0.86 1. 1.2 0.9

ExpStat + ThIntr 1.4 0.97 0.8 1.6 1.1 0.95 1.1 1.2 1.

ExpStat + Th 1.4 0.99 0.82 1.6 1.1 2.1 1.1 1.2 1.

κγ [%] ExpStat 1.4 1.2 1.1 1.4 1.3 1.2 1.3 1.3 1.3

ExpStat + ThPar 1.4 1.2 1.1 1.4 1.3 1.2 1.3 1.3 1.3

ExpStat + ThIntr 1.4 1.3 1.1 1.5 1.3 1.2 1.3 1.3 1.3

ExpStat + Th 1.4 1.3 1.1 1.4 1.3 5.9 1.3 1.4 1.3

κZγ [%] ExpStat 10. 10. 10. 10. 8.2 5.7 6.3 10. 10.

ExpStat + ThPar 10. 10. 10. 10. 8.2 5.7 6.3 10. 10.

ExpStat + ThIntr 10. 10. 10. 10. 8.2 5.7 6.3 10. 10.

ExpStat + Th 10. 10. 10. 10. 8.2 17. 6.3 10. 10.

κc[%] ExpStat 1.9 1.1 0.74 4. 1.8 1.3 1.9 1.4 1.2

ExpStat + ThPar 2. 1.2 0.9 4.1 1.9 1.4 2. 1.5 1.3

ExpStat + ThIntr 1.9 1.2 0.84 4. 1.8 1.4 1.9 1.5 1.2

ExpStat + Th 2. 1.3 0.99 4.1 1.9 3.6 2. 1.5 1.3

κt[%] ExpStat 3.1 2.8 1.4 3.2 2.1 2.1 3.1 3.1 3.1

ExpStat + ThPar 3.1 2.8 1.4 3.2 2.1 2.1 3.1 3.1 3.1

ExpStat + ThIntr 3.2 2.9 1.4 3.2 2.1 2.1 3.1 3.1 3.1

ExpStat + Th 3.1 2.8 1.4 3.2 2.1 7. 3.1 3.1 3.1

κb[%] ExpStat 1.1 0.47 0.36 1.2 0.5 0.41 0.82 0.91 0.56

ExpStat + ThPar 1.1 0.56 0.47 1.2 0.59 0.52 0.9 0.98 0.64

ExpStat + ThIntr 1.1 0.64 0.54 1.2 0.64 0.54 0.86 0.94 0.68

ExpStat + Th 1.2 0.71 0.62 1.3 0.71 0.87 0.93 1. 0.76

κµ[%] ExpStat 4.2 3.9 3.6 4.4 4.1 3.5 3.9 4. 3.9

ExpStat + ThPar 4.2 3.9 3.6 4.4 4.1 3.5 3.9 4. 3.9

ExpStat + ThIntr 4.2 3.9 3.6 4.4 4.1 3.5 3.9 4. 3.9

ExpStat + Th 4.2 4. 3.6 4.4 4.1 4.4 3.9 4. 3.9

κτ [%] ExpStat 1.1 0.64 0.53 1.4 0.99 0.81 0.91 0.94 0.65

ExpStat + ThPar 1.1 0.64 0.54 1.4 1. 0.82 0.91 0.94 0.66

ExpStat + ThIntr 1.1 0.74 0.64 1.4 1. 0.85 0.93 0.96 0.74

ExpStat + Th 1.1 0.75 0.65 1.4 1. 3.3 0.94 0.96 0.75

BR95%
inv < ExpStat 0.26 0.22 0.23 0.63 0.62 0.62 0.27 0.22 0.19

ExpStat + ThPar 0.26 0.23 0.22 0.63 0.62 0.62 0.27 0.22 0.19

ExpStat + ThIntr 0.26 0.23 0.23 0.63 0.62 0.62 0.27 0.22 0.19

ExpStat + Th 0.26 0.23 0.23 0.63 0.62 0.69 0.27 0.22 0.19

BR95%
unt < ExpStat 1.8 1.4 1.4 2.8 2.4 2.4 1.1 1.2 1.

ExpStat + ThPar 1.8 1.4 1.4 2.7 2.4 2.4 1.1 1.2 1.

ExpStat + ThIntr 1.8 1.4 1.4 2.8 2.4 2.4 1.1 1.2 1.

ExpStat + Th 1.8 1.4 1.4 2.7 2.4 2.4 1.1 1.2 1.1

Table 10. Comparison of the sensitivity at 68% probability to deviations in the different Higgs

couplings modifiers in the kappa-3 fit, under different assumptions for the SM theory uncertainties.

We compare the results obtained neglecting both intrinsic and parametric uncertainties, including

each of them separately, and adding the full SM uncertainty.
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Benchmark HL-LHC +

SMEFTPEW ILC CLIC CEPC FCC-ee

250 500 1000 380 1500 3000 240 365

geff
HZZ [%] ExpStat 0.26 0.16 0.12 0.4 0.14 0.089 0.43 0.46 0.25

ExpStat + ThPar 0.27 0.17 0.13 0.42 0.19 0.16 0.44 0.46 0.26

ExpStat + ThIntr 0.33 0.29 0.28 0.45 0.33 0.32 0.47 0.5 0.34

ExpStat + Th 0.34 0.3 0.29 0.47 0.36 0.34 0.48 0.5 0.35

geff
HWW [%] ExpStat 0.28 0.17 0.13 0.41 0.14 0.091 0.41 0.45 0.26

ExpStat + ThPar 0.29 0.18 0.14 0.43 0.18 0.15 0.41 0.45 0.27

ExpStat + ThIntr 0.37 0.32 0.31 0.48 0.36 0.34 0.47 0.5 0.37

ExpStat + Th 0.37 0.33 0.32 0.5 0.38 0.36 0.47 0.51 0.38

geff
Hγγ [%] ExpStat 1.3 1.2 1.1 1.4 1.3 1.1 1.3 1.3 1.2

ExpStat + ThPar 1.3 1.2 1.1 1.4 1.3 1.1 1.3 1.3 1.3

ExpStat + ThIntr 1.4 1.3 1.1 1.5 1.4 1.2 1.4 1.4 1.3

ExpStat + Th 1.4 1.3 1.2 1.5 1.4 1.2 1.4 1.4 1.3

geff
HZγ [%] ExpStat 8.1 5.9 5.4 8.9 4.3 3.5 6.2 9.9 9.3

ExpStat + ThPar 8.1 6. 5.5 9. 4.4 3.5 6.2 9.9 9.3

ExpStat + ThIntr 8.1 6.6 6.1 9. 5.3 4.2 6.2 9.9 9.6

ExpStat + Th 8.1 6.5 6.1 9.1 5.3 4.2 6.2 9.9 9.5

geff
Hgg[%] ExpStat 1.1 0.78 0.54 1.3 0.95 0.74 0.75 0.94 0.81

ExpStat + ThPar 1.1 0.79 0.54 1.3 0.96 0.75 0.75 0.95 0.82

ExpStat + ThIntr 1.2 0.82 0.6 1.4 0.99 0.78 0.78 0.98 0.85

ExpStat + Th 1.2 0.82 0.6 1.4 1. 0.79 0.78 0.98 0.85

geff
Htt[%] ExpStat 3.1 2.8 1.5 3.2 2.1 2.1 3.1 3.1 3.1

ExpStat + ThPar 3.2 2.8 1.5 3.2 2.1 2.1 3.1 3.1 3.1

ExpStat + ThIntr 3.1 2.8 1.5 3.2 2.1 2.1 3.1 3.1 3.1

ExpStat + Th 3.2 2.8 1.5 3.2 2.1 2.1 3.1 3.1 3.1

geff
Hcc[%] ExpStat 1.7 1.1 0.72 3.9 1.8 1.3 1.8 1.3 1.1

ExpStat + ThPar 1.8 1.2 0.88 4. 1.9 1.4 1.8 1.4 1.3

ExpStat + ThIntr 1.7 1.2 0.77 4. 1.8 1.3 1.8 1.3 1.2

ExpStat + Th 1.8 1.3 0.92 4. 1.9 1.4 1.9 1.4 1.3

geff
Hbb[%] ExpStat 0.66 0.4 0.29 0.92 0.3 0.17 0.52 0.61 0.46

ExpStat + ThPar 0.73 0.5 0.42 0.96 0.44 0.37 0.62 0.7 0.56

ExpStat + ThIntr 0.7 0.49 0.41 0.97 0.45 0.38 0.57 0.66 0.53

ExpStat + Th 0.76 0.58 0.52 1. 0.56 0.5 0.67 0.74 0.62

geff
Hττ [%] ExpStat 0.77 0.57 0.48 1.3 0.92 0.73 0.64 0.69 0.57

ExpStat + ThPar 0.77 0.57 0.48 1.3 0.93 0.74 0.65 0.69 0.57

ExpStat + ThIntr 0.79 0.61 0.53 1.3 0.95 0.77 0.67 0.72 0.61

ExpStat + Th 0.79 0.61 0.53 1.3 0.95 0.78 0.68 0.72 0.62

geff
Hµµ[%] ExpStat 4.1 3.9 3.5 4.3 4.1 3.5 3.9 3.9 3.8

ExpStat + ThPar 4.1 3.9 3.5 4.3 4.1 3.4 3.9 3.9 3.9

ExpStat + ThIntr 4.1 3.9 3.5 4.3 4.1 3.5 3.9 3.9 3.9

ExpStat + Th 4.1 3.9 3.5 4.3 4.1 3.5 3.9 3.9 3.9

δg1Z [×102] ExpStat 0.039 0.015 0.013 0.03 0.0034 0.0012 0.087 0.085 0.036

ExpStat + ThPar 0.039 0.015 0.013 0.03 0.0034 0.0012 0.087 0.085 0.036

ExpStat + ThIntr 0.039 0.015 0.013 0.031 0.0034 0.0012 0.087 0.086 0.037

ExpStat + Th 0.039 0.015 0.013 0.031 0.0034 0.0012 0.088 0.086 0.037

δκγ [×102] ExpStat 0.056 0.019 0.015 0.043 0.0073 0.0026 0.089 0.086 0.049

ExpStat + ThPar 0.056 0.019 0.015 0.043 0.0074 0.0026 0.089 0.086 0.049

ExpStat + ThIntr 0.056 0.02 0.016 0.044 0.0074 0.0026 0.09 0.086 0.05

ExpStat + Th 0.056 0.02 0.016 0.044 0.0074 0.0026 0.09 0.086 0.05

λZ [×102] ExpStat 0.041 0.019 0.014 0.042 0.0053 0.0018 0.11 0.1 0.05

ExpStat + ThPar 0.041 0.019 0.014 0.042 0.0053 0.0018 0.11 0.1 0.05

ExpStat + ThIntr 0.041 0.019 0.014 0.043 0.0053 0.0018 0.11 0.1 0.05

ExpStat + Th 0.041 0.019 0.014 0.042 0.0053 0.0018 0.11 0.1 0.05

Table 11. Comparison, within the SMEFTPEW fit, of the sensitivity at 68% probability to devia-

tions in the different effective Higgs couplings and aTGC under different assumptions for the SM

theory uncertainties. We compare the results obtained neglecting both intrinsic and parametric

uncertainties, including each of them separately, and finally adding the full SM uncertainty.
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No Parametric unc.

Color code

SMEFTPEW fit

Impact of SM theory uncertainties

Figure 8. Impact of the different sources of SM theory uncertainties in the coupling reach at the

different lepton-collider projects based on the SMEFTPEW fit. Using dark to light shades we show

the results without SM theory uncertainties (darkest shade), only with the intrinsic uncertainty

(medium), and the full SM error (lightest shade). The solid line indicates the result with SM

parametric uncertainties only. The most significant differences are found for the effective coupling

to vector bosons (dominated by intrinsic uncertainties) and to bottom quarks (controlled by the

parametric error associated with mb). See table 11 and text for details.

a global fit then leads to a determination of all these couplings. Effective Field Theory

offers us such a theoretically sound framework in which higher order calculations can be

performed to provide solid and improvable predictions able to cope with systematic and

statistic experimental uncertainties. As in section 3.3, we will focus our attention on EFT

where the EW symmetry is linearly realised, i.e. under the assumption that no new heavy

degree of freedom acquires its mass from the Higgs expectation value. In that case, there

are only two dimension-6 operators that induce a deviation of the Higgs self-couplings

L = LSM +
cφ

2Λ2
∂µ|φ|2∂µ|φ|2 −

c6 λ
SM
3

Λ2
|φ|6

⇒ κ3 ≡
λ3

λSM
3

= 1 +

(
c6 −

3

2
cφ

)
v2

Λ2
, κ4 ≡

λ4

λSM
4

= 1 +

(
6c6 −

25

3
cφ

)
v2

Λ2
. (4.2)

In particular, the operator proportional to cφ requires a non-linear field definition to

keep the Higgs boson kinetic term canonically normalised. The modifications of the cubic

and quartic self-interactions are related in this model. Independent modifications are only

obtained when operators of dimension 8 are considered.

The most direct way to assess the Higgs cubic self-interaction is through the mea-

surement of double Higgs production either at hadron colliders, where the production is
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dominated by gluon fusion, gg → HH, or at lepton colliders via double Higgs-strahlung,

e+e− → ZHH, particularly relevant at low energies, or via vector boson fusion (VBF),

e+e− → HHνeν̄e, more important at centre-of-mass energies of 1 TeV and above. At

leading order, double Higgs production receives a contribution proportional to the cubic

coupling, for both pp and e+e− collisions, as shown in figure 9. Figure 10 shows the de-

pendence of the inclusive double Higgs production cross section when the value of the

Higgs cubic coupling is varied, assuming no other deviation from the SM. Gluon fusion

production at a hadron collider has been computed within the SM at NNLO accuracy in

the infinite top mass limit [58–61] and at NLO with the full top mass dependence [62–64],

leading to a prediction whose theoretical and parametric uncertainties are of the order of

a few percent.

For the LHC at 14 TeV, the cross section is predicted to be 36.69+2.1%
−4.9% fb, about three

orders of magnitude smaller than the single Higgs production, which makes the double

Higgs channel a challenging process to observe. The most up-to-date analysis relies on the

combination of the bb̄γγ and bb̄ττ decay channels to reach almost 5 standard deviation

evidence for double Higgs production at HL-LHC (see table 55 and figure 65 of ref. [13]),

which can be translated into a 68% CL bound of order 50% on the deviation of the Higgs

cubic coupling relative to the SM prediction. Note that the mapping of the inclusive gg →
HH cross section onto a value of the Higgs cubic self-coupling is not unique: for instance,

at 14 TeV LHC, a value of the cross section equal to the SM prediction corresponds either

to κ3 = 1 or to κ3 ≈ 6.2. This ambiguity can however be resolved by analysing the shape

of the invariant mass distribution of the reconstructed two Higgs boson system: the larger

the value of κ3, the closer to threshold the mHH distribution is peaked. This kinematic

information is a crucial element of Boosted Decision Trees (BDT) based analysis performed

at HL-LHC. However the BDT and the final selection cuts are often devised to optimise

the significance of the SM cross section for double Higgs production and therefore it is not

necessarily optimised for the determination of the Higgs self-coupling directly, leaving room

for possible improvement towards an even higher sensitivity. At lepton colliders, double

Higgs-strahlung, e+e− → ZHH, gives stronger constraints on positive deviations (κ3 > 1),

while VBF is better in constraining negative deviations, (κ3 < 1). While at HL-LHC,

values of κ3 > 1, as expected in models of strong first order phase transition, result in a

smaller double-Higgs production cross section due to the destructive interference, at lepton

colliders for the ZHH process they actually result in a larger cross section, and hence into

an increased precision. For instance at ILC500, the sensitivity around the SM value is 27%

but it would reach 18% around κ3 = 1.5.

Modified Higgs self-interactions can also affect, at higher orders, the single Higgs pro-

cesses [67–69] and even the electroweak precision observables [70–72]. Since the experimen-

tal sensitivities for these observables are better than for double Higgs production, one can

devise alternative ways to assess the value of the Higgs self-interactions. For a 240 GeV lep-

ton collider, the change of the ZH production cross section at NLO induced by a deviation

of the Higgs cubic coupling amounts to

σNLO
ZH ≈ σNLO,SM

ZH (1 + 0.014 δκ3). (4.3)
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W
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h

Figure 9. Representative Feynman diagrams for the leading contribution to double Higgs produc-

tion at hadron (left) and lepton (right) colliders. Extracting the value of the Higgs self-coupling,

in red, requires a knowledge of the other Higgs couplings that also contribute to the same process.

See table 18 for the SM rates. At lepton colliders, double Higgs production can also occur via

vector boson fusion with neutral currents but the rate is about ten times smaller. The contribu-

tion proportional to the cubic Higgs self-coupling involves an extra Higgs propagator that dies off

at high energy. Therefore, the kinematic region close to threshold is more sensitive to the Higgs

self-coupling.

Figure 10. Double Higgs production at hadron (left) [65] and lepton (right) [66] colliders as

a function of the modified Higgs cubic self-coupling. See table 18 for the SM rates. At lepton

colliders, the production cross sections do depend on the polarisation but this dependence drops

out in the ratios to the SM rates (beam spectrum and QED ISR effects have been included).

Thus, to be competitive with the HL-LHC constraint, the ZH cross section needs to

be measured with an accuracy below 1%, but this is expected to be achieved by e+e− Higgs

factories at 240/250 GeV. However, one needs to be able to disentangle a variation due to

a modified Higgs self-interaction from variations due to another deformation of the SM.

This cannot always be done relying only on inclusive measurements [73, 74] and it calls

for detailed studies of kinematical distributions with an accurate estimate of the relevant

uncertainties [75]. Inclusive rate measurements performed at two different energies also

help lifting the degeneracy among the different Higgs coupling deviations (see for instance

the κ3 sensitivities reported in table 12 for FCC-ee240 vs FCC-ee365; it is the combination
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of the two runs at different energies that improve the global fit, a single run at 365 GeV

alone would not improve much compared to a single run at 240 GeV).

In principle, large deformations of κ3 could also alter the fit of single Higgs processes

often performed at leading order, i.e. neglecting the contribution of κ3 at next-to-leading

order. The results presented in section 3.4 were obtained along that line. It was shown

in [73] that a 200% uncertainty on κ3 could for instance increase the uncertainty in gHtt or

geff
Hgg by around 30–40%. The fact that HL-LHC from the double Higgs channel analysis

will limit the deviations of κ3 to 50% prevents such a large deterioration of the global fits to

single Higgs couplings when also allowing κ3 to float. In the effective coupling basis we are

considering in this report, the effect of κ3 would be mostly in the correlations among the

single Higgs couplings. In other bases, like the Warsaw basis, there would be a deterioration

up to 15-20% in the sensitivity of the operator Oφ�. Anyway, one should keep in mind

that such a deterioration only concerns specific models where the deviations of the Higgs

self-coupling is parametrically larger than the deviations of the single Higgs couplings and

in generic situations, the results of section 3.4 hold.

In order to set quantitative goals in the determination of the Higgs self-interactions,

it is useful to understand how large the deviations from the SM could be while remaining

compatible with the existing constraints on the different single Higgs couplings. From an

agnostic point of view, the Higgs cubic coupling can always be linked to the independent

higher dimensional operator |H|6 that does not alter any other Higgs couplings. Still, theo-

retical considerations set an upper bound on the deviation of the trilinear Higgs couplings.

Within the plausible linear EFT assumption discussed above, perturbativity imposes a

maximum deviation of the Higgs cubic self-interaction, relative to the SM value, of the

order of [27, 73]

|κ3| ∼< Min(600 ξ, 4π) , (4.4)

where ξ is the typical size of the deviation of the single Higgs couplings to other SM

particles [30]. However, the stability condition of the EW vacuum, i.e. the requirement

that no other deeper minimum results from the inclusion of higher dimensional operators

in the Higgs potential, gives the bound [27, 76]

|κ3| ∼< 70 ξ . (4.5)

At HL-LHC, ξ can be determined with a precision of 1.5% at best, corresponding to

a sensitivity on the Higgs self-coupling of about 100%, and thus somewhat inferior but

roughly comparable to the direct sensitivity of 50% [13]. Parametric enhancements of

the deviations of Higgs cubic self-coupling relative to the single Higgs couplings require

a particular dynamics for the new physics. An example is encountered in Higgs portal

models where the Higgs boson mixes with a SM neutral scalar field, possibly contributing

to the dark matter relic abundance [41, 73]. In more traditional scenarios addressing the

hierarchy problem, such as supersymmetric or composite models, the deviation of κ3 is

expected to be of the order ξ and is likely to remain below the experimental sensitivity.

The sensitivity of the various future colliders to the Higgs cubic coupling can be ob-

tained using five different methods (1, 2(a), 2(b), 3, and 4):
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1. an exclusive analysis of HH production, i.e., a fit of the double Higgs cross section

considering only deformation of the Higgs cubic coupling;

2. a global analysis of HH production, i.e., a fit of of the double Higgs cross section

considering also all possible deformations of the single Higgs couplings that are con-

strained by single Higgs processes;

(a) the global fit does not consider the effects at higher order of the modified Higgs

cubic coupling to single Higgs production and to Higgs decays;

(b) these higher order effects are included;

3. an exclusive analysis of single Higgs processes at higher order, i.e., considering only

deformation of the Higgs cubic coupling; technically, this will be a one-dimensional

EFT fit where only the linear combination of the two operators of eq. (4.2) corre-

sponding to the κ3 deformation is turned on;

4. a global analysis of single Higgs processes at higher order, i.e., considering also all

possible deformations of the single Higgs couplings. Technically, this will be a 30-

parameter EFT fit done within the scenario SMEFTND scenario of eq. (3.16). The

contribution of κ3 to EWPO at 2-loop could also be included but for the range of κ3

values discussed here, the size of effects would be totally negligible.

Most of the studies of the Higgs self-couplings at Future Colliders were done following

Method (1). In order to maximize the sensitivity to λ3, the analyses rely on sophisticated

BDTs, and a simple recasting within an EFT framework is not an easy task. A pragmatic

approach was followed along the line of what was proposed in [73]: different bins in mHH

are considered and the experimental uncertainty on the total rate is distributed in the

different bins according to their number of expected events. This certainly ignores the bin-

to-bin correlations and it does not take into account either that the background itself has

a non-trivial shape as a function of mHH . Nevertheless, the results obtained that way are

in good agreement with those quoted by the different collaborations. This approach has

the advantage that it can be easily generalised to a global EFT analysis that considers all

the operators modifying also the single Higgs couplings, Methods (2). One should keep in

mind that the bounds derived that way represent a crude estimate that waits for a proper

experimental study.18

For most colliders, the single Higgs constraints are strong enough that they give

a contribution to the double Higgs production below its experimental sensitivity. And

Method (1) and Method (2) lead to rather similar bound on κ3. A notable exception is at

FCC-hh where the 1% uncertainty on the top Yukawa coupling results in a deviation of the

double Higgs production rate at a level comparable to the one induced by a shift of κ3 by

18A detailed mHH binned analysis was not available for HE-LHC, hence we could not estimate the κ3

sensitivity along Method (2) for that collider. Similarly, for CLIC3000, the granularity of the available

information was not sufficient to match the announced sensitivity, and therefore we did not venture into a

complete study along Method (2) either. In both cases, our checks led to the conclusion that there will not

be any noticeable difference between the sensitivity obtained in Methods (1) and (2).
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5%. While a parametric enhancement of the deviation in κ3 compared to the other Higgs

couplings deviations could make its higher order contributions to single Higgs processes as

important as the leading order ones and thus could in principle modify the global fit, in

practice, the constraints set by the double Higgs production are strong enough that there

is hardly any difference in the results obtained using Methods (2a) and (2b). Methods (3)

and (4) are particularly relevant for low-energy colliders below the double Higgs production

threshold. Above this threshold, these methods can still be relevant to complement results

from the double Higgs analysis, for instance by helping to resolve the degeneracy between

the SM and a second minimum of the likelihood. While this does not modify the 1σ bound

on κ3, it can impact the bound starting at the 2σ level due to the non-Gaussian profile of

the likelihood. It should be remembered that the single Higgs data used in Methods (3) and

(4) have not been optimised for the extraction of the Higgs self-coupling that would benefit

from further differential information. Therefore, the bounds on κ3 should be considered as

conservative and are certainly improvable.

Table 12 reports the sensitivity at the various colliders for the Higgs cubic coupling

determination. For the global EFT fits, we limit ourselves to the SMEFTND scenario, see

eq. (3.16), extended with eq. (3.7). For all results a simple combination with the HL-

LHC results is done, i.e. by using a 50% uncertainty on κ3. It is seen that the results for

Methods (1) and (2) are very similar, showing that the determination of κ3 is dominated

by the di-Higgs measurements when these are included. When comparing Methods (3)

and (4) one observes that the exclusive results appear to be more constraining that the

global results. But they overestimate the sensitivity as a priori it is not known which

operator coefficients to fix and the same single-Higgs data should be used to constrain all

operators. Method (4) is significantly more robust than Method (3). In the following we

focus on Methods (1) and (4).

The results are also summarised in figure 11 for these two methods. Even though the

likelihood is not a symmetric function of κ3, the current level of precision in this EFT

analysis is not good enough to robustly assess an asymmetric error and we report only

symmetrised bounds in the figure.

Based on di-Higgs measurements, with a 50% sensitivity on κ3, HL-LHC will exclude

the absence of the Higgs self-interaction (κ3 = 0) at 95%CL. Several of the proposed

FCs (HE-LHC, LE-FCC and LHeC) will reach a sensitivity of order 20% based on di-

Higgs production, thus establishing the existence of the self-interaction at 5σ. Even more

remarkable, CLIC3000 and ILC1000 are expected to reach a sensitivity of order 10% and

FCChh of the order of 5%, where one could start probing the size of the quantum corrections

to the Higgs potential directly.

With single-Higgs production at FCC-ee and ILC500 and ILC1000, in combination with

di-Higgs results from HL-LHC, a sensitivity of ∼ 30% can be reached. For FCC-ee with

4 interaction points (IPs) this is reduced to 24%. For the other collider options with√
s < 400 GeV no improvement w.r.t. the HL-LHC result is seen.

Even though we do not report any sensitivity on κ3 at muon-collider, we note that

preliminary studies [77] indicate that a 10 TeV (resp. 30 TeV) machine could reach a 3%

(resp. 1%) sensitivity.
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collider di-Higgs single-Higgs

(1) excl. (2.a) glob. (3) excl. (4) glob.

with HL-LHC w/o HL-LHC

HL-LHC +60
−50% (50%) 52% 47% − 50%

HE-LHC 10-20% (n.a.) n.a. 40% 80% 50%

ILC250 − − 29% 37% 49%

ILC350 − − 28% 37% 46%

ILC500 27% (27%) 27% 27% 32% 38%

ILC1000 10% (n.a.) 10% 25% 30% 36%

CLIC380 − − 46% 120% 50%

CLIC1500 36% (36%) 36% 41% 78% 49%

CLIC3000
+11
−7 % (n.a.) n.a. 35% 63% 49%

FCC-ee240 − − 19% 21% 49%

FCC-ee365 − − 19% 21% 33%

FCC-ee4IP
365 − − 14% 14% 24%

FCC-eh 17-24% (n.a.) n.a. n.a. n.a. n.a.

FCC-ee/eh/hh 5% (5%) 6% 18% 19% 25%

LE-FCC 15% (n.a) n.a n.a. n.a. n.a.

CEPC − − 17% 18% 49%

Table 12. Sensitivity at 68% probability on the Higgs cubic self-coupling at the various future

colliders. All the numbers reported correspond to a simplified combination of the considered collider

with HL-LHC, which is approximated by a 50% constraint on κ3. The numbers in the first column

(i.e. “di-H excl.” or Method (1)) correspond to the results given by the future collider collaborations

and in parenthesis, we report our derived estimate obtained in the binned analysis described in the

text. In the three last columns, i.e. Methods (2a), (3) and (4), we report the results computed by

the Higgs@FC working group. For the leptonic colliders, the runs are considered in sequence. For

the colliders with
√
s . 400 GeV, Methods (1) and (2.a) cannot be used, hence the dash signs in the

corresponding cells. No sensitivity was computed along Method (2.a) for HE-LHC and CLIC3000

but our initial checks do not show any difference with the sensitivity obtained for Method (1). In

the global analyses, Methods (2.a) and (4), we consider the flavour scenario of Neutral Diagonality

(the results show little difference compared to the ones reported in the first version of this report

within the Neutral Diagonality scenario). Due to the lack of results available for the ep cross section

in SMEFT, we do not present any result for LHeC nor HE-LHeC, and only results with Method (1)

for FCC-eh. For Method (3) results are shown with and without combination with HL-LHC for

many of the colliders (in several cases, the fit for Method (4) does not converge for the standalone

collider without HL-LHC input).

5 Rare Higgs boson decays

There are many reasons for the interest in rare Higgs boson decays. First, they provide

access to Higgs couplings which are expected to be small in the SM and have not yet

been directly probed. A leading example is the coupling to second and first generation

fermions, whose determination would test the hypothesis that the same Higgs doublet is

responsible for the mass generation of the lighter states of the SM. More specifically, the

measurement of several Yukawa couplings will allow the comparison of ratios of couplings
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Figure 11. Sensitivity at 68% probability on the Higgs cubic self-coupling at the various FCs.

All values reported correspond to a simplified combination of the considered collider with HL-

LHC. Only numbers for Method (1), i.e. “di-H excl.”, corresponding to the results given by the

future collider collaborations, and for Method (4), i.e. “single-H glob.” are shown (the results for

Method (3) are reported in parenthesis). For Method (4) we report the results computed by the

Higgs@FC working group. For the leptonic colliders, the runs are considered in sequence. For

the colliders with
√
s . 400 GeV, Method (1) cannot be used, hence the dash signs. Due to the

lack of results available for the ep cross section in SMEFT, we do not present any result for LHeC

nor HE-LHeC, and only results with Method (1) for FCC-eh. When uncertainties are asymmetric

(CLIC and FCC-eh) or a range is given (HE-LHC) the mid value is displayed.

with ratios of masses on the one hand, and test constants of proportionality on the other.

The second motivation is that processes which are predicted to be rare in the SM, offer

enhanced sensitivity to new physics residing at high scales. A leading example is the

search for flavour-changing neutral interactions, which are extremely suppressed in the

SM and if detected would reliably point to the existence of new physics. Third, peculiar

and rare final state signatures can have a special connection with BSM scenarios. One

example is H decaying to invisible particles, which is used to constrain scenarios featuring

DM candidates. In the SM, the Higgs boson can decay invisibly via H → 4ν with a

branching ratio of 0.11%. Finally, Yukawa interactions with first generation fermions are

the cornerstone of the low-energy constraints on CP violation of the couplings on the third

generation. The typical example here are limits obtained by the EDM’s on the CP-odd

interaction of the third generation fermions (section 6).

The reach of various colliders for rare decays, depends in the first place on the available

statistics of the Higgs bosons being produced. The expected rates are presented in the

appendix B, table 18.
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HL-LHC+

HL-LHC LHeC HE-LHC ILC500 CLIC3000 CEPC FCC-ee240 FCC-ee/eh/hh

κu 560. 320. 430. 330. 430. 290. 310. 280.

κd 260. 150. 200. 160. 200. 140. 140. 130.

κs 13. 7.3 9.9 7.5 9.9 6.7 7. 6.4

κc 1.2 0.87 measured directly

Table 13. Upper bounds on the κi for u, d, s and c (at hadron colliders) at 95% CL, obtained

from the upper bounds on BRunt in the kappa-3 scenario.

In the following, we restrict ourselves to a summary of the prospects to bound or

determine the size of the interactions of the Higgs to the other SM particles through

decays. These can occur either directly, through a process which is proportional to a tree-

level coupling squared, i.e. all decays H → f̄f , where f is any SM fermion of the first

or second generation, or indirectly, i.e. through interfering amplitudes or loops, such as

H → γγ and H → γZ. We will also briefly present results on very rare exclusive decays,

which could provide indirect information on the light-quark Yukawa couplings. We follow

the notation introduced in the κ-framework and consider the rescaling factors κi = yi/y
SM
i

introduced previously for the couplings to quarks κu, κd, κc, κs and for κµ, and for the loop

induced processes, κγ and κZγ . The values of κµ, κγ , κZγ , κc have been obtained from the

kappa-3,-4 fits presented in section 3.2 and we do not reproduce them here, while the upper

bounds on κu, κd, κs (κc for hadron colliders) are obtained from the upper limits on BRunt.

Constraints on flavour-changing Higgs boson interactions are not reported here.

The constraints of the couplings to first and second generation quarks are given in

table 13 and displayed in figure 12, based on the results on BRunt. For κc the hadron

colliders reach values of O(1), and lepton colliders and LHeC are expected to improve

the precision by about two orders of magnitude, to a 1-2%. For the strange quarks the

constraints are about 5-10× the SM value while for the first generation it ranges between

100-600× the SM value. For the latter, future colliders could improve the limits obtained at

the HL-LHC by about a factor of two. For HL-LHC, HE-LHC and LHeC, the determination

of BRunt relies on assuming κV ≤ 1. For κγ , κZγ and κµ the lepton colliders do not

significantly improve the precision compared to HL-LHC but the higher energy hadron

colliders, HE-LHC and FCChh, achieve improvements of factor of 2-3 and 5-10, respectively,

in these couplings.

For the electron Yukawa coupling, the current limit κe < 611 [78] is based on the direct

search for H → e+e−. A preliminary study at the FCC-ee [79] has assessed the reach of

a dedicated run at
√
s = mH . At this energy the cross section for e+e− → H is 1.64 fb,

which reduces to 0.3 with an energy spread equal to the SM Higgs width. According to

the study, with 2 ab−1 per year achievable with an energy spread of 6 MeV, a significance

of 0.4 standard deviations could be achieved, equivalent to an upper limit of 2.5 times the

SM value, while the SM sensitivity would be reached in a five year run.

While the limits quoted on κc from hadron colliders (see table 13) have been obtained

indirectly, we mention that progress in inclusive direct searches for H → cc̄ at the LHC
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Figure 12. Summary plot illustrating the limits that can be obtained from rare Higgs decays on

the couplings.

Collider 95% CL upper bound on

BRinv [%] BRunt [%]

Direct kappa-3 BRinv only kappa-3 BRunt only

HL-LHC 2.6 1.9 1.9 4.0 3.6

HL-LHC + HE-LHC(S′2) 1.5 1.5 2.4 1.9

FCC-hh 0.025 0.024 0.024 1.0 0.36

HL-LHC + LHeC 2.3 1.1 1.1 1.3 1.3

HL-LHC + CEPC 0.3 0.27 0.26 1.1 0.49

HL-LHC + FCC-ee240 0.3 0.22 0.22 1.2 0.62

HL-LHC + FCC-ee365 0.19 0.19 1.0 0.54

HL-LHC + ILC250 0.3 0.26 0.25 1.8 0.85

HL-LHC + ILC500 0.23 0.22 1.4 0.55

HL-LHC + ILC1000 0.22 0.20 1.4 0.43

HL-LHC + CLIC380 0.69 0.63 0.56 2.7 1.0

HL-LHC + CLIC1500 0.62 0.40 2.4 0.51

HL-LHC + CLIC3000 0.62 0.30 2.4 0.33

Table 14. Expected upper limits on the invisible and untagged BRs of the Higgs boson. The

SM decay, H → 4ν, has been subtracted as a background. Given are the values of the direct

searches using missing (transverse) momentum searches, the constraint derived from the coupling

fit (see table 5) in the kappa-3 scenario, and the result from a fit in the κ framework where only

modifications of BRinv are allowed. The last two columns show the corresponding information for

untagged BR of the Higgs, BRunt. For all fits the direct search for invisible decays is included.
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has been reported from ATLAS together with a projection for the HL-LHC. Currently

the upper bound on the charm coupling is κc ∼< 10 [80]. With HL-LHC, it is expected to

improve the sensitivity to values of κc < 2.1 (based on ref. [81]), while LHCb, with the

foreseen detector improvement, could reach a sensitivity on κc of 2-3 [13].

Exclusive Higgs decays to a vector meson (V ) and a photon, H → V γ, V =

ρ, ω, φ, J/ψ,Υ directly probe the Higgs bottom, charm strange, down and up quark

Yukawas [82–84]. Within the LHC, the Higgs exclusive decays are the only direct probe of

the u and d Yukawa couplings, while if s-tagging could be implemented at the LHC [84],

then the strange Yukawa could be probed both inclusively and exclusively. On the exper-

imental side, both ATLAS and CMS have reported upper bounds on H → J/ψγ [85, 86],

H → φγ and h→ ργ [87, 88]. These processes receive contributions from two amplitudes,

only one of which is proportional to the Yukawa coupling. Since the contribution pro-

portional to the Yukawa is smaller, the largest sensitivity to the Higgs q-quark coupling

is via the interference between the two diagrams. The prospects for probing light quark

Yukawas within future LHC runs employing the direct probe from exclusive decays are not

competitive with indirect limits that can be set from production or global fit or inclusive

search for c-Yukawa [13, 81]. However, the information coming from exclusive decays will

be relevant regardless of the global fit sensitivity. For example, a limit of |ys/yb| . 50 could

be set HL-LHC [13] and ys/yb . 25 at FCChh [1].

The constraints on invisible and untagged BRs to new particles are reported in table 14.

For the invisible decays the SM H → 4ν process (BRSM
inv = BR(H → 4ν) = 0.11%) is treated

as background. Shown are the estimated projections for direct searches for invisible decays

using signatures of missing transverse or total energy, and the results from the kappa-3 fit

presented earlier in table 5. Also shown is a kappa-fit where all SM BR values are fixed

and only BRinv is free in the fit. It is seen that the e+e− colliders generally improve the

sensitivity by about a factor 10 compared to HL-LHC. FCC-hh improves it by another

order of magnitude and will probe values below that of the SM. Comparing the three

determinations of the BRinv for the various colliders, it is seen that in most cases the

difference is small, indicating that the BRinv is mostly constrained by the direct search.

An exception is LHeC where the kappa-fits improve the direct search result by a factor two.

Finally, comparing the bounds on the invisible and untagged BR one notices the latter

are always weaker as the untagged BR is not constrained by any direct search here. For the

untagged BR, the kappa-3 fit sensitivity is significantly worse than that obtained by fitting

only BRunt as the kappa-3 fit implicitly takes into account the experimental uncertainties

on all other BR values.

6 Sensitivity to Higgs CP

Barring the strong-CP problem, in the SM the only source of CP violation stems from

fermion mixing in the charged currents, while the Higgs boson is predicted to have CP-

even, flavour-diagonal interactions. Detecting non-zero CP-odd components in the Higgs

interactions with the SM particles, would therefore clearly point to physics beyond the

Standard Model. Departures from the SM can be efficiently parametrised in terms of a
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limited set of (flavour conserving) dimension-6 operators. Employing the Higgs basis, the

(P-violating/C-conserving) CP-violating (CPV) HV V couplings are given by

δLhV VCPV =
h

v

[
c̃gg

g2
s

4
GaµνG̃

a
µν + c̃aa

e2

4
AµνÃµν

+c̃za
e
√
g2 + g′2

2
ZµνÃµν + c̃zz

g2 + g′2

4
ZµνZ̃µν + c̃ww

g2

2
W+
µνW̃

−
µν

]
, (6.1)

where, gs, g and g′ are the SU(3), SU(2)L and U(1)Y gauge coupling constants and Ṽµν =
1
2ε
µνρσVρσ. Out of the four electroweak parameters, only three are independent at this

order in the EFT expansion. In particular,

c̃ww = c̃zz + 2 sin2 θw c̃za + sin4 θw c̃aa. (6.2)

The (P-violating/C-violating) CP-violating (yet flavour-diagonal) interactions of the Higgs

boson with fermions can be parametrised as

LhffCPV = −κ̄fmf
h

v
ψ̄f (cosα+ iγ5 sinα)ψf , (6.3)

where the angle α parametrizes the departure from the CP-even case. Another, equivalent

parametrization employs κf = κ̄f cosα and κ̃f = κ̄f sinα, where κf = 1 + δyf in the

notation used for the CP conserving cases in the κ-framework (with κ > 0). The pure

scalar coupling corresponds to α = 0 (κ̃f = 0), a pure pseudoscalar coupling to α = 90◦

(κf = 0), while CP violation occurs in all other intermediate cases.

Sensitivity to the CP-odd operators can arise from two distinct classes of observables.

The first class includes CP-even observables, such as total cross sections or single particle

inclusive distributions. In this case, CP-odd operators contribute in a way that is analogous

to CP-even operators, i.e. affecting rates and shapes. The second class includes observables

that are built to be directly sensitive to CP violation, i.e. they are zero (at the lowest order)

if CP is conserved. Limits obtained from this second class are therefore automatically

insensitive to the presence of higher-dimensional CP -conserving operators and deviations

from zero would uniquely point to CP violation.

Sensitivity to the CP-odd hgg interaction comes from gluon fusion processes at the

inclusive level, while direct sensitivity to CP violation can arise only starting from final

states featuring at least two jets in the final state. Studies performed at the LHC exist, yet

no dedicated investigation for future colliders has been documented. Sensitivity to the CP-

odd hV V weak operators comes from Higgs-strahlung processes (WH and ZH), the vector

boson fusion and the Higgs decay into four charged leptons (H → 4`). Studies have been

performed both at the level of rates/distributions and via CP-sensitive observables [13].

CP-violation effects in the couplings to fermions have been considered for the top

quark and the tau lepton. Proposals to access information on CP violation in top quark

interactions exist for both classes of observables, yet studies at future colliders have been

mostly based on rates and distributions. These focus on ttH at hadron colliders and on ttH

and tH final states at e+e− colliders and ep colliders, respectively, which are also sensitive
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Name ατ c̃zz Ref.

HL-LHC 8◦ 0.45 (0.13) [13]

HE-LHC — 0.18 [13]

CEPC — 0.11 [2]

FCC-ee240 10◦ — [1]

ILC250 4◦ 0.014 [3]

Table 15. Upper bounds on the CP phase α of the Yukawa coupling for τ leptons and the CP-

violating coefficient c̃zz entering the HZZ coupling. The result in parenthesis for the HL-LHC is

obtained with the same method used for the CEPC study.

to the absolute signs of CP-even and CP-odd interactions through interference effects. For

example, by studying distributions in ttH, the HL-LHC will be able to exclude a CP-odd

Higgs at 95%CL with about 200 fb−1 of integrated luminosity. CLIC 1.5 TeV foresees to

measure the mixing angle for the top quark, αt in tt̄H to better than 15◦. At LHeC, a

Higgs interacting with the top quarks with a CP-odd coupling can be excluded at 3σ with

3 ab−1. At FCCeh a precision of 1.9% could be achieved on αt.

The most promising direct probe of CP violation in fermionic Higgs decays is the

τ+τ− decay channel, which benefits from a relatively large branching fraction (6.3%).

Accessing the CP violating phase requires a measurement of the linear polarisations of

both τ leptons and the azimuthal angle between them. This can be done by analysing the

angular distribution of the various components of the tau decay products and by building

suitable CP sensitive quantities (such as triple products of three-vectors or acoplanarities).

The estimated sensitivities for the CP-violating phases, ατ of the τ Yukawa coupling and

c̃zz extracted from CP-sensitive variables are collected in table 15.

Before concluding this section, we recall that CP-violating Yukawa couplings are well

constrained from bounds on the electric dipole moments (EDMs) [89–94] under the as-

sumptions of i) no cancellation with other contributions to EDMs, ii) SM values for the

CP-even part of the Yukawa couplings.

CP violation in the top quark sector can be constrained by the EDM of the electron,

giving κ̃t < 0.001 once the latest limits of the ACME collaboration are considered [95]. For

the bottom and charm Yukawas the strongest limits come from the neutron EDM, κ̃b < 5

and κ̃c < 21 when theory errors are taken into account. For the light quark CPV Yukawas,

measurements of the neutron EDM give a rather weak constraint on the strange quark

Yukawa of κ̃s < 7.2, while the bound on the mercury EDM translates into strong bounds

on the up and down Yukawas of κ̃u < 0.11 and κ̃d < 0.05 (no theory errors, 90% CL). For

the τ Yukawa coupling, using the latest ACME measurement gives κ̃τ < 0.3, while for the

electron Yukawa, provides an upper bound of κ̃e < 1.9× 10−3.

Assuming a SM Yukawa coupling of the Higgs to the electron, one can easily compare

the indirect limits from EDMs with the prospects for direct ones. Using the relations

between (κ̄, α) and (κ, κ̃) one can convert the results for both the top quark (given above)

and for the τ lepton (collected in table 15). One finds that the direct top quark limits are

not competitive with the indirect ones, while those on the τ lepton are comparable with

the current indirect ones.
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7 The Higgs boson mass and full width

The current best measurement of the Higgs boson mass, based on the ATLAS and

CMS analyses of H → ZZ∗ and H → γγ events in the LHC Run-2 data is 125.18 ±
0.16 GeV [96]. Future accelerators are expected to substantially improve the precision of

this mass measurement.

The mass measurements at lepton colliders in the centre-of-mass energy range 240-

350 GeV analyse the recoil mass of the Higgs boson in e+e− → ZH events, with Z →
e+e−, µ+µ−. Only the statistical uncertainties on the mass measurements are shown, as

systematic uncertainties in this recoil mass analysis are expected to be negligible. The

CLIC mass measurements at higher centre-of-mass energies analyse the H → bb̄ invariant

mass distribution in e+e− → H(→ bb̄)νν events. The quoted mass resolutions based

on mbb measurements account only for statistical uncertainties, but are sensitive to b-

jet energy scale uncertainties. This systematic uncertainty can be constrained with a

e+e− → Z(→ bb̄)νν calibration sample which is expected to yield comparable statistics

to the Higgs sample. The mass measurement at HL-LHC is based on the analysis of

H → Z(l+l−)Z(l+l−) events. While the calibration of lepton momentum scales has not

been studied in detail, a resolution of 10-20 MeV is projected to be plausibly in reach

with the assumption that the higher statistics can help to significantly improve muon pT
systematic uncertainties.

Table 16 summarizes the expected precision of Higgs boson mass measurements of

future accelerators. Also shown is the impact of the mH uncertainty on the H → ZZ∗

partial decay width. Already with HL-LHC, it will be possible to reduce this impact to

the level of about 0.2%. At this value, the parametric uncertainty on Higgs partial widths,

(primarily on ZZ∗,WW ∗) is much smaller than the expected precision at any hadron

collider. For the e+e− colliders the precision on the W and Z couplings is of that order,

so that the mH precision needs to be further improved to about 10 MeV to avoid any

limitations on the Higgs coupling extraction precision (assuming the uncertainty due to

higher order processes gets improved in the future, see table 19).

In the SM, the width of a 125 GeV H boson is predicted to be around 4 MeV, i.e.

three orders of magnitude smaller than that of the weak bosons and of the top quark. It is

therefore very challenging to measure it directly. All methods considered so far at colliders

are in fact indirect and model dependent to various degrees. Three methods have been

proposed at the LHC, and are considered for future hadron colliders.

The most direct method involves the diphoton decay mode and it is based on the

measurement of the shape of the invariant mass of the diphoton close to the Higgs boson

mass. This observable has a dependence on the width from signal-background interference

effects. The foreseen sensitivity, however, will not allow to probe values close to the SM

predictions, and can provide constraints of about 8 − 22× ΓSM [13].

A second method extracts the width indirectly from a global fit of the Higgs boson

couplings by employing specific assumptions. For example, in the κ-framework, assuming

κZ ≤ 1 and BRunt = 0 one can determine the width from the fit.19

19In fact, the width and the branching ratio to undetected final states are not independent observables.

In the analysis presented in section 3.2 we opted to fit BRunt and calculate ΓH from eq. (3.4).
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Collider Strategy δmH (MeV) Ref. δ(ΓZZ∗) [%]

LHC Run-2 m(ZZ),m(γγ) 160 [96] 1.9

HL-LHC m(ZZ) 10-20 [13] 0.12-0.24

ILC250 ZH recoil 14 [3] 0.17

CLIC380 ZH recoil 78 [98] 0.94

CLIC1500 m(bb) in Hνν 3020 [98] 0.36

CLIC3000 m(bb) in Hνν 23 [98] 0.28

FCC-ee ZH recoil 11 [99] 0.13

CEPC ZH recoil 5.9 [2] 0.07

Table 16. Overview of expected precision of Higgs boson mass measurements for future accelerators

scenarios. For the lepton colliders (ILC, CLIC, CEPC) the projected uncertainties listed are statisti-

cal only. The impact of δmH on δΓZZ∗ reported in this table is calculated as 1.2%·(δmH/100 MeV),

following ref. [97].

A third method is based on the combination of two independent measurements in gluon

fusion production of a H boson with subsequent decay into a ZZ final state: gg → H →
ZZ∗, where the H boson is on shell (and at least one of the final state Z off shell) and gg →
ZZ with two on-shell Z bosons, where the H boson contribution is off shell [100]. The ratio

of the off-shell over the on-shell rate is directly proportional to the total width [101]. Even

though in generic BSM scenarios including the EFT, the interpretation of the off-shell/on-

shell ratio as an extraction of the width is model dependent, this ratio can provide useful

information on other key aspects of the Higgs couplings, e.g. their energy dependence [102].

It is foreseen that, with the HL-LHC and improvements in the theoretical calculations, ΓH
can be measured with a precision of up to 20% using this method [13].

At lepton colliders, the mass recoil method allows to measure the inclusive cross section

of the ZH process directly, without making any assumption about the Higgs BR’s. This

possibility is unique to lepton colliders as it relies on the precise knowledge of the total

initial energy of the event. In combination with measurements of exclusive Higgs decay

cross sections, it allows to extract the total width ΓH with a mild model dependence. The

simplest way is to consider the ratio of the ZH cross section (from the recoil method) with

the H → ZZ branching ratio (extracted from the ZH,H → ZZ∗ rate)

σ(e+e− → ZH)

BR(H → ZZ∗)
=

σ(e+e− → ZH)

Γ(H → ZZ∗)/ΓH
'
[
σ(e+e− → ZH)

Γ(H → ZZ∗)

]
SM

× ΓH , (7.1)

where the last approximate equality assumes a cancellation of new physics effects, which

holds, for instance, in the κ-framework. This method is limited by the relatively poor

statistical precision of the H → ZZ BR measurement. More in general, even in scenarios

where such a cancellation does not hold, e.g. in an EFT, a global fit can be performed to

extract information on the width, using other decays (particularly the bb and WW decays)

20In ref. [98] the values are 36 MeV (for
√
s = 1.5 TeV) and 28 MeV (for

√
s = 3 TeV) are based

on unpolarized beams. The values quoted here are for the default scenario of 80% electron polarisation

assumed throughout.
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Collider δΓH [%] Extraction technique δΓH [%]

from ref. for standalone result kappa-3 fit

ILC250 2.3 EFT fit [3, 4] 2.2

ILC500 1.6 EFT fit [3, 4, 14] 1.1

ILC1000 1.4 EFT fit [4] 1.0

CLIC380 4.7 κ-framework [98] 2.5

CLIC1500 2.6 κ-framework [98] 1.7

CLIC3000 2.5 κ-framework [98] 1.6

CEPC 2.8 κ-framework [103, 104] 1.7

FCC-ee240 2.7 κ-framework [1] 1.8

FCC-ee365 1.3 κ-framework [1] 1.1

Table 17. Overview of expected precision of Higgs boson width measurements for future accelerator

scenarios. The result given in the second column refers to the width extraction as performed by

the future lepton colliders using the stated technique, and as provided in the references given. The

last column of the table lists the width extracted from the kappa-3 scenario fit. It also includes the

HL-LHC measurements (but excludes the constraint κV < 1 that is used in HL-LHC-only fits).

and channels (e+e− → Hνν̄). This method is used for CEPC. For FCC-ee and CLIC the

κ-formalism is used to extract the width, similar to what is done in this report for table 5.

For ILC, the width reported here was extracted using an EFT formalism that does not

assume that there is only one operator that governs the interactions between the Higgs

boson and the Z boson (as is done implicitly in the κ-framework). In this determination

of ΓH , angular distributions and polarisation asymmetries are used to constrain the free

parameters that result from relaxing this assumption [18], in addition to the parameters

used by the κ-formalism for the other lepton colliders. This fit is different from the EFT

fits performed in section 3.4.

Table 17 summarizes the expected relative precision that can be reached on the Higgs

width at future lepton colliders, comparing the estimates of the standalone estimates of

the future lepton colliders to the results of the kappa-3 scenario fits performed in this

article (with HL-LHC data included). It is seen that the result obtained in the kappa-3

fit is generally more constraining than the results quoted in the references, primarily as

this result also includes the constraint from the HL-LHC data, and, in some cases, uses a

different approach to modelling changes to the total width. In both cases, the best precision

is obtained for the ILC500 and FCC-ee365 scenarios.

8 Future studies of the Higgs sector, post-European Strategy

8.1 Higgs prospects at the muon collider

Electron-positron colliders offer a well-defined value of the collision energy of the hard-

scattering process and a relatively clean event, as opposed to hadron collisions where the

underlying event and the high-level of event pileup challenge the reconstruction of the hard

scattering event and its measurement.
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The main limitation to the collision energy of circular electron-positron colliders is

due to the low mass of the electrons/positrons which leads to large fraction of their energy

emitted as synchrotron radiation. The solutions pursued so far to reach high lepton collision

energies are based on limiting the energy loss by synchrotron radiation by reducing the

curvature either by increasing the radius of the circular colliders or by employing linear

colliders. However, the beam acceleration does require a number of RF cavities imposing

a machine of large dimensions.

With a mass of about two hundred times that of electrons, muons do not suffer signif-

icant energy losses due to synchrotron radiation (the loss goes as the inverse of the fourth

power of the mass) and therefore could be accelerated up to multi-TeV collision energies.

For example, if the LHC ring were used, with the proposed HE-LHC dipoles (Nb3Sn, 16 T),

muons would collide at an energy close to
√
s= 14 TeV, compared to the 0.2 to 0.4 TeV of

an electron-positron collider.

Alternatively, a collider with
√
s = 125 GeV could be a very compact (diameter ∼ 60 m)

Higgs factory using s-channel production of Higgs bosons [105]. However, it should be

noted that the expected rate of produced Higgs bosons by s-channel is small, given the

instantaneous luminosity possible at this machine [106], and the limited production cross

section (taking into account both the beam energy spread and the initial state radiation

effects) [107–109]. Estimates of the achievable precision on Higgs couplings for such a

machine are given in [110].

Muon production, cooling, lifetime and physics background [111] pose severe challenges

to the accelerator and detector technologies. Although the study of a Muon Collider

(machine and physics prospects) is not as mature as those of other future proposed colliders,

its physics potential certainly merits consideration.

Currently, two different configurations have been proposed for the muon collider. In

the first configuration, muons are produced by the decay of hadronically produced charged

pions or kaons, and cooled before they undergo the acceleration [106]. In the second

configuration, muons are produced at threshold (in the centre of mass frame) by high

energy positron collisions with atomic electrons [112]. The first configuration has been

originally proposed for µ+µ− collision at the Higgs boson pole (
√
s ∼125 GeV), while the

second is mainly considered for very high energy collisions, in the range of O(10) TeV.

At muon collision c.m. energies
√
s & 10 TeV, assuming the point cross section σ '

4πα2/(3s) ' 1 fb·(10 TeV/
√
s)2, the requirement of a percent statistical precision in the

measurement of heavy particle pair production would imply an integrated luminosity of

the order L ∼ 10 ab−1(
√
s/10 TeV)2). This could correspond to a 10-year physics run

with an instantaneous luminosity of the order 1035(
√
s/10TeV)2cm−2s−1 [113]. At such

large values of
√
s, both the single-Higgs and the multi-Higgs production mechanisms are

dominated by vector-boson fusion (VBF) processers, which provides very large statistical

Higgs samples [77]. As an example, at
√
s ∼ 14 TeV, with 20 ab−1, one would produce

about 20 million single Higgs, 90,000 Higgs pairs, and 140 triple Higgs final states, with

presumably quite moderate background. Although there is currently only preliminary

analysis of the Higgs production in such an environment this would be a robust basis

to considerably advance on the Higgs couplings determination. The Higgs self-coupling
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sector might be explored with unprecedented precision. In particular, with the above

Higgs production statistics, and no unexpectedly difficult background, an accuracy of few

percent for the trilinear Higgs coupling, and a few tens of percent for the quadrilinear Higgs

coupling might be reached at
√
s ∼ 14 TeV, with 20 ab−1, assuming all the remaining Higgs

and EW parameters at their SM value. Many other investigations of the Higgs properties

might significantly benefit from such collider configuration [77, 113].

8.2 Higgs physics at multi-TeV electron-positron colliders

The length of linear accelerators proposed today, is largely determined by the electric field

gradients that can be achieved with RF cavities. For the superconducting RF technology

used by ILC the limit is about 35 MV/m while for the drive-beam technology, envisaged

for CLIC, it is about 100 MV/m.

Much higher gradients (up to 1000 times more acceleration compared to RF) can be

achieved using plasma-wakefield acceleration, where laser pulses [114–117], electron [118,

119] or proton [120] bunches (called drivers) can excite ultra-high fields in plasma devices.

Thus this is a very promising technique for future high energy e+e− and γγ colliders.21

The ALEGRO Collaboration [9] has been formed with the goal of designing an Advanced

Linear Collider (ALIC) based on this technology. A summary of the facilities operating

today and planned for the future, as well as the R&D needed, are given in [9]. The physics

opportunities of an e+e− collider with
√
s up to 100 TeV are also discussed there.

The minimum instantaneous luminosity that needs to be achieved for probing cross

sections of new particles interacting weakly at energies in the 10 − 100 TeV is found to be

1036 cm−2s−1. With such a collider, an integrated luminosity of 30 ab−1 could be collected

within a few years. With this dataset, the Higgs physics programme is similar to that

of a Multi-TeV muon collider outlined above. It is also being considered to have such a

collider at lower collision energies, in the range between mZ and 3 TeV. Here, it would have

the same physics programme as the other proposed colliders, assuming that comparable

luminosity values can be achieved and background conditions are similar.

The proposed ALIC collider [9] would achieve
√
s = 30 TeV with a peak luminosity

of 1036 cm−2s−1 in a tunnel of 9 km length. While the principle of acceleration has been

proven, there are many issues that need to be resolved before a collider based on plasma-

technology can be achieved, but none are considered to be show-stoppers at present. The

primary focus of the R&D programme is the beam quality which is addressed at lower-

energy applications (e.g. free-electron lasers, fixed target experiments) and will benefit the

development of a collider based on this technology.

8.3 What and why: Higgs prospect studies beyond this report

The purpose of this subsection is to place the Higgs coupling measurements in perspective

with other new physics studies performed at future colliders with the aim of providing

answers to the following two questions: What are we going to learn?, What can we possibly

21For γγ colliders it is sufficient to accelerate two e− beams which is technically less demanding than

accelerating positrons.
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discover?. The unknown territory of energy and precision to be explored may have differ-

ent discoveries in store, including unexpected ones. Given the scope of this document, a

discussion of the various options would hardly be self-contained, and would miss, by defi-

nition, the most exciting case of unexpected discoveries. On the other hand, by focusing

on some open problems in particle physics, it is possible to structure a self-contained dis-

cussion at least around the first question. The hierarchy problem (HP), dark matter (DM)

and the electroweak phase transition (EWΦT) are issues on which we shall definitely make

progress. Flavour could also be added to this list, but mostly in the measure in which it is

connected to the HP.

In view of its centrality, and of the controversial regard in which it is sometimes held,

a succinct but modern appraisal of the HP is needed. The HP is a paradox challenging the

modern effective field theory (EFT) view of particle physics. The challenge is presented by

the clash between infrared (IR) Simplicity and Naturalness. IR Simplicity is an unavoidable

feature of any EFT when making observations at energies much below its fundamental

scale ΛUV . In practice that is due to the decoupling of the infinite (complicated) set

of non-renormalizable couplings in favor of the finite (simple) set of renormalizable ones.

Naturalness instead arises by viewing EFT parameters as functions of more fundamental

ones: in this point of view it is expected that any specific structure, like the presence of

a very small parameter, should be accounted for by symmetries and selection rules rather

than by accidents. Now, the structure of the SM is such that several crucial experimental

facts like approximate baryon and lepton numbers, lightness of neutrinos, GIM suppression

of FCNC, custodial symmetry all remarkably and beautifully follow from IR Simplification.

That is by assuming ΛUV � mweak. However when considering the Higgs mass parameter,

one famously finds that ΛUV � mH is inconsistent with the predicate of Naturalness.

In the SM, IR Simplicity can thus only be obtained at the price of un-Naturalness. But

this is only half of the problem. The other half is that models realizing Naturalness, like

supersymmetry (SUSY) or Composite Higgs (CH), invariably sacrifice Simplicity. Indeed

all these natural extensions have concrete structural difficulties in reproducing the observed

simplicity in flavour, CP violating and electroweak observables. In order to meet the

corresponding experimental constraints, these scenarios must rely on clever constructions

mostly associated with ad hoc symmetries, like flavour symmetries or custodial symmetry,

which in the SM are either not needed or automatic. The paradoxical tension between

Simplicity and Naturalness is what defines the hierarchy problem: no win-win scenario

seems to be available.

The paradox could already be formulated before LEP, and gained in importance with

more and more precise flavour and electroweak data that demands a more elaborate struc-

ture in natural models. Futhermore, the ever stronger bounds from direct searches for

‘Natural’ agents at Tevatron and LHC imply the need for some amount of un-Naturalness,

or fine tuning, even in models like SUSY or CH that aimed at full Naturalness. Depending

on the scenario, the finesse of the cancellation in the Higgs mass parameter needed to lift

new physics out of LHC reach can be quantified to roughly range from 1/10 to 1/103.

The test of Naturalness vs. Simplicity offers one concrete criterion to compare future

machines across their reach in three different sets of measurements: direct searches, Higgs

couplings, EW precision tests (EWPT).
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• Direct searches: natural models all possess computational control over the Higgs

squared mass. The result varies in a finite range, and a small or vanishing result can

only be achieved by tuning different contributions against one another. Indicating

by ∆m2
H the most sizeable contribution, the tuning is simply measured by

ε ≡ m2
H/∆m

2
H , (8.1)

with mH the observed Higgs mass. Because of its large Yukawa coupling, the most

sizeable effects come from coloured states associated with the top, the so-called top-

partners. Models can be broadly classified into three classes according to the depen-

dence of ∆m2
H on the top partner mass mT :

– Soft: ∆m2
H ∼ m2

T . This situation is realized in SUSY with soft terms generated

at a high scale. In the absence of any tuning mT ∼ mH ∼ 100 GeV, within the

energy range of LEP and Tevatron.

– SuperSoft: ∆m2
H ∼ (3y2

t )/(4π
2)m2

T . This situation is realized in SUSY

with low scale mediation and in CH. Without any tuning one expects mT ∼
mH/

√
3y2
t /4π

2 ∼ 450 GeV, within the reach of the LHC.

– HyperSoft: ∆m2
H ∼ (3λh)/(16π2)m2

T . The mechanism of Neutral Naturalness

is a prime example. The top partner mass is naturally pushed around 1.5 TeV.

A ∼ 10 TeV reach on mT like offered by FCC-hh or muon-collider (the top

partners have often EW quantum numbers) will thus probe Naturalness down to

ε = 10−4, 10−3, 10−2 in respectively Soft, SuperSoft and HyperSoft scenarios.

• Higgs couplings: the deviations δgh from the SM in single and multi-Higgs cou-

plings satisfy

δgH/gH
SM ∼ c ε , (8.2)

with c a coupling-dependent coefficient, and ε the Higgs mass correction defined

in (8.1). In basically all models, there always exists a set of couplings where c ∼ O(1).

The only exception is strictly supersoft SUSY, where one can cleverly go down to

c ∼ 0.1. Not surprisingly full Naturalness basically mandates O(1) deviations in

Higgs couplings.

The best measurements that will be carried out at future machines aim at 10−3

precision on some of the Higgs couplings, in particular gHWW and gHZZ . This should

be compared to the reach in ε in direct searches. In particular, Higgs couplings

probe less than direct searches in the simplest high scale SUSY models. But one

must not forget that these models admit countless variants, with additional states, in

particular SM singlets, and with a spread spectra. So one cannot completely discount

the relevance of Higgs couplings to probe these models. In any case, one should not

underestimate the value of Higgs precision programme that can measure the Higgs

couplings with a 10−3 precision. The equal relevance of Higgs studies and direct

searches for CH models seems robust.
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In view of parametric uncertainties, 10−3 seems like a limiting (or at least a critical)

sensitivity to BSM deviations in single Higgs production near threshold. However

these deviations are all associated with operators of dimension ≥ 6, whose effects

grow with energy when considering processes with a sufficient number of legs, like

gg → HH,hVL or V V → HH,VLVL. And one must then consider the possibility of

obtaining a better sensitivity by measuring such processes. For instance, FCC-hh can

probe gg → HVL and V V → V V up to ε ∼ 1% [79]. Lepton machines might compete

better: while CLIC can reach a sensitivity to ε ∼ 10−2 in V V → HH [121], still one

order of magnitude poorer than single Higgs measurements, a recent analysis [77]

of a muon collider shows the ε = 10−3 wall is beaten for a CM energy of 10 TeV.

A µ-dream machine running at 30 TeV could go down to ε = 2 × 10−4 [77], which

competes well even with the reach on top partners (∼ 14 TeV) for such a machine.

• EWPT: while Higgs couplings are prime sensors of Naturalness, EWPT sense the

dynamics of EWSB indirectly, via loops. To make this concrete, consider the Ŝ

parameter, defined with the normalization of [48]. For all models, encompassing

supersymmetry, CH or technicolor one can write a parametric formula

Ŝ ∼ αW
4π

g2
∗v

2

m2
∗
N ∼<

m2
W

m2
∗
, (8.3)

where m∗, g∗ indicate overall mass and coupling of the new dynamics (the most

obvious expectation being m∗ ∼ mT ), while N measures the number of new degrees

of freedom. Theoretical considerations set the upper bound g∗
√
N ∼< 4π, which is

saturated in CH and technicolor where Ŝ ∼ m2
W /m

2
∗. In these models a measurement

of Ŝ translates into an indirect measurement of the scale m∗. In the case of CH, one

obtains Ŝ ≡ 3×10−2ε, indicating that a sensitivity to Ŝ ∼ few ×10−5 corresponds to

10−3 sensitivity in Higgs couplings/fine tuning. Supersymmetric models are instead

well below the saturation of the upper bound, as in that case the g∗ is of the order of

SM couplings, principally gW and yt, while the multiplicity N is O(1) [122]. One can

then very roughly write Ŝ ∼ (αW /4π)(m2
weak/m

2
∗) implying m∗ ∼> 1 TeV is enough

to make Ŝ ∼< 10−5, below the wildest dreams of an FCC-ee.

Very much like for Higgs couplings, we can consider the sensitivity to the same class

of dim-6 operators contributing to Ŝ in processes with more legs, where the growth

with energy can be exploited A crucial comparison here is that between the reach

of a Z-pole machine like the FCC-ee and CLIC which can study processes such as

e+e− → hZ, hγ,WW at higher energies.22 The available CLIC studies estimate its

reach as Ŝ ' 0.5×10−5. This should be compared to the estimated reach of 5×10−5

at FCC-ee. Again the systematics of the two measures would be drastically different,

with CLIC dominated by statistics and with FCC-ee dominated by parametric and

intrinsic systematics.

22The latter processes are sensitive to slightly different combinations of operator coefficients than Ŝ at

low energy, but in well motivated models like CH, this difference is often subdominant, and at worse they

represent equally interesting but different combinations.
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The above analysis also offers the starting point for the consideration of other moti-

vations and other viewpoints. As we mentioned at the beginning the EW phase transition

and DM offer alternative motivations. We will discuss them briefly in what follows.

The interest in the order of the EW phase transition is largely related to baryogenesis.

A strongly first order transition with sizeable sources of CP violation from BSM dynam-

ics could generate the observed cosmological baryon asymmetry. The corresponding new

physics would impact both future colliders and precision low energy studies. In partic-

ular a first order phase transition implies a O(1) change in the Higgs potential at finite

temperature, indicating the possibility for important effects also at zero temperature, the

regime we can test at colliders. The connection between T 6= 0 and T = 0 is however

model dependent and one can broadly distinguish two scenarios. In the absence of new

symmetries T 6= 0 and T = 0 are directly connected and the Higgs trilinear is expected

to be O(1) off its SM prediction (see e.g. [123]). On the other hand in the presence of

extra symmetries [124] there could be a further phase separation between T 6= 0 and T = 0

in which case deviations can be smaller but hardly smaller than a few % [125]. The low

energy implications of EW baryogenesis concern electric dipole moments (edms) from new

sources of CP violation. Here it must be noticed that the present bound de < 10−29 e·cm

on the electron edm is already very strongly constraining many scenarios. Moreover there

are serious plans to improve the sensitivity on de by a few orders of magnitude in the

future. A thorough analysis is not available to our knowledge, but it would be interesting

in order to better appreciate the impact of such improved measurements on the space of

possibilities, as that conditions the importance of Higgs trilinear studies. It should how-

ever be kept in mind that the EWΦT could be viewed as interesting per se, regardless

of baryogenesis, as it is an essential part of the history of our Universe. It also offers a

new bridge between Higgs physics and gravitational physics: in case of a strong first order

phase transition, the EWΦT would be the source of a stochastic gravitational wave (GW)

background and future GW experiments like LISA could proffer complementary probes of

the Higgs potential [126].

The search for Dark Matter (DM) at future colliders is a broad field whose implications

cannot be even partially described here. One crucial strength of a machine with a reach

in the multi-TeV range is that it should be able to discover the minimal incarnation of

DM, the one which arises from the purely radiatively split EW multiplets. Amazingly,

this simple and well motivated class of models is hardly directly detectable in view of its

loop suppressed spin independent cross section (see table 1 in [127]). Focussing on Higgs

studies the basic question is: to what extent can an invisible Higgs width be associated

with DM? The answer is given in figure 4 of ref. [128]: considering all present constraints

there remains a very small region around mDM = mH/2, and part of this region will

be explored, by direct DM detection experiments a long time before the future precision

Higgs studies. The chance that DM sits in this region seems slim but a discovery in direct

detection would certainly add to the Higgs programme. One should also keep in mind that

the Higgs boson can decay invisibly to new particles that are not by themselves stable with

the right relic abundance, but that would be part of a more complex DM sector whose

abundance would not set by its interactions with the Higgs but rather by its own internal
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dynamics. Twin sectors of Mirror Twin Higgs models [129] and strongly coupled dark

sectors [130] are examples of this type and they offer a motivation to search for invisible

decays of the Higgs.

9 Summary

The precision study of the Higgs boson will be the primary guaranteed deliverable of

any future collider facility. The apparent uniqueness of the Higgs boson, as the only

fundamental scalar boson thus far discovered, justifies the importance which it is accorded

in planning for future facilities.

Several future colliders have been proposed in the context of the update of the Eu-

ropean Strategy for Particle Physics. The potential of these machines for Higgs boson

physics has been intensely studied by the proponents of these machines. The purpose of

the Higgs@FutureCollider Working Group (Higgs@FC WG) and this report is to provide a

coherent comparison of the reach of these machines in the exploration of the Higgs sector.

We have assumed the baseline provided by the approved programme of the HL-LHC and

quantified the additional information that would be provided by each of the future facilities.

Taking into account the inputs submitted to the strategy process and our dedicated

discussions with proponents of future colliders, we provide this report on the comparisons

achieved, using both the simplified kappa framework and an alternative EFT framework.

The comparisons are made in reasonable frameworks developed based on current knowl-

edge, with the prime objective to allow a clear and coherent comparison. Where relevant

we note the potential caveats in the approaches taken. We have also reported on the rare

decays of the Higgs boson, on measurements of its mass and width, and on the expectations

for CP violation studies.
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A Mandate agreed by RECFA in consultation with the PPG “Higgs

physics with future colliders in parallel and beyond the HL-LHC”

In the context of exploring the Higgs sector, provide a coherent comparison of the reach

with all future collider programmes proposed for the European Strategy update, and to

project the information on a timeline.

• For the benefit of the comparison, motivate the choice for an adequate interpretation

framework (e.g. EFT, κ, . . . ) and apply it, and map the potential prerequisites

related to the validity and use of such framework(s).

• For at least the following aspects, where achievable, comparisons should be aim for:

– Precision on couplings and self-couplings (through direct and indirect methods);

– Sensitivities to anomalous and rare Higgs decays (SM and BSM), and precision

on the total width;

– Sensitivity to new high-scale physics through loop corrections;

– Sensitivities to flavour violation and CP violating effects.

• In all cases the future collider information is to be combined with the expected HL-

LHC reach, and the combined extended reach is to be compared with the baseline

reach of the HL-LHC.

• In April 2019, provide a comprehensive and public report to inform the community.

• ECFA helps in the creation of a working group relevant for the Strategy process,

especially for the Physics Preparatory Group (PPG).

• Towards the Open Symposium the working group will work together with the PPG

to provide a comprehensive and public report to inform the community, i.e. this is

not an ECFA report.

• The working group has a scientific nature, i.e. not a strategic nature; it uses the

input submitted to the Strategy process to map the landscape of Higgs physics at

future colliders.

• The convenors in the PPG who are connected to this specific topic (Beate Heinemann

and Keith Ellis) and the ECFA chair will be included as ex-officio observers.
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B Theoretical cross sections and partial width uncertainties

Cross Section σ [pb]

pp collider Total ggH VBF WH ZH tt̄H tH ggHH

LHC (13 TeV) 56 48.6 3.77 1.36 0.88 0.510 0.074 0.031

HL-LHC 62 54.7 4.26 1.50 0.99 0.613 0.090 0.037

HE-LHC 168 147 11.8 3.40 2.47 2.86 0.418 0.140

FCChh 936 802 69 15.7 11.4 32.1 4.70 1.22

Cross Section σ [fb]

e+e− collider (Pe−/Pe+) Total VBF ZH tt̄H ZHH

CC/NC (CC VBF)

CEPC 199 6.19/0.28 192.6

FCC-ee 199 6.19/0.28 192.6

ILC250 (-80/30) 313 15.4/0.70 297

ILC500 (-80/30) 262 158/7.8 96 0.41 0.2

CLIC380 (0/0) 160 40/7.4 113 — 0.029 (0.0020)

CLIC1500(0/0) 329 290/30 7.5 1.3 0.082 (0.207)

CLIC3000(0/0) 532 480/49 2 0.48 0.037 (0.77)

CLIC380 (-80/0) 209 68/8.7 133 — 0.034 (0.0024)

CLIC1500(-80/0) 574 528/35 8.8 1.70 0.97 (0.37)

CLIC3000(-80/0) 921 860/57 2.4 0.61 0.043 (1.38)

CLIC380 (+80/0) 112 13/6.0 93 — 0.024 (0.0016)

CLIC1500(+80/0) 91 59/24 6.2 0.89 0.068 (0.045)

CLIC3000(+80/0) 138 96/40 1.7 0.34 0.30 (1.56)

Cross Section σ [fb]

e−p collider (Pe−) Total VBF tH HH

CC/NC (CC VBF)

LHeC (0) 130 110/20 0.07 0.01

HE-LHeC (0) 247 206/41 0.37 0.04

FCCeh (0) 674 547/127 4.2 0.26

LHeC (-80) 221 197/24 0.12 0.02

HE-LHeC (-80) 420 372/48 0.67 0.07

FCCeh (-80) 1189 1040/149 7.6 0.47

Table 18. Cross sections for the main production channels expected for Higgs boson production

at the different types of colliders (as defined in table 1).
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C Inputs

In this section we report some information relative to the inputs to the strategy process.

Figure 13 shows the start date and extent of the runs of proposed future projects, using

the earliest start time provided in the submitted documentation.

Figure 13. Sketch of timeline of various collider projects starting at the “earliest start time”

stated in the respective documents. For FCC-eh/hh this figure assumes that it is not preceeded by

FCC-ee. If it comes after FCC-ee it would start in the early 2060s. Only scenarios as submitted to

the European Strategy by Dec. 2018 are displayed. Additional scenarios considered in this report

(e.g. Giga-Z at ILC/CLIC, ILC at 1 TeV, LE-FCC) are not shown.

C.1 Inputs for Higgs studies

The uncertainties on inputs for all the colliders used in our analysis are listed in tables 20–

26. In all cases the relative uncertainty on the measurement is given corresponding to a

Gaussian 1-σ uncertainty.

FCC-ee240 FCC-ee365 CEPC

δσZH 0.005 0.009 0.005

δµZH,bb 0.003 0.005 0.0031

δµZH,cc 0.022 0.065 0.033

δµZH,gg 0.019 0.035 0.013

δµZH,WW 0.012 0.026 0.0098

δµZH,ZZ 0.044 0.12 0.051

δµZH,ττ 0.009 0.018 0.0082

δµZH,γγ 0.09 0.18 0.068

δµZH,µµ 0.19 0.40 0.17

δµZH,Zγ − − 0.16

δµννH,bb 0.031 0.009 0.030

δµννH,cc − 0.10 −
δµννH,gg − 0.045 −
δµννH,ZZ − 0.10 −
δµννH,ττ − 0.08 −
δµννH,γγ − 0.22 −
BRinv <0.0015 <0.003 <0.0015

Table 20. Inputs used for CEPC and FCC-ee projections. All uncertainties are given as fractional

68% CL intervals and are taken to be symmetric. The upper limits are given at 68% CL. A dash

indicates the absence of a projection for the corresponding channel.
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ILC250

Polarization: e−: -80% e+: +30% e−: +80% e+: -30%

δσZH/σZH 0.011 0.011

δµZH,bb 0.0072 0.0072

δµZH,cc 0.044 0.044

δµZH,gg 0.037 0.037

δµZH,ZZ 0.095 0.095

δµZH,WW 0.024 0.024

δµZH,ττ 0.017 0.017

δµZH,γγ 0.18 0.18

δµZH,µµ 0.38 0.38

δµννH,bb 0.043 0.17

BRinv <0.0027 <0.0021

ILC350

Polarization: e−: -80% e+: +30% e−: +80% e+: -30%

δσZH/σZH 0.025 0.042

δµZH,bb 0.021 0.036

δµZH,cc 0.15 0.26

δµZH,gg 0.11 0.20

δµZH,ZZ 0.34 0.59

δµZH,WW 0.076 0.13

δµZH,ττ 0.054 0.094

δµZH,γγ 0.53 0.92

δµZH,µµ 1.2 2.1

δµννH,bb 0.025 0.18

δµννH,cc 0.26 1.9

δµννH,gg 0.10 0.75

δµννH,ZZ 0.27 1.9

δµννH,WW 0.078 0.57

δµννH,ττ 0.22 1.6

δµννH,γγ 0.61 4.2

δµννH,µµ 2.2 16

BRinv <0.0096 <0.015

Table 21. Inputs used for ILC projections at the 250 and 350 GeV energy stages and two polari-

sations. All uncertainties are given as fractional 68% CL intervals and are taken to be symmetric.

The upper limits are given at 68% CL.
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ILC500

Polarization: e−: −80% e+: +30% e−: +80% e+: −30%

δσZH/σZH 0.017 0.017

δµZH,bb 0.010 0.010

δµZH,cc 0.071 0.071

δµZH,gg 0.059 0.059

δµZH,ZZ 0.14 0.14

δµZH,WW 0.030 0.030

δµZH,ττ 0.024 0.024

δµZH,γγ 0.19 0.19

δµZH,µµ 0.47 0.47

δµννH,bb 0.0041 0.015

δµννH,cc 0.035 0.14

δµννH,gg 0.023 0.095

δµννH,ZZ 0.047 0.19

δµννH,WW 0.014 0.055

δµννH,ττ 0.039 0.16

δµννH,γγ 0.11 0.43

δµννH,µµ 0.4 1.7

δµttH,bb 0.20 0.20

BRinv <0.0069 <0.0050

Direct constraint on Higgs self-interaction

δκ3 0.27

ILC1000

Polarization: e−: −80% e+: +20% e−: +80% e+: −20%

δµννH,bb 0.0032 0.010

δµννH,cc 0.017 0.064

δµννH,gg 0.013 0.047

δµννH,ZZ 0.023 0.084

δµννH,WW 0.0091 0.033

δµννH,ττ 0.017 0.064

δµννH,γγ 0.048 0.17

δµννH,µµ 0.17 0.64

δµttH,bb 0.045 0.045

Direct constraint on Higgs self-interaction

δκ3 0.10

Table 22. Inputs used for ILC projections at the 500 and 1000 GeV energy stages and two polar-

isations. All uncertainties are given as fractional 68% CL intervals and are taken to be symmetric.

The upper limits are given at 68% CL.
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CLIC380

Polarization: e−: −80% e+: 0% e−: +80% e+: 0%

δσZH,Z→ll/σZH,Z→ll 0.036 0.041

δσZH,Z→qq/σZH,Z→qq 0.017 0.020

δµZH,bb 0.0081 0.0092

δµZH,cc 0.13 0.15

δµZH,gg 0.057 0.065

δµZH,WW 0.051 0.057

δµZH,ττ 0.059 0.066

δµννH,bb 0.014 0.041

δµννH,cc 0.19 0.57

δµννH,gg 0.076 0.23

BRinv <0.0027 <0.003

CLIC1500

Polarization: e−: −80% e+: 0% e−: +80% e+: 0%

δµZH,bb 0.028 0.062

δµννH,bb 0.0025 0.015

δµννH,cc 0.039 0.24

δµννH,gg 0.033 0.20

δµννH,WW 0.0067 0.04

δµννH,ZZ 0.036 0.22

δµννH,γγ 0.1 0.6

δµννH,Zγ 0.28 1.7

δµννH,ττ 0.028 0.17

δµννH,µµ 0.24 1.5

δµeeH,bb 0.015 0.033

δµttH,bb 0.056 0.15

CLIC3000

Polarization: e−: −80% e+: 0% e−: +80% e+: 0%

δµZH,bb 0.045 0.10

δµννH,bb 0.0017 0.01

δµννH,cc 0.037 0.22

δµννH,gg 0.023 0.14

δµννH,WW 0.0033 0.02

δµννH,ZZ 0.021 0.13

δµννH,γγ 0.05 0.3

δµννH,Zγ 0.16 0.95

δµννH,ττ 0.023 0.14

δµννH,µµ 0.13 0.8

δµeeH,bb 0.016 0.036

Direct constraint on Higgs self-interaction

δκ3 0.11

Table 23. Inputs used for CLIC projections at the three energy stages and two polarisations. All

uncertainties are given as fractional 68% CL intervals and are taken to be symmetric. The upper

limits are given at 68% CL.
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Observable LHeC FCC-eh

δµWBF,bb 0.008 0.0025

δµWBF,cc 0.071 0.022

δµWBF,gg 0.058 0.018

δµZBF,bb 0.023 0.0065

δµWBF,WW 0.062 0.019

δµWBF,ZZ 0.120 0.038

δµWBF,ττ 0.052 0.016

δµWBF,γγ 0.15 0.046

δµZBF,cc 0.200 0.058

δµZBF,gg 0.160 0.047

δµZBF,WW 0.170 0.050

δµZBF,ZZ 0.350 0.100

δµZBF,ττ 0.15 0.042

δµZBF,γγ 0.42 0.120

Table 24. Inputs used for LHeC and FCC-eh projections. All uncertainties are given as fractional

68% CL intervals and are taken to be symmetric.

FCC-hh

δµggF,4µ 0.019

δµggF,γγ 0.015

δµggF,Zγ 0.016

δµggF,µµ 0.012

δ(BRµµ/BR4µ) 0.013

δ(BRγγ/BR2e2µ) 0.008

δ(BRγγ/BRµµ) 0.014

δ(BRµµγ/BRγγ) 0.018

δ(σbbttH/σ
bb
ttZ) 0.019

Invisible decays

BRinv <0.00013

Direct constraint on Higgs self-interaction

δκ3 0.05

FCC-hh

(Extra inputs used in κ fits)

δ(σH→γγWH /σZ→e
+e−

WZ ) 0.014

δ(σH→ττWH /σZ→ττWZ ) 0.016

δ(σH→bbWH /σZ→bbWZ ) 0.011

δ(σH→WW
WH /σH→γγWH ) 0.015

Table 25. (Left) Inputs used for FCC-hh. All uncertainties are given as fractional 68% CL intervals

and are taken to be symmetric. (Right) Extra inputs used in the κ fit studies.

LE-FCC

δ(BRµµ/BR4µ) 0.029

δ(BRγγ/BR2e2µ) 0.015

δ(BRγγ/BRµµ) 0.028

δ(BRµµγ/BRγγ) 0.06

δ(σbbttH/σ
bb
ttZ) 0.04–0.06

Direct constraint on Higgs self-interaction

δκ3 0.15

Table 26. Inputs used for a low-energy FCC-hh running at 37.5 TeV (LE-FCC). All uncertainties

are given as fractional 68% CL intervals and are taken to be symmetric.
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C.2 Inputs for electroweak precision observables

The uncertainties on several electroweak precision observables related to the properties

(masses and couplings) of the electroweak vector bosons are presented in table 27. We also

report the expected uncertainties on the top-quark mass, which enters in the analysis as

an input of the global electroweak fit.

For the extraction of mtop from a tt̄ scan threshold at e+e− colliders the current

theoretical uncertainty is ∼ 40 MeV [132]. As it was done for the other intrinsic theory

uncertainties, this is expected to improve in the future and is neglected in the baseline fits.

We therefore use a common statistical uncertainty of ∼ 20 MeV for all lepton colliders

running at the tt̄ threshold.

For the circular colliders, the asymmetries Af and partial-width ratios Rf are not given

for
√
s� 90 GeV as the statistical precision is much higher at the Z pole, and the Z-pole

run is part of the default programme. For the linear colliders a Giga-Z run is not part of

the running plan submitted to the EPPSU, but it is used in some of the results presented

in this report to illustrate the impact of such a run in the EW and Higgs programmes. For

the ILC and CLIC Giga-Z option, an integrated luminosity of 100 fb−1 is assumed, and

polarisations as stated in table 1. Note that the asymmetry parameters Af can be extracted

in different ways depending on the access of polarization of the initial and/or final states.

For instance, at linear colliders with polarized beams Ab can be directly extracted from a

left-right forward-backward asymmetry. Without polarized beams, circular colliders can

access that quantify via a forward-backward asymmetry AbFB = 3
4AeAb, but it requires to

know Ae. On the other hand, both circular and linear colliders could access Ae and Aτ
separately, measuring the polarization of the final states in e+e− → τ+τ−. We refer to

the discussion in section 3.4.1 for the assumptions adopted in the treatment of systematic

uncertainties for the heavy flavor observables included the fits.

For ILC all values are taken from ref. [4]. For CLIC all values are taken from refs. [5, 11].

For CEPC they are taken from either ref. [2] or from ref. [133]. For FCC-ee they are taken

from refs. [79, 134–136].
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Quantity Current HL-LHC FCC-ee CEPC ILC CLIC

Giga-Z 250 GeV Giga-Z 380 GeV

δmtop [MeV] ∼500 a) ∼400 a) 20 b) − − 17 b) − 20-22 b)

δMZ [MeV] 2.1 − 0.1 0.5 − − − −
δΓZ [MeV] 2.3 − 0.1 0.5 1 − 1 −
δΓZ→had [MeV] 2.0 − − − 0.7 − 0.7 −
δσ0

had [pb] 37 − 4 5 − − − −
δMW [MeV] 12 7 0.7 1.0 (2-3) c) − 2.4 d) − 2.5

δΓW [MeV] 42 − 1.5 3 − − − −
δBRW→eν [10−4] 150 − 3 3 − 4.2 − 11

δBRW→µν [10−4] 140 − 3 3 − 4.1 − 11

δBRW→τν [10−4] 190 − 4 4 − 5.2 − 11

δBRW→had[10−4] 40 − 1 1 − − − −
δAe [10−4] 140 − 1.1 e) 3.2 e) 5.1 10 10 42

δAµ [10−4] 1060 − − − 5.4 54 13 270

δAτ [10−4] 300 − 3.1 e) 5.2 e) 5.4 57 17 370

δAb [10−4] 220 − − − 5.1 6.4 9.9 40

δAc [10−4] 400 − − − 5.8 21 10 30

δAµFB [10−4] 770 − 0.54 4.6 − − − −
δAbFB [10−4] 160 − 30 f) 10 f) − − − −
δAcFB [10−4] 500 − 80 f) 30 f) − − − −
δRe [10−4] 24 − 3 2.4 5.4 11 4.2 27

δRµ [10−4] 16 − 0.5 1 2.8 11 2.2 27

δRτ [10−4] 22 − 1 1.5 4.5 12 4.3 60

δRb [10−4] 31 − 2 2 7 11 7 18

δRc [10−4] 170 − 10 10 30 50 23 56

δRν [10−3] g) − − − − − − − 9.4

δRinv [10−3] g) − − 0.27 0.5 − − − −

Table 27. Uncertainty on several observables related to the properties of the electroweak vector

bosons. We also list the uncertainty on the top mass. For dimensionful quantities the absolute

uncertainty is given, while relative errors are listed for dimensionless quantities. A few comments

on some particular numbers are in order: a) For hadron colliders the top mass is not the pole

mass. b) For the top mass all lepton colliders require a dedicated top threshold scan to achieve the

uncertainty given here. (For ILC the quoted value comes from a dedicated run at 350 GeV.) c)

From direct reconstruction in the ZH run 2-3 MeV can be achieved [2]. d) In a 4-year dedicated run

2 MeV can be achieved by ILC [137]. e) From τ polarization measurements. f) At circular colliders,

for Ab and Ac previous measurement uncertainties were dominated by the physics modelling [138]

and the systematic uncertainty arising from this was only estimated by FCC-ee [135]. When these

systematics are set to zero in the measurements of AbFB and AcFB the uncertainty in Ab and Ac is

controlled by the statistical errors plus the uncertainty on Ae. This is the setup used for the baseline

fits. See discussion in section 3.4.1 for details. g) Rν ≡ ΓZ→inv/ΓZ→had and Rinv ≡ ΓZ→inv/ΓZ→``.
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D Correlation matrices

The correlations of three of the lepton collider kappa-3 fits, discussed in section 3.2, are

shown in figure 14.

Figure 14. Correlation seen in the kappa-3 scenario fit for three future colliders as discussed in

section 3.2. Top left: ILC250. Top right: FCC365. Bottom: CLIC3000.
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E Additional Kappa scenario fits

This appendix contains additional kappa scenarios to complement the results shown in

section 3.2. Tables 28 and 29 present the results of the different colliders in the kappa-2

scenario, in which BSM decays are allowed and future colliders are considered independently

and not fitted together with the HL-LHC prospects.

kappa-2 HL-LHC LHeC HE-LHC (S2) HE-LHC (S2’)

1 ≥ κW > (68%) 0.985 0.994 0.988 0.992

1 ≥ κZ > (68%) 0.987 0.988 0.990 0.990

κg [%] ±2. ±3.9 ±1.6 ±1.1

κγ [%] ±1.6 ±7.8 ±1.3 ±0.96

κZγ [%] ±10. − ±5.6 ±3.8

κc [%] − ±4.3 − −
κt [%] ±3.2 − ±2.6 ±1.6

κb [%] ±2.5 ±2.3 ±2.0 ±1.5

κµ [%] ±4.4 − ±2.3 ±1.5

κτ [%] ±1.6 ±3.6 ±1.2 ±0.85

BRinv (<%) 1.9 2.2 3.2? 2.4?

BRunt (<%) inferred using constraint |κV | ≤ 1

4. 2.2 3.2 2.1

Table 28. Expected relative precision (%) of the κ parameters in the kappa-2 (standalone) scenario

described in section 2 for the HL-LHC,LHeC, and HE-LHC. A bound on |κV | ≤ 1 is applied since

no direct access to the Higgs width is possible, thus the uncertainty on κW and κZ is one-sided.

For the remaining kappa parameters one standard deviation is provided in ±. The corresponding

95%CL upper limit on BRinv is also given. In this scenario BRunt is a floating parameter in the fit,

to propagate the effect of an assumed uncertain total width on the measurement of the other κi.

Based on this constraint the reported values on BRunt are inferred. The 95% CL upper limits are

given for these. Cases in which a particular parameter has been fixed to the SM value due to lack

of sensitivity are shown with a dash (−). In the case of κt sensitivity at the LHeC, note that the

framework relies as input on µttH , and does not take into consideration µtH . A star (?) indicates

the cases in which a parameter has been left free in the fit due to lack of input in the reference

documentation. The integrated luminosity and running conditions considered for each collider in

this comparison are described in table 1.
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kappa-2 ILC ILC ILC CLIC CLIC CLIC CEPC FCC-ee FCC-ee FCC

250 500 1000 380 1500 3000 240 365 ee/eh/hh

κW [%] 1.8 0.31 0.26 0.86 0.39 0.38 1.3 1.3 0.44 0.2

κZ [%] 0.3 0.24 0.24 0.5 0.39 0.39 0.19 0.21 0.18 0.17

κg [%] 2.3 0.98 0.67 2.5 1.3 0.96 1.5 1.7 1.0 0.52

κγ [%] 6.8 3.5 1.9 88.∗ 5. 2.3 3.7 4.8 3.9 0.32

κZγ [%] 87.∗ 75.∗ 74.∗ 110.∗ 15. 7. 8.2 71.∗ 66.∗ 0.71

κc [%] 2.5 1.3 0.91 4.4 1.9 1.4 2.2 1.8 1.3 0.96

κt [%] — 6.9 1.6 — — 2.7 — — — 1.0

κb [%] 1.8 0.6 0.5 1.9 0.6 0.52 1.3 1.3 0.69 0.48

κµ [%] 15. 9.4 6.3 290.∗ 13. 5.9 9. 10. 8.9 0.43

κτ [%] 1.9 0.72 0.58 3.1 1.3 0.95 1.4 1.4 0.74 0.49

BRinv (<%) 0.26 0.23 0.23 0.65 0.65 0.65 0.28 0.22 0.19 0.024

BRunt (<%) 1.8 1.4 1.3 2.7 2.4 2.4 1.1 1.2 1.1 1.0

Table 29. Expected relative precision (%) of the κ parameters in the kappa-2 (standalone collider)

scenario described in section 2 for future accelerators beyond the LHC era. The corresponding

95%CL upper limits on BRunt and BRinv and the derived constraint on the Higgs width (in %)

are also given. Cases in which a particular parameter has been fixed to the SM value due to lack

of sensitivity are shown with a dash (-). An asterisk (∗) indicates the cases in which a parameter

has been left free in the fit due to lack of input in the reference documentation. The integrated

luminosity and running conditions considered for each collider in this comparison are described

in table 1. FCC-ee/eh/hh corresponds to the combined performance of FCC-ee240+FCC-ee365,

FCC-eh and FCC-hh.

F Additional comparisons

In this section additional potential scenarios for accelerators are compared. The inputs for

these were mostly provided after the European Strategy meeting in Granada.

Table 30 and figure 15 show the results of the kappa-0-HL fit for various FCC scenar-

ios. This fit is a replica of the already described kappa-0 one, which does not allow any

BSM decay of the Higgs, but incorporating the HL-LHC information in a combined fit for

completeness. With 4 instead of 2 IPs the uncertainties reduce by a factor of up to 1.4 due

to the increased statistics. With the FCC-hh only, the uncertainties all increase by factors

of 2-5. When omitting FCC-eh, the uncertainty on κW increases by a factor of two and

that on κb increases by 20%, the others are mostly unaffected. When omitting FCC-ee,

most uncertainties increase by about 20% and that on κZ increases by more than a factor

of two.

Another interesting questions is what uncertainties are obtained when combining any

of the lower energy stages of e+e− colliders with the FCC-hh. This is shown in table 31 for

the kappa-0-HL fit and in table 32 for the EFT fit. The results for the various 1st-stage

e+e− colliders are comparable within a factor of about two for the Higgs couplings in the

kappa-fits. Figure 16 shows this comparison graphically. For the EFT framework, the

differences are a bit larger, in particular for the aTGC values, see table 32.

– 76 –



J
H
E
P
0
1
(
2
0
2
0
)
1
3
9

kappa-0-HL HL-LHC +

FCC-ee240 FCC-ee FCC-ee (4 IP) FCC-ee/hh FCC-eh/hh FCC-hh FCC-ee/eh/hh

κW [%] 0.86 0.38 0.23 0.27 0.17 0.39 0.14

κZ [%] 0.15 0.14 0.094 0.13 0.27 0.63 0.12

κg[%] 1.1 0.88 0.59 0.55 0.56 0.74 0.46

κγ [%] 1.3 1.2 1.1 0.29 0.32 0.56 0.28

κZγ [%] 10. 10. 10. 0.7 0.71 0.89 0.68

κc[%] 1.5 1.3 0.88 1.2 1.2 − 0.94

κt[%] 3.1 3.1 3.1 0.95 0.95 0.99 0.95

κb[%] 0.94 0.59 0.44 0.5 0.52 0.99 0.41

κµ[%] 4. 3.9 3.3 0.41 0.45 0.68 0.41

κτ [%] 0.9 0.61 0.39 0.49 0.63 0.9 0.42

ΓH [%] 1.6 0.87 0.55 0.67 0.61 1.3 0.44

Table 30. Results of kappa-0-HL fit for various scenarios of the FCC. In all cases the FCC data are

combined with HL-LHC. The “4 IP” option considers 4 experiments instead of the 2 experiments

considered in the CDR. For the FCC-hh scenario constraints on the b, τ and W couplings come

from measurements of ratios of WH to WZ production with the H and Z decaying to b-quarks or

τ leptons, see ref. [139].

Figure 15. Comparison of the different FCC scenarios in the kappa-0-HL scenario (similar to

kappa-0 in that it does not allow any BSM decay, but including HL-LHC data).
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kappa-0-HL HL-LHC + FCC-hh +

ILC250 CLIC380 CEPC FCC-ee365

κW [%] 0.37 0.36 0.35 0.27

κZ [%] 0.19 0.26 0.12 0.13

κg[%] 0.65 0.69 0.55 0.55

κγ [%] 0.31 0.34 0.29 0.29

κZγ [%] 0.71 0.74 0.69 0.7

κc[%] 1.8 3.8 1.8 1.2

κt[%] 0.96 0.96 0.95 0.95

κb[%] 0.63 0.68 0.52 0.5

κµ[%] 0.43 0.47 0.41 0.41

κτ [%] 0.61 0.78 0.52 0.49

ΓH [%] 0.90 0.98 0.74 0.67

Table 31. Results for the kappa-0-HL fit for FCC-hh combined with any of the four e+e− colliders

proposed.

Figure 16. Combination of the different future ee colliders with FCC-hh and HL-LHC, in an

extension of the kappa-0-HL scenario. Note that ILC250 and CLIC380 (first stages) are shown in

comparison with CEPC (240) and FCC-ee365.

The ILC and CLIC documents submitted to the European Strategy did not contain

any explicit analysis related to the Z boson properties. In the meantime, it was explored

what can be done either using radiative Z boson events during the standard running or by

a dedicated running at
√
s ≈MZ for a period of 1-3 years, collecting 100 fb−1. The results

shown in the main body of this paper now include the radiative return analysis. Here,

we present the additional improvement which can be made when a dedicated Z running

period is considered. Table 33 shows the effective Higgs boson couplings with and without

Giga-Z running for the ILC and CLIC. It is seen that for ILC250 a Giga-Z running improves

the H couplings to vector bosons by about 30%, and for other couplings the improvement
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SMEFTND HL-LHC + FCC-hh +

ILC250 CLIC380 CEPC FCC-ee365

geff
HZZ [%] 0.35 0.46 0.38 0.21

geff
HWW [%] 0.36 0.46 0.36 0.21

geff
Hγγ [%] 0.47 0.55 0.48 0.38

geff
HZγ [%] 0.78 0.83 0.76 0.72

geff
Hgg[%] 0.73 0.88 0.54 0.56

gHtt[%] 3.1 2.2 3.1 1.7

gHcc[%] 1.8 3.9 1.8 1.2

gHbb[%] 0.75 0.95 0.58 0.51

gHττ [%] 0.78 1.2 0.61 0.54

gHµµ[%] 0.54 0.61 0.53 0.46

δg1Z [×102] 0.078 0.04 0.08 0.028

δκγ [×102] 0.12 0.079 0.089 0.048

λZ [×102] 0.042 0.043 0.1 0.047

Table 32. Results for the global EFT fit for FCC-hh combined with any of the four e+e− colliders

proposed, also shown in table 31.

SMEFTND HL-LHC +

ILC250 ILC250 ILC500 ILC500 CLIC380 CLIC380

+GigaZ +GigaZ +GigaZ

geff
HZZ [%] 0.39 0.31 0.22 0.19 0.5 0.47

geff
HWW [%] 0.41 0.32 0.22 0.2 0.5 0.47

geff
Hγγ [%] 1.3 1.3 1.2 1.2 1.4 1.4

geff
HZγ [%] 9.6 9.4 6.8 6.7 9.7 9.5

geff
Hgg[%] 1.1 1.1 0.79 0.79 1.3 1.3

gHtt[%] 3.2 3.1 2.9 2.8 3.2 3.2

gHcc[%] 1.8 1.8 1.2 1.2 4. 4.

gHbb[%] 0.78 0.74 0.52 0.51 0.99 0.98

gHττ [%] 0.81 0.78 0.59 0.58 1.3 1.3

gHµµ[%] 4.1 4.1 3.9 3.9 4.4 4.3

δg1Z [×102] 0.091 0.071 0.047 0.031 0.045 0.044

δκγ [×102] 0.12 0.087 0.076 0.047 0.079 0.066

λZ [×102] 0.042 0.042 0.021 0.021 0.043 0.043

Table 33. Comparison of the effective Higgs coupling sensitivities for the ILC and CLIC with and

without a dedicated running at
√
s ≈MZ .

is much smaller. For ILC500 and CLIC380 the impact of dedicated Giga-Z running is low,

except for the precision on the TGC parameter δκγ .

Table 34 shows the impact of the Giga-Z running on the precision on the effective

couplings of the Z boson to fermions. In many cases, the impact is significant, improving

the precision by up to a factor of ∼ 4. Also shown are the results expected for CEPC
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SMEFTND HL-LHC +

ILC250 ILC250 ILC500 ILC500 CLIC380 CLIC380 CEPC FCC-ee

+GigaZ +GigaZ +GigaZ

gνeL [%] 0.082 0.058 0.048 0.032 0.027 0.024 0.032 0.028

g
νµ
L [%] 0.11 0.075 0.088 0.064 0.16 0.11 0.036 0.03

gντL [%] 0.12 0.079 0.095 0.071 0.16 0.11 0.038 0.034

geL[%] 0.048 0.025 0.037 0.023 0.035 0.021 0.014 0.0073

geR[%] 0.055 0.028 0.041 0.025 0.047 0.025 0.016 0.0089

gµL[%] 0.072 0.023 0.07 0.022 0.17 0.022 0.031 0.007

gµR[%] 0.09 0.025 0.087 0.024 0.24 0.026 0.047 0.0092

gτL[%] 0.076 0.027 0.073 0.026 0.17 0.029 0.016 0.0076

gτR[%] 0.094 0.031 0.091 0.03 0.24 0.034 0.018 0.0094

gu=c
L [%] 0.24 0.13 0.23 0.12 0.26 0.11 0.051 0.05

gu=c
R [%] 0.35 0.15 0.35 0.15 0.43 0.16 0.08 0.066

gtL[%] 11. 11. 0.84 0.84 2.4 2.3 11. 1.5

gtR[%] − − 2. 2. 6. 6. −. 3.5

gd=s
L [%] 0.23 0.14 0.21 0.13 0.25 0.14 0.056 0.051

gd=s
R [%] 4.8 3.2 3.9 2.5 5.9 3.9 1.4 1.1

gbL[%] 0.071 0.034 0.068 0.033 0.13 0.041 0.017 0.011

gbR[%] 0.51 0.31 0.51 0.32 3. 0.75 0.29 0.088

Table 34. Comparison of the effective Z-boson coupling sensitivities for the ILC and CLIC with

and w/o a dedicated running at
√
s ≈MZ . Also shown are the values for CEPC and FCC-ee In all

cases, the combination with HL-LHC is shown but the sensitivity is dominated by the e+e− collider.

SMEFTND HL-LHC +

ILC500 ILC1000 CLIC1500 CLIC3000 FCC-ee/hh FCC-ee/eh/hh

geff
HZZ [%] 0.19 0.15 0.2 0.16 0.21 0.13

geff
HWW [%] 0.2 0.16 0.18 0.15 0.21 0.13

geff
Hγγ [%] 1.2 1.1 1.3 1.1 0.38 0.34

geff
HZγ [%] 6.7 6.6 4.5 3.6 0.72 0.7

geff
Hgg[%] 0.79 0.55 0.97 0.75 0.56 0.49

gHtt[%] 2.8 1.5 2.2 2.1 1.7 1.7

gHcc[%] 1.2 0.88 1.8 1.4 1.2 0.95

gHbb[%] 0.51 0.43 0.44 0.37 0.51 0.44

gHττ [%] 0.58 0.49 0.92 0.74 0.54 0.46

gHµµ[%] 3.9 3.5 4.1 3.4 0.46 0.42

δg1Z [×102] 0.031 0.03 0.012 0.0099 0.028 0.018

δκγ [×102] 0.047 0.044 0.022 0.018 0.048 0.047

λZ [×102] 0.021 0.014 0.0053 0.0018 0.047 0.045

Table 35. Effective Higgs couplings precision for the EFT fit for a selection of colliders at high

energy. For the linear colliders it is assumed that 100 fb−1 of dedicated running on the Z-pole,

corresponding to 1-3 years of data taking, are part of the programme.
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kappa-0-HL
HL-LHC+FCC-hh37.5+

ILC250 CLIC380 CEPC FCC-ee365

κW [%] 0.94 0.62 0.81 0.38

κZ [%] 0.21 0.33 0.13 0.14

κg[%] 1.3 1.3 0.97 0.87

κγ [%] 0.64 0.68 0.62 0.62

κZγ [%] 3. 3.1 2.8 3.

κc[%] 1.9 3.9 1.9 1.3

κt[%] 1.9 1.9 1.9 1.9

κb[%] 0.99 0.94 0.81 0.58

κµ[%] 1. 1.1 1. 1.

κτ [%] 0.96 1.2 0.83 0.6

kappa-0-HL
HL-LHC+FCC-hh+

ILC250 CLIC380 CEPC FCC-ee365

κW [%] 0.37 0.36 0.35 0.27

κZ [%] 0.19 0.26 0.12 0.13

κg[%] 0.65 0.69 0.55 0.55

κγ [%] 0.31 0.34 0.29 0.29

κZγ [%] 0.71 0.74 0.69 0.7

κc[%] 1.8 3.8 1.8 1.2

κt[%] 0.96 0.96 0.95 0.95

κb[%] 0.63 0.68 0.52 0.5

κµ[%] 0.43 0.47 0.41 0.41

κτ [%] 0.61 0.78 0.52 0.49

ΓH [%] 0.90 0.98 0.74 0.67

Table 36. Expected relative precision (%) of the κ parameters in the kappa-0-HL scenario described

in section 2 for future lepton colliders combined with the HL-LHC and the FCC-hh37.5 (top part)

and with HL-LHC and FCC-hh (bottom part). No BSM width is allowed in the fit: both BRunt

and BRinv are set to 0.

and FCC-ee. In most cases, CEPC and FCC-ee achieve the highest precision. A notable

exception is the top quark coupling which is best constrained by the ILC500.

It is also interesting to compare the highest energy options closely. This is done in

table 35. In all cases, it is assumed that the colliders also include a Giga-Z run of 1-3

years [4, 11].

After the Granada meeting, it was also studied what could be achieved with a hadron-

hadron collider with
√
s = 37.5 TeV and L = 15 ab−1, in conjunction with one of the e+e−

colliders [10]. This is shown in table 36 compared to the nominal FCC-hh in combina-

tion with the various e+e− colliders. For most coupling parameters the sensitivity of the

37.5 TeV collider is degraded by about a factor 1.5− 2 w.r.t. the 100 TeV collider, except

for Zγ where it is a factor of 5. For κZ and κc there is no difference as both are very much

dominated by the lepton collider sensitivity.
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G Electroweak precision constraints on oblique parameters

In this section we will focus on the constraints on heavy new physics that can be obtained

by precise measurement of the on-shell W and Z properties. We will focus on universal

effects that can be fully encapsulated in the vector boson propagators, with no direct

correction to the interaction vertices with fermions. This assumption allows on the one

hand to limit the analysis to a few parameters. One the other hand, it should be noted,

motivated models, like the minimal composite Higgs, often satisfy this assumption to a

very good approximation. When considering universal deviations from the SM one must

distinguish between the number of on-shell Z and W observables and the total number of

parameters, which corresponds to the total number of on- and off-shell observables.

Under the assumption of universality, the relevant on-shell observables of W and Z

physics reduce to three quantities: the relative normalization of charged and neutral cur-

rents (or the Z’s axial coupling), and the two relative differences among the three possible

definitions of the Weinberg angle (from α(MZ), GF ,MZ , from the Z’s vector coupling, and

from MW /MZ). These can be nicely encapsulated in the ε’s of Altarelli and Barbieri [140]:

ε1 = ∆ρ,

ε2 = cos2 θw∆ρ+
sin2 θw

cos2 θw − sin2 θw
∆rW − 2s2

0∆κ,

ε3 = cos2 θw∆ρ+ (cos2 θw − sin2 θw)∆κ. (G.1)

where we define the weak angle from sin2 θw cos2 θw ≡ πα(MZ)√
2GFM

2
Z

and the ∆rW , ∆ρ and

∆κ parameters are defined from the masses and effective vector and axial couplings of the

electroweak bosons:

M2
W

M2
Z

=
1

2

√√√√1 +

√
1− 4πα(MZ)√

2GFM2
Z(1−∆rW )

,

gfV =
√

1 + ∆ρ (T f3 − 2Qf (1 + ∆κ) sin2 θw),

gfA =
√

1 + ∆ρ T f3 . (G.2)

(T f3 and Qf are weak isospin and charge of the corresponding fermion.) Notice that ε2
relies on the measurement of the W mass while ε1,3 do not.

The number of parameters describing universal new physics in the W,Z channel on-

and off-shell is instead four.23 They correspond to the leading effects in a derivative ex-

pansion of the vector boson self-energies, ΠV V ′(q
2). More precisely they correspond to the

23For a good part of the history of EW precision tests, the community has mostly relied on a set of three

quantities, S, T, U . These are however inadequate in any realistic new physics scenario: they are always

either redundant or incomplete. Indeed in technicolor models, it was understood that U is negligible and

the set is redundant in that case [141–144]. On the other hand S, T, U are insufficient to describe even the

simplest sequential Z′ models that fall into the class of universal theories. That the relevant set should

be consist of 4 quantities was first realized in [145] in the context of linearly realized EW symmetry, i.e.

SMEFT. The generality of this counting, and therefore its validity also in technicolor/HEFT scenarios, has

been clarified in [48].
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HL-LHC HL-LHC+

CLIC380 CLIC380 ILC250 ILC250 CEPC FCC-ee

(+GigaZ) (+GigaZ)

S Full ThIntr Unc. 0.053 0.032 0.013 0.015 0.012 0.01 0.0079

No ThIntr Unc. 0.053 0.032 0.011 0.012 0.009 0.0068 0.0038

No ThPar+Intr Unc. 0.052 0.031 0.0091 0.011 0.0067 0.0031 0.0013

T Full ThIntr Unc. 0.041 0.023 0.013 0.015 0.014 0.0094 0.0058

No ThIntr Unc. 0.041 0.023 0.012 0.014 0.013 0.0072 0.0022

No ThPar+Intr Unc. 0.039 0.022 0.01 0.011 0.0091 0.0041 0.0019

Table 37. Comparison of the sensitivity at 68% probability to new physics contributions to EWPO

in the form of the oblique S and T parameters, under different assumptions for the SM theory un-

certainties. We express the results in terms of the usually normalised parameters: S = 4 sin2 θwŜ/α

and T = T̂ /α.

leading effects in each independent channel (with the channels characterized by the relevant

quantum numbers: electric charge, electroweak and custodial symmetry). Considering the

vector boson self-energies, using the constraints from U(1)EM unbroken gauge invariance

(massless photon), and subtracting the quantities that play the role of SM inputs (v, g,

g′), one is left with these four leading quantities

Ŝ = g2Π′W3B(0),

T̂ =
g2

M2
W

(ΠW3W3(0)−ΠW+W−(0)) ,

W =
1

2
g2M2

WΠ′′W3W3
(0),

Y =
1

2
g′ 2M2

WΠ′′BB(0), (G.3)

which can be mapped to four linear combinations of operators in the SMEFT La-

grangian. Finally, considering their effect on W,Z on-shell propagation, one finds, writing

εi = εi,SM + δεi,

δε1 = T̂ −W − Y tan2 θw,

δε2 = −W,
δε3 = Ŝ −W − Y. (G.4)

Strongly coupled models come with a parametric enhancement of Ŝ, T̂ over W,Y , such

that in the class of models, one can simplify further the analysis of EW data and perform

a two-dimensional fit.

The results of this fit setup are presented in table 37 and figure 17, for the different

future lepton-collider options, where the largest improvement in terms of measurements of

the EW precision observables (EWPO) is expected. In the table and figures we also show

the impact of the SM theory uncertainties in the results. The results are presented assuming

the projected future improvements in SM theory calculations (Full ThIntr Unc.), neglecting

the intrinsic theory uncertainties associated to such calculations (No ThIntr Unc.) and,
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2-σ region
HL-LHC

HL+CLIC380

HL+ILC250

HL+CEPC

HL+FCCee

HL+CLIC380,Giga Z

HL+ILC250,Giga Z

-0.10 -0.05 0.00 0.05 0.10

-0.10

-0.05

0.00

0.05

0.10

T

S

2-σ region (no ThIntr)

HL+CLIC380,Giga Z

HL+ILC250,Giga Z

HL+CEPC

HL+FCCee

Including ThIntr

HL+CLIC380,Giga Z

HL+ILC250,Giga Z

HL+CEPC

HL+FCCee

-0.04 -0.02 0.00 0.02 0.04

-0.04

-0.02

0.00

0.02

0.04

T

S

Figure 17. (Left) 2-σ regions in the S − T plane at the different future colliders, combined with

the HL-LHC (including also the LEP/SLD EWPO programme). We express the results in terms

of the usually normalised parameters: S = 4 sin2 θwŜ/α and T = T̂ /α. The results include the

future projected parametric uncertainties in the SM predictions of the different EWPO, but not the

intrinsic ones. (Right) The same illustrating the impact of neglecting such intrinsic theory errors.

For each project (including the Giga-Z option for linear colliders) the solid regions show the results

in the left panel, to be compared with the regions bounded by the dashed lines, which include the

full projected theory uncertainty.

finally, also assuming that parametric uncertainties become subdominant (No ThPar+Intr

Unc.). Since several of the SM EW inputs are to be measured at the future collider under

consideration, the latter scenario goes beyond the physics potential of these machines. This

scenario is presented only to illustrate whether the precision of the measurements of such

inputs can become a limiting factor in terms of the reach of Ŝ and T̂ . This seems to be

the case for the circular colliders and, to a less extent, the linear collider Giga-Z options.
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H Consistency of electroweak precision data

Before the discovery of a Higgs boson, the consistency of the SM has often been illustrated

by comparing the direct measurement of mW and mtop with the indirect constraints derived

from precision measurement at the Z-pole and at low-energy experiments. Figure 18 for

the future e+e− colliders.
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Figure 18. Constraints on mW and mtop from direct measurements (horizontal and vertical lines)

and indirect constraints (ellipses). In all cases the constraints from current data plus HL-LHC are

compared to the ones expected for the e+e− collider. For ILC and CLIC the result is shown without

(top row) and with a Giga-Z (bottom row) run.
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I Improvement with respect to HL-LHC

Figures 19 and 20 give a graphic comparison of the improvement with respect to HL-

LHC in the Kappa-3 and SMEFT-ND frameworks. This improvement is shown as the

ratio of the precision at the HL-LHC over the precision at the future collider, with more

darker colors corresponding to larger improvement factors. The kappa-3 result shows large

improvements, up to an order of magnitude, for all future ee colliders for the measurement

of the couplings to Z, W and b and the limits on the invisible branching ratio, and an

‘infinite’ improvement in the case of the coupling to charm, immeasurable at the HL-LHC.

Rare, statistically dominated, couplings, as well as the coupling to the top quark are shown

to be markedly improved with respect to HL-LHC only with FCC-hh. The more complete

SMEFT-ND fit highlights more clearly the improvement in precision, with improvements

of the order of an order of magnitude in the measurement of Z, W and b couplings for

all future ee colliders. The aTGC results show an even more dramatic improvement, with

factors over 100 and 1000 for the last stages of the linear colliders.

Figure 19. Graphic comparison of the improvement with respect to HL-LHC in the Kappa-3

framework.
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framework.
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Measurement of the top quark mass using proton-proton data at
ffiffiðp
sÞ ¼ 7

and 8 TeV
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A new set of measurements of the top quark mass are presented, based on the proton-proton data
recorded by the CMS experiment at the LHC at

ffiffiffi
s

p ¼ 8 TeV corresponding to a luminosity of 19.7 fb−1.
The top quark mass is measured using the leptonþ jets, all-jets and dilepton decay channels, giving
values of 172.35� 0.16ðstatÞ � 0.48ðsystÞ GeV, 172.32� 0.25ðstatÞ � 0.59ðsystÞ GeV, and 172.82�
0.19ðstatÞ � 1.22ðsystÞ GeV, respectively. When combined with the published CMS results atffiffiffi
s

p ¼ 7 TeV, they provide a top quark mass measurement of 172.44� 0.13ðstatÞ � 0.47ðsystÞ GeV.
The top quark mass is also studied as a function of the event kinematical properties in the leptonþ jets
decay channel. No indications of a kinematic bias are observed and the collision data are consistent with a
range of predictions from current theoretical models of tt̄ production.

DOI: 10.1103/PhysRevD.93.072004

I. INTRODUCTION

The mass of the top quark (mt) is one of the fundamental
parameters of the standard model (SM). A precise meas-
urement of its value provides a key input to global electro-
weak fits and to tests of the internal consistency of the SM
[1,2]. Its value leads to constraints on the stability of the
electroweak vacuum [3,4] and affects models with broader
cosmological implications [5,6].
The most precise measurements of mt have been

derived from combinations of the results from the CDF
and D0 experiments at the Tevatron, and ATLAS and CMS
at the CERN LHC. The current combination from the four
experiments gives a top quark mass of 173.34� 0.76 GeV
[7], while the latest combination from the Tevatron
experiments gives a mass of 174.34� 0.64 GeV [8]. The
Tevatron combination is currently the most precise meas-
urement and it includes all of the current Tevatron mea-
surements. In contrast, the current four experiment
combination has not been updated since 2013 and does
not include the latest Tevatron and LHC measurements, in
particular the measurement from ATLAS using a combina-
tion of the leptonþ jets and dilepton channels [9].
Beyond the leading order (LO) in quantum chromody-

namics (QCD), the numerical value of mt depends on
the renormalization scheme [10,11]. The available
Monte Carlo (MC) generators contain matrix elements at
LO or next-to-leading order (NLO), while higher orders are
approximated by applying parton showering. Each of the

measurements used in the combinations has been calibrated
against the mass implemented in a MC program. Given the
precision of the experimental results, a detailed under-
standing of the relationship between the measurements and
the value of mt in different theoretical schemes is needed.
Current indications are that the present measurements
based on the kinematic reconstruction of the top quark
mass correspond approximately to the pole (“on-shell”)
mass to within a precision of about 1 GeV [12].
At the LHC, top quarks are predominantly produced in

quark-antiquark pairs (tt̄) and top quark events are char-
acterized by the decays of the daughter W bosons. This
leads to experimental signatures with two jets associated
with the hadronization of the bottom quarks and either a
single lepton (e, μ), one undetected neutrino and two light
quark jets (leptonþ jets channel), or four light quark jets
(all-jets channel), or two leptons (ee, eμ, μμ) and two
undetected neutrinos (dilepton channel). While the events
which contain leptonic τ decays are included in the analysis
samples, they contribute very little to the mass measure-
ments as their yields are negligible. The results presented in
this paper focus on the analysis of data in these three
channels recorded by the CMS experiment in the 2012 part
of what is commonly referred to as Run 1 of the LHC.
The paper is organized as follows. The main features of

the detector and the data are discussed in Secs. II and III.
Section IV is a discussion of the analysis techniques, which
lead to the measurements of Sec. V. The categorization of
the systematic uncertainties is presented in Sec. VI, fol-
lowed by the full results for the three decay channels in
Sec. VII. Section VIII presents a study of mt as a function
of the kinematical properties of the tt̄ system in the
leptonþ jets channel. This is followed in Secs. IX and
X, which discuss the combination of the measurements and
the final result for mt, respectively.
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II. THE CMS DETECTOR

The central feature of the CMS apparatus is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter (HCAL), each composed
of a barrel and two endcap sections. The tracker has a track-
finding efficiency of more than 99% for muons with
transverse momentum pT > 1 GeV and pseudorapidity
jηj < 2.5. The ECAL is a fine-grained hermetic calorimeter
with quasiprojective geometry, and is distributed in the
barrel region of jηj < 1.48 and in two endcaps that extend
up to jηj < 3.0. The HCAL barrel and endcaps similarly
cover the region jηj < 3.0. In addition to the barrel and
endcap detectors, CMS has extensive forward calorimetry.
Muons are measured in gas-ionization detectors, which are
embedded in the steel flux-return yoke outside of the
solenoid. A more detailed description of the CMS detector,
together with a definition of the coordinate system used,
and the relevant kinematic variables can be found
in Ref. [13].

III. DATA SETS

The measurements presented in this paper are based on
the data recorded at a center-of-mass energy of 8 TeV
during 2012, and correspond to an integrated luminosity
of 19.7 fb−1.

A. Event simulation and reconstruction

Simulated tt̄ signal events are generated with the
MADGRAPH 5.1.5.11 LO matrix element generator with
up to three additional partons [14]. MADSPIN [15] is used
for the decay of heavy resonances, PYTHIA 6.426 for parton
showering [16] using the Z2* tune, and TAUOLA [17] for
decays of τ leptons. The most recent PYTHIA Z2* tune is
derived from the Z1 tune [18], which uses the CTEQ5L
parton distribution function (PDF) set, whereas Z2* uses
CTEQ6L [19]. A full simulation of the CMS detector based
on GEANT4 [20] is used. The tt̄ signal events are generated
for seven different values of mt ranging from 166.5 to
178.5 GeV. The W=Z þ jets background events are gen-
erated with MADGRAPH 5.1.3.30. The diboson background
(WW, WZ, ZZ) is simulated using PYTHIA 6.426 using the
Z2* tune. The single top quark background is simulated
using POWHEG 1.380 [21–25], assuming an mt of
172.5 GeV. The tt̄, W=Z þ jets, and single top quark
samples are normalized to the theoretical predictions
described in Refs. [26–30]. The simulation includes the
effects of additional proton-proton collisions (pileup) by
overlapping minimum bias events with the same multiplic-
ity distribution and location as in data.
Events are reconstructed using a particle-flow (PF)

algorithm [31,32]. This proceeds by reconstructing and

identifying each final-state particle using an optimized
combination of all of the subdetector information. Each
event is required to have at least one reconstructed collision
vertex. The primary vertex is chosen as the vertex with the
largest value of

P
pT

2 of the tracks associated with that
vertex. Additional criteria are applied to each event to reject
events with features consistent with detector noise and
beam-gas interactions.
The energy of electrons is determined from a combina-

tion of the track momentum at the primary vertex, the
corresponding ECAL energy cluster, and the sum of the
reconstructed bremsstrahlung photons associated with
the track [33]. The momentum of muons is obtained from
the track momentum determined in a combined fit to
information from the silicon trackers and the muon detec-
tors [34]. The energy of charged hadrons is determined
from a combination of the track momentum and the
corresponding ECAL and HCAL energies, corrected for
the suppression of small signals and calibrated for the
nonlinear response of the calorimeters. Finally, the energy
of the neutral hadrons is obtained from remaining cali-
brated HCAL and ECAL energies. As the charged leptons
originating from top quark decays are typically isolated
from other particles, a relative isolation variable (Irel) is
constructed to select lepton candidates. This is defined as
the scalar sum of the pT values of the additional particles
reconstructed within an angle ΔR ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔηÞ2 þ ðΔϕÞ2

p
of

the lepton direction, divided by the pT of the lepton. Here
Δη and Δϕ are the differences in the pseudorapidity and
azimuthal angles between the lepton direction and other
tracks and energy depositions. A muon candidate is
rejected if Irel ≥ 0.12 for ΔR ¼ 0.4, and an electron
candidate is rejected if Irel ≥ 0.10 for ΔR ¼ 0.3.
Jets are clustered from the reconstructed PF candidates

using the anti-kT algorithm [35] with a distance parameter
of 0.5, as implemented in the FASTJET package [36]. The jet
momentum is determined from the vector sum of the
momenta of the particles in each jet, and is found in
simulation to be within 5% to 10% of the jet momentum at
hadron level for the full pT range [37]. Corrections to the jet
energy scale (JES) and the jet energy resolution (JER)
are obtained from the simulation and through in situ
measurements of the energy balance of exclusive dijet,
photonþ jet, and Z þ jet events. Muons, electrons, and
charged hadrons originating from pileup interactions are
not included in the jet reconstruction. Missing transverse
energy (Emiss

T ) is defined as the magnitude of the negative
vector pT sum of all selected PF candidates in the event.
Charged hadrons originating from pileup interactions are
not included in the calculation of Emiss

T . Jets are classified as
b jets through their probability of originating from the
hadronization of bottom quarks, using the combined
secondary vertex (CSV) b tagging algorithm, which com-
bines information from the significance of the track impact
parameters, the kinematical properties of the jets, and the

V. KHACHATRYAN et al. PHYSICAL REVIEW D 93, 072004 (2016)

072004-2



presence of tracks that form vertices within the jet.
Three different minimum thresholds are used for the
CSV discriminator to define the loose (CSVL), medium
(CSVM), and tight (CSVT) working points. These have b
tagging efficiencies of approximately 85%, 67%, and 50%,
and misidentification probabilities for light-parton jets of
10%, 1%, and 0.1%, respectively [38].

B. Event selection

For the leptonþ jets channel we use the data collected
using a single-muon or single-electron trigger with a
minimum trigger pT threshold for an isolated muon
(electron) of 24 GeV (27 GeV), corresponding to an
integrated luminosity of 19.7 fb−1. We then select events

that have exactly one isolated muon or electron, with pT >
33 GeV and jηj < 2.1. In addition, at least four jets with
pT > 30 GeV and jηj < 2.4 are required. Jets originating
from b quarks (denoted as b jets) are identified using the
CSValgorithm at the medium working point [38]. With the
requirement of exactly two b-tagged jets among the four
jets with the highest pT, 104 746 tt̄ candidate events are
selected in data. From simulation, the sample composition
is expected to be 93% tt̄, 4% single top quark, 2%W þ jets,
and 1% other processes. Figure 1 shows the comparison of
the data and simulation for the selected events in some
representative distributions. The simulation shown is not
corrected for the uncertainty in the shape of the top quark
pT distribution [39], which accounts for almost all of the
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FIG. 1. Distributions for the leptonþ jets channel of (upper left) lepton pT, (upper right) missing transverse energy, (lower left)
leading jet pT, (lower right) second-leading jet pT for data and simulation, summed over all channels and normalized by luminosity. The
vertical bars show the statistical uncertainty and the hatched bands show the statistical and systematic uncertainties added in quadrature.
The lower portion of each panel shows the ratio of the yields between the collision data and the simulation.
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FIG. 2. Distributions for the dilepton channel: (upper left) leading lepton pT, (upper right) second-leading lepton pT,
(lower left) leading jet pT, (lower right) second-leading jet pT for data and simulation, summed over all channels and normalized
by luminosity. The vertical bars show the statistical uncertainty and the hatched bands show the statistical and systematic
uncertainties added in quadrature. The lower portion of each panel shows the ratio of the yields between the collision data and
the simulation.
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slope visible in the data/MC ratio plots. However, even
without making a correction, the data and simulation are
consistent within the quoted uncertainties.
For the all-jets channel we use the data collected using a

multijet trigger, corresponding to an integrated luminosity
of 18.2 fb−1. The trigger requires the presence of at least
four jets, reconstructed from the energies deposited in the
calorimeters, with transverse momenta pT > 50 GeV.
Since fully hadronically decaying top quark pairs lead to
six partons in the final state, events are required to have at
least four jets with pT > 60 GeV and a fifth and sixth jet
with pT > 30 GeV. Jets originating from b quarks are
identified using the CSV b algorithm at the tight working
point [38]. With the requirement of exactly two b-tagged
jets among the six leading ones, 356 231 candidate events
are selected. From simulation, the sample is expected to be
dominated by the QCD multijet background and to have a
signal fraction of about 13%. The QCD multijet back-
ground cannot be reliably simulated and we determine its
kinematic dependence from a control sample in the data.
The background normalization is determined as a part of
the fit process, which is discussed in Sec. V B.
For the dilepton channel, events are required to pass the

triggers appropriate for each of the three channels. The eμ
channel uses a logical OR of two triggers that require a
muon of pT > 17 (or 8) GeV and an isolated electron of 8
(or 17) GeV. Dimuon events must pass a trigger which
requires a pT > 17 GeV for the muon with the highest
(“leading”) pT and 8 GeV for the second-leading muon.
Similarly, dielectron events must satisfy a trigger with a
threshold of pT > 17 GeV for the leading electron and
8 GeV for the second-leading electron. In this case both
electrons are required to be isolated. In all three cases the
amount of data corresponds to a luminosity of 19.7 fb−1.
We select events for analysis if they have two isolated
opposite-sign leptons with pT > 20 GeV and jηj < 2.4
(2.5) for muons (electrons). Jets originating from b
quarks are identified with the CSV algorithm at the loose
working point [38]. Events are retained if they have at least
two b-tagged jets. Background contamination from
low-mass resonances is reduced by demanding a dilepton
pair invariant mass, mll, of at least 10 GeV. To suppress
the background from Z boson decays, events with ee
and μμ signatures are required to have Emiss

T > 40 GeV, and
to fall outside of the dilepton invariant mass window
76 < mll < 106 GeV. The remaining Drell–Yan back-
ground is estimated from the data using the ratio of the
event yield inside vs outside the invariant mass window
[38]. After all of the requirements, we find 41 125 candi-
date events in data for which the sample compositions is
expected to be 95% tt̄, 3% single top quark, 2% Drell–Yan,
and < 0.3% other processes. Figure 2 shows a comparison
of the data and simulation for events with at least one b jet
for some representative distributions. As with the leptonþ
jets plot (Fig. 1) the simulation is not corrected for the

discrepancy in the top quark pT distribution, leading to the
slopes visible in the data/MC plots.

IV. ANALYSIS TECHNIQUES

The measurements discussed in the following sections
use analysis techniques in which either mt alone is
determined or mt and the overall jet energy scale factor
(JSF) are determined simultaneously. For the leptonþ jets
and the all-jets channels we use analyses based on the
ideogram technique (Sec. IVA). While the ideogram
technique provides the most precise measurements, it is
not suitable for dilepton events where the presence of more
than one neutrino introduces uncertainties in the use of the
measured Emiss

T . Instead, for the dilepton channel, we use
the analytical matrix weighting technique (AMWT)
method (Sec. IV B).

A. One- and two-dimensional ideogram analyses

The ideogram method is a joint maximum likelihood fit
that determines mt and, optionally, the JSF from a sample
of selected tt̄ candidate events in the leptonþ jets or all-jets
channels. The observable used for measuringmt is the mass
mfit

t estimated by a kinematic fit [40]. The kinematic fit
constrains the candidates for the tt̄ decay products to the
hypothesis of the production of two heavy particles of equal
masses, each one decaying to a W boson and a bottom
quark, where the W boson invariant mass is constrained to
80.4 GeV [41]. The JSF is defined as a multiplicative factor
to be applied in addition to the standard jet energy
corrections (JEC) [37] to the four-momenta of the jets.
The JSF is determined from the invariant masses of the jet
pairs, mreco

W , associated with the W bosons before the jet
momenta are constrained by the kinematic fit. For the case
of a simultaneous fit to both mt and the JSF (2D approach),
no prior knowledge of the JSF is assumed. If only mt is
fitted (1D approach), the jet energy scale determined from
the JEC is taken as the JSF prior, fixing it to unity. A third
category of fits (hybrid approach) incorporates the prior
knowledge about the jet energy scale by using a Gaussian
constraint, PðJSFÞ, centered at 1 with a variance depending
on the total JEC uncertainty. For the hybrid analysis in the
leptonþ jets channel, the JSF determined from the W
boson decays and the jet energy scale from the JEC are
given equal weight in the fit. In contrast, for the hybrid fit in
the all-jets channel, the jet energy scale from the JEC
contributes 80% of the information, because of the larger
uncertainty on the JSF from the 2D fit.
The distributions of mfit

t and mreco
W are obtained from

simulation for three to seven different mt and three to five
different JSF values for the tt̄ signal, and from simulated
background events (leptonþ jets) or the control sample for
the multijet background (all-jets). From these distributions,
probability density functions are derived separately for
different cases of jet-parton assignments for the signal, and
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for the background contribution. The signal functions
depend on mt and JSF, and are labeled Pðmfit

t jmt; JSFÞ
and Pðmreco

W jmt; JSFÞ, respectively, for an event in the final
likelihood.
The likelihood for measuring mt and the JSF in an

observed data sample can be expressed as

Lðsamplejmt; JSFÞ ¼
Y
events

Lðeventjmt; JSFÞwevent ; ð1Þ

where the event weight wevent ¼ c
P

n
i¼1 PgofðiÞ is used in

the leptonþ jets analysis to reduce the impact of events for
which the chosen permutation of the jets is incorrect. Here,
c is a normalization constant and the remaining quantities
are defined as in Eq. (2). For the all-jets channel, wevent ¼ 1
is used. The event likelihoods (or ideograms) are given by

Lðeventjmt; JSFÞ

¼
Xn
i¼1

PgofðiÞffsigPsigðmfit
t;i; m

reco
W;i jmt; JSFÞ

þ ð1 − fsigÞPbkgðmfit
t;i; m

reco
W;i Þg; ð2Þ

where the index i runs over the n selected permutations of
an event that each have a goodness-of-fit probability Pgof

assigned from the kinematic fit. The signal fraction fsig is
assumed to be 1 for the leptonþ jets channel and is left as a
free parameter of the fit for the all-jets channel. The
background term Pbkg is independent of both mt and the
JSF for backgrounds determined from the collision data.
As the W boson mass is fixed to 80.4 GeV in the fit, the

observablesmfit
t andmreco

W have a low correlation coefficient
(less than 5%) and the probability density P can be
factorized into one-dimensional expressions,

Pðmfit
t ; mreco

W jmt; JSFÞ ¼
X
j

fjPjðmfit
t jmt; JSFÞ

× Pjðmreco
W jmt; JSFÞ; ð3Þ

where the index j denotes the different jet-parton permu-
tation classes defined for the measurement. Their relative
fraction fj is either determined from the simulated sample
with mt;gen ¼ 172.5 GeV or by the fit.
The most likely mt and JSF values are obtained by

minimizing −2 lnLðsamplejmt; JSFÞ for the 2D and hybrid
analyses. For the 1D analyses onlymt is determined and the
JSF is set to unity during the minimization.

B. Analytical matrix weighting technique

The measurement of mt for the dileptonic tt̄ decays is
performed using the AMWT. This is based on a matrix
weighting technique used by the D0 Collaboration [42],
combined with an analytical algorithm to find solutions of
the kinematic equations [43]. The method allows the

determination of mt with the assumption of JSF ¼ 1,
and in this sense, the results are comparable to the 1D
fits performed in either the leptonþ jets or all-jets channels
(see Sec. IVA).
In dileptonic tt̄ decays, the final state consists of two

charged leptons, two neutrinos, and two b quarks, resulting
in 18 unknowns: three momentum components for each of
the six final state particles. Of these, we observe the
momenta of the two charged leptons, the momenta of
the two jets, and the momenta of all of the other charged
particles and jets. If there are more than two jets in an event
we have to select the jets to assign to the b quarks from the
decay of the top quark pair. We preferentially assign
b-tagged jets to these. Hence, after physics object
reconstruction, we measure the following observables for
each event:

(i) the momenta ~plþ and ~pl− of the charged leptons
from the Wþ and W− decays,

(ii) the momenta ~pb and ~pb̄ of the b and b̄ quarks
produced by the t and t̄ quark decays,

(iii) the total transverse momentum ~ptt̄
T of the tt̄ pair.

This leaves four unknowns that must be solved analyti-
cally. Conservation of four-momentum provides the fol-
lowing four constraints on the kinematics, if a hypothetical
value for the top-quark mass is assumed:

(i) the masses mlþν and ml−ν̄ of the lepton-neutrino
pairs from theWþ andW− decays are constrained to
be 80.4 GeV [41],

(ii) the masses of the systems of particles from the t and
t̄ decays must equal the hypothesized mass of the
top quark.

Hence, the system of equations is appropriately con-
strained. However, there is not a unique solution, because
the equations are nonlinear. For a given assignment of
reconstructed momenta to final-state particles there can be
up to four solutions for the neutrino momenta such that the
event satisfies all of the constraints. There is a twofold
ambiguity of assigning jet momenta to the b and b̄ jets,
which doubles this to eight possible solutions. We follow
the algorithm given in Refs. [44,45] to find these solutions.
In rare cases, a latent singularity in the equations used to
find these solutions can prohibit the calculation of the
longitudinal momenta. In such events, a numerical method
is employed to find the incalculable variables [44].
For each event, we find all solutions of neutrino momenta

for hypothesized top quark masses between 100 and
600 GeV, in 1 GeV increments. In general, we expect
solutions to be found for a large range of mass hypotheses.
To each solution we assign a weight w given by [46]

wð~XjmtÞ ¼
� X
initial partons

Fðx1ÞFðx2Þ
�

× pðElþjmtÞpðEl− jmtÞ; ð4Þ
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where ~X represents the momentum vectors of the final state
particles as obtained from the solutions of the kinematic
equations. We sum the parton distribution functions FðxÞ,
evaluated at Q2 ¼ mt

2, over the possible LO initial parton
states (uū, ūu, dd̄, d̄d, and gg); x1 and x2 are the Bjorken x
values for the initial-state partons which can be computed
from the momenta of the final-state particles. The function
pðEjmtÞ is the probability density of observing a charged
lepton of energyE in the rest frame of a top quark ofmassmt,
given by [46]

pðEjmtÞ ¼
4mtEðm2

t −m2
b − 2mtEÞ

ðm2
t −m2

bÞ2 þM2
Wðm2

t −m2
bÞ − 2M4

W
; ð5Þ

where the b quark mass, mb, is set to 4.8 GeV, and the W
boson mass, MW , to 80.4 GeV. For each mt hypothesis, we
find an overall weight by summing the weights of all
solutions found. To compensate for mismeasurements of
the momenta due to finite detector resolution or the loss of
correlation between the jet and quark momentum because
of hard-gluon radiation, we account for the jet energy
resolution during reconstruction. Every event in both the
collision and simulated data is reconstructed 500 times, each
time with jet momenta drawn randomly from a Gaussian
distribution of widths given by the detector resolution and
with means given by the measured momenta. After this
randomization procedure, approximately 96%of all events in
both the collision and simulated data have at least one
solution, and hence a top quark mass estimator. The final
weight curve of each event is given by the average of the
weight distributions from each of the 500 randomizations,
after excluding the cases for which there is no valid solution.
This distribution serves as a measure of the relative proba-
bility that the observed event occurs for any givenvalue ofmt.
The estimator for mt is then the hypothesized mass with

the highest average sum weight for each event, called the
AMWT mass, mAMWT

t .

V. MASS MEASUREMENTS

A. The leptonþ jets channel

To check the compatibility of an event with the tt̄
hypothesis and improve the resolution of the reconstructed
quantities, a kinematic fit [40] is applied to the events. For
each event, the inputs to the fitter are the four-momenta of
the lepton and the four leading jets, the missing transverse
energy, and their respective resolutions. The fit constrains
these to the hypothesis of the production of two heavy
particles of equalmass, each one decaying to aW bosonwith
an invariant mass of 80.4 GeV [41] and a bottom quark. It
minimizes χ2 ¼ ðx − xmÞTE−1ðx − xmÞ where xm is the
vector of measured observables, x is the vector of fitted
observables, and E−1 is the inverse error matrix which is
given by the resolutions of the observables. The two
b-tagged jets are candidates for the bottom quarks in the

tt̄ hypothesis, while the two untagged jets serve as candidates
for the light quarks for one of theW boson decays. This leads
to two possible parton-jet assignments per event and two
solutions for the z component of the neutrino momentum.
For simulated tt̄ events, the parton-jet assignments are

classified as correct permutations,wrong permutations, and
unmatched permutations. The correct permutation class
includes those events for which all of the quarks from the
tt̄ decay (after initial-state parton shower) are correctly
matched to the selected jets within a distanceΔR < 0.3. The
wrong permutations class covers the events for which the
jets from the tt̄ decay are correctly matched to the selected
jets, but where two or more of the jets are interchanged.
Lastly, the unmatched permutations class includes the events
for which at least one quark from the tt̄ decay is not matched
unambiguously to any of the four selected jets. To increase
the fraction of correct permutations, we require Pgof > 0.2
for the kinematic fit with 2 degrees of freedom. This selects
28 295 events for the mass measurement, with an estimated
composition of 96.3% tt̄ signal and 3.7% non-tt̄ back-
ground, which is dominated by single top quark events. In
the mass extraction, the permutations are weighted by their
Pgof values, and the effective fraction of correct permuta-
tions among the tt̄ signal improves from 13% to 44%, while
the fractions of wrong and unmatched permutations change
from 16% to 21% and 71% to 35%, respectively, determined
in simulation.
Figure 3 shows the distributions before and after the

kinematic fit and Pgof selection of the reconstructed mass
mreco

W of the W boson decaying to a qq̄ pair and the mass
mt

reco of the corresponding top quark for all possible
permutations.
The ideogram method (Sec. IVA) is calibrated for each

combination of the top quark mass hypothesis,mgen
t and JSF

values by conducting 10 000 pseudoexperiments, separately
for the muon and electron channels, using simulated tt̄ and
background events. The average deviations between
extracted mass and JSF and their input values are obtained
as a function ofmgen

t and the bias is fit with a linear function
for each generated JSF value. From these fits, additional
small corrections for calibrating the top quark mass and the
jet energy scale are derived as linear functions of both the
extracted top quark mass and JSF. The corrections are
approximately −0.2 GeV for mt and −0.4% for the JSF.
The statistical uncertainties of the method are also corrected
by factors of approximately 1.04 that are derived from the
widths of the corresponding pull distributions.
The 2D ideogram fit to the combined electron and muon

channels yields

m2D
t ¼ 172.14� 0.19ðstatþ JSFÞ GeV;

JSF2D ¼ 1.005� 0.002ðstatÞ:
As mt and the JSF are measured simultaneously,

the statistical uncertainty in mt combines the statistical
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uncertainty arising from both components of the
measurement. The uncertainty of the measurement agrees
with the expected precision obtained by performing
pseudoexperiments.
The results in the individual muon and electron channels

are compatible within their statistical uncertainties:

μþ jets∶ m2D
t ¼ 172.03� 0.27ðstatþ JSFÞ GeV;

JSF2D ¼ 1.007� 0.003ðstatÞ;
eþ jets∶ m2D

t ¼ 172.26� 0.28ðstatþ JSFÞ GeV;
JSF2D ¼ 1.003� 0.003ðstatÞ:

The 1D and hybrid analyses give results of

m1D
t ¼ 172.56� 0.12ðstatÞ GeV;

mhyb
t ¼ 172.35� 0.16ðstatþ JSFÞ GeV;

JSFhyb ¼ 1.002� 0.001ðstatÞ;

respectively. Both the 2D and hybrid results for the JSF
(JSF2D and JSFhyb) are within 0.5% of one. The results for
mt and the JSF are compared in Fig. 4, which shows the
two-dimensional statistical likelihoods obtained from data
in the 2D and hybrid cases and mt from the 1D analysis.
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FIG. 3. Reconstructed masses of (upper left) the W bosons decaying to qq̄ pairs and (upper right) the corresponding top quarks, prior
to the kinematic fitting to the tt̄ hypothesis. Panels (lower left) and (lower right) show, respectively, the reconstructed W boson masses
and the fitted top quark masses after the goodness-of-fit selection. The total number of permutations found in simulation is normalized to
be the same as the total number of permutations observed in data. The vertical bars show the statistical uncertainty and the hatched bands
show the statistical and systematic uncertainties added in quadrature. The lower portion of each panel shown the ratio of the yields
between the collision data and the simulation.
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B. The all-jets channel

As in the leptonþ jets channel, a kinematic fit [47] is
used to improve the resolution of the reconstructed quan-
tities and to check the compatibility of an event with the tt̄
hypothesis. For each event, the inputs to the fit are the four-
momenta of the six leading jets. The fit constrains these to
the hypothesis of the production of two heavy particles of
equal masses, each one decaying to a W boson with its
invariant mass constrained to 80.4 GeV [41] and a bottom
quark. The two b-tagged jets are candidates for the bottom
quarks in the tt̄ hypothesis, while the four untagged jets
serve as candidates for the light quarks of the W boson
decays. This leads to six possible parton-jet assignments
per event and the assignment that fits best to the tt̄
hypothesis based on the χ2 of the kinematic fit is chosen.
As final selection criteria, we require Pgof > 0.1 for the
kinematic fit with 3 degrees of freedom, and the two b
quark jets be separated in η-ϕ space by ΔRbb̄ > 2.0. These
requirements select 7049 events for the mass measurement
in data and the fraction of signal events fsig increases from
14% to 61% based on the simulation.
For simulated tt̄ events, the parton-jet assignments are

classified as correct permutations and wrong permutations.
The correct permutation class is defined in the same way as
for the leptonþ jets channel (Sec. VA). The wrong
permutations class consists of permutations where at least
one quark from the tt̄ decay is not unambiguously matched
with a distance of ΔR < 0.3 to any of the six selected jets.
For correct permutations, which compose 42% of the

selected tt̄ events, the kinematic fit improves the resolution
of the fitted values of mt from 13.8 to 7.5 GeV.
The multijet background from QCD is modeled using a

control sample that is obtained from data with the same event
selection but without the b tagging requirement. While this
sample has a small contamination of a few percent coming
from signal events, these have no influence on the results for
the background model. For each event, the kinematic selec-
tion is applied to all possible assignments of the six jets to the
six quarks from the tt̄ hypothesis. The best fitting assignment
is chosen and the event is used to model the background if it
fulfills thePgof andΔRbb̄ criteria. Themodeledbackground is
compared to the background predicted by an event mixing
technique [48]. Both predictions are found to agree within
their uncertainties that are derived from the validation of the
methods on simulated multijet events.
Figure 5 compares data to the expectation from simu-

lated tt̄ signal and background estimate from the data for
mfit

t , mreco
W , Pgof , and ΔRbb̄.

The ideogram method is calibrated for each combination
of the mgen

t and JSF values by conducting 10 000 pseu-
doexperiments. The average deviations between extracted
mass and JSF and their input values are obtained as a
function ofmgen

t and the bias is fit with a linear function for
each generated JSF value. From these fits, additional small
corrections for calibrating the top quark mass and the jet
energy scale are derived as linear functions of both the
extracted top quark mass and JSF. The corrections are
approximately −0.6 GeV for mt and þ1.0% for the JSF.
The statistical uncertainties of the method are corrected by
factors of approximately 1.005 using values derived from
the widths of the corresponding pull distributions.
Applying the ideogram method on data with no prior

knowledge on the JSF (2D), yields the results:

m2D
t ¼ 171.64� 0.32ðstatþ JSFÞ GeV;

JSF2D ¼ 1.011� 0.003ðstatÞ:
As mt and the JSF are measured simultaneously, the

statistical uncertainty in mt combines the statistical uncer-
tainty arising from both components of the measurement.
The two additional free parameters in the fit, the signal
fraction fsig and the fraction of correct permutations fcp,
are in agreement with the expectation from simulation.
Using the JEC determined from γ=Z þ jet events in

combination with the JSF prior from the 2D fit yields the
results in the 1D and hybrid approaches of

m1D
t ¼ 172.46� 0.23ðstatÞ GeV;

mhyb
t ¼ 172.32� 0.25ðstatþ JSFÞ GeV;

JSFhyb ¼ 1.002� 0.001ðstatÞ:

For the all-jets channel, the fitted results for the JSF
(JSF2D and JSFhyb) are both within 1.1% of one. While the
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JSF results from the 2D analyses in the leptonþ jets and
all-jets channels differ by 0.6%, the results from the hybrid
analyses agree to within 0.2%. The all-jets results for mt
and the JSF are compared in Fig. 6 which shows the two-
dimensional statistical likelihoods obtained from data in the
2D and hybrid cases and mt from the 1D analysis.

C. The dilepton channel

Figure 7 shows the distribution of mAMWT
t in data

compared to a simulation with mt ¼ 172.5 GeV for events
containing at least one b jet. This channel is very clean with
a negligible background from non-tt̄ sources and the
collision and simulated events are in good agreement.

AMWT masses are computed for all events in both the
data and the simulations. The mAMWT

t distributions com-
puted for each of the seven simulated tt̄ mass samples are
added to the distributions from the background samples,
and these are treated as templates in a binned likelihood fit.
To minimize the effects of any bias from the poorly
populated tails of the distribution, we only examine events
with mAMWT

t between 100 and 400 GeV. For each of the
seven mass templates, a maximum likelihood fit is per-
formed to the data distribution. A parabola is fit to the
negative logarithms of the maximum likelihoods returned
by the fits, and the minimum of the parabola is taken as the
measured mass value.
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FIG. 5. Distributions of (upper left) the reconstructed top quark mass from the kinematic fit, (upper right) the average reconstructedW
boson mass, (lower left) the goodness-of-fit probability, and (lower right) the separation of the two b quark jets for the all-jets channel.
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The fit is calibrated to correct for any biases induced by
the reconstruction using pseudodata. The calibration is
performed by means of a test using the simulated templates
for the top quark masses between 169.5 and 175.5 GeV. We
randomly draw 1000 samples of events, each selected such
that the total number of events is the same as in the full data
sample. For each template, the 1000 measured masses are
averaged together and subtracted from the input mass to
obtain a numerical value for the bias induced by the fit. The
bias is then parametrized as a linear dependence on the
generated value of mt, and the resulting calibration curve is
used to correct for biases in the final result.
The likelihoods obtained from a fit of each of the seven

simulated templates to data, as well as a second-order
polynomial fit to these values, are shown in Fig. 8. This
yields an uncalibrated measured mass of mt ¼ 172.77�
0.19ðstatÞ GeV. After correcting for the fit bias, the result
for the top quark mass is found to be mt ¼ 172.82�
0.19ðstatÞ GeV.
The analysis was optimized with the value ofmt blinded.

The optimization of the event selection was done by
minimizing the total expected (statisticalþ systematic)
uncertainty. This resulted in the restriction of the analysis
to events containing only two b jets, rather than the
requirement of at least one b jet which was used initially.

VI. SYSTEMATIC UNCERTAINTIES

The systematic uncertainties affecting each of the mea-
surements can be grouped into four distinct categories: one
experimental category and three theoretical categories that
describe the modeling uncertainties. The experimental
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classification covers the uncertainties that arise from the
precision of the calibration and resolution of the CMS
detector and the effects coming from the backgrounds and
pileup. The other three categories cover the modeling of the
hard scattering process and the associated radiation; non-
perturbative QCD effects, such as the simulation of the
underlying event and color reconnection; and the modeling
of the light- and b -quark hadronization. Each of these is
broken down into subcategories leading to a total of 24
distinct systematic uncertainties. In each case the uncer-
tainty is evaluated in terms of the largest shift that is
observed in the value of mt that occurs when the parameter
is varied by�1σ, where σ is the uncertainty assigned to that
quantity. The only exception to this is if the statistical
uncertainty in the observed shift is larger than the value of
the calculated shift. In this case the statistical uncertainty is
taken as the best estimate of the uncertainty in the
parameter.

A. Experimental effects

(i) Intercalibration jet energy correction: This is the part
of the JES uncertainty originating from modeling of
the radiation in the relative (pT—and η-dependent)
intercalibration procedure.

(ii) In situ jet energy calibration: This is the part of the
JES uncertainty coming from the uncertainties
affecting the absolute JES determination using
γ=Z þ jets events.

(iii) Uncorrelated jet energy correction: This is the
uncertainty source coming from the statistical un-
certainty in the in situ jet energy calibration, the
contributions stemming from the jet energy correc-
tion due to pileup effects, the uncertainties due to the
variations in the calorimeter response versus time,
and some detector specific effects. To give a clear
indication of the contribution to the JES uncertainty
coming from pileup, we have subdivided this un-
certainty into nonpileup and pileup contributions.

(iv) Lepton energy scale (LES): Analogous to the JES,
the energy scale of the leptons may also induce a
systematic bias. A typical variation of 0.6% is taken
for electrons in the barrel region and 1.5% in the
detector endcaps. For the muons, the uncertainty is
negligible.

(v) Emiss
T scale: Measurement of the Emiss

T is affected by
the variation in LES and JES and by the uncertainty
in scale of the unclustered energy. The unclustered
energy scale is varied independently of LES and JES
to obtain the Emiss

T uncertainty.
(vi) Jet energy resolution: The systematic uncertainty

associated with the JER in the simulation is deter-
mined by increasing or decreasing the JER by 1σ.

(vii) b tagging: The uncertainty in the b tagging effi-
ciency and misidentification probability of non-b
jets may lead to varying background and signal

levels. This uncertainty is estimated by varying the b
tagging discriminator requirements in simulations.
In the leptonþ jets analysis, for example, the
changes in the CSVM discriminator leads to an
uncertainty in the b tagging efficiency of 1.2% and
the false tagging rate of 15%, both of which
correspond to a 1σ variation in the value of the b
tagging scale factor. The all-jets and dilepton
uncertainties are computed in a similar manner for
the CSVT and CSVL discriminators, respectively.
Propagating the tagging efficiency uncertainty to the
values of mt leads to the systematic uncertainty.

(viii) Trigger: This systematic uncertainty captures the
uncertainties related to the modeling of the trigger
efficiency, and is only significant for the all-jets
measurement.

(ix) Pileup: During the data taking period, the instanta-
neous luminosity increased dramatically during the
year, leading to an increased number of simulta-
neous proton-proton interactions overlapping with
the primary hard scattering (in-time pileup) and
possible effects due to the detector response to
previous collision events (out-of-time pileup). These
effects are evaluated by using pseudoexperiments in
which the average number of pileup events was
varied by �5%.

(x) Backgrounds: The background contamination ex-
pected from simulation is < 5% in the leptonþ jets
and dilepton channels. The effect of the background
modeling on mt is estimated by varying the shape
and normalization for each background within their
uncertainty. Uncertainties from simulated back-
grounds are taken to be correlated across all the
measurements. The only channel for which there is a
significant non-tt̄ background in the final fit sample
is the all-jets channel. For this, the shape of the QCD
multijet background is estimated from a control
sample in the data. The method is validated using
simulated QCD multijet events and with an alter-
native approach using event mixing in the data. The
predicted background shapes are varied to cover
the residual differences found in the validation. The
uncertainties from the background estimation from
control samples in the data are assumed to be
uncorrelated.

(xi) Fit calibration: For the calibration of the fits, the
simulated samples are statistically limited. The
uncertainty quoted is the statistical uncertainty in
the residual bias in the fit calibration.

B. Theoretical and modeling uncertainties

1. Hard scattering and radiation

(i) Parton distribution functions: PDFs are used in
modeling the hard scattering in proton-proton
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collisions in the simulations. The uncertainties in the
PDFs and their effect on the measured value of mt
are studied by reweighting a tt̄ sample with different
PDF eigenvectors using the PDF4LHC prescription
[49]. The reweighted events are used to generate
pseudoexperiments and the variation in the fitted
mass is quoted as the uncertainty [37].

(ii) Renormalization and factorization scales: This
uncertainty is estimated using the simultaneous

variation of the renormalization and factorization
scales by factors of 2 and 0.5 in the matrix element
calculation and the initial-state parton shower of the
signal and the W þ jets background.

(iii) ME-PS matching threshold: In the tt̄ simulation, the
matching thresholds used for interfacing the matrix
elements (ME) generated with MADGRAPH to the
PYTHIA parton showers (PS) are varied from the
default of 40 GeV down to 30 GeVand up to 60 GeV

TABLE I. Category breakdown of the systematic uncertainties for the 2D, 1D, and hybrid measurements in the leptonþ jets channel.
Each term has been estimated using the procedures described in Sec. VI. The uncertainties are expressed in GeVand the signs are taken
from theþ1σ shift in the value of the quantity. Thus a positive sign indicates an increase in the value ofmt or the JSF and a negative sign
indicates a decrease. For uncertainties determined on independent simulated samples the statistical precision of the shift is displayed.
With the exception of the flavor-dependent JEC terms (see Sec. VI), the total systematic uncertainty is obtained from the sum in
quadrature of the individual systematic uncertainties.

mt fit type

2D 1D hybrid

Leptonþ jets channel δm2D
t ðGeVÞ δJSF δm1D

t ðGeVÞ δmhyb
t ðGeVÞ

Experimental uncertainties
Method calibration 0.04 0.001 0.04 0.04
Jet energy corrections
–JEC: intercalibration < 0.01 < 0.001 þ0.02 þ0.01
–JEC: in situ calibration −0.01 þ0.003 þ0.24 þ0.12
–JEC: uncorrelated nonpileup þ0.09 −0.004 −0.26 −0.10
–JEC: uncorrelated pileup þ0.06 −0.002 −0.11 −0.04
Lepton energy scale þ0.01 < 0.001 þ0.01 þ0.01
Emiss
T scale þ0.04 < 0.001 þ0.03 þ0.04

Jet energy resolution −0.11 þ0.002 þ0.05 −0.03
b tagging þ0.06 < 0.001 þ0.04 þ0.06
Pileup −0.12 þ0.002 þ0.05 −0.04
Backgrounds þ0.05 < 0.001 þ0.01 þ0.03

Modeling of hadronization

JEC: flavor-dependent
–light quarks (u d s) þ0.11 −0.002 −0.02 þ0.05
–charm þ0.03 < 0.001 −0.01 þ0.01
–bottom −0.32 < 0.001 −0.31 −0.32
–gluon −0.22 þ0.003 þ0.05 −0.08
b jet modeling
–b fragmentation þ0.06 −0.001 −0.06 < 0.01
–Semileptonic b hadron decays −0.16 < 0.001 −0.15 −0.16

Modeling of perturbative QCD

PDF 0.09 0.001 0.06 0.04
Ren. and fact. scales þ0.17� 0.08 −0.004� 0.001 −0.24� 0.06 −0.09� 0.07
ME-PS matching threshold þ0.11� 0.09 −0.002� 0.001 −0.07� 0.06 þ0.03� 0.07
ME generator −0.07� 0.11 −0.001� 0.001 −0.16� 0.07 −0.12� 0.08
Top quark pT þ0.16 −0.003 −0.11 þ0.02

Modeling of soft QCD

Underlying event þ0.15� 0.15 −0.002� 0.001 þ0.07� 0.09 þ0.08� 0.11
Color reconnection modeling þ0.11� 0.13 −0.002� 0.001 −0.09� 0.08 þ0.01� 0.09

Total systematic 0.59 0.007 0.62 0.48

Statistical 0.20 0.002 0.12 0.16

Total 0.62 0.007 0.63 0.51
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and the uncertainty is taken as the maximal differ-
ence in mt induced by this variation.

(iv) ME generator: The sensitivity to the parton-level
modeling is estimated by comparing the reference
samples (MADGRAPH and PYTHIA) to samples pro-
duced using POWHEG and PYTHIA. The difference
between the values of mt obtained with the two
samples is taken as the uncertainty.

(v) Top quark pT uncertainty: This term represents the
uncertainty coming from the modeling of the top
quark pT distribution in the ME generator. The
uncertainty is estimated by taking the difference in
shape between the parton level pT spectrum from the
ME generator and the unfolded pT spectrum deter-
mined from the data [39]. The uncertainty is
considered fully correlated across the measurements.

TABLE II. Category breakdown of the systematic uncertainties for the 2D, 1D and hybrid measurements in the all-jets channel. Each
term has been estimated using the procedures described in Sec. VI. The uncertainties are expressed in GeVand the signs are taken from
the þ1σ shift in the value of the quantity. Thus a positive sign indicates an increase in the value of mt or the JSF and a negative sign
indicates a decrease. For uncertainties determined on independent simulated samples the statistical precision of the shift is displayed.
With the exception of the flavor-dependent JEC terms (see Sec. VI), the total systematic uncertainty is obtained from the sum in
quadrature of the individual systematic uncertainties.

mt fit type

2D 1D hybrid

All-jets channel δmt
2D ðGeVÞ δJSF δmt

1D ðGeVÞ δmhyb
t ; ðGeVÞ

Experimental uncertainties

Method calibration 0.06 0.001 0.06 0.06

Jet energy corrections

–JEC: intercalibration < 0.01 < 0.001 þ0.02 þ0.02
–JEC: in situ calibration −0.01 < 0.001 þ0.23 þ0.19
–JEC: uncorrelated non-pileup þ0.06 −0.001 −0.19 −0.16
–JEC: uncorrelated pileup þ0.04 < 0.001 −0.08 −0.06
Jet energy resolution −0.10 þ0.001 þ0.03 þ0.02
b tagging þ0.02 < 0.001 þ0.01 þ0.02
Pileup −0.09 þ0.002 þ0.02 < 0.01
Backgrounds −0.61 −0.007 −0.14 −0.20
Trigger þ0.04 < 0.001 −0.01 < 0.01

Modeling of hadronization

JEC: flavor-dependent

–light quarks (u d s) þ0.10 −0.001 −0.02 þ0.00
–charm þ0.03 −0.001 −0.01 −0.01
–bottom −0.30 þ0.000 −0.29 −0.29
–gluon −0.17 þ0.002 þ0.02 −0.02
b jet modeling
–b fragmentation þ0.08 −0.001 þ0.03 þ0.04
–Semileptonic b hadron decays −0.14 < 0.001 −0.13 −0.13

Modeling of perturbative QCD

PDF 0.06 < 0.001 0.03 0.03
Ren. and fact. scales þ0.29� 0.16 −0.005� 0.001 −0.19� 0.11 −0.12� 0.12
ME-PS matching threshold þ0.18� 0.16 −0.002� 0.001 þ0.12� 0.11 þ0.13� 0.12
ME generator −0.04� 0.20 −0.002� 0.002 −0.18� 0.14 −0.16� 0.14
Top quark pT þ0.04 þ0.001 þ0.08 þ0.06

Modeling of soft QCD

Underlying event þ0.27� 0.25 −0.002� 0.002 þ0.13� 0.18 þ0.14� 0.18
Color reconnection modeling þ0.35� 0.22 −0.003� 0.002 þ0.14� 0.16 þ0.16� 0.16

Total systematic 0.95 0.011 0.62 0.59

Statistical 0.32 0.003 0.23 0.25

Total 1.00 0.011 0.66 0.64
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2. Nonperturbative QCD

(i) Underlying event: This represents the uncertainty in
modeling the soft underlying hadronic activity in the
event, which affects the simulation of both signal
and background. The uncertainty is estimated by
comparing PYTHIA tunes with increased and de-
creased underlying event activity relative to a central
tune. For this we compare the results for the Perugia
2011 tune to the results obtained using the Perugia
2011 mpiHi and the Perugia 2011 Tevatron
tunes [50].

(ii) Color reconnection: The effects of possible mis-
modeling of color reconnection are estimated by
comparing the mass calculated using underlying
event tunes with and without the inclusion of these
effects. For these simulations the Perugia 2011 and
Perugia 2011 no CR tunes are used [50]. The
uncertainty is taken as the difference between the
two computed values of mt.

3. Hadronization

(i) Flavor-dependent hadronization uncertainty: This is
the part of the JES uncertainty that comes from
differences in the energy response for different jet
flavors and flavor mixtures with respect to those
used in the calibration procedures. Four uncertain-
ties are quoted that correspond to the uncertainties
for light quarks (u, d, s), charm quarks, bottom
quarks and gluons. These are evaluated by compar-
ing Lund string fragmentation (PYTHIA 6 [16]) and
cluster fragmentation (HERWIG++ [51]) for each
category of jets. The models in PYTHIA and HERWIG

allow for the differences between the jet types, and
the uncertainty is determined by varying the jet
energies within their respective flavor-dependent
uncertainties. The full flavor-dependent uncertainty
is obtained by taking a signed linear sum of these
four contributions. For this we perform �1σ shifts
for each of the contributions and compute the total
uncertainty from the sum of the þ1σ and −1σ shifts
separately. As these are symmetric, we quote the
þ1σ shifts for the values of the uncertainties in
Tables I–III.

(ii) b quark fragmentation and b hadron branching
fraction uncertainties: This term provides a descrip-
tion of the residual uncertainties not covered by the
flavor-dependent hadronization term. It has two
components: the uncertainty in the modeling of
the b quark fragmentation function and the uncer-
tainty from the measured b hadron semileptonic
branching fractions. The b quark fragmentation
function in PYTHIA is modeled using a Bowler-Lund
model for the fragmentation into b hadrons. The
fragmentation uncertainty is determined from the
difference between a version tuned to ALEPH [52]

and DELPHI [53] data and the PYTHIA Z2* tune.
Lastly, the uncertainty from the semileptonic b
hadron branching fraction is obtained by varying
by −0.45% and þ0.77%, which is the range of the
measurements from B0=Bþ decays and their uncer-
tainties [41].

TABLE III. Category breakdown of the systematic uncertain-
ties for the AMWT measurement in the dilepton channel. Each
term has been estimated using the procedures described in
Sec. VI. The uncertainties are expressed in GeV and the signs
are taken from the þ1σ shift in the value of the quantity. Thus a
positive sign indicates an increase in the value of mt and a
negative sign indicates a decrease. For uncertainties determined
on independent simulated samples the statistical precision of the
shift is displayed. With the exception of the flavor-dependent JEC
terms (see Sec. VI), the total systematic uncertainty is obtained
from the sum in quadrature of the individual systematic un-
certainties.

Dilepton channel δmt ðGeVÞ
Experimental uncertainties

Method calibration 0.03
Jet energy corrections
–JEC: intercalibration þ0.03
–JEC: in situ calibration þ0.24
–JEC: uncorrelated nonpileup −0.28
–JEC: uncorrelated pileup −0.12
Lepton energy scale þ0.12
Emiss
T scale þ0.06

Jet energy resolution þ0.06
b tagging þ0.04
Pileup þ0.04
Backgrounds þ0.02

Modeling of hadronization

JEC: flavor-dependent
–light quarks (u d s) þ0.02
–charm þ0.02
–bottom −0.34
–gluon þ0.06
b jet modeling
–b fragmentation −0.69
–Semileptonic b hadron decays −0.17
Modeling of perturbative QCD

PDF 0.16
Ren. and fact. scales −0.75� 0.20
ME-PS matching threshold −0.12� 0.20
ME generator −0.24� 0.20
Top quark pT −0.25
Modeling of soft QCD

Underlying event þ0.04� 0.20
Color reconnection modeling −0.11� 0.20

Total systematic 1.22

Statistical 0.19

Total 1.24
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VII. INDIVIDUAL CHANNEL RESULTS

A. The leptonþ jets channel

After estimating the systematic uncertainties for the
leptonþ jets channel, the measurement of mt and the
JSF from the 2D analysis gives

m2D
t ¼ 172.14� 0.19ðstatþ JSFÞ � 0.59ðsystÞ GeV;

JSF2D ¼ 1.005� 0.002ðstatÞ � 0.007ðsystÞ:

The overall uncertainty in mt is 0.62 GeV and the
measured JSF is compatible with the one obtained from
events with Z bosons and photons [37] within the
systematic uncertainties.
The measurements from the 1D and hybrid analyses are

m1D
t ¼ 172.56� 0.12ðstatÞ � 0.62ðsystÞ GeV;

mhyb
t ¼ 172.35� 0.16ðstatþ JSFÞ � 0.48ðsystÞ GeV:

Thus the hybrid approach delivers the most precise meas-
urement of the methods studied for the leptonþ jets
channel with a total uncertainty of 0.51 GeV.
The breakdown of the systematic uncertainties for the

three fits is shown in Table I. In the leptonþ jets and
all-jets measurements several uncertainty sources yield
opposite signs in the 1D and 2D approaches. This arises
because the untagged jets used for mreco

W have a softer
pT spectrum and larger gluon contamination compared
to the b jets. As a consequence, the measurement of the
JSF in the 2D measurement is more sensitive to low-pT
effects and radiation uncertainties than the 1D meas-
urement where the light-jet energies are bound to fulfill
the W mass constraint. The net effect, when using a flat
JSF, is that the uncertainties can be overcorrected in the
2D fit and thus their signs reverse. The hybrid fit makes
optimal use of the available information and leads to
partial cancelation of these uncertainties, resulting in the
observed improvement of the precision of the mass
measurement.

B. The all-jets channel

The 2D analysis in the all-jets channel yields a meas-
urement of

m2D
t ¼ 171.64� 0.32ðstatþ JSFÞ � 0.95ðsystÞ GeV;

JSF2D ¼ 1.011� 0.003ðstatÞ � 0.011ðsystÞ;

giving an overall uncertainty in the mass of 1.00 GeV.
The measurements from the 1D and hybrid analyses are

m1D
t ¼ 172.46� 0.23ðstatÞ � 0.62ðsystÞ GeV;

mhyb
t ¼ 172.32� 0.25ðstatþ JSFÞ � 0.59ðsystÞ GeV;

with overall uncertainties of 0.66 and 0.64 GeV for the 1D
and hybrid fits, respectively.
The breakdown of the systematic uncertainties for the

three fits is shown in Table II.

C. The dilepton channel

For the dilepton channel the systematic uncertainties are
defined as the difference between measurements ofmt from
pseudodata events, selected at random from the MC events
in the mt ¼ 172.5 GeV template. For each category of
systematic uncertainty, modified templates were produced
with a given systematic variable shifted, generically by
�1σ. The fit is repeated using the modified pseudodata and
the respective mean is subtracted from the mean of the
default tt̄ MC simulation to calculate the final systematic
uncertainty for each category. This yields a final mass
measurement of

mt ¼ 172.82� 0.19ðstatÞ � 1.22ðsystÞ GeV:

The breakdown of the systematic uncertainty for the
dilepton mass measurement is shown in Table III. In
comparison with the leptonþ jets (Table I) and the all-jets
(Table II) channels, the systematic uncertainties are similar
in size with the exception of the factorization and renorm-
alization, and b fragmentation terms, both of which are
significantly larger. Studies of these indicate that this is
probably the result of an increased boost of the visible
decay products, coupled to the weak constraint of the Emiss

T
on the energies of the two neutrinos.

D. The 2010 and 2011 measurements

The published CMS measurements are based on
ffiffiffi
s

p ¼
7 TeV data recorded during 2010 and 2011. Although
much less precise than the new measurements, they come

TABLE IV. CMS measurements of the top quark mass using the data recorded at
ffiffiffi
s

p ¼ 7 TeV.

Analysis Reference mt (GeV) Statistical uncertainty (GeV) Systematic uncertainty (GeV)

2010 dilepton (AMWT) [54] 175.50 4.60 4.52

2011 leptonþ jets (2D) [55] 173.49 0.27 1.03
2011 all-jets (1D) [48] 173.49 0.69 1.23
2011 dilepton (AMWT) [43] 172.50 0.43 1.46
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from independent data sets and have different sensitivities
to the various systematic uncertainties. These are included
in the combined mass analysis, which is discussed in
Sec. IX. For completeness we summarize these measure-
ments in Table IV below. The analysis techniques used for
each of these are very similar to those used for the 2012
analyses. The dilepton results both use the AMWTmethod,
which is described in Sec. IV B, and the leptonþ jets (all-
jets) result comes from the 2D (1D) ideogram technique,
which is described in Sec. IVA.

VIII. MEASURED TOP QUARK MASS AS A
FUNCTION OF KINEMATIC OBSERVABLES

To search for possible biases in our measurements and
the potential limitations of current event generators, a series
of differential measurements of mt as a function of the
kinematic properties of the tt̄ system is performed. To
maximize the accuracy of the results, the study is per-
formed in the leptonþ jets channel using the hybrid fit
technique. The variables are chosen to probe potential
effects from color reconnection, initial- and final-state
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FIG. 9. Measurements of mt as a function of the transverse momentum of the hadronically decaying top quark (pt;had
T ), the invariant

mass of the tt̄ system (mtt̄), the transverse momentum of the tt̄ system (ptt̄
T), and the number of jets with pT > 30 GeV. The filled circles

represent the data, and the other symbols are for the simulations. For reasons of clarity the horizontal error bars are shown only for the
data points and each of the simulations is shown as a single offset point with a vertical error bar representing its statistical uncertainty.
The statistical uncertainty of the data is displayed by the inner error bars. For the outer error bars, the systematic uncertainties are added
in quadrature. The open circles correspond to MADGRAPH with the PYTHIA Z2* tune, the open squares to MADGRAPH with the PYTHIA

Perugia 2011 tune, and the open triangles represent MADGRAPH with the PYTHIA Perugia 2011 noCR tune. The open diamonds
correspond to POWHEG with the PYTHIA Z2* tune and the open crosses correspond to POWHEG with HERWIG 6. The filled stars are for
MC@NLO with HERWIG 6 and the open stars are for SHERPA.
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radiation, and the kinematics of the jets coming from the
top quark decays.
For each measurement, the hybrid analysis method is

applied to subsets of events defined according to the value
of a given kinematic event observable after the kinematic
fit. The contribution of the external JSF constraint is fixed
to 50% to ensure consistency of all bins with the inclusive
result. Constant shifts in the measured mt values may arise
due to the systematic uncertainties of the inclusive meas-
urement or from the use of different mt values in data and

simulations. To search for kinematics-dependent biases the
value of the mean measured top quark mass is subtracted
and the results are expressed in the form mt − hmti, where
the mean comes from the inclusive measurement on the
specific sample. In each case, the event sample is divided
into 3 to 5 bins as a function of the value of the kinematic
observable and we populate each bin using all permutations
which lie within the bin boundaries. As some observables
depend on the jet-quark assignment that cannot be resolved
unambiguously, such as the pT of a reconstructed top
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quark, a single event is allowed to contribute to multi-
ple bins.
To aid in the interpretation of a difference between the

value of mt − hmti and the prediction from a simulation in
the same bin, a bin-by-bin calibration of the results is
performed using the MADGRAPH+PYTHIA simulation. This
is performed using the same technique as for the inclusive
measurement [55] except that it is performed on each bin
separately. Thus, after calibration the value in each bin can
be interpreted in terms of its agreement with respect to the
inclusive measurement.
For eight kinematic variables the results for the cali-

brated mass difference, mt − hmti, are shown as a function
of the chosen variable, and we compare the results to the
predictions of seven different simulations. For each plotted
point the statistical uncertainty and the dominant systematic
uncertainties are combined in quadrature, where the latter
include the JES (pT-, η- and flavor-dependent), JER,
pileup, b fragmentation, renormalization and factorization
scales, and ME-PS matching threshold. The systematic
uncertainties are assumed to be correlated among all bins,
so that any constant shift is removed by subtracting hmti.
We note that this approximation may underestimate the
uncertainties from the pT=η-dependent JES.
For each plot we compare the data to simulations based

on LO (MADGRAPH and SHERPA) and NLO (POWHEG and
MC@NLO) matrix element calculations with both string
(PYTHIA) and cluster (HERWIG) models for fragmentation.
We also vary the choice of underlying event tune from Z2*
to Perugia 2011 both with and without color reconnections,
and the AUET2 tune. With the exception of the MC@NLO

and SHERPA simulations, which are only used for this study,
these are the same simulation as those discussed in Sec. III
A. The simulations used for this study are

(i) MADGRAPH with the PYTHIA Z2* tune, which is the
simulation used in the mass determinations
[14–16,56];

(ii) MADGRAPH with the PYTHIA Perugia 2011 tune
[14,16,50];

(iii) MADGRAPH with the PYTHIA Perugia 2011 noCR
tune [14,16,50];

(iv) SHERPA 1.4.0 with up to 4 additional jets from the
LO matrix element [57,58];

(v) POWHEG with the PYTHIA Z2* tune [16,21–25,56];
(vi) POWHEG with the HERWIG 6.520 AUET2 tune

[21–25,59];
(vii) MC@NLO 3.41 with the HERWIG 6.520 default tune

[59–61].
The variables were chosen for their potential sensitivity

to modeling the kinematics of top quark production (Fig. 9)
and decay (Fig. 10). No significant deviation in the value of
the measured mt is observed, indicating that within the
current precision, there is no evidence for a bias in the
measurements. The agreement between the data and each
of the simulations is quantified in Table V. Here we show

the cumulative χ2 for the 27 degrees of freedom represented
by the eight distributions studied (Figs. 9 and 10) and the
corresponding number of standard deviations between the
data and the simulation, where we have assumed two-sided
Gaussian confidence intervals for each simulation. In all
cases, with the possible exception of POWHEG+HERWIG 6
simulation, the data is well described by the models.

IX. COMBINING THE MASS MEASUREMENTS

In this section, results for the combined top quark mass
measurement are presented. As inputs we use the new
results presented in this paper and the published CMS
measurements from the 2010 [54] and 2011 [43,48,55]
analyses. To combine the results, the best linear unbiased
estimate method (BLUE) [62] is used. This determines a
linear combination of the input measurements which takes
into account statistical and systematic uncertainties by
minimizing the total uncertainty of the combined result.
The procedure takes account of the correlations that exist
between the different uncertainty sources through the use of
correlation coefficients. These are chosen to reflect the
current knowledge of the uncertainties for both the corre-
lations between measurements in a given decay channel
from different years (ρchan) and between the measurements
in different decay channels from the same year (ρyear). The
nominal values are set to either zero for uncorrelated or
unity for fully correlated (see Table VI). Because the
measurements from the 2012 analyses are significantly
more precise, both statistically and systematically, than
those from the 2010 and 2011 analyses, the use of unity
coefficients for ρchan and ρyear is problematic. To mitigate
this, we have chosen to perform combinations in which the
correlation coefficients are limited to value of less than
unity. This has been done by setting the correlation
coefficients for each pair of measurements in the fully
correlated cases to ρ ¼ σi=σj, where σi and σj are the
uncorrelated components of the uncertainties in measure-
ments i and j, respectively, and σi < σj. For all of the
measurements, the statistical uncertainties are assumed to
be uncorrelated.

TABLE V. Comparison of different simulations and the data.
The summed χ2 values and number of standard deviations are
computed for the 27 points entering Figs. 9 and 10 assuming two-
sided Gaussian statistics.

Simulation χ2 Standard deviations

MGþ PYTHIA 6 Z2* 17.55 0.10
MGþ PYTHIA 6 P11 37.68 1.73
MGþ PYTHIA 6 P11noCR 31.57 1.15
POWHEG þ PYTHIA 6 Z2* 19.70 0.20
POWHEG þ HERWIG 6 76.48 4.84
MC@NLOþ HERWIG 6 20.47 0.24
SHERPA 46.79 2.56
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A. Measurement permutations

The precision of any combination of the measurements
will be dominated by the set of new measurements,
derived from the 2012 data. To investigate the effect of

the choice of fit method on the result, we perform a series
of combinations in which the 2012 inputs from the
leptonþ jets and all-jets decay channels are varied. For
simplicity of discussion, these are classified according to
the type of fit used for each channel. They are labeled as
follows: 2 for a 2D fit, 1 for a 1D or AMWT fit, and h for a
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FIG. 11. Systematic uncertainty correlations for mass measure-
ments in the lepton þ jets and all-jets channels. Each point
represents a single systematic uncertainty taken from Tables I
and II. Top: for the 2D leptonþ jets and 1D all-jets measure-
ments; bottom: for the hybrid leptonþ jets and the 1D all-jets
measurements. The filled circles correspond to the systematic
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show a negative correlation. The points shown as filled squares
are those for which the systematic estimation is dominated by a
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TABLE VI. Nominal correlation coefficients for the systematic
uncertainties, The term ρchan is the correlation factor for mea-
surements in the same top quark decay channel, but different
years and the term ρyear is the correlation between measurements
in different channels from the same year.

Correlations

ρchan ρyear

Experimental uncertainties
Method calibration 0 0
JEC: intercalibration 1 1
JEC: in situ calibration 1 1
JEC: uncorrelated nonpileup 0 1
Lepton energy scale 1 1
Emiss
T scale 1 1

Jet energy resolution 1 1
b tagging 1 1
Pileup 0 1
Non-tt̄ background (data) 0 0
Non-tt̄ background (simulation) 1 1
Trigger 0 0

Modeling of hadronization

JEC: flavor-dependent 1 1
b jet modeling 1 1

Modeling of perturbative QCD

PDF 1 1
Ren. and fact. scales 1 1
ME-PS matching threshold 1 1
ME generator 1 1
Top quark pT 1 1

Modeling of soft QCD

Underlying event 1 1
Color reconnection modeling 1 1

TABLE VII. Combination results for the permutations of the
2D, 1D, and hybrid measurements. The permutation order is
defined to be leptonþ jets:all-jets:dilepton, thus 211 corresponds
to the 2D lepton þ jets:1D all-jets:AMWT dilepton combination.

Combination mt (GeV)
Stat þ JSF

uncertainty (GeV)
Syst

uncertainty (GeV)

211 172.40 0.13 0.54
121 172.61 0.11 0.57
221 172.30 0.15 0.58
111 172.66 0.12 0.56

h11 172.45 0.13 0.47
hh1 172.44 0.13 0.47

2h1 172.35 0.14 0.53
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hybrid fit. Thus a leptonþ jets:all-jets:dilepton fit is
denoted 211 in the case of a 2D fit for the leptonþ jets
channel a 1D fit for the all-jets channel and the AMWT fit
in the dilepton channel.
The most precise set of nonhybrid measurements cor-

responds to the set 211, which gives a result of

mt ¼ 172.40� 0.13ðstatþ JSFÞ
� 0.54ðsystÞ GeV ð211 combinationÞ:

To verify that this gives the most precise combination,
combinations are performed using the other permutations
of the 2012 measurements. The results, listed in Table VII,

are in good agreement with the 211 result but have less
precision, as expected.
For the hybrid results, the effect of constraining the JSF

factor in the mass fits can be examined. There are three
significant new permutations to consider, the h11, hh1, and
2h1 combinations. The results, shown in Table VII, are in
good agreement with the 211 result, with the h11 and hh1
combinations giving the most precise measurements, as
expected. For these the results are

mt ¼ 172.45� 0.13ðstatþ JSFÞ
� 0.47ðsystÞ GeV ðh11 combinationÞ;

mt ¼ 172.44� 0.13ðstatþ JSFÞ
� 0.47ðsystÞ GeV ðhh1 combinationÞ;

both with an overall improvement in precision of 0.07 GeV
with respect to the 211 analysis, and a total uncertainty of
0.48 GeV.

B. Anticorrelation effects

For the results presented here, the signs of most of the
uncertainty contributions are well defined (i.e. for a 1σ shift
in a given quantity, the statistical component of the
estimated systematic uncertainty is significantly smaller
than the value of the uncertainty). This allows a comparison
of the signs of the systematic uncertainties for the different
channels and for the different fitting techniques. An
anticorrelation (i.e. opposite signs) is observed between
several of the terms when comparing the results from a 2D
and a 1D (or AMWT) fit. However, if the 2D fit is replaced
by the corresponding hybrid result, the anticorrelations are
removed. This is illustrated in Fig. 11, which shows the
uncertainty correlations between the leptonþ jets and all-
jets channels for the 2D vs 1D and the hybrid vs 1D cases.
In the 2D vs 1D plot (Fig. 11 left) we observe a significant
number of anticorrelated terms (coming primarily from the
JES and pileup terms), whereas in the hybrid vs 1D plot
(Fig. 11 right) we see no significant anticorrelations. Given
the uncertainty terms that vary between the 2D and hybrid
treatments, it is believed that the observed effect arises from
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-1EPJC 74 (2014) 2758, 3.5 fb

 0.98 GeV± 0.43 ±173.49
 syst)± stat ±(value

CMS 2011, lepton+jets
-1JHEP 12 (2012) 105, 5.0 fb

 1.22 GeV± 0.19 ±172.82
 syst)± stat ±(value

CMS 2012, dilepton
-1This analysis, 19.7 fb

 0.59 GeV± 0.25 ±172.32
 syst)± stat ±(value

CMS 2012, all-jets
-1This analysis, 18.2 fb

 0.48 GeV± 0.16 ±172.35
 syst)± stat ±(value

CMS 2012, lepton+jets
-1This analysis, 19.7 fb

 0.47 GeV± 0.13 ±172.44
 syst)± stat ±(value

CMS combination

 0.52 GeV± 0.37 ±174.34
 syst)± stat ±(value

Tevatron combination (2014)
arXiv:1407.2682

 0.71 GeV± 0.27 ±173.34
 syst)± stat ±(value

World combination 2014
ATLAS, CDF, CMS, D0
arXiv:1403.4427

 [GeV]tm
165 170 175 180165 170 175 180

FIG. 12. Summary of the CMS mt measurements and their
combination. The thick error bars show the statistical uncertainty
and the thin error bars show the total uncertainty. Also shown are
the current Tevatron [8] and world average [7] combinations.

TABLE VIII. Correlations between input measurements. The elements in the table are labeled according to the
analysis they correspond to (rows and columns read as 2010, 2011, 2012 followed by the tt̄ decay channel name).

2010 2011 2012

dilepton dilepton leptonþ jets all-jets dilepton leptonþ jets all-jets

2010 dilepton 1.00
dilepton 0.15 1.00

2011 leptonþ jets 0.09 0.37 1.00
all-jets 0.10 0.62 0.31 1.00
dilepton 0.09 0.26 0.17 0.17 1.00

2012 leptonþ jets 0.05 0.21 0.30 0.26 0.26 1.00
all-jets 0.06 0.20 0.27 0.28 0.32 0.61 1.00
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the variation in the JSF factors between the 2D, 1D, and
hybrid results (Secs. VA and V B).
These effects are not considered in the standard 211

combination as the input correlation coefficients are pos-
itive for all of the correlated cases (see Table VI). To
estimate the effect of including anticorrelations, the corre-
lation coefficients are set to negative values for the cases
where an anticorrelation (opposite sign) is observed and
positive values where a positive (same sign) or neutral
(statistically limited) correlation is observed and the 211
combination analysis is repeated. This gives a result of
172.40� 0.13ðstatþ JSFÞ � 0.47ðsystÞ GeV. Thus, while
the result for the mass is unchanged, the systematic
uncertainty is decreased and becomes comparable to that
achieved in the hybrid combinations.

X. RESULTS

Based on the expected uncertainties for each of the
individual measurements (Tables I–III) and the consistency
of the hybrid and 1D results for the JSF (Secs. VA, V B),
the hh1 combination is chosen as the preferred result.
Combining the seven input measurements (four from

ffiffiffi
s

p ¼
7 TeV and three from this analysis) gives a combined top
quark mass measurement of

mt ¼ 172.44� 0.13ðstatþ JSFÞ � 0.47ðsystÞ GeV;

for which the combination χ2 is 2.5 for 6 degrees of
freedom, corresponding to a probability of 87%. This is
compared to the full set of Run 1 measurements in Fig. 12
where the current world average [7] and Tevatron [8]
combinations are also shown. The result is consistent with
all of the published LHC measurements and is the most
precise measurement to date with a precision of 0.3%.
The correlations between each of the measurements is

shown in Table VIII. Figure 13 shows the combination
coefficients and pulls, where the pull is defined as ðmcomb

top −
mmeas

top Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2meas − σ2comb

p
where mcomb

top and mmeas
top are the

combined and the individual measurements of mt, respec-
tively, and σcomb and σmeas are the corresponding total
uncertainties. The 2010 measurement contributes very little
to the overall result. As the treatment of the systematic
uncertainty for this analysis is the least sophisticated of the
seven measurements, the final combination is repeated to
verify that it does not influence the final result. Excluding
this measurement produces negligible changes in the values
of mt or its total uncertainty, δmt. For the combination of
the remaining six measurements the χ2 is 2.3 for 5 degrees
of freedom, corresponding to a probability of 80%.
The breakdown of the systematic uncertainties for the

combination is shown in Table IX. The dominant uncer-
tainty in the measurement arises from the modeling of the
hadronization, with 0.33 GeV coming from the flavor-
dependent jet energy corrections and a further 0.14 GeV

coming from the b jets. There are a further six terms with
uncertainties in the range of 0.11–0.12 GeV. Of these, four
are coming from theory and only two, the JEC in
situ (0.12 GeV) and the JEC uncorrelated nonpileup
(0.10 GeV) are experimental. The theoretical uncertainties

BLUE Combination Coefficient [%]

-100 0 100

2010 dilepton < 0.05 %

2011 dilepton 1.1 %

2011 all-jets 0.2 %

2011 lepton+jets 6.6 %

2012 dilepton 3.1 %

2012 all-jets 16.6 %

2012 lepton+jets 72.5 %

CMS

Pull
-2 0 2

2010 dilepton 0.48

2011 dilepton 0.04

2011 all-jets 0.80

2011 lepton+jets 1.11

2012 dilepton 0.33

2012 all-jets -0.28

2012 lepton+jets -0.63

CMS

FIG. 13. Results of the BLUE combining procedure on the
CMS measurements showing (left) the combination coefficients,
and (right) the pulls for each contribution.
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are computed using the same models so they should be
fully correlated. For the two experimental terms, the
strength of the assumed correlations is varied by 50% of
their nominal values to check the sensitivity to the assumed
correlation strength. In both cases this produces changes of
less than 0.01 GeV in mt and δmt. We therefore conclude
that the result is quite stable against reasonable changes in
the assumed correlation strength.
Although we do not believe that the use of 100%

correlation strengths is appropriate to use for the correlated
systematic uncertainties, for completeness we have
rerun the final combination without the constraint on the
correlation strengths. In this case we observe shifts of
−0.28 GeV in mt and −0.03 GeV in δmt. For this
combination, four of the seven measurements have negative
combination coefficients and the central mass lies outside
of the boundaries of the measurements. This corresponds to
the result obtained using the standard BLUE method.
Figure 14 shows the mass values obtained from each

of the three channels separately. These correspond to

combinations h2 (2012, 2011) for the leptonþ jets chan-
nel, 111 (2012, 2011, 2010) for the dilepton channel, and
h1 (2012, 2011) for the all-jets channel, respectively. The
results are all in good agreement with the combined
measurement.

XI. SUMMARY

Anew set ofmeasurements of the top quarkmass has been
presented, based on the data recorded by the CMS experi-
ment at the LHC at

ffiffiffi
s

p ¼ 8 TeV during 2012, and corre-
sponding to a luminosity of 19.7 fb−1. The top quark mass
has been measured in the leptonþ jets, all-jets and dilepton
decay channels, giving values of 172.35� 0.16ðstatÞ �
0.48ðsystÞ GeV, 172.32� 0.25ðstatÞ � 0.59ðsystÞ GeV,
and 172.82� 0.19ðstatÞ � 1.22ðsystÞ GeV, respectively.
Individually, these constitute the most precise measurements
in each of the decay channels studied. When combined with
the published CMS results at

ffiffiffi
s

p ¼ 7 TeV, a top quarkmass
measurement of 172.44� 0.13ðstatÞ � 0.47ðsystÞ GeV is
obtained. This is themost precisemeasurement ofmt to date,
with a total uncertainty of 0.48 GeV, and it supersedes all of
the previous CMS measurements of the top quark mass.
The top quark mass has also been studied as a function

of the event kinematical properties in the leptonþ jets
channel. No indications of a kinematical bias in the
measurements is observed and the data are consistent with
a range of predictions from current theoretical models of tt̄
production.

TABLE IX. Category breakdown of systematic uncertainties
for the combined mass result. The uncertainties are expressed in
GeV.

Combined mt result δmtðGeVÞ
Experimental uncertainties
Method calibration 0.03
Jet energy corrections
–JEC: intercalibration 0.01
–JEC: in situ calibration 0.12
–JEC: uncorrelated nonpileup 0.10
Lepton energy scale 0.01
Emiss
T scale 0.03

Jet energy resolution 0.03
b tagging 0.05
Pileup 0.06
Backgrounds 0.04
Trigger < 0.01

Modeling of hadronization

JEC: flavor 0.33
b jet modeling 0.14

Modeling of perturbative QCD

PDF 0.04
Ren. and fact. scales 0.10
ME-PS matching threshold 0.08
ME generator 0.11
Top quark pT 0.02

Modeling of soft QCD

Underlying event 0.11
Color reconnection modeling 0.10

Total systematic 0.47

Statistical 0.13

Total Uncertainty 0.48

 [GeV]tm
165 170 175 180

CMS combination, lepton+jets
This analysis

 0.47 GeV± 0.15 ±172.45
 syst)± stat ±(value

CMS combination, all-jets
This analysis

 0.59 GeV± 0.24 ±172.42
 syst)± stat ±(value

CMS combination, dilepton
This analysis

 1.07 GeV± 0.20 ±172.71
 syst)± stat ±(value

CMS combination  0.47 GeV± 0.13 ±172.44
 syst)± stat ±(value

 [GeV]tm
165 170 175 180

CMS

FIG. 14. The combined
ffiffiffi
s

p ¼ 7 and 8 TeV measurements ofmt
for each of the tt̄ decay channels.
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The observation of Higgs boson production in association with a top quark-antiquark pair is reported,
based on a combined analysis of proton-proton collision data at center-of-mass energies of

ffiffiffi

s
p ¼ 7, 8, and

13 TeV, corresponding to integrated luminosities of up to 5.1, 19.7, and 35.9 fb−1, respectively. The data
were collected with the CMS detector at the CERN LHC. The results of statistically independent searches
for Higgs bosons produced in conjunction with a top quark-antiquark pair and decaying to pairs of
W bosons, Z bosons, photons, τ leptons, or bottom quark jets are combined to maximize sensitivity. An
excess of events is observed, with a significance of 5.2 standard deviations, over the expectation from the
background-only hypothesis. The corresponding expected significance from the standard model for a
Higgs boson mass of 125.09 GeV is 4.2 standard deviations. The combined best fit signal strength
normalized to the standard model prediction is 1.26þ0.31

−0.26 .

DOI: 10.1103/PhysRevLett.120.231801

Proton-proton (pp) collisions at the CERN LHC, at the
center-of-mass (c.m.) energies of

ffiffiffi

s
p ¼ 7, 8, and 13 TeV,

have allowed direct measurements of the properties of the
Higgs boson [1–3]. In particular, the 13 TeV data collected
so far by the ATLAS [4] and CMS [5] experiments have led
to improved constraints on the couplings of the Higgs
boson compared to those performed at the lower energies
[6], permitting more precise consistency checks with the
predictions of the standard model (SM) of particle physics
[7–9]. Nonetheless, not all properties of the Higgs boson
have been established, in part because of insufficiently
large data sets. The lack of statistical precision can be
partially overcome by combining the results of searches in
different decay channels of the Higgs boson and at different
c.m. energies. Among the properties that are not yet well
established is the tree-level coupling of Higgs bosons to top
quarks.
In this Letter, we present a combination of searches for

the Higgs boson (H) produced in association with a top
quark-antiquark pair (tt̄), based on data collected with the
CMS detector. Results from data collected at

ffiffiffi

s
p ¼ 13 TeV

[10–14] are combined with analogous results from
ffiffiffi

s
p ¼ 7

and 8 TeV [15]. As a result of this combination, we
establish the observation of tt̄H production. This consti-
tutes the first confirmation of the tree-level coupling of the
Higgs boson to top quarks.

A top quark decays almost exclusively to a bottom quark
and a W boson, with the W boson subsequently decaying
either to a quark and an antiquark or to a charged lepton and
its associated neutrino. The Higgs boson exhibits a rich
spectrum of decay modes that includes the decay to a
bottom quark-antiquark pair, a τþτ− lepton pair, a photon
pair, and combinations of quarks and leptons from the
decay of intermediate on- or off-shell W and Z bosons.
Thus, tt̄H production gives rise to a wide variety of final-
state event topologies, which we consider in our analyses
and in the combination of results presented below.
In the SM, the masses of elementary fermions are

accounted for by introducing a minimal set of Yukawa
interactions, compatible with gauge invariance, between
the Higgs and fermion fields. Following the spontaneous
breaking of electroweak symmetry [16–21], charged fer-
mions of flavor f couple to H with a strength yf propor-
tional to the mass mf of those fermions, namely yf ¼
mf=v, where v ≈ 246 GeV is the vacuum expectation value
of the Higgs field. Measurements of the Higgs boson decay
rates to down-type fermions (τ leptons and bottom quarks)
agree with the SM predictions within their uncertainties
[22,23]. However, the top quark Yukawa coupling (yt)
cannot be similarly tested from the measurement of a
decay rate since on-shell top quarks are too heavy to be
produced in Higgs boson decay. Instead, constraints on yt
can be obtained through the measurement of the pp → tt̄H
production process. Example tree-level Feynman diagrams
for this process are shown in Fig. 1. To date, tt̄H production
has eluded definite observation, although first evidence has
been recently reported by the ATLAS [24] and CMS [10]
Collaborations.
The overall agreement observed between the SM pre-

dictions and data for the rate of Higgs boson production
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through gluon-gluon fusion and for the H → γγ decay
mode [6] suggests that the Higgs boson coupling to top
quarks is SM-like, since the quantum loops in these
processes include top quarks. However, non-SM particles
in the loops could introduce terms that compensate for, and
thus mask, other deviations from the SM. A measurement
of the production rate of the tree-level tt̄H process can
provide evidence for, or against, such new-physics
contributions.
The central feature of the CMS apparatus is a super-

conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two end
cap sections. Forward calorimeters extend the pseudora-
pidity coverage provided by the barrel and end cap
detectors. Muons are detected in gas-ionization chambers
embedded in the steel flux-return yoke outside the solenoid.
A detailed description of the CMS detector can be found
in Ref. [5].
Events of interest are selected using a two-tiered trigger

system [25] based on custom hardware processors and a
farm of commercial processors running a version of the full
reconstruction software optimized for speed. Offline, a
particle-flow algorithm [26] is used to reconstruct and
identify each particle in an event based on a combination
of information from the various CMS subdetectors.
Additional identification criteria are employed to improve

purities and define the final samples of candidate electrons,
muons, hadronically decaying τ leptons (τh) [27,28], and
photons. Jets are reconstructed from particle-flow candi-
dates using the anti-kT clustering algorithm [29] imple-
mented in the FASTJET package [30]. Multivariate
algorithms [31,32] are used to identify (tag) jets arising
from the hadronization of bottom quarks (b jets) and
discriminate against gluon and light flavor quark jets.
The algorithms utilize observables related to the long
lifetimes of hadrons containing b quarks and the relatively
larger particle multiplicity and mass of b jets compared to
light flavor quark jets. The τh identification is based on the
reconstruction of the hadronic τ decay modes τ− → h−ντ,
h−π0ντ, h−π0π0ντ, and h−hþh−ντ (plus the charge con-
jugate reactions), where h� denotes either a charged pion or
kaon. More details about the reconstruction procedures are
given in Refs. [10–15].
The 13 TeV data employed for the current study were

collected in 2016 and correspond to an integrated lumi-
nosity of up to 35.9 fb−1 [33]. The 7 and 8 TeV data,
collected in 2011 and 2012, correspond to integrated
luminosities of up to 5.1 and 19.7 fb−1 [34], respectively.
The 13 TeV analyses are improved relative to the 7 and
8 TeV studies in that they employ triggers with higher
efficiencies, contain improvements in the reconstruction
and background-rejection methods, and use more precise
theory calculations to describe the signal and the back-
ground processes. For the 7, 8, and 13 TeV data, the
theoretical calculations of Ref. [35] for Higgs boson
production cross sections and branching fractions are used
to normalize the expected signal yields.
The event samples are divided into exclusive categories

depending on the multiplicity and kinematic properties of
reconstructed electrons, muons, τh candidates, photons,
jets, and tagged b jets in an event. Samples of simulated
events based on Monte Carlo event generators, with
simulation of the detector response based on the GEANT4

[36] suite of programs, are used to evaluate the detector
acceptance and optimize the event selection for each
category. In the analysis of data, the background is, in
general, evaluated from data control regions. When this is
not feasible, either because the background process has a
very small cross section or a control region depleted of
signal events cannot be identified, the background is
evaluated from simulation with a systematic uncertainty
assigned to account for the known model dependence.
Multivariate algorithms [37–41] based on deep neural
networks, boosted decision trees, and matrix element
calculations are used to reduce backgrounds.
At 13 TeV, we search for tt̄H production in the H → bb̄

decay mode by selecting events with at least three tagged b
jets and with zero leptons [11], one lepton [12], or an
opposite-sign lepton pair [12], where “lepton” refers to an
electron or muon candidate. A search for tt̄H production in
the H → γγ decay mode is performed in events with two
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FIG. 1. Example tree-level Feynman diagrams for the pp →
tt̄H production process, with g a gluon, q a quark, t a top quark,
and H a Higgs boson. For the present study, we consider Higgs
boson decays to a pair ofW bosons, Z bosons, photons, τ leptons,
or bottom quark jets.
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reconstructed photons in combination with reconstructed
electrons or muons, jets, and tagged b jets [13]. The signal
yield is extracted from a fit to the diphoton invariant mass
spectrum. Events with combinations of jets and tagged b
jets and with two same-sign leptons, three leptons, or four
leptons are used to search for tt̄H production in the
H → τþτ−, WW�, or ZZ� decay modes [10,14], where
in this case “lepton” refers to an electron, muon, or τh
candidate (the asterisk denotes an off-shell particle). The
searches in the different decay channels are statistically
independent from each other. Analogous searches have
been performed with the 7 and 8 TeV data [15].
The presence of a tt̄H signal is assessed by performing a

simultaneous fit to the data from the different decay modes
and also from the different c.m. energies as described
below. A detailed description of the statistical methods can
be found in Ref. [42]. The test statistic q is defined as the
negative of twice the logarithm of the profile likelihood
ratio [42]. Systematic uncertainties are incorporated
through the use of nuisance parameters treated according
to the frequentist paradigm. The ratio between the nor-
malization of the tt̄H production process and its SM
expectation [35], defined as the signal strength modifier
μtt̄H, is a freely floating parameter in the fit. The SM
expectation is evaluated assuming the combined ATLAS

and CMS value for the mass of the Higgs boson, which is
125.09 GeV [43]. We consider the five Higgs boson decay
modes with the largest expected event yields, namely,
H → WW�, ZZ�, γγ, τþτ−, and bb̄. Other Higgs boson
decay modes and production processes, including pp →
tH þ X (or t̄H þ X), with X a light flavor quark or W
boson, are treated as backgrounds and normalized using the
predicted SM cross sections, subject to the corresponding
uncertainties.
The measured values of the five independent signal

strength modifiers, corresponding to the five decay chan-
nels considered, are shown in the upper section of Fig. 2
along with their 1 and 2 standard deviation confidence
intervals obtained in the asymptotic approximation [44].
Numerical values are given in Table I. The individual
measurements are seen to be consistent with each other
within the uncertainties.
We also perform a combined fit, using a single signal

strength modifier μtt̄H, that simultaneously scales the tt̄H
production cross sections of the five decay channels
considered, with all Higgs boson branching fractions fixed
to their SM values [35]. Besides the five decay modes

TABLE I. Best fit value, with its uncertainty, of the tt̄H signal
strength modifier μtt̄H, for the five individual decay channels
considered, the combined result for 7þ 8 TeV alone and for
13 TeV alone, and the overall combined result. The total
uncertainties are decomposed into their statistical, experimental
systematic, background theory systematic, and signal theory
components. The numbers in parentheses are those expected
for μtt̄H ¼ 1.

Uncertainty

Parameter Best fit Statistical
Experi-
mental

Background
theory

Signal
theory

μWW�
tt̄H

1.97þ0.71
−0.64

þ0.42
−0.41

þ0.46
−0.42

þ0.21
−0.21

þ0.25
−0.12

ð þ0.57
−0.54 Þ ð þ0.39

−0.38 Þ ð þ0.36
−0.34 Þ ð þ0.17

−0.17 Þ ðþ0.12
−0.03 Þ

μZZ
�

tt̄H

0.00þ1.30
−0.00

þ1.28
−0.00

þ0.20
−0.00

þ0.04
−0.00

þ0.09
−0.00

ð þ2.89
−0.99 Þ ð þ2.82

−0.99 Þ ð þ0.51
−0.00 Þ ð þ0.15

−0.00 Þ ð þ0.27
−0.00 Þ

μγγtt̄H
2.27þ0.86

−0.74
þ0.80
−0.72

þ0.15
−0.09

þ0.02
−0.01

þ0.29
−0.13

ð þ0.73
−0.64 Þ ð þ0.71

−0.64 Þ ð þ0.09
−0.04 Þ ð þ0.01

−0.00 Þ ð þ0.13
−0.05 Þ

μτ
þτ−
tt̄H

0.28þ1.09
−0.96

þ0.86
−0.77

þ0.64
−0.53

þ0.10
−0.09

þ0.20
−0.19

ð þ1.00
−0.89 Þ ð þ0.83

−0.76 Þ ð þ0.54
−0.47 Þ ð þ0.09

−0.08 Þ ð þ0.14
−0.01 Þ

μbb̄tt̄H
0.82þ0.44

−0.42
þ0.23
−0.23

þ0.24
−0.23

þ0.27
−0.27

þ0.11
−0.03

ð þ0.44
−0.42 Þ ð þ0.23

−0.22 Þ ð þ0.24
−0.23 Þ ð þ0.26

−0.27 Þ ð þ0.11
−0.04 Þ

μ7þ8 TeV
tt̄H

2.59þ1.01
−0.88

þ0.54
−0.53

þ0.53
−0.49

þ0.55
−0.49

þ0.37
−0.13

ð þ0.87
−0.79 Þ ð þ0.51

−0.49 Þ ð þ0.48
−0.44 Þ ð þ0.50

−0.44 Þ ð þ0.14
−0.02 Þ

μ13 TeV
tt̄H

1.14þ0.31
−0.27

þ0.17
−0.16

þ0.17
−0.17

þ0.13
−0.12

þ0.14
−0.06

ð þ0.29
−0.26 Þ ð þ0.16

−0.16 Þ ð þ0.17
−0.16 Þ ð þ0.13

−0.12 Þ ð þ0.11
−0.05 Þ

μtt̄H
1.26þ0.31

−0.26
þ0.16
−0.16

þ0.17
−0.15

þ0.14
−0.13

þ0.15
−0.07

ð þ0.28
−0.25 Þ ð þ0.15

−0.15 Þ ð þ0.16
−0.15 Þ ð þ0.13

−0.12 Þ ð þ0.11
−0.05 Þ

1− 0 1 2 3 4 5 6 7

Htt
μ

Combined

13 TeV

7+8 TeV

)bH(btt

)-τ+τH(tt

)γγH(tt

H(ZZ*)tt

H(WW*)tt

 (13 TeV)-1 (8 TeV) + 35.9 fb-1 (7 TeV) + 19.7 fb-15.1 fb

CMS Observed

 syst)⊕ (stat σ1±
 (syst)σ1±

 syst)⊕ (stat σ2±

FIG. 2. Best fit value of the tt̄H signal strength modifier μtt̄H,
with its 1 and 2 standard deviation confidence intervals (σ), for
(upper section) the five individual decay channels considered,
(middle section) the combined result for 7þ 8 TeV alone and for
13 TeV alone, and (lower section) the overall combined result.
The Higgs boson mass is taken to be 125.09 GeV. For the
H → ZZ� decay mode, μtt̄H is constrained to be positive to
prevent the corresponding event yield from becoming negative.
The SM expectation is shown as a dashed vertical line.
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considered, the signal normalizations for the Higgs boson
decay modes to gluons, charm quarks, and Zγ, which are
subleading and cannot be constrained with existing data,
are scaled by μtt̄H. The results combining the decay modes
at 7þ 8 TeV, and separately at 13 TeV, are shown in the
middle section of Fig. 2. The overall result, combining all
decay modes and all c.m. energies, is shown in the lower
section, with numerical values given in Table I. Table I
includes a breakdown of the total uncertainties into their
statistical and systematic components. The overall result is
μtt̄H ¼ 1.26þ0.31

−0.26 , which agrees with the SM expectation
μtt̄H ¼ 1 within 1 standard deviation.
The principal sources of experimental systematic uncer-

tainty in the overall result for μtt̄H stem from the uncertainty
in the lepton and b jet identification efficiencies and in the
τh and jet energy scales. The background theory systematic
uncertainty is dominated by modeling uncertainties in tt̄
production in association with a W boson, a Z boson, or a
pair of b or c quark jets. The dominant contribution to the
signal theory systematic uncertainty arises from the finite
accuracy in the SM prediction for the tt̄H cross section
because of missing higher order terms and uncertainties in
the proton parton density functions [35].
To highlight the excess of data over the expectation from

the background-only hypothesis, we classify each event

that enters the combined fit by the ratio S=B, where S and B
are the expected postfit signal (with μtt̄H ¼ 1) and back-
ground yields, respectively, in each bin of the distributions
considered in the combination. The distribution of
log10ðS=BÞ is shown in Fig. 3. The main sensitivity at
high values of S=B is given by events selected in the H →
γγ analysis with a diphoton mass around 125 GeV and by
events selected in the H → τþτ−, H → WW�, and H → bb̄
analyses with high values of the multivariate discriminating
variables used for the signal extraction. A broad excess of
events in the rightmost bins of this distribution is observed,
consistent with the expectation for tt̄H production with a
SM-like cross section.
The value of the test statistic q as a function of μtt̄H is

shown in Fig. 4, with μtt̄H based on the combination of
decay modes described above for the combined fit. The
results are shown for the combination of all decay modes at
7þ 8 TeV and at 13 TeV, separately, and for all decay
modes at all c.m. energies. To quantify the significance of
the measured tt̄H yield, we compute the probability of the
background-only hypothesis (p value) as the tail integral of
the test statistic using the overall combination evaluated at
μtt̄H ¼ 0 under the asymptotic approximation [45]. This
corresponds to a significance of 5.2 standard deviations for
a one-tailed Gaussian distribution. The expected signifi-
cance for a SM Higgs boson with a mass of 125.09 GeV,
evaluated through use of an Asimov data set [45], is 4.2
standard deviations.
In summary, we have reported the observation of tt̄H

production with a significance of 5.2 standard deviations
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above the background-only hypothesis, at a Higgs boson
mass of 125.09 GeV. The measured production rate is
consistent with the standard model prediction within one
standard deviation. In addition to comprising the first
observation of a new Higgs boson production mechanism,
this measurement establishes the tree-level coupling of the
Higgs boson to the top quark, and hence to an up-
type quark.
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6Université Libre de Bruxelles, Bruxelles, Belgium
7Ghent University, Ghent, Belgium
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71cUniversità della Basilicata, Potenza, Italy
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78bUniversità di Trieste, Trieste, Italy

79Kyungpook National University, Daegu, Korea
80Chonnam National University, Institute for Universe and Elementary Particles, Kwangju, Korea

81Hanyang University, Seoul, Korea
82Korea University, Seoul, Korea
83Sejong University, Seoul, Korea

84Seoul National University, Seoul, Korea
85University of Seoul, Seoul, Korea

86Sungkyunkwan University, Suwon, Korea
87Vilnius University, Vilnius, Lithuania

88National Centre for Particle Physics, Universiti Malaya, Kuala Lumpur, Malaysia
89Universidad de Sonora (UNISON), Hermosillo, Mexico

90Centro de Investigacion y de Estudios Avanzados del IPN, Mexico City, Mexico
91Universidad Iberoamericana, Mexico City, Mexico

92Benemerita Universidad Autonoma de Puebla, Puebla, Mexico
93Universidad Autónoma de San Luis Potosí, San Luis Potosí, Mexico

94University of Auckland, Auckland, New Zealand
95University of Canterbury, Christchurch, New Zealand

96National Centre for Physics, Quaid-I-Azam University, Islamabad, Pakistan
97National Centre for Nuclear Research, Swierk, Poland

98Institute of Experimental Physics, Faculty of Physics, University of Warsaw, Warsaw, Poland
99Laboratório de Instrumentação e Física Experimental de Partículas, Lisboa, Portugal

100Joint Institute for Nuclear Research, Dubna, Russia
101Petersburg Nuclear Physics Institute, Gatchina (St. Petersburg), Russia

102Institute for Nuclear Research, Moscow, Russia
103Institute for Theoretical and Experimental Physics, Moscow, Russia

104Moscow Institute of Physics and Technology, Moscow, Russia
105National Research Nuclear University ’Moscow Engineering Physics Institute’ (MEPhI), Moscow, Russia

106P.N. Lebedev Physical Institute, Moscow, Russia
107Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia

PHYSICAL REVIEW LETTERS 120, 231801 (2018)

231801-14



108Novosibirsk State University (NSU), Novosibirsk, Russia
109State Research Center of Russian Federation, Institute for High Energy Physics of NRC “Kurchatov Institute”, Protvino, Russia

110National Research Tomsk Polytechnic University, Tomsk, Russia
111University of Belgrade, Faculty of Physics and Vinca Institute of Nuclear Sciences, Belgrade, Serbia
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ccAlso at Università degli Studi di Siena, Siena, Italy.
ddAlso at Kyunghee University, Seoul, Korea.
eeAlso at International Islamic University of Malaysia, Kuala Lumpur, Malaysia.
ffAlso at Malaysian Nuclear Agency, MOSTI, Kajang, Malaysia.
ggAlso at Consejo Nacional de Ciencia y Tecnología, Mexico city, Mexico.
hhAlso at Warsaw University of Technology, Institute of Electronic Systems, Warsaw, Poland.
iiAlso at Institute for Nuclear Research, Moscow, Russia.
jjAlso at National Research Nuclear University “Moscow Engineering Physics Institute” (MEPhI), Moscow, Russia.
kkAlso at St. Petersburg State Polytechnical University, St. Petersburg, Russia.
llAlso at University of Florida, Gainesville, FL, USA.

mmAlso at P.N. Lebedev Physical Institute, Moscow, Russia.
nnAlso at California Institute of Technology, Pasadena, CA, USA.
ooAlso at Budker Institute of Nuclear Physics, Novosibirsk, Russia.
ppAlso at Faculty of Physics, University of Belgrade, Belgrade, Serbia.
qqAlso at INFN Sezione di Pavia, Università di Pavia, Pavia, Italy.
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identification during the first years of operation of the CMS experiment in proton-proton collisions
at a centre-of-mass energy of 13 TeV, are presented. Heavy-flavour jet identification algorithms have
been improved compared to those used previously at centre-of-mass energies of 7 and 8 TeV. For
jets with transverse momenta in the range expected in simulated tt̄ events, these new developments
result in an efficiency of 68% for the correct identification of a b jet for a probability of 1% of
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1 Introduction

The success of the physics programme of the CMS experiment at the CERN LHC requires the
particles created in the LHC collisions to be reconstructed and identified as accurately as possible.
With the exception of the top quark, quarks and gluons produced in pp collisions develop a parton
shower and eventually hadronize giving rise to jets of collimated particles observed in the CMS
detector. Heavy-flavour jet identification techniques exploit the properties of the hadrons in the jet
to discriminate between jets originating from b or c quarks (heavy-flavour jets) and those originating
from light-flavour quarks or gluons (light-flavour jets). The CMS Collaboration presented in ref. [1]
a set of b jet identification techniques used in physics analyses performed on LHCRun 1 pp collision
data, collected in 2011 and 2012 at centre-of-mass energies of 7 and 8 TeV. This paper presents
a comprehensive summary of the newly developed and optimized techniques compared to our
previous results. In particular, the larger recorded data set of pp collisions at a centre-of-mass
energy of 13 TeV during Run 2 of the LHC in 2016, allows the study of rarer high-momentum
topologies in which daughter jets from a Lorentz-boosted parent particle merge into a single jet.
Examples of such topologies include the identification of boosted Higgs bosons decaying to two
b quarks, and of b jets from boosted top quarks. The identification of c jets is also of significant
interest, e.g. for the study of Higgs boson decays to a pair of c quarks, and for top squark searches
in the c quark plus neutralino final-state topology.

The paper is organized as follows. A brief summary of particle and jet reconstruction in the
CMS detector is given in section 2. Details about the simulated proton-proton collision samples
and the data-taking conditions are given in section 3. The properties of heavy-flavour jets and
the variables used to discriminate between these and other jets are discussed in section 4, while
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the algorithms are presented in sections 5 and 6. For some physics processes, it is important to
identify b jets at the trigger level. This topic is discussed in section 7. The large recorded number
of proton-proton (pp) collisions permits the exploration of new methods to measure the efficiency
of the heavy-flavour jet identification algorithms using data. These new methods, as well as the
techniques used during the Run 1, are summarized in sections 8 and 9 for efficiency measurements
in nonboosted and boosted event topologies, respectively.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6m internal diameter
and a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker,
a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron
calorimeter (HCAL), each composed of a barrel and two endcap sections, together providing
coverage in pseudorapidity (η) up to |η | = 3.0. Forward calorimeters extend the coverage to
|η | = 5.2. Muons are detected in the pseudorapidity range |η | < 2.4 using gas-ionization chambers
embedded in the steel flux-return yoke outside the solenoid.

The silicon tracker measures charged particles within the range |η | < 2.5. During the first two
years of Run 2 operation at a centre-of-mass energy of 13 TeV, the silicon tracker setup did not
change compared to the Run 1 of the LHC. The trajectories of charged particles are reconstructed
from the hits in the silicon tracking system using an iterative procedure with a Kalman filter. The
tracking efficiency is typically over 98% for tracks with a transverse momentum (pT) above 1GeV.
For nonisolated particles with 1 < pT < 10GeV and |η | < 1.4, the track resolutions are typically
1.5% in pT and 25–90 (45–150) µm in the transverse (longitudinal) impact parameter (IP) [2]. The
pp interaction vertices are reconstructed by clustering tracks on the basis of their z coordinates
at their points of closest approach to the centre of the beam spot using a deterministic annealing
algorithm [3]. The position of each vertex is estimated with an adaptive vertex fit [4]. The resolution
on the position is around 20 µm in the transverse plane and around 30 µm along the beam axis for
primary vertices reconstructed using at least 50 tracks [2].

The global event reconstruction, also called particle-flow (PF) event reconstruction [5], con-
sists of reconstructing and identifying each individual particle with an optimized combination of
all subdetector information. In this process, the identification of the particle type (photon, electron,
muon, charged hadron, neutral hadron) plays an important role in the determination of the particle
direction and energy. Photons, e.g. coming from neutral pion decays or from electron bremsstrah-
lung, are identified as ECAL energy clusters not linked to the extrapolation of any charged-particle
trajectory to the ECAL. Electrons, e.g. coming from photon conversions in the tracker material or
from heavy-flavour hadron semileptonic decays, are identified as combinations of charged-particle
tracks reconstructed in the tracker and multiple ECAL energy clusters corresponding to both the
passage of the electron through the ECAL plus any associated bremsstrahlung photons. Muons,
e.g. from the semileptonic decay of heavy-flavour hadrons, are identified as tracks reconstructed
in the tracker combined with matching hits or tracks in the muon system, and matching energy
deposits in the calorimeters. Charged hadrons are identified as charged particles not identified as
electrons or muons. Finally, neutral hadrons are identified as HCAL energy clusters not matching
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any charged-particle track, or as ECAL and HCAL energy excesses with respect to the expected
charged-hadron energy deposit.

For each event, particles originating from the same interaction vertex are clustered into jets
with the infrared and collinear safe anti-kT algorithm [6, 7], using a distance parameter R = 0.4
(AK4 jets). Compared to the R = 0.5 jets that were used in Run 1 physics analyses, jets reconstructed
with R = 0.4 are found to still contain most of the particles from the hadronization process, while
at the same time being less sensitive to particles from additional pp interactions (known as pileup)
appearing in the same or adjacent bunch crossings. For studies involving boosted topologies, jets
are clustered with a larger distance parameter R = 0.8 (AK8 jets). The jet momentum is determined
as the vectorial sum of all particle momenta in the jet. Jet energy corrections are derived from the
simulation and are confirmed with in situ measurements using the energy balance in dijet, multijet,
photon + jet, and leptonically decaying Z + jets events [8]. The jet energy resolution amounts
typically to 15% at 10GeV, 8% at 100GeV, and 4% at 1 TeV [8]. For the studies presented here,
jets are required to lie within the tracker acceptance (|η | < 2.4) and have pT > 20GeV. The missing
transverse momentum vector is defined as the projection of the negative vector sum of the momenta
of all reconstructed particles in an event on the plane perpendicular to the beams. Its magnitude is
referred to as pmiss

T .
The reconstructed vertex with the largest value of summed physics-object p2

T is taken to be the
primary pp interaction vertex (PV). The physics objects are the jets, clustered using the jet finding
algorithm with the tracks assigned to the vertex as inputs, and the associated missing transverse
momentum, taken as the negative vector sum of the pT of those jets.

The energy of electrons is determined from a combination of the track momentum at the main
interaction vertex, the corresponding ECAL cluster energies, and the energies of all bremsstrahlung
photons associated with the track. The momentum resolution for electrons with pT ≈ 45GeV
from Z → ee decays ranges from 1.7% for nonshowering electrons, i.e. not producing additional
photons and electrons, in the barrel region (|η | < 1.48), to 4.5% for showering electrons in the
endcaps (1.48 < |η | < 3.0) [9]. Muons with 20 < pT < 100GeV have a relative pT resolution of
1.3–2.0% in the barrel and less than 6% in the endcaps. The pT resolution in the barrel is better
than 10% for muons with pT up to 1 TeV [10]. The energy of charged hadrons is determined from
a combination of the track momentum and the corresponding ECAL and HCAL energy deposits,
corrected for zero-suppression effects and for the response function of the calorimeters to hadronic
showers. Finally, the energy of neutral hadrons is obtained from the corresponding corrected ECAL
and HCAL energy deposits.

Events of interest are selected using a two-tiered trigger system [11]. The level-1 trigger
(L1), composed of custom hardware processors, uses information from the calorimeters and muon
detectors to select events at a rate of around 100 kHz. The second level, known as the high-level
trigger (HLT), consists of a farm of processors running a version of the full event reconstruction
software optimized for fast processing, and reduces the event rate to less than 1 kHz before data
storage.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in ref. [12].
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3 Data and simulated samples

The results presented in this paper are based on the pp collision data set recorded at a centre-of-
mass energy of 13 TeV by the CMS detector in 2016, corresponding to an integrated luminosity of
35.9 fb−1. Various event generators are used to model the relevant physics processes. The interac-
tions between particles and the material of the CMS detector are simulated using geant 4 [13–15].
The data and simulated samples are used to determine the heavy-flavour jet identification efficiency
in various event topologies. When measuring the heavy-flavour jet identification efficiency or when
comparing the data to the simulation, the number of simulated events is large enough to neglect the
statistical uncertainty in the simulation unless mentioned otherwise.

The pair production of top quarks and electroweak single top quark production is performed
with the powheg 2.0 generator at next-to-leading order (NLO) accuracy [16–21]. The value of
the top quark mass used for the generation of the simulated samples is 172.5GeV. The systematic
uncertainty related to the value of the top quark mass mt is evaluated by varying it by ±1GeV.
Alternative samples are used to assess parton shower uncertainties, as well as factorization and
normalization scale uncertainties at the matrix element and parton shower levels. Diboson WW,
WZ, and ZZ events, referred to collectively as “VV” events, are generated at NLO accuracy with
the MadGraph5_amc@nlo 2.2.2 generator [22], including MadSpin [23] and the FxFx merging
scheme [24] between jets from matrix element calculations and the parton shower description,
or with the powheg 2.0 generator [25, 26]. The Z + jets and W + jets events are generated
with MadGraph5_amc@nlo 2.2.2 at leading order (LO), using the MLM matching scheme [27].
Samples of events with a Kaluza-Klein graviton [28] decaying to two Higgs bosons are also
simulated with MadGraph5_amc@nlo 2.2.2 at LO for graviton masses ranging between 1 and
3.5 TeV. Background events comprised uniquely of jets produced through the strong interaction
(multijet events) are generated with pythia 8.205 [29] in different p̂T bins, where p̂T is defined as the
average pT of the final-state partons. Muon-enriched multijet samples are produced by forcing the
decay of charged pions and kaons into muons and by requiring a generated muon with pT > 5GeV.

pythia 8.205 is also used for the parton showering and hadronization of all the simulated
samples with the CMS underlying event tunes CUETP8M1 [30] using the NNPDF 2.3 [31] parton
distribution functions. In the case of top quark pair production a modification of this tune is used,
CUETP8M2T4 [32] using the NNPDF 3.0 [33] parton distribution functions.

Pileup interactions are modelled by overlaying the simulated events with additional minimum
bias collisions generated with pythia 8.205. These additional simulated events are then reweighted
to match the observed number of pileup interactions or the primary vertex multiplicity in data.

4 Heavy-flavour jet discriminating variables

4.1 Properties of heavy-flavour jets

Algorithms for heavy-flavour jet identification use variables connected to the properties of heavy-
flavour hadrons present in jets resulting from the radiation and hadronization of b or c quarks. For
instance, the lifetime of hadrons containing b quarks is of the order of 1.5 ps, while the lifetime of
c hadrons is 1 ps or less. This leads to typical displacements of a few mm to one cm for b hadrons,
depending on their momentum, thus giving rise to displaced tracks from which a secondary vertex
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Figure 1. Illustration of a heavy-flavour jet with a secondary vertex (SV) from the decay of a b or c hadron
resulting in charged-particle tracks (including possibly a soft lepton) that are displaced with respect to the
primary interaction vertex (PV), and hence with a large impact parameter (IP) value.

(SV) may be reconstructed, as illustrated in figure 1. The displacement of tracks with respect to the
primary vertex is characterized by their impact parameter, which is defined as the distance between
the primary vertex and the tracks at their points of closest approach. The vector pointing from the
primary vertex to the point of closest approach is referred to as the impact parameter vector. The
impact parameter value can be defined in three spatial dimensions (3D) or in the plane transverse to
the beam line (2D). The longitudinal impact parameter is defined in one dimension, along the beam
line. The impact parameter is defined to be positive or negative, with a positive sign indicating
that the track is produced “upstream”. This means that the angle between the impact parameter
vector and the jet axis is smaller than π/2, where the jet axis is defined by the primary vertex
and the direction of the jet momentum. In addition, b and c quarks have a larger mass and harder
fragmentation compared to the light quarks and massless gluons. As a result, the decay products
of the heavy-flavour hadron have, on average, a larger pT relative to the jet axis than the other jet
constituents. In approximately 20% (10%) of the cases, a muon or electron is present in the decay
chain of a heavy b (c) hadron. Hence, apart from the properties of the reconstructed secondary
vertex or displaced tracks, the presence of charged leptons is also exploited for heavy-flavour jet
identification techniques and for measuring their performance in data.

In order to design and optimize heavy-flavour identification techniques, a reliable method
is required for assigning a flavour to jets in simulated events. The jet flavour is determined by
clustering not only the reconstructed final-state particles into jets, but also the generated b and c
hadrons that do not have b and c hadrons as daughters respectively. To prevent these generated
hadrons from affecting the reconstructed jet momentum, the modulus of the hadron four-momentum
is set to a small number, retaining only the directional information. This procedure is known as
ghost association [34]. Jets containing at least one b hadron are defined as b jets; the ones containing
at least one c hadron and no b hadron are defined as c jets. The remaining jets are considered to be
light-flavour (or “udsg”) jets. Since pileup interactions are not included during the hard-scattering
event generation, jets from pileup interactions (“pileup jets”) in the simulation are tentatively
identified as jets without a matched generated jet. The generated jets are reconstructed with the jet
clustering algorithm mentioned in section 2 applied to the generated final-state particles (excluding
neutrinos). The matching between the reconstructed PF jets and the generated jets with pT > 8GeV
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is performed by requiring the angular distance between them to be ∆R =
√
(∆η)2 + (∆φ)2 < 0.25.

Using this flavour definition, jets arising from gluon splitting to bb are considered as b jets. In
sections 6, 8 and 9, these g→ bb jets are often shown as a separate category. In this case, two
b hadrons without b hadron daughters should be clustered in the jet. The studies presented in
sections 4 and 5 are based on simulated events. For these studies, jets are removed if they are closer
than ∆R = 0.4 to a generated charged lepton from a direct V boson decay. In addition, electrons or
muons originating from gauge boson decays that are reconstructed as jets are removed if they carry
more than 60% of the jet pT, i.e. p`T/p

jet
T < 0.6 is required, where p`T (pjetT ) is the pT of the lepton

(jet). No additional identification or isolation requirements are applied for muons or electrons.

4.2 Track selection and variables

The properties of the tracks clustered within the jet represent the basic inputs of all heavy-flavour jet
identification (tagging) algorithms. Input variables for the tagging algorithms are constructed from
the tracks after applying appropriate selection criteria. In particular, to ensure a good momentum
and impact parameter resolution, tracks are required to have pT > 1GeV, a χ2 value of the trajectory
fit normalized to the number of degrees of freedom below 5, and at least one hit in the pixel layers
of the tracker detector. The last of these requirements is less stringent than the requirement used
for b jet identification in Run 1, where at least eight hits were required in the pixel and strip
tracker combined, of which at least two were pixel detector hits. The requirement on the number
of hits was relaxed to cope with saturation effects that were observed at high occupancy in the
readout electronics of the strip tracker during the first part of the 2016 data taking, leading to a
reduced tracking and b tagging performance. The issues with the readout electronics have been
fully resolved, with no side effects on the tracking performance, but the relaxed requirement on
the number of hits was kept since there was no impact on the final b tagging performance. Apart
from the requirements on the quality of the tracks, the presence of tracks from long-lived K0

S or Λ
hadrons as well as from material interactions is reduced by requiring the track decay length, defined
as the distance from the primary vertex to the point of closest approach between the track and the jet
axis, to be less than 5 cm. The contribution from tracks originating from pileup vertices is reduced
with the following set of requirements: the absolute value of the transverse (longitudinal) impact
parameter of the track is required to be smaller than 0.2 (17) cm and the distance between the track
and the jet axis at their point of closest approach is required to be less than 0.07 cm. Figure 2
presents typical distributions of the latter variable for jets in tt events after applying the rest of the
track selection requirements, showing the origin of each track separately. The origin of a track is
labelled with “b hadron” if the track corresponds to a particle originating from a b hadron decay.
A track corresponding to a particle from the decay of a c hadron that itself originates from the
decay of a b hadron is also labelled as “b hadron”. The category with the “c hadron” label contains
only tracks corresponding to a particle from the decay of a c hadron without a b hadron ancestor.
The label “uds hadron” indicates tracks corresponding to particles without heavy-flavour hadron
ancestors. The label “pileup” refers to tracks from charged particles originating from a different
primary vertex. A category with mismeasured tracks is defined containing tracks that are more
likely to have been misreconstructed, e.g. by wrongly combining hits created by different particles.
A track belongs to this category if the number of hits from the simulated charged particle closest
to the track over the number of hits associated with the track, is less than 75%. This category is
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Figure 2. Distribution of the distance between a track and the jet axis at their point of closest approach for
tracks associated with b (left) and light-flavour (right) jets in tt events. This distance is required to be smaller
than 0.07 cm, as indicated by the arrow. The tracks are divided into categories according to their origin as
defined in the text. The distributions are normalized such that their sum has unit area. The last bin includes
the overflow entries.

labelled as “fake”. In figure 3, the impact of the track selection requirements on the number of tracks
in a given category is shown for various jet flavours in tt events. The track selection requirements
clearly enhance the fraction of tracks originating from heavy-flavour hadron decays in bottom and
charm jets. The track selection requirements reduce the number of tracks in the fake and pileup
categories to a few per cent for all jet flavours. Figure 4 shows the track multiplicity dependence
on the jet pT and |η | for various jet flavours in tt events before and after applying the track selection
requirements. For b jets, the average track multiplicity is higher than for light-flavour jets, before
and after applying the track selection requirements, and the ratio of the average track multiplicity
for b jets to other jet flavours is roughly constant. The average track multiplicity increases with
increasing jet pT for all jet flavours. Before the track selection, the average track multiplicity is
almost constant with respect to the jet |η |. The small variations seen are due to the tracker geometry
that has an impact on the track reconstruction efficiency. In addition, since the η of the jet is defined
as the η of the jet axis, some of the charged particles in the jet are outside the tracker acceptance
for high jet |η | values, resulting in a lower track multiplicity in the highest bin. When the track
selection requirements are applied, the average track multiplicity decreases with respect to the jet
|η |, because of the relatively larger impact of the track selection requirements near the edge of the
acceptance window for the tracker.

The aforementioned track selection requirements are always applied when reconstructing the
variables used in the tagging algorithms. An exception is given by the variables relying on the
inclusive vertex finding algorithm, as discussed in section 4.3. Figure 5 shows the distribution of
the 3D impact parameter and its significance for the different jet flavours. The impact parameter
significance is defined as the impact parameter value divided by its uncertainty, IP/σ. In addition,
the lower panels in figure 5 also show the distribution of the 2D impact parameter significance for
the track with the highest and second-highest 2D impact parameter significance for different jet
flavours. From figure 5 it is clear that tracks in heavy-flavour jets have larger impact parameter
and impact parameter significance compared to tracks in light-flavour jets. The lower left panel in
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Figure 3. Fraction of tracks from different origins before (left) and after (right) applying the track selection
requirements on b (upper), c (middle), and light-flavour (lower) jets in tt events. The average number of
tracks of each origin is given in the legend as well as the average fraction of tracks of a certain origin with
respect to the total number of tracks in the jet, indicated in per cent. The number of tracks corresponding
to pileup vertices or mismeasured tracks is strongly reduced after applying the track selection requirements.
The distributions are normalized such that their sum has unit area. The last bin includes the overflow entries.
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Figure 4. Average track multiplicity as a function of the jet pT (left) and |η | (right) for jets of different flavours
in tt events before (open symbols) and after (filled symbols) applying the track selection requirements.
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Figure 5. Distribution of the 3D impact parameter value (upper left) and significance (upper right) for tracks
associated with jets of different flavours in tt events. Distribution of the 2D impact parameter significance
for the track with the highest (lower left) and second-highest (lower right) 2D impact parameter significance
for jets of different flavours in tt events. The distributions are normalized to unit area. The first and last bin
include the underflow and overflow entries, respectively.
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figure 5 shows that tracks with a large impact parameter significance are also present in light-flavour
jets. These originate from the decays of relatively long-lived hadrons, for example K0

S orΛ, or from
heavy-flavour hadrons where the tracks have been incorrectly clustered into a light-flavour jet. For
the track with the second-highest impact parameter significance in light-flavour jets, the distribution
is much more symmetric as expected for hadrons with a short lifetime.

4.3 Secondary vertex reconstruction and variables

If the secondary vertex from the decay of a heavy-flavour hadron is reconstructed, powerful dis-
criminating variables can be derived from it. An example is the (corrected) secondary vertex mass,
which is directly related to the mass of the heavy-flavour hadron. The corrected secondary vertex
mass is defined as

√
M2

SV + p2sin2θ+psinθ, where MSV is the invariant mass of the tracks associated
with the secondary vertex, p is the secondary vertex momentum obtained from the tracks associated
with it, and θ the angle between the secondary vertex momentum and the vector pointing from the
primary vertex to the secondary vertex, which is referred to as the secondary vertex flight direction.
Using this definition, the secondary vertex mass is corrected for the observed difference between
its flight direction and its momentum, taking into account particles that were not reconstructed
or which failed to be associated with the secondary vertex. It should be noted that the energy of
a track is obtained using its momentum and assuming the π± mass [35]. Another example of a
discriminating secondary vertex variable is its flight distance (significance), defined as the 2D or
3D distance between the primary and secondary vertex positions (divided by the uncertainty on
the secondary vertex flight distance). Reconstructing the secondary vertex from the heavy-flavour
hadron decay is not always possible for two main reasons: the heavy-flavour hadron decays too
close to the primary vertex, or there are less than two selected tracks. The latter may be due to
having less than two charged particles in the decay, less than two reconstructed tracks, or less than
two tracks passing the selection requirements.

Two algorithms for reconstructing secondary vertices are used. The first one is the adaptive
vertex reconstruction (AVR) algorithm [36]. This secondary vertex reconstruction algorithm was
used for b jet identification by the CMS Collaboration during the LHC Run 1 [1]. The algorithm
uses the tracks clustered within jets and passing the selection requirements discussed in section 4.2.
In addition, the tracks are required to be within ∆R < 0.3 of the jet axis and to have a track distance
below 0.2 cm. The vertex pattern recognition iteratively fits all tracks with an outlier-resistant
adaptive vertex fitter [4]. At each iteration, tracks close enough to the fitted vertex are removed
and a new iteration is made with the remaining tracks. Given that the first iteration often finds a
vertex close to the primary vertex, the first iteration is explicitly run with a constraint on the primary
vertex. Vertices are rejected if it is found that they share more than 65% of their tracks with the
primary vertex, or if their 2D secondary vertex flight distance is more than 2.5 cm or less than
0.01 cm. In addition, the 2D secondary vertex flight distance significance is required to be larger
than 3. To reduce the impact of long-lived hadron decays and material interactions, only secondary
vertices with MSV < 6.5GeV are considered. Pairs of tracks are rejected if they are compatible with
the mass of the relatively long-lived K0

S hadron within 50MeV. Additionally, the angular distance
between the jet axis and the secondary vertex flight direction should satisfy ∆R < 0.4. When all
these requirements are fulfilled, the reconstructed AVR secondary vertex is associated with the jet.
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At the start of LHC Run 2, the inclusive vertex finding (IVF) algorithm was adopted as the
standard secondary vertex reconstruction algorithm used to define variables for heavy-flavour jet
tagging. In contrast with AVR, which uses as input the selected tracks clustered in the reconstructed
jets, IVF uses as input all reconstructed tracks in the event with pT > 0.8GeV and a longitudinal
IP < 0.3 cm. The algorithm was initially developed to perform a measurement of the angular
correlations between the b jets in bb pair production [37]. It is well suited for b hadron decays
at small relative angle giving rise to overlapping, or completely merged, jets. The IVF procedure
starts by identifying seed tracks with a 3D impact parameter value of at least 50 µm and a 2D impact
parameter significance of at least 1.2. After identifying the seed tracks, the procedure includes the
following steps:

• Track clustering: the compatibility between a seed track and any other track is evaluated
using requirements on the distance at the point of closest approach of the two tracks and the
angle between them. In addition, the distance between the seed track and any other track at
their points of closest approach is required to be smaller than the distance between the track
and the primary vertex at their points of closest approach.

• Secondary vertex fitting and cleaning: in order to determine the position of the secondary
vertices, the sets of clustered tracks are fitted with the adaptive vertex fitter also used in the
AVR algorithm. After the fit, secondary vertices with a 2D (3D) flight distance significance
smaller than 2.5 (0.5) are removed. For IVF vertices used in the c tagging algorithm presented
in section 5.2.1, the threshold is relaxed to 1.25 (0.25). In addition, if two secondary vertices
share 70% or more of their tracks, or if the significance of the flight distance between the
two secondary vertices is less than 2, one of the two secondary vertices is dropped from the
collection of secondary vertices.

• Track arbitration: at this stage, a track could be assigned to both the primary vertex and
secondary vertex. To resolve this ambiguity, a track is discarded from the secondary vertex
if it is more compatible with the primary vertex. This is the case if the angular distance
between the track and the secondary vertex flight direction is ∆R > 0.4, and if the distance
between the secondary vertex and the track is larger than the absolute impact parameter value
of the track.

• Secondary vertex refitting and cleaning: the secondary vertex position is refitted after track
arbitration and if there are still two or more tracks associated with the secondary vertex. After
refitting the secondary vertex positions, a second check for duplicate vertices is performed.
This time, a secondary vertex is removed from the collection of secondary vertices when it
shares at least 20% of its tracks with another secondary vertex and the significance of the
flight distance between the two secondary vertices is less than 10.

The selection criteria applied to the remaining IVF secondary vertices are mostly the same as in
the case of the AVR vertices. However, to maximize the secondary vertex reconstruction efficiency,
some requirements are relaxed. In particular, secondary vertices are rejected when they share 80%
or more of their tracks, and when the 2D flight distance significance is less than 2 (1.5) for secondary
vertices used in b (c) tagging algorithms. The remaining secondary vertices are then associated
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with the jets by requiring the angular distance between the jet axis and the secondary vertex flight
direction to satisfy ∆R < 0.3.

Figure 6 shows the discriminating power between the various jet flavours for the IVF secondary
vertex mass (left) and 2D flight distance significance (right). The secondary vertex mass for b jets
peaks at higher values compared to that of the other jet flavours. For c jets, a peak is observed
around 1.5GeV, as expected from the lower mass of c compared to b hadrons.
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Figure 6. Distribution of the corrected secondary vertex mass (left) and of the secondary vertex 2D flight
distance significance (right) for jets containing an IVF secondary vertex. The distributions are shown for jets
of different flavours in tt events and are normalized to unit area. The last bin includes the overflow entries.

The secondary vertex reconstruction efficiency for jets is defined as the number of jets contain-
ing a reconstructed secondary vertex divided by the total number of jets. For jets with pT > 20GeV
in tt events, the efficiency for reconstructing a secondary vertex for b (udsg) jets using the IVF
algorithm is about 75% (12%), compared to 65% (4%) for reconstructing a secondary vertex with
the AVR algorithm. However, the efficiency gain is largest for c jets with an IVF secondary vertex
reconstruction efficiency of about 37%, compared to 23% for the efficiency of the AVR algorithm.
Averaged over all jet flavours, 66% of the IVF secondary vertices in jets are also found by the AVR
algorithm. The other way around, 86% of the AVR secondary vertices are also found by the IVF
algorithm. Figure 7 (left) compares the number of secondary vertices in b jets for the IVF and
AVR algorithms. As expected, more secondary vertices are reconstructed with the IVF algorithm
because of the inclusive approach of using all tracks instead of only those associated with the jet and
passing the selection requirements. The right panel in figure 7 shows the correlation between the
corrected mass of the secondary vertices obtained with the two approaches. From the correlation
it is clear that the same secondary vertex is found in most cases. Since the efficiency of the IVF
algorithm is higher, IVF secondary vertices are used to compute the secondary vertex variables for
the heavy-flavour jet identification algorithms. AVR secondary vertices are only used in one of the
b jet identification algorithms discussed in section 5.

4.4 Soft-lepton variables

Although an electron or muon is present in only 20% (10%) of the b (c) jets, the properties of this
low-energy nonisolated “soft lepton” (SL) permit the selection of a pure sample of heavy-flavour
jets. Therefore, some of the heavy-flavour taggers use the properties of these soft leptons. Soft
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Figure 7. Distribution of the number of secondary vertices in b jets for the two vertex finding algorithms
described in the text (left). The distributions are normalized to unit area. Correlation between the corrected
secondary vertex mass for the vertices obtained with the two vertex finding algorithms (right). Both panels
show jets in tt events.

muons are defined as particles clustered in the jet passing the loose muon identification criteria and
with a pT of at least 2GeV [10]. Electrons are associated with a jet by requiring ∆R < 0.4. Soft
electrons should pass the loose electron identification criteria, have an associated track with at least
three hits in the pixel layers, and be identified as not originating from a photon conversion [9].

Discriminating variables using soft lepton information are typically similar to the variables
based on track information alone. As an example, figure 8 shows the distribution of the 3D impact
parameter value of soft leptons associated with jets. The 3D impact parameter value of the soft
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Figure 8. Distribution of the 3D impact parameter value for soft muons (left) and soft electrons (right) for
jets of different flavours in tt events. The distributions are normalized to unit area. The first and last bins
include the underflow and overflow entries, respectively.

lepton discriminates between the various jet flavours. For the low-pT muons expected from the
heavy-flavour hadron decays, it should be noted that the impact parameter resolution is worse than
at high pT [10], which is reflected in the relatively large spread of the impact parameter values. The
soft lepton variables are used in the soft lepton algorithms discussed in section 5.1.3 and in the c
tagger discussed in section 5.2.1.
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5 Heavy-flavour jet identification algorithms

5.1 The b jet identification

The jet probability (JP) and combined secondary vertex (CSV) taggers used during Run 1 [1] are also
used for the Run 2 analyses. Likewise, the combined multivariate analysis (cMVA) tagger, which
combines the discriminator values of various taggers, was retrained. Apart from the retraining, the
CSV algorithmwas also optimized and the new version is referred to as CSVv2. In addition, another
version of the CSV algorithm was developed that uses deep machine learning [38] (DeepCSV).
These taggers are presented in more detail in the sections 5.1.1 to 5.1.3. The new developments
result in a performance that is significantly better than that of the Run 1 taggers, as discussed in
section 5.1.4.

5.1.1 Jet probability taggers

There are two jet probability taggers, the JP and JBP algorithms. The JP algorithm is described in
ref. [1] and uses the signed impact parameter significance of the tracks associated with the jet to
obtain a likelihood for the jet to originate from the primary vertex. This likelihood, or jet probability,
is obtained as follows. The negative impact parameter significance of tracks from light-flavour jets
reflects the resolution of the measured track impact parameter values. Hence, the distribution of
the negative impact parameter significance is used as a resolution function. The probability for a
track to originate from the primary vertex, Ptr, is obtained by integrating the resolution function
R(s) from −∞ to the negative of the absolute track impact parameter significance, −|IP|/σ:

Ptr =

∫ −|IP |/σ

−∞

R(s)ds. (5.1)

The resolution function depends strongly on the quality of the reconstructed track, e.g. the number
of hits in the pixel and strip layers of the tracker. Moreover, the probability for a given track to
originate from the primary vertex will be smaller for tracks with a large number of missing hits.
Therefore, different resolution functions are defined for various track quality classes. In addition,
the track quality may be different in data and simulated events. To calibrate the JP algorithm,
the resolution functions are determined separately for data and simulation. Using eq. (5.1), tracks
corresponding to particles from the decay of a displaced particle will have a low track probability,
indicating that the track is not compatible with the primary vertex. The individual track probabilities
are combined to obtain a jet probability Pj as follows:

Pj = Π

N−1∑
tr=0

(− lnΠ)tr

tr!
, (5.2)

where Π is the product over the track probabilities, Ptr, and the sum runs over the selected tracks
index tr, with N the number of selected tracks associated with the jet. To avoid instabilities due to the
multiplication of small track probabilities, the probability is set to 0.5% for track probabilities below
0.5%. Only tracks with a positive impact parameter and for which the angular distance between
the track and the jet axis satisfies ∆R < 0.3 are used. A variant of the JP algorithm also exists for
which the four tracks with the highest impact parameter significance get a higher weight in the jet
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probability calculation. This algorithm is referred to as jet b probability (JBP) and uses tracks with
∆R < 0.4. For a light-flavour jet misidentification probability of around 10%, the JBP algorithm has
a b jet identification efficiency of 80% compared to 78% for the JP algorithm. The discriminators
for the jet probability algorithms were constructed to be proportional to − ln Pj. Figure 9 shows the
distributions of the discriminator values for the JP and JBP algorithms. The discontinuities in the
discriminator distributions are due to the minimum track probability threshold of 0.5%.

The jet probability algorithms are interesting for two reasons. First, the fact that the calibration
of the resolution function is performed independently for data and simulation results in a robust
reference tagger. Second, these algorithms rely only on the impact parameter information of the
tracks. Therefore, they are used by some methods when measuring the efficiency of other b jet
identification algorithms that rely on secondary vertex or soft lepton information, as discussed in
sections 8 and 9.
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Figure 9. Distribution of the JP (left) and JBP (right) discriminator values for jets of different flavours in tt
events. Jets without selected tracks are assigned a negative value. The distributions are normalized to unit
area. The first and last bin include the underflow and overflow entries, respectively.

5.1.2 Combined secondary vertex taggers

The CSVv2 tagger. The CSVv2 algorithm is based on the CSV algorithm described in ref. [1] and
combines the information of displaced tracks with the information on secondary vertices associated
with the jet using a multivariate technique. Two variants of the CSVv2 algorithm exist according to
whether IVF or AVR vertices are used. As baseline, IVF vertices are used in the CSVv2 algorithm,
otherwise we refer to it as CSVv2 (AVR). At least two tracks per jet are required. When calculating
the values of the track variables, the tracks are required to have an angular distance with respect to
the jet axis of ∆R < 0.3. Moreover, any combination of two tracks compatible with the mass of the
K0

S meson in a window of 30MeV is rejected. Jets that have neither a selected track nor a secondary
vertex are assigned a default output discriminator value of −1.

In a first step, the algorithm has to learn the features, e.g. input variable distributions corre-
sponding to the various jet flavours, and combine them into a single discriminator output value.
This step is the so-called “training” of the algorithm. During this step, it is important to ensure
that the algorithm does not learn any unwanted behaviour, such as b jets having a higher jet pT,
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on average, compared to other jets in a sample of tt events. To avoid discrimination between jet
flavours caused by different jet pT and η distributions, these distributions are reweighted to obtain
the same spectrum for all jet flavours in the training sample. The training is performed on inclusive
multijet events in three independent vertex categories:

• RecoVertex: The jet contains one or more secondary vertices.

• PseudoVertex: No secondary vertex is found in the jet but a set of at least two tracks with a
2D impact parameter significance above two and a combined invariant mass at least 50MeV
away from the K0

S mass are found. Since there is no real secondary vertex reconstruction, no
fit is performed, resulting in a reduced number of variables.

• NoVertex: Containing jets not assigned to one of the previous two categories. Only the
information of the selected tracks is used.

Figure 10 shows the fraction of jets of each flavour in the various vertex categories of the CSVv2
algorithm using jets in tt events with pT above 20GeV, where the secondary vertices in the
RecoVertex category are obtained with the IVF algorithm. The following discriminating variables
are combined in the algorithm.
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Figure 10. Vertex category for secondary vertices reconstructed with the IVF algorithm (left), and the
distribution of the angular distance between the IVF secondary vertex flight direction and the jet axis (right)
for jets of different flavours in tt events. The distributions are normalized to unit area.

• The “SV 2D flight distance significance”, defined as the 2D flight distance significance of the
secondary vertex with the smallest uncertainty on its flight distance for jets in the RecoVertex
category.

• The “number of SV”, defined as the number of secondary vertices for jets in the RecoVertex
category.

• The “track ηrel”, defined as the pseudorapidity of the track relative to the jet axis for the track
with the highest 2D impact parameter significance for jets in theRecoVertex and PseudoVertex
categories.
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• The “corrected SV mass”, defined as the corrected mass of the secondary vertex with the
smallest uncertainty on its flight distance for jets in the RecoVertex category or the invariant
mass obtained from the total summed four-momentum vector of the selected tracks for jets in
the PseudoVertex category.

• The “number of tracks from SV”, defined as the number of tracks associated with the
secondary vertex for jets in the RecoVertex category or the number of selected tracks for jets
in the PseudoVertex category.

• The “SV energy ratio”, defined as the energy of the secondary vertex with the smallest
uncertainty on its flight distance divided by the energy of the total summed four-momentum
vector of the selected tracks.

• The “∆R(SV, jet)”, defined as the ∆R between the flight direction of the secondary vertex
with the smallest uncertainty on its flight distance and the jet axis for jets in the RecoVertex
category, or the ∆R between the total summed four-momentum vector of the selected tracks
for jets in the PseudoVertex category.

• The “3D IP significance of the first four tracks”, defined as the signed 3D impact parameter
significances of the four tracks with the highest 2D impact parameter significance.

• The “track pT,rel”, defined as the track pT relative to the jet axis, i.e. the track momentum
perpendicular to the jet axis, for the track with the highest 2D impact parameter significance.

• The “∆R(track, jet)”, defined as the ∆R between the track and the jet axis for the track with
the highest 2D impact parameter significance.

• The “track pT,rel ratio”, defined as the track pT relative to the jet axis divided by the magnitude
of the trackmomentum vector for the track with the highest 2D impact parameter significance.

• The “track distance”, defined as the distance between the track and the jet axis at their point
of closest approach for the track with the highest 2D impact parameter significance.

• The “track decay length”, defined as the distance between the primary vertex and the track at
the point of closest approach between the track and the jet axis for the track with the highest
2D impact parameter significance.

• The “summed tracks ET ratio”, defined as the transverse energy of the total summed four-
momentum vector of the selected tracks divided by the transverse energy of the jet.

• The “∆R(summed tracks, jet)”, defined as the ∆R between the total summed four-momentum
vector of the tracks and the jet axis.

• The “first track 2D IP significance above c threshold”, defined as the 2D impact parameter
significance of the first track that raises the combined invariant mass of the tracks above
1.5GeV. This track is obtained by summing the four-momenta of the tracks adding one track
at the time. Every time a track is added, the total four-momentum vector is computed. The
2D impact parameter significance of the first track that is added resulting in a mass of the total

– 17 –



2
0
1
8
 
J
I
N
S
T
 
1
3
 
P
0
5
0
1
1

four-momentum vector above the aforemention threshold is used as a variable. The threshold
of 1.5GeV is related to the c quark mass.

• The number of selected tracks.

• The jet pT and η.

The discriminating variables in each vertex category are combined into a neural network,
specifically a feed-forward multilayer perceptron with one hidden layer [39]. The number of nodes
in the hidden layer is different for the three different vertex categories and is set to twice the number
of input variables. The discriminator values of the three vertex categories are combined with a
likelihood ratio taking into account the fraction of jets of each flavour expected in tt events. The
fraction of jets of each flavour is obtained as a function of the jet pT and |η |, using 19 exclusive
bins in total. Two dedicated trainings are performed, one with c jets, and one with light-flavour
jets as background. The final discriminator value is a linear combination of the output of these two
trainings with relative weights of 1 : 3 for the output of the network trained against c and light-
flavour jets, respectively. The value of these relative weights is inspired by tt events where one of
the two W bosons decays into quarks and the other into leptons, and provides the best performance
for a wide variety of physics topologies compared to alternative relative weights.

The main differences from the Run 1 version of the CSV algorithm are the following:

• The secondary vertex reconstruction algorithm: the secondary vertices are reconstructed
with the IVF algorithm.

• Input variables: table 1 lists the variables used for the Run 1 version of the CSV algorithm
and for the CSVv2 algorithm. Figure 11 shows two of the variables used for the CSVv2
algorithm and not for the CSV algorithm.

• Multilayer perceptron: in the previous version of the algorithm the input variables in a
certain vertex category were combined with a likelihood ratio. Depending on the type of
correlations present between the input variables, the likelihood ratio performs at a comparable
level to the other multivariate methods. The likelihood ratio is particularly useful because
of its simplicity and when a small number of variables are used. However, to increase the
performance of the algorithm, more input variables were added and combined into an artificial
neural network.

• Jet pT and η dependence: the correlation of some of the input variables with the jet pT and
η is taken into account by including the jet kinematics as input variables, after reweighting
the distributions to be the same for all jet flavours. In the past, the training was performed in
bins of the jet kinematics. In the current procedure, the bins of jet kinematics are only used
to combine the vertex categories after the training.

Figure 12 shows the distribution of the discriminator values for the various jet flavours for both
versions of the CSVv2 algorithm.
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Table 1. Input variables used for the Run 1 version of the CSV algorithm and for the CSVv2 algorithm. The
symbol “x” (“—”) means that the variable is (not) used in the algorithm.

Input variable Run 1 CSV CSVv2
SV 2D flight distance significance x x
Number of SV — x
Track ηrel x x
Corrected SV mass x x
Number of tracks from SV x x
SV energy ratio x x
∆R(SV, jet) — x
3D IP significance of the first four tracks x x
Track pT,rel — x
∆R(track, jet) — x
Track pT,rel ratio — x
Track distance — x
Track decay length — x
Summed tracks ET ratio — x
∆R(summed tracks, jet) — x
First track 2D IP significance above c threshold — x
Number of selected tracks — x
Jet pT — x
Jet η — x
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Figure 11. Distribution of the transverse energy of the total summed four-momentum vector of the selected
tracks divided by the jet transverse energy (left), and angular distance between the track and the jet axis
(right) for jets of different flavours in tt events. The distributions are normalized to unit area. The last bin in
the left panel includes the overflow entries.

The DeepCSV tagger. The identification of jets from heavy-flavour hadrons can be improved by
using the advances in the field of deep machine learning [38]. A new version of the CSVv2 tagger,
“DeepCSV”, was developed using a deep neural network with more hidden layers, more nodes per
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Figure 12. Distribution of the CSVv2 (left) and CSVv2(AVR) (right) discriminator values for jets of different
flavours in tt events. The distributions are normalized to unit area. Jets without a selected track and secondary
vertex are assigned a negative discriminator value. The first bin includes the underflow entries.

layer, and a simultaneous training in all vertex categories and for all jet flavours.
The same tracks and IVF secondary vertices are used in this approach as for the CSVv2 tagger.

The same input variables are also used, with only one difference, namely that for the track-based
variables up to six tracks are used in the training of the DeepCSV. Jets are randomly selected in
such a way that similar jet pT and η distributions are obtained for all jet flavours. These jet pT and
η distributions are also used as input variables in the training to take into account the correlation
between the jet kinematics and the other variables. The distribution of all input variables is
preprocessed to centre the mean of each distribution around zero and to obtain a root-mean-square
value of unity. All of the variables are presented to the multivariate analysis (MVA) in the same
way because of the preprocessing. This speeds up the training. In case a variable cannot be
reconstructed, e.g. because there are less than six selected tracks (or no secondary vertex), the
variable values associated with the missing track or vertex are set to zero after the preprocessing.

The training is performed using jets with pT between 20GeV and 1TeV, and within the tracker
acceptance. The relative ratio of the number of jets of each flavour is set to 2 : 1 : 4 for b : c : udsg
jets. A mixture of tt and multijet events is used to reduce the possible dependency of the training
on the heavy-flavour quark production process.

The training of the deep neural network is performed using the Keras [40] deep learning
library, interfaced with the TensorFlow [41] library that is used for low-level operations such as
convolutions. The neural network uses four hidden layers that are fully connected, each with 100
nodes. Increasing the number of hidden layers and the number of nodes per layer had negligible
effects on the performance. Each node in one of the hidden layers uses a rectified linear unit as
its activation function to define the output of the node given the input values. For the nodes in the
last layer, a normalized exponential function is used for the activation to be able to interpret the
output value as a probability for a certain jet flavour category, P( f ). The output layer contains five
nodes corresponding to five jet flavour categories used in the training. These categories are defined
according to whether the jet contains exactly one b hadron, at least two b hadrons, exactly one c
hadron and no b hadrons, at least two c hadrons and no b hadrons, or none of the aforementioned
categories. Each of these categories is completely independent of the others. The reason for
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defining five flavour categories in the training is to provide analyses with the possibility to identify
jets containing two b or c hadrons.
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Figure 13. Distribution of the DeepCSV P(b) (upper left), P(bb) (upper right), P(c) (middle left), P(cc)
(middle right), P(udsg) (lower left), and P(b) + P(bb) (lower right) discriminator values for jets of different
flavours in tt events. Jets without a selected track and without a secondary vertex are assigned a discriminator
value of 0. The distributions are normalized to unit area.

Figure 13 shows the discriminator distribution for each of the DeepCSV probabilities P( f ).
The lower right panel in figure 13 also shows the P(b) + P(bb) discriminator used to tag b jets in
physics analyses. It has been checked that summing the probabilities for these two categories is
equivalent to using a combined training for these categories.

– 21 –



2
0
1
8
 
J
I
N
S
T
 
1
3
 
P
0
5
0
1
1

5.1.3 Soft-lepton and combined taggers

Soft leptons, i.e. electrons or muons reconstructed as described in section 4.4 are sometimes present
in a jet. When they are, the information related to the charged lepton is used to construct a soft-
electron (SE) and soft-muon (SM) tagger. The discriminating variables that are used as input for
the boosted decision tree (BDT) are the 2D and 3D impact parameter significance of the lepton, the
angular distance between the jet axis and the lepton, ∆R, the ratio of the pT of the lepton to that
of the jet, and the pT of the lepton relative to the jet axis, prelT . In the case of the SE algorithm an
MVA-based electron identification variable is also used as input. The distributions of the SE and
SM discriminator values are shown in figure 14. The different range for the algorithm output values
is related to different settings in the training when combining the input variables with a BDT.
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Figure 14. Distribution of the soft-electron (left) and soft-muon (right) discriminator values for jets of
different flavours in tt events. Jets without a soft lepton are assigned a discriminator value of 0. The
distributions are normalized to unit area.

As a soft lepton is only present in a relatively small fraction of heavy-flavour jets, the soft
lepton taggers are not always able to discriminate heavy-flavour jets from other jets. Therefore they
are not used standalone, but rather as input for a combined tagger. The combined tagger, cMVAv2,
uses six b jet identification discriminators as input variables, namely the two variants of the JP
algorithm, the SE and SM algorithms, and the two variants of the CSVv2 algorithm. The training is
performed using the open source scikit-learn package [42] and the variables are combined using
a gradient boosting classifier (GBC) as BDT. Prior to the training, the jet pT and η distributions
are reweighted to obtain a similar distribution for all jet flavours. Although the correlation between
the two CSVv2 discriminator values is close to 100%, a small improvement is seen in the case
where the vertex finding algorithms reconstruct different secondary vertices. Figure 15 shows the
correlation between the input variables of the cMVAv2 algorithm for b jets as well as the distribution
of the cMVAv2 discriminator values for various jet flavours obtained in a tt sample. The correlation
between the input variables is similar for other jet flavours. Adding the SL taggers or one of the JP
taggers as input variables for the cMVAv2 algorithm results in a similar large performance gain with
respect to the CSVv2 algorithm. Adding the other JP tagger and CSVv2 (AVR) algorithm results
only in a modest performance gain. The performance of the cMVAv2 tagger for discriminating b
jets against other jet flavours is discussed more extensively in section 5.1.4.
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Figure 15. Correlation between the different input variables for the cMVAv2 tagger for b jets in tt events
(left), and distribution of the cMVAv2 discriminator values (right), normalized to unit area, for jets of different
flavours in tt events.

It is relevant to note that the DeepCSV discriminator output was not included as an input
variable, as this algorithm was developed after the cMVAv2 tagger. Further optimizations are
ongoing, in particular in the context of the new pixel tracker installed in 2017 [43].

5.1.4 Performance in simulation

The tagging efficiency of the JP, CSVv2, cMVAv2, and DeepCSV taggers is determined using
simulated pp collision events. The efficiency (misidentification probability) to correctly (wrongly)
tag a jet with flavour f is defined as the number of jets of flavour f passing the tagging requirement
divided by the total number of jets of flavour f . Figure 16 shows the b jet identification efficiency
versus the misidentification probability for either c or light-flavour jets in simulated tt events
requiring jets with pT > 20GeV and |η | < 2.4 for various b taggers. In this figure, the tagging
efficiency is integrated over the pT and η distributions of the jets in the tt sample. The tagging
efficiency is also shown for the Run 1 version of the CSV algorithm. It should be noted that
the CSV algorithm was trained on simulated multijet events at centre-of-mass energy of 7 TeV
using anti-kT jets clustered with a distance parameter R = 0.5. Therefore, the comparison is
not completely fair. The performance improvement expected from a retraining is typically of the
order of 1%. The absolute improvement in the b jet identification efficiency for the CSVv2 (AVR)
algorithm with respect to the CSV algorithm is of the order of 2–4% when the comparison is made
at the same misidentification probability value for light-flavour jets. An additional improvement
of the order of 1–2% is seen when using IVF vertices instead of AVR vertices in the CSVv2
algorithm. The cMVAv2 tagger performs around 3–4%better than theCSVv2 algorithm for the same
misidentification probability for light-flavour jets. The DeepCSV P(b) + P(bb) tagger outperforms
all the other b jet identification algorithms, when discriminating against c jets or light-flavour jets,
except for b jet identification efficiencies above 70% where the cMVAv2 tagger performs better
when discriminating against light-flavour jets. The absolute b identification efficiency improves by
about 4% with respect to the CSVv2 algorithm for a misidentification probability for light-flavour
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Figure 16. Misidentification probability for c and light-flavour jets versus b jet identification efficiency for
various b tagging algorithms applied to jets in tt events.

jets of 1%. Three standard working points are defined for each b tagging algorithm using jets with
pT > 30GeV in simulated multijet events with 80 < p̂T < 120GeV. The average jet pT in this
sample of events is about 75GeV. These working points, “loose” (L), “medium” (M), and “tight”
(T), correspond to thresholds on the discriminator after which the misidentification probability
is around 10%, 1%, and 0.1%, respectively, for light-flavour jets. The efficiency for correctly
identifying b jets in simulated tt events for each of the three working points of the various taggers
is summarized in table 2.

The tagging efficiency depends on the jet pT, η, and the number of pileup interactions in the
event. This dependency is illustrated for the DeepCSV P(b) + P(bb) tagger in figure 17 using jets
with pT > 20GeV in tt events. A parameterization of the efficiency as a function of the jet pT
is provided in appendix A. The efficiency for correctly identifying b jets is maximal for jets with
pT ≈ 100GeV and decreases at low- and high-pT values. The lower efficiency at low jet pT is
due to the larger uncertainty on the track impact parameter resolution. At high jet pT, there are
two main effects. First, the misidentification probability for light-flavour jets increases because
of the larger number of tracks present in the jet, as can be seen from figure 4. Second, at higher
jet transverse momenta, jets are more collimated and their charged particles are closer together,
resulting in merged hits in the innermost layers of the tracking system. This effect impacts the track
reconstruction efficiency and hence also the b jet identification efficiency. Due to the higher track
reconstruction efficiency and the better resolution of the track parameters at small |η | values [2],
the algorithms are more efficient in identifying b jets in the barrel region of the CMS silicon tracker
(|η | < 1). The efficiency for misidentifying light-flavour jets increases with an increasing number of
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Table 2. Taggers, working points, and corresponding efficiency for b jets with pT > 20GeV in simulated
tt events. The numbers in this table are for illustrative purposes since the b jet identification efficiency is
integrated over the pT and η distributions of jets.

Tagger Working point εb (%) εc (%) εudsg (%)
JP L 78 37 9.6

Jet probability (JP) JP M 56 12 1.1
JP T 36 3.3 0.1

CSVv2 L 81 37 8.9
Combined secondary vertex (CSVv2) CSVv2 M 63 12 0.9

CSVv2 T 41 2.2 0.1
cMVAv2 L 84 39 8.3

Combined MVA (cMVAv2) cMVAv2 M 66 13 0.8
cMVAv2 T 46 2.6 0.1
DeepCSV L 84 41 11

Deep combined secondary vertex DeepCSV M 68 12 1.1
(DeepCSV) P(b) + P(bb) DeepCSV T 50 2.4 0.1

pileup interactions. This is explained as follows. First, the increasing number of pileup interactions
results in a higher probability to choose the wrong primary vertex resulting in light-flavour jets
that are displaced, and b jets for which the displacement is wrong. Second, the increasing number
of pileup interactions results in a higher occupancy in the tracker, leading to a larger number of
wrongly reconstructed tracks as well as more tracks from a different interaction vertex that are
clustered in the jets associated with the primary vertex. It was checked that all taggers presented
in table 2 show a similar dependence with respect to the number of pileup interactions, and jet
pT and |η |.

5.2 The c jet identification

As can be seen from figures 5, 6, and 8 in section 4, the distributions of the tagging variables for
c jets lie in between the distributions for b and light-flavour jets. This is due to the lifetime of the
c hadrons being shorter than that of the b hadrons. In addition, the secondary vertex multiplicity
is also lower and the smaller c quark mass results in a smaller track pT relative to the jet axis.
Therefore, it is particularly challenging to efficiently identify jets originating from c quarks.

5.2.1 Algorithm description

The c jet identification algorithm uses properties related to displaced tracks, secondary vertices,
and soft leptons inside the jets. The secondary vertices are obtained using the IVF algorithm
with modified parameters for c jets as described in section 4.3. Based on the presence or absence
of a secondary vertex associated with a jet, three secondary vertex categories are defined in the
same way as for the CSVv2 algorithm. The presence or absence of a soft lepton, as discussed in
the previous paragraph, leads to the definition of three soft lepton categories, independent of the
secondary vertex categories:
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Figure 17. Efficiencies and misidentification probabilities for the DeepCSV P(b)+P(bb) tagger as a function
of the jet pT (left), jet η (middle), and PU multiplicity, i.e. the number of inelastic pp collisions in the event
(right), for b (upper), c (middle), and light-flavour (lower) jets in tt events. Each panel shows the efficiency
for the three different working points with different colours.

• NoSoftLepton: including jets without soft leptons found inside the jet;

• SoftMuon: at least one soft muon was found inside the jet;

• SoftElectron: no soft muon, but at least one soft electron was found inside the jet.

With this categorization, jets containing a muon and an electron will be assigned to the SoftMuon
category. Like for the b tagging algorithms, the displaced tracks are ordered by decreasing 2D
impact parameter significance, and the secondary vertices are ordered by increasing uncertainty on
their 3D flight distance. Some variables are only defined if a secondary vertex was reconstructed
or if a soft lepton was found inside the jet. Whenever a variable is not available, a default value is
assigned to it. The variables used are similar to the ones used in the CSVv2 algorithm (section 5.1.2)
and in the SM or SE algorithms (section 5.1.3). For track- and lepton-based variables, up to two
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tracks or leptons are used (if available), while for the secondary vertex variables only the first
secondary vertex is used (if available). The list of variables used is the following:

• The vertex-lepton category.

• The 2D and 3D impact parameter significance of the first two tracks, and the 3D impact
parameter significance of the first two leptons.

• The pseudorapidity of the track (lepton) relative to the jet axis for the first two tracks (leptons).

• The track (lepton) pT relative to the jet axis, i.e. the track momentum perpendicular to the jet
axis, for the first two tracks (leptons).

• The track pT relative to the jet axis divided by the magnitude of the track momentum vector,
for the first two tracks.

• The track momentum parallel to the jet direction, for the first two tracks.

• The track momentum parallel to the jet direction divided by the magnitude of the track
momentum vector, for the first two tracks.

• The ∆R between the track (lepton) and the jet axis for the first two tracks (leptons).

• The distance between the track and the jet axis at their point of closest approach, for the first
two tracks.

• The track decay length, i.e. the distance between the primary vertex and the track at the point
of closest approach between the track and the jet axis, for the first two tracks.

• The transverse energy of the total summed four-momentum vector of the selected tracks
divided by the transverse energy of the jet.

• The ∆R between the total summed four-momentum vector of the tracks and the jet axis.

• The 2D and 3D impact parameter significance of the first track that raises the combined
invariant mass of the tracks above 1.5GeV. This track is obtained by summing the four-
momenta of the tracks adding one track at the time. Every time a track is added, the total
four-momentum vector is computed. The 2D impact parameter significance of the first track
that is added resulting in a mass of the total four-momentum vector above the aforemention
threshold is used as a variable. The threshold of 1.5GeV is related to the c quark mass.

• The lepton pT divided by the jet pT, for the first two leptons.

• The lepton momentum parallel to the jet direction divided by the magnitude of the jet
momentum, for the first two leptons.

• The 2D and 3D flight distance significance of the first secondary vertex.

• The secondary vertex energy ratio, defined as the energy of the secondary vertex with the
smallest uncertainty on its flight distance divided by the energy of the total summed four-
momentum vector of the selected tracks.
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• The corrected secondary vertex mass.

• The “massVertexEnergyFraction” variable, which is defined as X/(X + 0.04), where X is
the corrected secondary vertex mass divided by the average b meson mass [35] multiplied
by the scalar sum of the track energies (assuming the pion mass) for tracks associated with
the secondary vertex divided by the scalar sum of the track energies for track associated with
the jet:

X =
m SV[GeV]

5.2794

∑
SV tracks

Ei∑
jet tracks

Ei
. (5.3)

This variable is first defined in section 7 of ref. [44].

• The “vertexBoost” variable, defined asY2/(Y2+10), whereY is the square root of the average
b meson mass [35] multiplied with the scalar sum of the track pT for tracks associated with
the vertex, divided by the product of the corrected secondary vertex mass and the square root
of the jet pT. This variable is related to the boost of the secondary vertex. This variable is
first defined in section 7 of ref. [44].

• The number of tracks associated with the first secondary vertex.

• The number of secondary vertices.

• The number of tracks associated with the jet.

The training of the algorithm was performed on simulated multijet events. As in the case of
the DeepCSV tagger, the variables are first preprocessed to centre their mean at zero and obtain a
root-mean-square of unity. Twoweights are applied for each jet in the training. To avoid introducing
any unwanted dependence on the jet kinematics in the tagger, a first weight is applied to flatten the
jet pT and η distributions in the whole training sample for all jet flavours. Simultaneously, a second
weight skews the relative contribution of the different secondary vertex categories in the multijet
sample to fit the observed ones in the tt sample. Two trainings are performed: one for discriminating
c jets from light-flavour jets (CvsL) and another one for discriminating c jets from b jets (CvsB).
The training of the two discriminators was performed with the scikit-learn package [42] using a
GBC as implementation of the BDT.

The GBC settings were optimized by varying them over a wide range of values, to ensure the
optimal setting was contained within the scanned range. Both the CvsL and CvsB trainings were
optimized by scanning a range of the parameters and comparing the final performance curves. The
best performance was achieved with the number of boosting stages set to 500, the learning rate to
0.05, the minimum number of samples required to split an internal node to 0.6% and a maximum
depth of the individual regression estimators of 15 (8) for the CvsL (CvsB) training. Some of the
optimized values did not change the performance visibly when being varied, but they were chosen
to reduce the computation time without a loss in performance.

Figure 18 shows the output discriminator distributions for the CvsL and CvsB taggers. The
discriminator distributions exhibit spikes, which originate from the default values for most input
variables if a jet has no track passing the selection criteria. These spikes do not affect any
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Figure 18. Distribution of the CvsL (left) and CvsB (right) discriminator values for jets of different flavours
in tt events. The spikes originate from jets without a track passing the track selection criteria, as discussed
in the text. The distributions are normalized to unit area.

physics analyses, as the discriminator thresholds defining the working points are not just before or
after a spike.

5.2.2 Performance in simulation

The performance is evaluated using jets with pT > 20GeV and |η | < 2.4 in a sample of simulated tt
events. The left panel in figure 19 shows the correlation between the CvsL and CvsB discriminators
for various jet flavours. Discriminator values close to one correspond to signal-like c jets. Therefore,
the c jets populate the upper right corner of this figure, whereas b jets and light-flavour jets populate
the region near the bottom right and the upper left corners, respectively. In the upper left corner
there is a relatively large fraction of c jets because of the similarity of c jets and light-flavour jets at
CvsL discriminator values below −0.3 and CvsB discriminator values above +0.5, as can be seen in
figure 18. In order to discriminate c jets from other jet flavours and to evaluate the performance of
the c tagger, thresholds are applied on both CvsL and CvsB to select the upper right corner of this
phase space. Three working points have been defined corresponding to the efficiency for correctly
identifying c jets. These are indicated by the dashed lines. The loose working point has a high
efficiency for c jets and rejects primarily b jets, whereas the tight working point rejects primarily
light-flavour jets. Table 3 summarizes the efficiencies for the three working points.

Table 3. Efficiency for the working points of the c tagger and corresponding efficiency for the different jet
flavours obtained using jets with pT > 20GeV in simulated tt events. The numbers quoted are for illustrative
purposes since the efficiency is integrated over the pT and η distributions of the jets.

Working point εc (%) εb (%) εudsg (%)
c tagger L 88 36 91
c tagger M 40 17 19
c tagger T 19 20 1.2

The right panel in figure 19 shows the light-flavour and b jet misidentification probabilities
for constant c tagging efficiencies. The arrows indicate the c jet identification efficiency and
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misidentification probability for b and light-flavour jets corresponding to the three working points.
The discontinuous transition in each of the curves for c tagging efficiencies between 0.35 and 0.7
are due to the largest spike in the CvsL distribution in the left panel in figure 18.
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Figure 19. Correlation betweenCvsL andCvsB taggers for the various jet flavours (left), andmisidentification
probability for light-flavour jets versus misidentification probability for b jets for various constant c jet
efficiencies (right) in tt events. The L, M, and T working points discussed in the text are indicated by the
dashed lines (left) or arrows (right). The discontinuity in the curves corresponding to c tagging efficiencies
between 0.4 and 0.7 are due to the spike in the CvsL distribution of figure 18.

In figure 20 the performance of the CvsL and CvsB taggers is compared with the cMVAv2 and
CSVv2 b tagging algorithms. In the right panel of this figure, the transition in the performance
of the curve for a c jet identification efficiency around 0.4 is due to the largest spike in the CvsL
discriminator distribution. The performance of the CvsB tagger is similar to the performance of both
b taggers, except at small b jet misidentification probabilities where the CvsB tagger is performing
slightly worse than the cMVAv2 tagger. The CvsL tagger outperforms the cMVAv2 and CSVv2
tagger for small light-flavour jet misidentification probabilities. The DeepCSV tagger described in
section 5.1.2 is outperforming the dedicated c tagger. For the discrimination between c and b jets,
the DeepCSV probabilities corresponding to the five flavour categories defined in section 5.1.2, are
combined in the following way:

DeepCSV CvsB =
P(c) + P(cc)
1 − P(udsg)

, (5.4)

where the numerator corresponds to the probability to identify c jets and the denominator to the
probability to identify b or c jets. Similarly, for the discrimination between c and light-flavour jets,
the discriminator is constructed:

DeepCSV CvsL =
P(c) + P(cc)

1 − (P(b) + P(bb))
, (5.5)

with the numerator giving the probability to identify c jets and the denominator the probability to
identify light-flavour or c jets. The comparison with the DeepCSV algorithm used for c tagging
should be considered as an illustration for the performance of future c taggers since the working
points are not yet defined and the efficiency in data is not yet measured.
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Figure 20. Misidentification probability for b jets (left) or light-flavour jets (right) versus c jet identification
efficiency for various c tagging algorithms applied to jets in tt events.

6 Identification of b jets in boosted topologies

6.1 Boosted b jet identification with the CSVv2 algorithm

At the high centre-of-mass energy of the LHC, particles decaying to b quarks can be produced
with a large Lorentz boost. Examples are boosted top quarks decaying to bW → bqq, or boosted
Higgs or Z bosons decaying to bb. As a result of the large boost of the parent particle the decay
products often give rise to overlapping jets. In order to capture all the decay products, the jets are
reconstructed with a distance parameter of R = 0.8 (AK8). Jet substructure techniques can then be
applied to resolve the subjets corresponding to the decay products in the AK8 jet [45–48]. In this
paper, the soft-drop algorithm [45, 46], which recursively removes soft wide-angle radiation from a
jet, is used to resolve the substructure of the AK8 jets. The subjet axes are obtained by reclustering
the jet constituents using the anti-kT algorithm and undoing the last step of the clustering procedure.

When the decay of the boosted particle contains a b quark, b tagging can be applied either on
the AK8 jet or on its subjets. In both cases the CSVv2 algorithm is used. In the first approach the
CSVv2 algorithm is applied to the AK8 jet but using looser requirements for the track-to-jet and
vertex-to-jet association criteria, consistent with the R = 0.8 parameter. In the second approach
the CSVv2 algorithm is applied to the subjets. The two approaches are illustrated by the scheme in
figure 21 (left and middle).

subjets AK8 jet double-b

τ axis τ axis

Figure 21. Schematic representation of the AK8 jet (left) and subjet (middle) b tagging approaches, and of
the double-b tagger approach (right).
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To illustrate the performance of b tagging in various boosted topologies, AK8 and subjet b
tagging are compared in figures 22 and 23. When studying the performance of b tagging in various
boosted topologies, jets originating from the decay of boosted top quarks (boosted top quark jets)
are obtained from a Z ′ sample, where the Z ′ decays to tt, with t → bW → bqq. The boosted top
quark jets are then defined as jets containing at least one b hadron. Jets originating from the decay
of boosted Higgs bosons (H→ bb jets) are obtained from a Kaluza-Klein graviton sample, where
the graviton decays to two Higgs bosons, with H → bb. The H → bb jets are then defined as
jets containing at least two b hadrons. Jets from a sample of inclusive multijet events are used to
determine the misidentification probability.

To obtain a performance similar to what is expected in physics analyses, the jet mass is used
to select jets consistent with the top quark or Higgs boson mass. While the jet mass for these
particles arises from the kinematics of the decay products present in the jet, the single-parton jet
mass arises mostly from soft-gluon radiation. This soft radiation can be removed by applying jet
grooming methods [49–51], shifting the single-parton jet mass to smaller values. In this paper, jet
pruning [51] is applied to the AK8 jets. The jet mass obtained from the jet four-momentum after
pruning is referred to as the pruned jet mass. Jets are then selected when they have a pruned jet
mass between 50 (135) and 200GeV for b tagging boosted H→ bb (top quark) jets.
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Figure 22. Misidentification probability for jets in an inclusive multijet sample versus the efficiency to
correctly tag boosted top quark jets. The CSVv2 algorithm is applied to three different types of jets: AK8
jets, their subjets, and AK4 jets matched to AK8 jets. The AK8 jets are selected to have a pruned jet mass
between 135 and 200GeV, and 300 < pT < 500GeV (left), or 1.2 < pT < 1.8TeV (right).

Figure 22 shows the b tagging efficiency for boosted top quark jets versus the misidentification
probability using jets from a background sample of multijet events. The performance of AK8 and
subjet b tagging is compared. When b tagging is applied to the subjets of boosted top quark jets, at
least one of the subjets is required to be tagged. In addition, the performance of b tagging applied
to AK4 jets matched to AK8 jets within ∆R(AK4,AK8) < 0.4 is also shown. When b tagging is
applied to AK4 jets matched to the AK8 jet, at least one of the AK4 jets is required to be tagged.
In figure 22 (left), for jets with 300 < pT < 500GeV, the AK8 jet b tagging is more efficient than
AK4 jet b tagging. In contrast, in figure 22 (right), for jets with pT > 1200GeV, AK8 and AK4
jet b tagging perform similarly. This can be understood as due to the fact that at large jet pT most
of the tracks and the secondary vertex are also present in the AK4 jet because of the larger boost.
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In both cases, subjet b tagging is more efficient than AK8 jet b tagging when identifying the b jet
from the boosted top quark decay.

CMS Simulation 13 TeV, 2016
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Figure 23. Misidentification probability using jets in a multijet sample (upper), for g → bb jets (middle),
and for single b jets (lower), versus the efficiency to correctly tag H → bb jets. The CSVv2 algorithm is
applied to three different types of jets: AK8 jets, their subjets, and AK4 jets matched to AK8 jets. For the
subjet b tagging curves, both subjets are required to be tagged. The double-b tagger, described in section 6.2,
is applied to AK8 jets. The AK8 jets are selected to have a pruned jet mass between 50 and 200GeV, and
300 < pT < 500GeV (left), or 1.2 < pT < 1.8TeV (right).

Figure 23 shows the efficiency for identifying H→ bb jets versus the misidentification proba-
bility using jets from a background sample of inclusive multijet events, g→ bb jets or single b jets.
When b tagging is applied to the subjets of the H→ bb jet, both subjets are required to be tagged.
Similarly, both AK4 jets matched with the AK8 jet are required to be tagged.
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When the misidentification probability is determined using inclusive multijet events, as illus-
trated in the upper panels of figure 23, AK8 jet b tagging performs well at the highest H→ bb jet
tagging efficiencies, while subjet b tagging performs better at lower H→ bb jet tagging efficiencies.
This can be understood as follows. Some of the input variables used in the CSVv2 tagger rely on
the jet axis, as mentioned in section 5.1.2. An example is the ∆R between the secondary vertex
flight direction and the jet axis. This variable is expected to have, on average, a smaller value for
b jets compared to other jets, as can be seen in the right panel of figure 10. When b tagging is
applied to the AK8 jet, the AK8 jet axis is used to calculate some of the variables. However, when
two b hadrons are present in the jet, the ∆R between the secondary vertex flight direction and the
AK8 jet axis or between the track and the AK8 jet axis may be quite large. Therefore, it is better
to calculate these variables with respect to their respective subjet axes. On the other hand, at the
highest H → bb jet tagging efficiencies, subjet b tagging does not fully use variables that rely on
the information of the full AK8 jet, such as the number of secondary vertices. This results in a
worse performance of subjet b tagging compared to AK8 jet b tagging at the highest H → bb jet
tagging efficiencies.

The middle panels of figure 23 show the efficiency for H→ bb jets versus the misidentification
probability for g→ bb in multijet events. Both for jets with 300 < pT < 500GeV and 1.2 < pT <

1.8TeV, subjet b tagging performs better than AK8 jet b tagging. This is understood as due to the
fact that the information from both b hadrons is better used by the subjet b tagging approach.

As can be seen in the bottom panels of figure 23, also in the case where the background is
composed of single b jets, subjet b tagging performs better. The lower misidentification probability
at the same efficiency is explained by the fact that for the subjet b tagging, the two subjets are
required to be tagged. Requiring both subjets to be tagged while there is only one b hadron present
in the background jets results in a lower misidentification probability. It is worth noting that these
performance curves look very similar to the performance curves obtained when b jets from boosted
top quarks are considered as background instead of single b jets from multijet events.

The left panels in figure 23 demonstrate that AK8 jet b tagging is more efficient than AK4 jet
b tagging using jets with 300 < pT < 500GeV. The reason is that at low jet pT not all the tracks
and secondary vertex are associated with the two AK4 jets, while they are associated with the AK8
jet. In contrast, using jets with pT > 1200GeV, requiring the two AK4 jets to be tagged results in a
similar performance or better than when the AK8 jet is required to be tagged. This can be explained
by the fact that the high jet pT results in tracks and secondary vertices that are more collimated and
fully contained in the AK4 jets.

Figures 22 and 23 demonstrate that the performance of subjet and AK8 jet b tagging depends
not only on the signal jets to be b tagged and on the background jets under consideration, but also
on the jet pT.

6.2 The double-b tagger

As mentioned in the previous section, the approaches of b tagging AK8 jets, as well as applying
subjet b tagging, have limitations when identifying H→ bb jets. In this section, a novel approach
is presented to discriminate H → bb candidates from single-parton jets in multijet events. The
strategy followed when developing the new “double-b” tagging algorithm is to fully use not only
the presence of two b hadrons inside the AK8 jet but also the correlation between the directions of
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the momenta of the two b hadrons. Although the algorithm is developed using simulated H→ bb
events, any dependence of the algorithm performance on the mass or pT of the bb pair is avoided.
This strategy allows the usage of the tagger in physics analyses with a large range of jet pT. The
dependence on the jet mass is avoided as this variable is often used to define a region for the
estimation of the background. In addition, this strategy also permits the use of the double-b tagger
for the identification of boosted Z→ bb jets or any other boosted bb resonance where the kinematics
of the decay products are similar.

A variable sensitive to the substructure is the N-subjettiness, τN [47], which is a jet shape
variable, computed under the assumption that the jet has N subjets, and it is defined as the pT-
weighted distance between each jet constituent and its nearest subjet axis (∆R):

τN =
1
d0

∑
k

pkT min(∆R1,k, . . . ,∆RN,k), (6.1)

where k runs over all jet constituents. The normalization factor is d0 =
∑

k pkTR0 and R0 is the
original jet distance parameter, i.e. R0 = 0.8. The τN variable has a small value if the jet is
consistent with having N or fewer subjets. The subjet axes are used as a starting point for the τN
minimization. After the minimization, the τN axes, also called τ axes, are obtained. These are then
used to estimate the directions of the partons giving rise to the subjets, as schematically illustrated
in figure 21 (right).

Many of the CSVv2 variables are also used in the double-b tagger algorithm. The variables
rely on reconstructed tracks, secondary vertices obtained using the IVF algorithm, as well as the
system of two secondary vertices. Tracks with pT > 1GeV are associated with jets in a cone of
∆R < 0.8 around the jet axis. Each track is then associated with the closest τ axis, where the
distance of a track to the τ axis is defined as the distance at their point of closest approach. The
selection requirements applied to tracks in the CSVv2 algorithm are also applied here, using the τ
axis instead of the jet axis. The reconstructed secondary vertices are associated first with jets in a
cone ∆R < 0.7 and then to the closest τ axis within that jet. For each τ axis, the track four-momenta
of the constituent tracks from all the secondary vertices associated with a given τ axis are added to
compute the secondary vertex mass and pT for that τ axis.

Input variables are selected that discriminate between H→ bb jets and other jet flavours, and
that improve the discrimination against the background from inclusive multijet production by at
least 5% compared to the performance of the tagger without the variable. In addition, as mentioned
earlier, variables are chosen that do not have a strong dependence on the jet pT or jet mass. This
procedure resulted in the following list of variables:

• The four tracks with the highest impact parameter significance.

• The impact parameter significance of the first two tracks ordered in decreasing impact pa-
rameter significance, for each τ axis.

• The 2D impact parameter significance, of the first two tracks (first track) that raise the total
mass above 5.2 (1.5) GeV. These tracks are obtained as explained in section 5.1.2 in the
context of the CSVv2 algorithm. In the case of the highest threshold, also the second track
above the threshold mass is used. The thresholds of 5.2GeV and 1.5GeV are related to the b
and c hadron masses, respectively.
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• The secondary vertex energy ratio, defined as the total energy of all secondary vertices
associated with a given τ axis divided by the total energy of all the tracks associated with the
AK8 jet that are consistent with the primary vertex, for each of the two τ axes.

• The number of secondary vertices associated with the jet.

• The 2D secondary vertex flight distance significance, for the secondary vertex with the
smallest uncertainty on the 3D flight distance, for each of the two τ axes.

• The ∆R between the secondary vertex with the smallest 3D flight distance uncertainty and its
τ axis, for each of the two τ axes.

• The relative pseudorapidity, ηrel, of the tracks from all secondary vertices with respect to their
τ axis for the three leading tracks ordered in increasing ηrel, for each of the two τ axes.

• The total secondary vertex mass, defined as the invariant mass of all tracks from secondary
vertices associated with the same τ axis, for each of the two τ axes.

• The information related to the system of two secondary vertices, the z variable, defined as:

z = ∆R(SV0, SV1)
pT(SV1)

m(SV0, SV1)
(6.2)

where SV0 and SV1 are the secondary vertices with the smallest 3D flight distance uncertainty
associated with the two τ axes, pT(SV1) is the pT of the secondary vertex associated with
the second τ axis, and ∆R(SV0, SV1) is the distance between the two secondary vertices, and
m(SV0, SV1) is the invariant mass corresponding to the summed four-momenta of the two
secondary vertices.

The most discriminating variables are the impact parameter significance for the most displaced
tracks, the 2D impact parameter significance for the first track above the (5.2GeV) b-hadron mass
threshold, and the secondary vertex energy ratio for the secondary vertex with the smallest 3D flight
distance uncertainty (SV0).

Figure 24 shows the distributions for some of the input variables for the signal H→ bb jets and
using jets from inclusive multijet production containing zero, one, or two b quarks. Distributions
are shown separately for g→ bb, single b quark, and light-flavour jets production. The secondary
vertex multiplicity and the vertex energy ratio for SV0, along with the impact parameter significance
of the first track raising the total invariant mass of all tracks above the b hadron mass threshold
show a good separation between the H→ bb jets and the different background contributions. The
z variable, eq. (6.2), shows good discrimination against g → bb jets since it uses the different
kinematic properties of the H→ bb and g→ bb decays.

Several variables related to the properties of soft leptons arising from the b hadron decay were
also investigated. Despite a small gain in performance, these variables were excluded as input
variables since they could introduce a bias in the efficiency measurement from data. The bias could
arise when using muon information both to define input variables and to select a sample of jets
containing a muon for the efficiency measurement in data, presented in section 9.
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Figure 24. Distribution of 2D impact parameter significance for the most displaced track raising the mass
above the b hadron mass threshold as described in the text (upper left), number of secondary vertices
associated with the AK8 jet (upper right), vertex energy ratio for the secondary vertex with the smallest
3D flight distance uncertainty (lower left), and z variable described in the text (lower right). Comparison
between H→ bb jets from simulated samples of a Kaluza-Klein graviton decaying to two Higgs bosons, and
jets in an inclusive multijet sample containing zero, one, or two b quarks. The AK8 jets are selected with
pT > 300GeV and pruned jet mass between 50 and 200GeV. The distributions are normalized to unit area.
The last bin includes the overflow entries.

The discriminating variables are combined using a BDT and the tmva package [52]. The
training is performed using H → bb jets from simulated events with a Kaluza-Klein graviton
decaying to two Higgs bosons as signal, and jets from inclusive multijet production as background.
Jets are selected when they have a pruned mass between 50 and 200GeV and pT between 300 and
2500GeV. The jet pT distributions for the simulated signal and background jet samples are similar,
therefore no dedicated reweighting of the samples was performed.

The distribution of the double-b discriminator values is shown in the upper panel of figure 25.
Four working points are defined corresponding to about 75, 65, 45 and 25% signal efficiency for
a jet pT of about 1 TeV. The signal efficiencies and misidentification probabilities as functions of
the jet pT for these four working points are shown in the lower panels of figure 25. The decreasing
signal efficiency at high jet pT originates from the larger collimation of particles, which results
in a lower track reconstruction efficiency due to close by hits. The reduced track reconstruction
efficiency for high jet pT results in a lower tagging efficiency for high jet pT.
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Figure 25. Distribution of the double-b tagger discriminator values normalized to unit area for H→ bb jets
in simulated samples of a Kaluza-Klein graviton decaying to two Higgs bosons, and for jets in an inclusive
multijet sample containing zero, one, or two b quarks (upper). Efficiency to correctly tag H→ bb jets (lower
left) and misidentification probability using jets in an inclusive multijet sample (lower right) for four working
points of the double-b tagger as a function of the jet pT. The AK8 jets are selected with pT > 300GeV and
pruned jet mass between 50 and 200GeV.

The performance of the double-b tagger is compared with that of the CSVv2 tagger applied to
AK8 jets or their subjets. The top and middle panels in figure 23 show the performance when the
background consists of jets from inclusive multijet production or g → bb jets. In these cases, the
double-b tagger outperforms the AK8 jet and subjet b tagging approaches for all jet pT ranges. At
high jet pT the improvement is larger compared to low jet pT, thereby providing an important gain in
the searches for heavy resonances where mostly high-pT jets are expected. When the background is
composed of single b jets, as shown in the bottom panels of figure 23, subjet b tagging outperforms
the double-b tagger at low jet pT, while the two approaches are similar at high jet pT. The lower
misidentification probability for single b jets at the same H→ bb jet tagging efficiency for subjet b
tagging at low jet pT is explained by the fact that the two subjets are very well separated at low jet
pT and the variables related to the AK8 jet used in the double-b tagger are less efficient. In contrast,
at high jet pT the subjets are much closer together, resulting in shared tracks and secondary vertices
and thereby leading to a more similar performance.

Whether it is better to use subjet b tagging or the double-b tagger in a physics analysis depends
strongly on the flavour composition and pT distribution of the jets from the signal and background
processes under consideration.
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7 Performance of b jet identification at the trigger level

The identification of b jets at the trigger level is essential to collect events that do not pass standard
lepton, jet, or missing pT triggers, and to increase the purity of the recorded sample for analyses
requiring b jets in the final state. The L1 trigger uses information from the calorimeters and muon
detectors to reconstruct objects such as charged leptons and jets. Identification of b jets is not
possible at that stage as it relies on the reconstructed tracks from charged particles available only at
the HLT. In this section, we describe b jet identification at the HLT. A detailed description of the
CMS trigger system can be found in ref. [11].

Because of latency constraints at the HLT, it is not feasible to reconstruct the tracks and primary
vertex with the algorithms used for offline reconstruction. The time needed for track finding can
be significantly reduced if the position of the primary vertex is known. While the position in
the transverse plane is defined with a precision of 20 µm, its position along the beam line is not
known [2]. However, it is possible to obtain a rough estimate of the primary vertex position along
the beam line by projecting onto the z direction the position of the silicon pixel tracker hits (pixel
detector hits) compatible with the jets. A pixel tracker hit in the barrel (endcap) is compatible with
a jet when the difference in azimuthal angle between the hit and the jet is less than 0.21 (0.14). The
region along the beam line with the highest number of projected pixel detector hits is most likely
to correspond to the position of the primary vertex. This concept is illustrated in figure 26: the
direction of the tracks in a jet is assumed to be approximately the same as the direction of the jet
obtained using the calorimeter information.

Figure 26. Scheme of the fast primary vertex finding algorithm used to determine the position of the vertex
along the beam line. The pixel detector hits from the tracks in a jet are projected along the calorimeter jet
direction onto the beam line.

This fast primary vertex (FPV) finding algorithm is sensitive to pixel detector hits from pileup
interactions. Therefore, a number of selection requirements based on the shape of the charge
deposition clusters associated with the pixel detector hits are applied to select those that most likely
correspond to a particle with a large pT. In addition, only pixel detector hits compatible with up
to four leading jets with pT > 30GeV and |η | < 2.4 are used. Finally, each pixel detector hit is
assigned a weight reflecting the probability that it corresponds to a track in one of the considered
jets. The weight is obtained by using information related to the shape of the charge deposition
cluster, the azimuthal angle between the jet and the cluster, and the jet pT. Since the spread of
projected hits from the primary vertex is proportional to the distance from the beam line, a larger
weight is assigned to pixel detector hits closer to the beam line.
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Figure 27 (left) shows that the resolution of the primary vertex along the beam line, ∆z, is about
3mm for simulated multijet events with 35 pileup interactions on average. Here, events are selected
if the scalar sum of the calorimeter jet transverse momenta exceeds 250GeV. The double-peak
structure is caused by a bias in the FPV reconstruction that finds the primary vertex closer to the
centre of the CMS detector than it is in reality in the simulation. This bias originates from the
higher number of projected hits at the centre of the detector because of the detector geometry and
pileup interactions. The efficiency of the FPV algorithm to reconstruct the primary vertex within
1.5 cm of its true position along the beam line is close to 99%.
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Figure 27. Distribution of residuals on the position of the primary vertex along the beam line using the fast
primary vertex finding algorithm described in the text (left), and on the position of the primary vertex along
the beam line after refitting with the tracks reconstructed at the HLT (right). The distributions are obtained
using simulated multijet events with 35 pileup interactions on average and a flat p̂T spectrum between 15
and 3000GeV for the leading jet. Events are selected for which the scalar sum of the pT of the jets is above
250GeV. The first and last bin of each histogram contain the underflow and overflow entries, respectively.

Since b tagging relies on the precise measurement of the displaced tracks with respect to the
primary vertex, it is crucial to use tracks that use the information of both the pixel and the silicon
strip tracker to improve the spatial and momentum resolutions. To reduce the HLT algorithm
processing time, these tracks are only reconstructed when originating near the primary vertex and if
they are close to the direction of the leading jets, sorted according to decreasing jet pT. Up to eight
jets with pT > 30GeV and |η | < 2.4 are considered in an event. In the first step, the trajectories
of charged particles are reconstructed from the pixel detector hits. To reduce the reconstruction
time, tracks are only reconstructed when they have a longitudinal (transverse) impact parameter
below 15 (2)mm and are compatible with the direction of one of the jets. For simulated tt events
with 35 pileup interactions on average, this approach of regional pixel tracking reduces the track
reconstruction time by a factor of almost 40 with respect to pixel tracking without constraints. Using
the reconstructed pixel tracks, the efficiency to find the primary vertex within 0.2mm of its true
position along the beam line is around 97.5%. To increase the efficiency even further, the variable

R =

∑2
j=1

∑
i pT

i, j∑2
j=1 pT j

(7.1)

is defined, where pT
i, j is the pT of track i associated with the leading or subleading jet ( j =1 or 2)
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and pT
j is the pT of jet j obtained from the calorimeter deposits. To calculate R, tracks from the

two leading jets are used if they have a χ2 of the track fit below 20, which reduces the effect of
tracks reconstructed from a wrong combination of pixel hits. The impact of mismeasured tracks is
reduced by setting the track pT to 20GeV if it is larger than this value. If the primary vertex position
is not correctly reconstructed, the value of R will be small. If R < 0.10, the reconstruction of pixel
detector tracks is run without the primary vertex position and using instead the direction of the two
leading jets. The pixel detector tracks obtained in this way are then used to obtain a new position
for the primary vertex, partially recovering the efficiency loss. The primary vertex position for all
events is refitted using the reconstructed pixel detector tracks, resulting in a resolution that is much
improved, as can be seen in figure 27 (right). Pairs of vertices that are closer than 70 µm to each
other are merged into a single vertex. After the full procedure, the efficiency to find the primary
vertex within 0.2mm of its true position is larger than 98.5%, and the resolution on the position of
the primary vertex along the beam line is less than 60 µm, using simulated multijet events with 35
pileup interactions on average.

In the second step, the tracks are reconstructed using the information from the pixel and strip
detectors. An iterative procedure is applied that is similar to the offline track reconstruction except
for the number of iterations and the seeds used for track finding in each iteration. In the first iteration,
the pixel tracks reconstructed as described above with pT > 0.9GeV are used as seeds if they have
a transverse (longitudinal) impact parameter below 1 (3)mm. For the second iteration, triplets of
pixel hits are used with pT > 0.5GeV and a transverse (longitudinal) impact parameter <0.5 (1)mm.
The last iteration uses pairs of pixel hits with pT > 1.2GeV and a transverse (longitudinal) impact
parameter <0.25 (0.5)mm. It is worth noting that the requirements on the impact parameter do
not have a large impact on the reconstruction efficiency for displaced tracks. When refitting the
primary vertex using the reconstructed tracks, the resolution on its position along the beam line
further improves to less than 30 µm, as shown in figure 27.

The reconstructed tracks and the refitted primary vertex are then used to reconstruct secondary
vertices with the IVF vertex reconstruction algorithm. These vertices and tracks are then used as
input for the CSVv2 algorithm described in section 5. No dedicated training of the CSVv2 algorithm
is used at the HLT, as studies have not shown any improvement in performance. The processing
time of regional tracking used for b tagging with up to eight leading jets with pT > 30GeV is
on average 87 ms, not including the jet reconstruction time. The processing time was evaluated
using data with the highest number of pileup interactions observed in 2016 (49 pileup interactions
on average) and selecting events using a trigger threshold of 250GeV on the scalar sum of the
calorimeter jet transverse momenta. As a comparison, the average global processing time of the
HLT farm is limited to about 200ms per event. The b tagging algorithm was run in about 6% of
the events accepted by the L1 trigger.

The performance of b tagging at the HLT is evaluated using data collected during 2016,
selecting events with at least four calorimeter jets with pT > 45GeV and |η | < 2.4 and with the
sum of the pT of the jets at the HLT above 800GeV. Offline CSVv2 discriminator distributions are
shown in figure 28 using all jets (in red) as well as using jets with an HLT CSVv2 discriminator
exceeding 0.56 (in blue). An estimate of the reduction factor for the trigger rate when requiring
a single b tagged jet at HLT is determined as the number of jets passing the initial trigger, based
on the sum of the pT of the jets, divided by the number of jets passing the trigger and having an
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HLT CSVv2 discriminator above 0.56. The b tagging efficiency for a threshold of 0.56 on the HLT
CSVv2 discriminator is shown as a function of the offline CSVv2 discriminator value in figure 28
(right). In both panels, the structure at a discriminator value of ≈ 0.5 is caused by jets from pileup
interactions. In the right panel, the discontinuity indicates that these jets do not behave exactly in the
samemanner at the HLT and offline, due to their different track reconstruction. The larger efficiency
for CSVv2 discriminator values below 0.05 is due to jets for which the chosen primary vertex at the
HLT and offline is different. In particular, the primary vertex position is wrongly reconstructed at
the HLT, resulting in an apparent displaced jet with a high CSVv2 discriminator value at the HLT
and a small offline CSVv2 discriminator value. The impact of this effect is relatively small since
there are only a few jets with an offline CSVv2 discriminator value below 0.05, as can be seen in
the left panel.
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Figure 28. Offline CSVv2 discriminator distribution for all jets and for jets with a value of the CSVv2
discriminator at the HLT exceeding 0.56 (left), and b tagging efficiency at the HLT as a function of the offline
CSVv2 discriminator value (right).

Figure 29 compares the HLT and offline b tagging performance using jets in simulated tt events
with 35 pileup interactions on average. Events are selected if the scalar sum of the jet transverse
momenta exceeds 250GeV. Up to eight leading jets are used with pT > 30GeV and |η | < 2.4.
As expected, the b tagging performance of the offline reconstruction is better than at the HLT. The
maximum b jet identification efficiency at the HLT is ≈ 95% because of three effects that occur
more frequently at the HLT:

• The primary vertex is not reconstructed or not identified as the vertex corresponding to the
jets on which the b tagging algorithm is applied.

• Since the track reconstruction efficiency at the HLT is lower, it happens more often that less
than two tracks are associated with the jet, resulting in no valid discriminator value being
assigned to the jet.

• There are at least two reconstructed tracks, but they do not pass the track selection requirements
applied in the CSVv2 algorithm.

In the future, the b tagging performance at the HLT will be further improved by replacing the
CSVv2 tagger with the DeepCSV tagger.
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Figure 29. Comparison of the misidentification probability for light-flavour jets (left) and c jets (right) versus
the b tagging efficiency at the HLT and offline for the CSVv2 algorithm applied on simulated tt events for
which the scalar sum of the jet pT for all jets in the event exceeds 250GeV.

8 Measurement of the tagging efficiency using data

In the previous sections, the performance of the taggers was studied on simulated samples. In
this section, we present the methods used to measure the efficiency of the heavy-flavour tagging
algorithms applied on the data. In section 8.1, the data are compared to the simulation for a
few input variables as well as for the output discriminator distributions. The measurement of the
misidentification probability in the data is presented in section 8.2. The tagging efficiency for c
and b jets is presented in sections 8.3 and 8.4, respectively. Section 8.5 summarizes a method to
measure data-to-simulation scale factors as a function of the discriminator value for the various jet
flavours. The results of the various measurements are compared and discussed in section 8.6.

8.1 Comparison of data with simulation

The data are compared to simulation in different event topologies, chosen for their different jet
flavour composition, and selected according to the following criteria:

• Inclusive multijet sample: events are selected if they satisfy a trigger selection requiring the
presence of at least one AK4 jet with pT > 40GeV. Because of the high event rates only a
fraction of the events that fulfill the trigger requirement are selected (prescaled trigger). The
fraction of accepted events depends on the prescale value, which varies during the data-taking
period according to the instantaneous luminosity. The data are compared to simulatedmultijet
events using jets with 50 < pT < 250GeV. This topology is dominated by light-flavour jets
and contains also a contribution of jets from pileup interactions.

• Muon-enriched jet sample: events are considered if they satisfy an online selection requiring
at least two AK4 jets with pT > 40GeV of which at least one contains a muon with pT >

5GeV. Also in this case, the trigger was prescaled. The data are compared to a sample
of jets with 50 < pT < 250GeV and containing a muon selected from simulated muon-
enriched multijet events. Because of the muon requirement this topology is dominated by
jets containing heavy-flavour hadrons.
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• Dilepton tt sample: at trigger level, events are selected by requiring the presence of at
least one isolated electron and at least one isolated muon. Offline, the leading muon and
electron are required to have pT > 25GeV and be isolated, as expected for leptonic W boson
decays [9, 10]. Events are further considered if they contain at least two AK4 jets with
pT > 20GeV. In this event sample we expect an enrichment in b jets from top quark decays.
There is also a small contribution from jets from pileup interactions due to the relatively low
threshold on jet pT.

• Single-lepton tt sample: events are selected at trigger level by requiring the presence of at
least one isolated electron or muon [9, 10]. Offline, exactly one isolated electron or muon
is required, satisfying tight identification criteria. The electron (muon) is required to have a
pT > 40 (30)GeV and |η | < 2.4. Events are further considered if they contain at least four jets
with pT > 25GeV. In this event sample a higher fraction of c jets is expected in comparison
with the other samples. These c jets arise from the decay of the W boson to quarks.

The distributions of all input variables and output discriminators in the four aforementioned
event topologies are monitored to assess the agreement between data and simulation. Figure 30
shows a selection of four input variables. For the secondary vertex variables that are shown the
secondary vertices are reconstructed with the IVF algorithm, discussed in section 4.3. In the top left
panel, the 3D impact parameter significance of the tracks is shown for jets in the dilepton tt sample.
The observed discrepancy around zero is explained by the sensitivity of this variable to the tracker
alignment and the uncertainty in the track parameters. The top right panel shows the corrected
secondary vertex mass for the leading secondary vertex (sorted according to increasing uncertainty
in the 3D flight distance), using jets in an inclusive multijet sample. The bottom left panel shows
the 3D flight distance significance of the leading secondary vertex using jets in the muon-enriched
jet sample. As was the case for the impact parameter significance, the disagreement between the
data and the simulation is related to the sensitivity of this variable to the tracker alignment and the
uncertainty in the track parameters and hence on the secondary vertex position. The bottom right
panel shows the “massVertexEnergyFraction” variable, defined in section 5.2.1, using jets in the
single-lepton tt sample.

While the simulationmodels the secondary vertexmass reasonablywell, some discrepancies are
observed for the impact parameter significance of the tracks and the secondary vertex flight distance.
The imperfect modelling of the input variables will also have an impact on the modelling of the
output discriminator distributions, which are shown in figure 31. The upper panels show the JP and
cMVAv2 discriminators using jets in the dilepton tt sample. The discontinuities in the distribution
of the JP discriminator values are due to the minimum track probability requirement of 0.5%, as
explained in section 5.1.1. The middle panels show the CSVv2 and DeepCSV discriminators using
jets in the muon-enriched sample. The lower panels show the CvsL and the CvsB discriminators,
using jets in the inclusive multijet sample. The discontinuities in both distributions arise from jets
for which no tracks pass the track selection criteria, as discussed in section 5.2.1. Deviations of up
to 20% are observed at the highest discriminator values. These deviations may be related to the
modelling of the detector in the simulation and to the accuracy of the generators in their modelling
of the parton shower and hadronization. It is therefore important to measure the efficiencies directly
from the data. In physics analyses, the difference between the tagging efficiency in the data and
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Figure 30. Examples of input variables used in heavy-flavour tagging algorithms in data compared to
simulation. Impact parameter significance of the tracks in jets from the dilepton tt sample (upper left),
corrected secondary vertex mass for the secondary vertex with the smallest uncertainty in the 3D flight
distance for jets in an inclusive multijet sample (upper right), secondary vertex flight distance significance for
jets in a muon-enriched jet sample (lower left), and distribution of the massVertexEnergyFraction variable
described in the text for jets in the single-lepton tt sample (lower right). The simulated contributions of
each flavour are shown with different colours. The total number of entries in the simulation is normalized to
the number of observed entries in data. The first and last bin of each histogram contain the underflow and
overflow entries, respectively.

simulation is then corrected for by taking into account a per jet data-to-simulation scale factor

SFf = ε
data
f (pT, η)/ε

MC
f (pT, η), (8.1)

where εdata
f
(pT, η) and εMC

f
(pT, η) are the tagging efficiencies for a jet with flavour f in data and

simulation, respectively. For most of the efficiency measurements, the number of jets in the data
is too limited to provide a dependence on the jet |η |. For those methods, only the dependence on
the jet pT is measured. In simulation, the b/c tagging efficiency (misidentification probability) is
defined as the number of b/c (light-flavour) jets that are tagged, according to the working point of
a given algorithm (section 5), with respect to the total number of b/c (light-flavour) jets. Using
simulated events, the number of jets with flavour f is determined by matching the jets with the
generated hadrons. In data, the tagging efficiency is measured with a pure sample of jets with a
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Figure 31. Examples of discriminator distributions in data compared to simulation. The JP (upper left)
and cMVAv2 (upper right) discriminator values are shown for jets in the dilepton tt sample, the CSVv2
(middle left) and DeepCSV (middle right) discriminators for jets in the muon-enriched multijet sample, and
the CvsL (lower left) and CvsB (lower right) discriminators for jets in the inclusive multijet sample. The
simulated contributions of each jet flavour are shown with different colours. The total number of entries
in the simulation is normalized to the number of observed entries in data. The first and last bin of each
histogram contain the underflow and overflow entries, respectively.

certain flavour f , using selection requirements that do not bias the jets with respect to the variables
used in the tagging algorithm.
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8.2 The misidentification probability

Themisidentification probability for light-flavour jets ismeasuredwith a sample of inclusivemultijet
events. The inclusive multijet data are collected using triggers requiring at least one jet above a
certain pT threshold, with pT > 40GeV being its lowest value. Because of the high trigger rates
for the lowest trigger thresholds, the triggers are prescaled. The selected events are reweighted to
take into account the different prescales for each trigger threshold in order to obtain the same jet pT
distribution as if unprescaled triggers were used. The simulated events are reweighted to match the
distribution of the number of pileup interactions in the data.

The negative-tag method [1] is used for the measurement of the misidentification probability
and the data-to-simulation scale factor, SFl. The method is based on the definition of positive and
negative taggers, which are identical to the default algorithms, except that for each jet only tracks
with either positive or negative impact parameter values and secondary vertices with either positive
or negative flight distance are used. To first order, the discriminator values for negative and positive
taggers are expected to be symmetric for light-flavour jets, with nonzero values of the impact
parameter and flight distance arising because of resolution effects. Some asymmetries are present
for light-flavour jets due to long-lived hadrons, such as K0

S andΛ hadrons. The positive and negative
discriminator distributions are presented in figure 32 using jets with pT > 50GeV. For convenience,
the discriminator values of the negative taggers are shown with a negative sign. Note that since the
cMVAv2 and c tagger discriminator values range between −1 and 1, a shift was introduced such that
the positive cMVAv2 discriminator is defined between 0 and 2, while the negative discriminator
is shown with a negative sign and obtains values between −2 and 0. Deviations of up to 10% are
observed between the data and simulation for some discriminator values.
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Figure 32. Distributions of the DeepCSV (left) and the cMVAv2 (right) discriminators for jets in an inclusive
multijet sample. For visualization purposes the discriminator output of the negativeDeepCSV tagger is shown
with a negative sign. For the cMVAv2 tagger, the discriminator output of the positive tagger is shifted from
[−1, 1] to [0, 2] and the discriminator values of the negative tagger are shown with a negative sign. The
simulation is normalized to the number of entries in the data.

We define negative-tagged (positive-tagged) jets as the jets with a discriminator value of the
negative (positive) tagger passing the working point of the tagger. The misidentification probability,
εl, is determined from the fraction of negative-tagged jets passing the working point, ε−, in an
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inclusive multijet sample
εl = ε

− RLF (8.2)

where the correction factor RLF = εMC
l /ε

−,MC is the ratio of the misidentification probability of
light-flavour jets to the negative tagging probability of all jets in simulation. The correction factor
RLF is typically between 0.3 and 1, with the exact value depending on the working point and tagger.

Systematic uncertainties in the misidentification probability are related to possible effects that
may have an impact on RLF. In particular, the following systematic uncertainties are evaluated:

• Fraction of heavy-flavour jets: if the fraction of jets from heavy-flavour quarks in the
negative-tag sample increases, the value of RLF decreases. The fraction of b jets has been
measured by the CMS collaboration to agree with the simulation within±20% [53]. To assess
the effect of this systematic uncertainty, the fraction of heavy-flavour jets in the simulation is
varied by ±20%.

• Gluon fraction: the fraction of gluon jets affects the misidentification probability in the
simulation as well as the negative tagging probability, because of the larger track multiplicity
in gluon jets compared to jets originating from light-flavour quarks. In addition, the fraction
of gluon jets depends on the parton density and parton showering in the simulation. The
systematic effect due to the uncertainty in the fraction of gluon jets is evaluated by varying
the gluon fraction by ±20% [54].

• K0
S and Λ decays (V0): the observed numbers of reconstructed K0

S and Λ hadrons are found
to be a factor of 1.30 ± 0.30 and 1.50 ± 0.50 larger than expected [55, 56], respectively.
To determine the nominal value of the data-to-simulation scale factor, the amount of recon-
structed K0

S or Λ hadrons is reweighted in the simulation to be consistent with the observed
yields. To obtain the size of the systematic effect due to the reweighting, the fraction of K0

S
and Λ hadrons is varied by the uncertainty in the measured fraction, i.e. by ±30 and ±50%,
respectively.

• Secondary interactions: the rate of secondary interactions from photon conversions or
nuclear interactions in the pixel tracker layers has been measured with a precision of
±5% [55, 56]. The number of secondary interactions is varied by this amount to obtain
the systematic uncertainty in the data-to-simulation scale factor.

• Mismeasured tracks: according to the simulation, there are more positive- than negative-
tagged jets containing a reconstructed track that cannot be associated with a genuine charged
particle. This is expected because the positive-tagged light-flavour jets contain K0

S or Λ
hadrons, resulting inmore hits and hence a higher probability for awrong combination of those
hits leading to amismeasured track. To correct for this residual effect ofmismeasured tracks, a
±50% variation of this contribution is taken into account for the systematic uncertainty in RLF.

• Sign flip: the number of jets with a negative tag is sensitive to the angular resolution on the jet
axis and 3D impact parameter since these may affect the impact parameter sign. In particular,
a difference between data and simulation in the probability of sign flips will affect the ratio of
the negative tagging probability in data to that in simulation. The difference between data and
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simulation on the fraction of negative-tagged jets with respect to all tagged jets is measured
with a muon-enriched jet sample and used to estimate the size of this systematic effect.

• Sampling: the dependence of the data-to-simulation scale factor on the event topology
is estimated by the trigger dependence of the scale factor. The scale factor is computed
separately for each of the trigger requirements used to select the inclusive multijet sample.
Themaximumvariation of the scale factor for these differentmeasurements with respect to the
nominal value using the unbiased jet pT spectrum is taken as the size of the systematic effect.

• Pileup: the simulated events are reweighted according to the observed amount of pileup
interactions in data. A 5% uncertainty in the total inelastic cross section of pp collisions [57]
is propagated to the distribution of the number of pileup interactions to assess the impact of
the uncertainty in the pileup reweighting.

• Statistical uncertainty in the simulation: the limited amount of simulated multijet events
is taken into account as an additional systematic uncertainty.

Figure 33 shows an example of the measured misidentification probabilities, data-to-simulation
scale factors, and relative systematic uncertainties for the medium working point of the DeepCSV
and cMVAv2 taggers. In the top right panel of figure 33, the “step” in the misidentification
probability around 450GeV is caused by the pT- (and |η |-) dependent weights for the jet flavours
in the vertex categories in the training of the CSVv2 algorithm, discussed in section 5.1.2. The
middle panels in figure 33 show the scale factors as a function of the jet pT with the result of the
fit superimposed. The fit functions are typically parameterized by a third degree polynomial with
four free parameters. The dashed lines around the fit function represent the overall statistical and
systematic uncertainty in the measurement. For jets with pT > 1000GeV the uncertainty in the
scale factor is doubled. The scale factors are typically larger than one in a broad jet pT range. The
relative precision that is achieved on the scale factors for light-flavour jets when using b tagging
algorithms is 5–10% for the loose working point and rises to 20–30% for the tight working point
using jets with 20 < pT < 1000GeV. The statistical uncertainty is typically a factor of 10 times
smaller than the systematic uncertainty. For the c tagger, the relative precision varies between 3
and 7% for the loose and tight working points, respectively. The reason for the smaller uncertainty
for the c tagger compared to the b taggers is the different definition of the working points. The
working points for the c tagger have a much higher misidentification probability for light-flavour
jets, ranging from over 90% for the loose working point to about a per cent for the tight working
point, compared to 10% and 0.1%, respectively, for the b tagging algorithms (section 5). The tight
working point of the c tagger corresponds to a misidentification probability that is in between the
loose and medium working points of the b taggers. Taking this into account, the corresponding
systematic uncertainties are of a similar size.

8.3 The c jet identification efficiency

In this section, the methods are presented to obtain a jet sample enriched in c quark content, which is
subsequently employed to measure the efficiency for (mis)identifying c jets in data. The efficiency
in data and simulation is then used to determine the data-to-simulation scale factor for c jets, SFc,
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Figure 33. Misidentification probability, data-to-simulation scale factors, and relative uncertainty in the
scale factors for light-flavour jets for the medium working point of the DeepCSV (left) and cMVAv2 (right)
algorithm. The upper panels show the misidentification probability in data and simulation as a function of
the jet pT. The middle panels show the scale factors for light-flavour jets, where the solid curve is the result
of a fit to the scale factors, and the dashed lines represent the overall statistical and systematic uncertainty
in the measurement. The lower panels show the relative systematic uncertainties in the scale factors for
light-flavour jets. The sampling and pileup uncertainties are not shown since they are below 1%, but are
included in the total systematic uncertainty covered by the black dots.

for each algorithm and working point. The first method relies on the W + c topology. The second
method uses c jets from the W boson decay to quarks in the single-lepton tt topology, where one of
the W bosons decays into quarks and the other one into leptons.

8.3.1 Measurement relying on W + c events

The efficiency to identify c jets using heavy-flavour jet identification algorithms is measured with
a sample enriched in c jets obtained from events with a W boson produced in association with a c
quark. At leading order, the production of a W boson in association with a c quark proceeds mainly
through s+g→W−+c and s + g→W++c as shown in figure 34 (left and middle). A key property
of this production process is that the c quark and W boson have opposite-sign (OS) electric charge.
The dominant background are W+ qq events, which are produced with an equal amount of OS and
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same-sign (SS) events, as can be seen in figure 34 (right). After the event selection, a sample with
a high purity of W + c events is obtained by subtracting the SS distribution of a variable from the
OS distribution for that variable. The remaining events are referred to as “OS-SS”.

Figure 34. Leading order production of W + c with opposite-sign electric charges (left and middle), and of
W+ qq through gluon splitting (right). In gluon splitting there is an additional c quark with the same sign as
the W boson.

The W + c events are selected according to the criteria of ref. [58]. Events are selected by
requesting one isolated electron (muon) with a p`T above 34 (26)GeV and satisfying medium (tight)
identification criteria [9, 10]. When the event has more than one isolated electron or muon satisfying
the selection criteria, the highest-pT lepton is considered as the lepton from the W boson decay. The
contribution from Z+ jets events is reduced by vetoing events with a same-flavour dilepton invariant
mass between 70 and 110GeV. To reduce the background from multijet events to a negligible
level, the transverse mass MT =

√
p`Tpmiss

T [1 − cos(φ` − φpmiss
T )] is required to be larger than 55GeV.

In this expression, φ` and φpmiss
T (p`T and pmiss

T ) are the azimuthal angles (transverse momenta) of
the isolated lepton and the ®pmiss

T vector, respectively. At least one jet is required in the tracker
acceptance, with pT > 25GeV and separated from the isolated lepton by ∆R > 0.5. In addition, the
leading jet should contain a nonisolated soft muon among the jet constituents with pT < 25GeV.
The charge of the c quark is determined from the charge of the soft muon inside the jet. The OS
(SS) events are then defined as events for which the muon in the jet has the opposite (same) charge
as the isolated lepton from the W decay. After these requirements, the expected signal purity is
about 60% for W→ µν events and 80% for W→ eν events. Remaining Z + jets and tt events are
the main sources of background for the W → µν channel, and tt events for the W → eν channel.
As an example, the distributions of the c tagger discriminators are shown in figure 35 for the OS-SS
sample, for the W→ µν and W→ eν channels combined.

The efficiency to tag a c jet using a certain working point and tagger is obtained as the fraction
of tagged c jets over the total number of c jets in W + c events in the OS-SS sample:

εc =
N(W + c)OS-SStagged

N(W + c)OS-SS
, (8.3)

where the number of W + c events in data, N(W + c)OS-SS, is obtained as the observed number
of OS-SS events times the fraction of W + c events among these, derived from simulation as
f MC
W+c = 1 − f MC

bkg . Analogously, N(W + c)OS-SStagged corresponds to the number of W + c events with a
tagged c jet, obtained as the observed number ofOS-SS eventswith a tagged c jet times the fraction of
expectedW+c events with a tagged c jet, where the fraction is obtained as f tagged,MC

W+c = 1− f tagged,MC
bkg .

The simulated c jet tagging efficiency is obtained by repeating the procedure on simulated data.
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Figure 35. Distribution of the CvsL (left) and CvsB (right) discriminators in the W → µν and W → eν
channels after the OS-SS subtraction. The spikes originate from jets without a track passing the track
selection criteria, as discussed in section 5.2.1. The last bin includes the overflow entries.

Apart from the statistical uncertainty, the measurement may also be affected by several sources of
systematic effects:

• Background subtraction: the number ofW+c events in data is obtained under the assumption
that the fraction of (tagged) background events in data and simulation is the same. The effect
of this assumption is quantified by varying f MC

bkg and f tagged,MC
bkg by 50%. The impact on the

measured efficiency for tagging c jets is of the order of 2%, becoming one of the dominant
uncertainties.

• Branching fraction of D→ µX and fragmentation of c→ D: the branching fractions for
D→ µX are varied to match the latest PDG data [35]. In particular, the branching fractions
are shifted by −2% for D+ → µX , +13% for D0 → µX , and +16% for Ds → µX . In
addition, also the fragmentation rate of a c quark to a D meson is varied to be consistent with
the PDG data [59]. This implies the following pythia 8 variations: +37% for c→ D+, −9%
for c → D0, and −33% for c → Ds. The difference in the measured c jet tagging efficiency
after this simultaneous variation is less than 1% and is taken as a systematic uncertainty.

• Number of tracks: the uncertainty in the modelling of the number of selected tracks per jet
in the simulation is taken into account by reweighting the distribution to match the data and
remeasuring the data-to-simulation scale factor. The difference between the nominal scale
factor value and the one after reweighting is less than 1%.

• Soft-muon requirement: requiring a muon in a jet may introduce a potential bias in the
efficiency measurement when the tagger also relies on muon variables, as is the case for the c
tagger and the cMVAv2 tagger. The bias may arise if the tagger response is different for jets
with and without a soft lepton. The potential bias is estimated by repeating the measurement
using a modified version of the tagger, which treats the muon as a track and assigns a default
value to the soft-muon input variables. The difference between the values measured with
the modified tagger and the default one is taken as systematic uncertainty. The effect of this
variation is less than 3%. This is the dominant systematic uncertainty.
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• Jet energy scale: since the measurements are performed in bins of jet pT, the fraction of jets
in each bin may vary depending on the jet energy corrections. The data-to-simulation scale
factors are remeasured after varying the jet energies by ±1 standard deviation of the nominal
jet energy scale. The systematic effect due to this variation is less than 1%.

• Electron and muon efficiency: the uncertainties related to the lepton reconstruction and
identification are taken into account by varying the corresponding correction factors within
their uncertainty and reevaluating the efficiency for tagging c jets. The effect of this variation
is smaller than 1%.

• Pileup: the effect of the uncertainty in the number of additional pileup interactions is
evaluated as described in section 8.2, having an impact on the c tagging efficiency below 1%.

• Factorization and renormalization scales: in ref. [58] the normalized cross section forW+c
events has been measured and the impact of the factorization and renormalization scales used
at matrix element and parton shower levels was evaluated. The systematic uncertainty related
to the variation of these scales was found to be well below 1% because of the cross section
normalization. When measuring data-to-simulation scale factors, this systematic uncertainty
also cancels in the ratio.

• Parton distribution functions: the NNPDF parton densities are varied within their uncer-
tainties resulting in additional templates for the systematic uncertainty. The effect was found
to be less than 1%.

The total systematic uncertainty in the data-to-simulation scale factor measurement is obtained as
the quadratic sum of the individual systematic uncertainties.

The c jet tagging efficiency and the data-to-simulation scale factor SFc are computed as a
function of jet pT and presented in figure 36 for the loose and medium working points of the c
tagger. Scale factors for misidentifying c jets are also derived for the b tagging algorithms.
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Figure 36. Efficiency for tagging c jets in data and simulation as a function of the jet pT, and corresponding
data-to-simulation scale factors (bottom panels) for the loose (left) and medium (right) working points of the
c tagger.
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8.3.2 Measurement relying on the single-lepton tt events

If a W boson decays hadronically, the decay contains a c quark in about 50% of the cases. Therefore,
in a pure sample of single-lepton tt events, about one event out of two will contain a c jet. Because
of the particular decay chain of the top quark, the energy of up-type quarks from the W boson decay
is, on average, larger than for down-type quarks. This property, verified in simulated tt events,
is used to obtain samples of jets enriched and depleted in c quarks. The c tagging efficiency is
obtained by fitting the distribution of a variable in both of these samples simultaneously to the data,
as will be explained in the following.

Events are selected by requiring exactly one isolated muon satisfying the tight identification
criteria and with a pT exceeding 30GeV [10]. In addition, exactly four jets with pT > 30GeV are
required. All objects are required to be within the tracker acceptance. The background frommultijet
events is reduced to a negligible level by requiring the reconstructed transverse mass formed by the
muon and ®pmiss

T , to be MT(µ, pmiss
T ) > 50GeV. The tt event is reconstructed by assigning the jets

to the quarks from which they originate, using a mass discriminant λM . This mass discriminant
is defined as the 2D probability for the invariant mass of a correct combination of two jets to be
consistent with the W boson mass, and the invariant mass of a correct three-jet combination to be
consistent with the top quark mass. The jet-quark assignment for which the negative logarithm
of λM is minimal is chosen as the reconstructed tt topology candidate for the event. The two jets
assigned to the b quarks from the top quark decay are required to be b-tagged; one jet should pass
the tight working point of the CSVv2 tagger and the other one its loose working point. By requiring
those jets to be b-tagged only after the jet-quark assignment is done, a bias is avoided on the c
jet tagging efficiency measurement. Figure 37 shows the distribution of λM and of the highest
(leading) and second-highest (subleading) energy for the two jets corresponding to the W decay
after the full event selection. The tt simulation is divided into three different subsamples:

• tt, right Wh: the W boson is correctly reconstructed, hence the two jets are correctly assigned
to the quarks from the W boson decay.

• tt, wrong Wh: the W boson is wrongly reconstructed, hence at least one of the two jets is not
correctly assigned to the quarks from the W boson decay.

• Other tt decay: the generated event is not a single-lepton tt event.

The non-tt background is relatively small, with contributions from single top quark, W + jets,
Z + jets, and multijet production.

From figure 37 it is clear that the λM distribution has discrimination power to separate jets that
are correctly associated with the W boson decay and jets for which this is not the case. Therefore,
this distribution is used to measure the efficiency and data-to-simulation scale factor for c jets.

Four event categories are defined according to whether or not the jets that are assigned to the
W boson decay (i.e. the probe jets) pass the tagging working point for which the efficiency is to be
measured:

• Notag: both probe jets fail the tagging requirement;

• Leadtag: only the most energetic probe jet passes the tagging requirement;
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Figure 37. Distributions of the leading- (left) and subleading- (middle) jet energy as well as of the mass
discriminant λM (right) after the full event selection, jet-quark assignment, and b tagging requirement on the
two b jet candidates.

• Subleadtag: only the least energetic probe jet passes the tagging requirement; and

• Ditag: both probe jets pass the tagging requirement.

For tt events in the “right Wh” subsample, the number of events in the various categories can be
written as:

Nnotag = NT((1 − εc
1)(1 − ε

LF
2 ) f1 + (1 − ε

LF
1 )(1 − ε

c
2) f2 + (1 − ε

LF
1 )(1 − ε

LF
2 )(1 − f1 − f2)),

Nleadtag = NT(ε
c
1(1 − ε

LF
2 ) f1 + εLF

1 (1 − ε
c
2) f2 + εLF

1 (1 − ε
LF
2 )(1 − f1 − f2)),

Nsubtag = NT((1 − εc
1)ε

LF
2 f1 + (1 − εLF

1 )ε
c
2 f2 + (1 − εLF

1 )ε
LF
2 (1 − f1 − f2)),

Nditag = NT(ε
c
1ε

LF
2 f1 + εLF

1 εc
2 f2 + εLF

1 εLF
2 (1 − f1 − f2)),

(8.4)

with NT the total number of events, f1,2 the fraction of leading (subscript 1) and subleading (subscript
2) c jets, and εc,L

1,2 the tagging efficiencies for leading and subleading jets for c (superscript c) and
light-flavour (superscript LF) quarks. The indentation highlights the different components, namely
the probability for a jet pair to be composed of (c, light), (light, c), and (light, light) jet flavours as
(leading, subleading) jets from theW boson decay. The (c, c) pair is not present since it is unphysical.
Instead of measuring the efficiency εc,LF

1,2 , the data-to-simulation scale factor is measured. Therefore,
εc,LF

1,2 is replaced with SFc,lε
c,LF
1,2 (MC) in eq. (8.4). In the latter expression εc,LF

1,2 (MC) is the efficiency
obtained from simulation and SFc (SFl) is the scale factor for c (light-flavour) jets. To reduce the
number of unknown parameters, the value for SFl is taken to be the measured value using the
negative-tag method presented in section 8.2.

A maximum likelihood fit is performed on the binned λM distributions using the signal
and background distributions (templates) obtained from the simulated events. The measurement is
performed inclusively, since the selected number of events is not sufficient for a precisemeasurement
in bins of jet pT. Systematic uncertainties are included in the fit as nuisance parameters that are
profiled. Each nuisance parameter is floating with a Gaussian constraint around the central value
with a standard deviation proportional to the systematic uncertainty. It is possible to group the
systematic uncertainties in two sets based on their effect on the templates. The following systematic
effects only affect the normalization of the templates:
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• Scale factor for light-flavour jets: the data-to-simulation scale factor for themisidentification
of light-flavour jets is varied within its uncertainty. This is the dominant uncertainty in the
scale factor measurement for c jets.

• Cross sections of the simulated processes: an uncertainty of 16, 50 and 20% is assumed
in the cross section of the tt [60], single top quark [61, 62], and the combined W + jets and
Z + jets [63, 64] processes, respectively. The limited number of simulated W + jets and
Z + jets events requires an additional uncertainty in their yield, fully uncorrelated among the
event categories.

• Integrated luminosity and pileup: the uncertainty in the integrated luminositymeasurement
of 6.2% [65] and on the number of additional pileup interactions are considered as yield
uncertainties. These uncertainties as well as the uncertainty in the cross sections for the
simulated processes are the same for each working point probed, and are applied to the
related samples in a correlated way between categories.

• Scale factors for b tagging: since b tagging is applied for the event selection, the uncertainty
in the b tagging data-to-simulation scale factor is considered as a systematic effect. The
simulation has been processed with b jet scale factors shifted by their uncertainties. In case
the b-tagged jets in the event selection are actually originating from c quarks, the scale factor
is varied by a conservative 50%. The size of the combined effect due to the uncertainty of
correctly tagging b jets and wrongly tagging c or light-flavour jets for the event selection
depends on the samples, the categories, and the working points considered. However, the
effect of these uncertainties has limited impact on the final result, being fully correlated across
samples and categories.

A potential source of systematic uncertainty for the normalization of the templates may arise from
the uncertainty in the cross section of tt events produced in association with heavy-flavour jets,
which is constrained to within 35% [66]. Such an uncertainty is covered by the systematic variation
on the inclusive tt production cross section and the uncertainty in the b tagging scale factor for the
event selection, which is taken to be 50% for jets arising from c quarks.

In addition to a possible impact on the normalization of the templates, the following systematic
effects affect the shape of the templates:

• Jet energy scale: new templates are constructed by varying the jet energy scale by ±1
standard deviation from its nominal value. The uncertainty is propagated to the fraction of c
jets in leading and subleading jets.

• Jet energy resolution: for the nominal efficiency measurement, the jet energies in the
simulation are smeared according to a Gaussian function to accommodate the slightly worse
resolution in data. The uncertainty in the jet energy resolution is propagated to the data-
to-simulation scale factor measurement by varying the standard deviation of the Gaussian
function by its uncertainty.

• Factorization and renormalization scales: the factorization and renormalization scales
used at matrix element and parton shower levels affect the number of additional jets from
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initial-state radiation (ISR) and final-state radiation (FSR), and may impact the fraction of
leading and subleading c jets. The factorization and renormalization scales used at matrix
element level are varied independently and simultaneously by factors of 2 and 0.5 with respect
to their default values. Also the scale for ISR (FSR) in the parton shower is varied by a factor
of 2 (

√
2) and 0.5 (

√
0.5) [67]. A different way to assess the uncertainty in the modelling of

ISR and FSR is to vary the “hdamp” parameter in powheg. This parameter is used to limit
the resummation of higher-order effects using a reference energy scale. The real emissions
are reweighted by a step-function h2/(p2

T + h2), where h is the hdamp parameter and pT is the
transverse momentum of the top quark in the tt rest frame. The hdamp parameter is varied
between 0.5mt and 2mt to evaluate the uncertainty related to additional jets from ISR and
FSR. The variations upwards and downwards having the largest impact on the templates, are
used to repeat the data-to-simulation scale factor measurements independently for ISR and
FSR. The deviation from the nominal scale factor value is taken as the uncertainty. Together
with the uncertainties in the jet energy scale and resolution, the effect is 1% for both the
leading and subleading jets.

• Top quark mass: the uncertainty in the top quark mass may affect the measurement of
the data-to-simulation scale factor. The size of the uncertainty is estimated using alternative
simulated sampleswith amass that is shiftedwithin the uncertainty in themeasured value [35].

• Parton distribution functions: the uncertainties in the parton densities is evaluated in the
same way as in section 8.3.1 and found to be negligible.

• Bin-by-bin statistical uncertainty: statistical uncertainties related to the single bin popula-
tion in the templates have been addressed through bin-by-bin variations, i.e. fully uncorrelated
shape uncertainties inwhich only one bin of the template is shifted according to its uncertainty.
In order to reduce the computational time required by the fit to converge, this uncertainty is
only considered for template bins having an uncertainty larger than 5% of the yield observed
in the same bin, thus rejecting most of the low-yield backgrounds.

Table 4 summarizes the values of the measured data-to-simulation scale factors for all tagging
requirements. The uncertainty in the scale factors in the table are a combination of the statistical
and systematic uncertainties obtained from the fit.

8.3.3 Combination of the measured c tagging efficiencies

In the previous sections twomethods have been described tomeasure the c tagging efficiency. In this
section, a combination of the measurements is performed. The combination is a weighted average
taking into account the full covariance matrix for the uncertainties using the best linear unbiased
estimator (BLUE) method [68]. This technique was also used for combining the SFb measurements
in Run 1 [1], but here it has been extended to fit all the jet pT bins simultaneously [69], treating
more correctly the bin-to-bin correlations for the systematic uncertainties. Systematic uncertainties
shared by the two measurements are treated as correlated in the combination. The averaging has
been done using the finer jet pT binning of the W + c topology. The relative contribution of the
single-lepton tt measurement in each jet pT bin is taken into account by assigning weights to this
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Table 4. Measured data-to-simulation scale factors for c jets for various algorithms and working points
in single-lepton tt events. The uncertainty in the scale factor includes both the statistical and systematic
uncertainties, while the last column shows the statistical uncertainty alone.

Working point SFc Statistical uncertainty
CSVv2 L 0.89 ± 0.05 ±0.02
CSVv2 M 0.87 ± 0.08 +0.04

−0.03
CSVv2 T 1.15+0.35

−0.33
+0.15
−0.14

c tagger L 1.05 ± 0.03 ±0.01
c tagger M 0.93 ± 0.05 ±0.02
c tagger T 0.88+0.05

−0.04 ±0.02
DeepCSV L 0.98+0.05

−0.04 ±0.02
DeepCSV M 0.96 ± 0.09 ±0.04
DeepCSV T 0.87+0.37

−0.38 ±0.15
cMVAv2 L 0.87 ± 0.04 ±0.02
cMVAv2 M 0.76 ± 0.09 ±0.03
cMVAv2 T 0.86+0.31

−0.29 ±0.13

measurement corresponding to the fraction of jets from top quark decays expected in each of the jet
pT bins. These fractions are obtained from simulation. The result of the combination is shown in
figure 38 for the loose and mediumworking points of the c tagger. In each panel the combined value
is represented as the hatched area. The individual measurements are represented in the upper panel
as markers with different colours. The inner thicker error bar represents the statistical uncertainty of
the measurement. The lower panel includes a fit of the data-to-simulation scale factor dependence
on the jet pT, which is parameterized by a linear function.

For the c tagging algorithm, the relative precision on the data-to-simulation scale factors for
c jets is 2% (4%) for the loose (tight) working point. For the b tagging algorithms, the relative
precision is 3–5% for the loose working points, and 10–38% for the tight working points. Overall,
the statistical uncertainty is 40–90% of the total uncertainty.

8.4 The b jet identification efficiency

The data-to-simulation scale factor for b jets, SFb, is obtained using a sample of jets enriched in b
quark content, e.g. by selecting multijet events with at least one jet containing a muon, or tt events
that contain two b jets from the decay of the two top quarks. To enhance the purity when selecting
tt events, the decay of one or both of the W bosons into leptons is required. This section describes
the various SFb measurements and their combination.

8.4.1 Measurements relying on a muon-enriched topology

Events are selected using various online criteria requiring the presence of two jets with at least one
of those jets containing amuon. The different prescales of the various triggers are taken into account
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Figure 38. Data-to-simulation scale factors for c jets for the loose (left) and medium (right) working points
of the c tagger. The upper panels show the scale factors for c jets as a function of the jet pT obtained with
the two methods described in the text. The inner error bars represent the statistical uncertainty and the outer
error bars the combined statistical and systematic uncertainty. The combined scale factor values with their
overall uncertainty are displayed as a hatched area. The lower panels show the same combined scale factor
values with superimposed the result of a fit function represented by the solid curve. The combined statistical
and systematic uncertainty is centred around the fit result, represented by the points with error bars. The last
bin includes the overflow entries.

by reweighting the selected events according to the value of the prescale. Offline, the sample is
enriched with events containing b jets by requiring that at least one jet has a muon with pT > 5GeV
and with ∆R < 0.4 from the jet axis, referred to as the “muon jet”. The selected simulated events
are reweighted to match the pileup profile observed in the data. The muon jet sample is used for
three measurements, using the PtRel, LifeTime (LT), and System-8 methods [1]. As discussed in
section 8.3.1, the muon enrichment may introduce a bias for the efficiency measurement of taggers
that rely on soft muon information, such as the cMVAv2, CvsB, and CvsL discriminators. Therefore,
the methods described in this section are only used to derive data-to-simulation scale factors for the
other taggers.

PtRel method. The pT of the muon relative to the jet axis, prelT , is a variable that is able to
discriminate between b jets and non-b jets. On average, this variable is expected to be larger for
muons coming from the decay of b hadrons because of the large mass of these hadrons. Therefore,
this variable can be used to measure the efficiency for tagging b jets with algorithms relying on
track and secondary vertex variables. The fraction of b jets in data can be estimated by fitting
the observed prelT distribution to the sum of the templates for the different jet flavours. The prelT
templates for the different flavours are obtained from the simulated muon-enrichedmultijet samples.
To reduce the fraction of non-b jets, the presence of a second jet is required away from the first one
(“away jet”) with ∆R > 1.5 and exceeding a JBP discriminator value corresponding to the medium
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working point.
For light-flavour jets, a difference is observed between data and simulation in the distribution

of the number of charged particles per jet. Therefore, the jets are reweighted with the ratio of the
distribution of the observed number of charged particles in inclusive multijet data to that expected
in simulation (without the muon enrichment). The template for b jets is corrected by applying a
factor corresponding to the ratio of the prelT distribution in data to that in simulation for b jets passing
the tight JP tagging requirement. The fraction of non-b jets in the JP-tagged samples is found to
be of a few per cent and is subtracted. After this correction, we apply the algorithm working point
for which the efficiency is to be measured. The observed prelT distribution is then fitted with the
templates for the jet flavours to obtain the number of b jets passing (N tagged

b ) or failing (Nvetoed
b ) the

requirement. The b tagging efficiency in data is obtained as

εb =
N tagged

b

Nvetoed
b + N tagged

b

(8.5)

Examples of the fitted prelT distributions using jets passing and failing the medium working
point of the CSVv2 algorithm and with 50 < pT < 70GeV, are shown in figure 39.
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Figure 39. Fitted prelT distribution for muon jets passing (left) and failing (right) the medium working point
of the CSVv2 algorithm. The distribution is shown for jets with 50 < pT < 70GeV. The simulation is
normalized to the observed number of events.

LifeTimemethod. Themuon jet sample used in the LTmethod is the same as for the PtRelmethod,
except that the away jet is not required to be tagged. Also the strategy is similar to the PtRel method,
but the fit is performed on the JP discriminator distribution. The track probabilities are calibrated
using templates with negative impact parameter tracks in multijet events. The calibration is done
separately on data and simulation to take into account a potential difference in the impact parameter
resolution between both samples. The fraction of b jets is fitted including all shape systematic
uncertainties via a correlation matrix. The tagging efficiency is then obtained as the ratio of the
number of b jets obtained from the fit after and before applying the algorithm working point

εb = Cb
N tagged

b
Nb

. (8.6)
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The factor Cb is a correction factor, which takes into account the fraction of jets for which the JP
discriminant can be computed. It is defined as

Cb =
ntagb,MC

N tag
b,MC

Nb,MC

nb,MC
, (8.7)

with Nb,MC the number of b jets with JP information, nb,MC the number of all selected b jets, N tag
b,MC

the number of b jets with JP information passing the algorithmworking point for which the efficiency
is being measured and ntagb,MC the number of b jets passing the tagging requirement for which the
data-to-simulation scale factor is being measured. The fraction of jets without a JP discriminant
value is maximum at very low jet pT (8%) and drops below 1% using jets with pT > 120GeV.

As an illustration, figure 40 shows the fitted JP distributions using jetswith 200 < pT < 300GeV
before and after applying the medium working point of the CSVv2 algorithm.
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Figure 40. Fitted JP distribution for muon jets (left) and for the subsample of those jets passing the medium
working point of the CSVv2 algorithm (right). The distribution is shown for jets with 200 < pT < 300GeV.
The simulation is normalized to the integrated luminosity for the data set. The last bin includes the overflow
entries.

System-8 method. In contrast with the two methods described before, the System-8 method [70]
does not rely on simulated templates of a discriminating variable. Instead, it is based on the usage
of two weakly correlated b taggers and two samples containing muons within jets. The first b
tagging requirement corresponds to the working point of the algorithm for which the efficiency is
to be measured (tag); the second b tagging requirement is prelT > 0.8GeV. This requirement is
weakly correlated with the working points for algorithms that do not rely on soft-muon information.
The first sample consists of all events with a muon jet (sample n); the second sample is a subset
where an away jet satisfies the medium working point of the JBP algorithm (sample p). For each
combination of a sample with either zero, one of the two, or both tagging requirements applied, the
observed number of jets can be written as the sum of the two (b and non-b) flavour contributions.
The efficiency of the algorithm working point under study and the efficiency of the prelT > 0.8GeV
requirement are assumed to be factorizable modulo a correlation factor that is determined from
simulated events. In total eight equations can be written, with eight unknown parameters, namely
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the b tagging efficiencies of the two requirements and the number of b and non-b jets in the
two samples:

n = nb + nc,udsg
p = pb + pc,udsg
ntag = ε

tag
b nb + ε

tag
c,udsgnc,udsg

ptag = βε
tag
b pb + αε

tag
c,udsgpc,udsg

nprel
T = ε

prel
T

b nb + ε
prel

T
c,udsgnc,udsg

pprel
T = δε

prel
T

b pb + γε
prel

T
c,udsgpc,udsg

ntag,p
rel
T = κbε

tag
b ε

prel
T

b nb + κc,udsgε
tag
c,udsgε

prel
T

c,udsgnc,udsg

ptag,p
rel
T = κbβδε

tag
b ε

prel
T

b pb + κc,udsgαγε
tag
c,udsgε

prel
T

c,udsgpc,udsg

(8.8)

where α, β, γ, δ, κb and κc,udsg are the correlation factors. This system of eight equations is solved
numerically. The solution has to pass some physical constraints, e.g. the b tagging efficiency is
required to be larger than the non-b tagging efficiency, and the fraction of b jets in the initial sample
needs to be smaller than the fraction of non-b jets in the sample.

Systematic uncertainties. Various systematic uncertainties are taken into account that may affect
the SFb measurement. For the three measurements based on the muon-enriched jet samples, the
following systematic effects are considered:

• Gluon splitting: a variation in the fraction of b and c jets from gluon splitting may have
an important impact on the b tagging efficiency since heavy-flavour jets from gluon splitting
have a higher track multiplicity. The fraction of events with b jets from gluon splitting is
varied by ±25% [71] to estimate the potential effect. For the tight working point of the
taggers, this is one of the dominating uncertainties for the System-8 method. In the case of
the LT method, the fraction of events with c jets from gluon splitting is also varied by this
amount. For the System-8 and PtRel methods, the fraction of c jets in the non-b template is
varied when evaluating other systematic effects.

• b quark fragmentation: the modelling of the b quark fragmentation may affect the pT
distribution of the b jets in the sample. The size of this effect is estimated by varying the pT
of the primary b hadron in the muon jet by ±5%, which is the observed variation between
the distribution of the energy fraction of the b jet carried out by the b hadron in pythia and
herwig. This variation between pythia and herwig is typically larger than the variation
observed between pythia and data.

• Branching fraction of D→ µX and fragmentation of c→ D: these systematic effects are
evaluated in the same way as described in section 8.3.1, with the exception that the PDG 2008
values [72] are used for the fragmentation rates. While the nominal values and uncertainties
vary slightly in the PDG 2008 and 2016 references, they are fully consistent.

• K0
S and Λ decays (V0): this systematic effect is evaluated in the same way as described in

section 8.2.
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• Muon pT and ∆R: the fraction of muons that reach the muon chambers depends on the muon
pT. The threshold on the muon pT is varied between 5 and 8GeV to assess the size of the
systematic uncertainty. In addition, the dependence of the measured data-to-simulation scale
factor on the ∆R requirement is tested by tightening the requirement to ∆R < 0.3. These
systematic effects are among the dominant uncertainties for the System-8 method.

• Away jet tag: the dependence of the b tagging efficiency on the away jet tagging requirement
is studied by repeating the data-to-simulation scale factor measurement after changing the
tagging requirement from the medium to the loose or tight working points. The largest
deviation from the scale factor value obtained using the default away-jet tagging requirement
is taken as the size of the systematic effect. This systematic effect is typically the dominant
uncertainty for the PtRelmethod, and it is one of the dominating uncertainties for the System-8
method.

• JP correction factor Cb: for the LT method, the fit is performed using only jets that have
a JP discriminant value. The applicability of the measured data-to-simulation scale factor
to all jets is ensured through the correction factor Cb. The systematic uncertainty associated
with Cb is defined as (δCb)

SF = ± 1−Cb
2 . This systematic effect induces an uncertainty in the

measured scale factor of a few per cent using jets in the lowest pT bin and is negligible at
high jet pT.

• JP calibration: the LT method relies on the calibrated JP discriminator distribution. For
the nominal data-to-simulation scale factor value, the calibration of the impact parameter
resolution derived from data is applied to the data, and the calibration derived from simulated
events is applied to the simulation. However, a bias could be induced in the measurement
if there are significant differences between data and simulation in the distribution of track
impact parameter resolutions used. Therefore, an additional uncertainty is taken into account
by applying the calibration derived on simulation, also on the data. The difference in the
measured scale factor is included as additional systematic uncertainty. The inverse approach
was also tested, i.e. applying the JP calibration derived on data to both data and simulation.
In that case, the shape changed in a similar way, yielding consistent results for the size of the
systematic effect. The systematic effect due to the JP calibration is the dominating uncertainty
for the LT method.

• JP bin-to-bin correlation: for the LT method the systematic uncertainties are taken into
account via a correlation matrix. This requires an assumption on the bin-to-bin correlation
factors. To assess the impact of an uncertainty in these correlation factors, the data-to-
simulation scale factors were remeasured when varying the bin-to-bin factors within ±25%.
The size of the systematic effect is given by themaximal difference with the nominal SF value.

• Muon prelT requirement: for the System-8 method, the default requirement of prelT > 0.8GeV
on the muon is set to a value of 0.5 or 1.2GeV. The largest deviation from the measured
nominal data-to-simulation scale factor is taken as a systematic uncertainty.

• udsg-to-c jet ratio: in the PtRel method the c and light-flavour jets are combined in a single
template. The uncertainty in the ratio of light-flavour to c jets is changed by varying it by
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±30% to cover the observed discrepancy in the fraction of light-flavour jets in inclusive and
muon-enriched multijet events.

• Non-b jet template correction: for the PtRel method, the non-b jet templates are corrected
to accommodate the difference in the number of selected tracks for data and simulation.
The difference between the measured data-to-simulation scale factors when applying these
corrections or not is considered as the size of the systematic effect.

• b jet template correction: similarly as in the case for the non-b jet template, also for the
b jet template the difference between the nominal data-to-simulation scale factor value and
that measured without template correction is taken as an additional uncertainty for the PtRel
method.

• Jet energy scale: the impact of the uncertainty in the jet energy corrections is evaluated as
described in section 8.3.1.

• Pileup: the effect of the uncertainty in the number of additional pileup interactions is
evaluated as described in section 8.2.

For the System-8 and PtRel methods the largest deviation from the nominal data-to-simulation
scale factor value is taken as the size of the systematic effects. For the LT method, the shape
variations are taken into account in the template fit. Table 5 summarizes the list of systematic
effects taken into account for each of the three methods to measure SFb.

Results. Themeasurements of SFb obtained onmuon-enrichedmultijet events are combined using
the BLUE method as described in section 8.3.3. The weighted average is calculated taking into
account the correlations between the three methods. The combination is performed as a function of
the jet pT, ranging from 20 to 1000GeV. Jets with a higher pT are included in the last bin. The PtRel
and LT methods provide measurements on the full jet-pT range from 20 to 1000GeV, while the
sensitivity of the System-8 method is limited to the lower part of the spectrum, 20 < pT < 140GeV.

The PtRel, System-8, andLTmethods are applied on the same events. However, the requirement
on the second jet is different for eachmethod. The fraction of events with b quarks that is in common
between each pair ofmethods is obtained from simulated events, and is used to estimate the statistical
correlation in the combination of the results. Systematic uncertainties that are in common for two
or three methods are treated as correlated. Some of the systematic effects that induce a large
uncertainty are however related to a specific method and are treated as uncorrelated.

The data-to-simulation scale factor measurements obtained with the PtRel, System-8, and LT
methods for the loose (tight) working point of the CSVv2 (DeepCSV) algorithm as a function of the
jet pT are compared in the upper panel of figure 41. For each point, the thick error bar corresponds
to the statistical error and the thin one to the overall statistical and systematic uncertainty. The
combined SFb value is displayed as a hatched area in both panels with its overall uncertainty.
In the lower panel the result of a fit function is superimposed. The function used in the fit is
SFb(pT) = α

1+βpT
1+γpT

, where α, β, γ are free parameters. The combined statistical and systematic
uncertainty is centred around the fit result. The measured data-to-simulation scale factors for the
loose working point of the CSVv2 algorithm range from 0.96 to 1.03, and from 0.9 to 1.0 for the
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Table 5. Summary of the potential sources of systematic effects taken into account for the muon-enriched
SFb measurements. The symbol “x” means that the uncertainty is considered, “—”means that it is negligible,
and “n/a” that it is not applicable. The systematic effects are separated by horizontal lines according to the
type of uncertainty. The first set indicates the modelling uncertainty of heavy-flavour jets in the simulation,
the second set are uncertainties related to the selection requirements or to the method that is applied, and the
third set covers any other type of uncertainty.

Systematic effect PtRel LT System-8
Gluon splitting to bb̄ x x x
b quark fragmentation x x x
Branching fraction of D→ µX n/a x n/a
c→ D fragmentation rate n/a x n/a
K0

S (Λ) production fraction n/a x n/a
Muon pT and ∆R x — x
Away jet tag x n/a x
Fraction of jets with JP n/a x n/a
JP calibration n/a x n/a
JP bin-by-bin correlation n/a x n/a
prelT requirement n/a n/a x
udsg-to-c jet ratio x n/a n/a
Non-b template correction x n/a n/a
b template correction x n/a n/a
JES x x x
Pileup x — x

tight working point of the DeepCSV algorithm. The relative precision on the scale factors is 1–1.5%
using jets with 70 < pT < 100GeV and rises to 3–5% at the highest considered jet pT.

8.4.2 Measurements relying on the dilepton tt topology

The b jet identification efficiency is also measured using dilepton tt events, where two b jets are
expected from the decay of the top quark pair. Events are selected with exactly two isolated leptons
(muons or electrons) fulfilling tight identification criteria [9, 10] with opposite charge and pT above
25GeV. Events are selected if there are at least two jets with pT > 30GeV. All aforementioned
objects are required to be in the tracker acceptance.

Kinematic selectionmethod For the kinematic selection (Kin)method, events are further selected
by requiring the presence of exactly one isolated electron and one isolated muon with opposite sign
and with a dilepton invariant mass Mµe > 90GeV. These requirements significantly reduce the
background from Z+ jets events. In addition, pmiss

T is required to be larger than 40GeV. While two
jets are expected in dilepton tt events, it is possible that more than two jets (or the wrong two jets)
are selected because of, e.g. ISR and FSR. A discriminator is constructed that is able to separate b
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Figure 41. Data-to-simulation scale factors for b jets as a function of the jet pT for the loose CSVv2 (left) and
the tight DeepCSV (right) algorithms working points. The upper panels show the scale factors for tagging b
as a function of the jet pT measured with three methods in muon jet events. The inner error bars represent
the statistical uncertainty and the outer error bars the combined statistical and systematic uncertainty. The
combined scale factors with their overall uncertainty are displayed as a hatched area. The lower panels show
the same combined scale factors with the result of a fit function (solid curve) superimposed. The combined
scale factors with the overall uncertainty are centred around the fit result. To increase the visibility of the
individual measurements, the scale factors obtained with various methods are slightly displaced with respect
to the bin centre for which the measurement was performed. The last bin includes the overflow entries.

jets and non-b jets. To avoid biasing the measurement of the b jet efficiency, only variables related
to the kinematics of the event are used. For each jet j in the event, the angular distance ∆R(`, j) is
calculated between the jet and the two leptons. The following variables are calculated for each jet:

• M(`, j): invariant mass of the (`, j) pair with the smallest and the largest ∆R(`, j).

• ∆η(`, j) and ∆φ(`, j): difference in pseudorapidity and in azimuthal angle between the lepton
and jet for the (`, j) pair with the smallest and the largest ∆R(`, j).

• ∆η(``, ` j) and ∆φ(``, ` j): difference in pseudorapidity and azimuthal angle between the
dilepton system and an (`, j) pair for the (`, j) pair with the smallest and the largest ∆R(`, j).

• ∆η(``, j) and∆φ(``, j): difference in pseudorapidity and azimuthal angle between the dilepton
system and the jet.

The variables in the first two items are sensitive to (`, j) pairs originating from the same top quark
decay, while the variables in the two latter items use the correlation between the spin of the top
quark and the top antiquark that is present in tt events [73]. The 12 variables listed above are
combined with a BDT using the TMVA package [52]. Prior to the training on simulated tt events,
jets in the event are classified according to their rank when ordered according to decreasing pT. In
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particular, the training is performed in three different categories for the leading, subleading, and
other jets. This classification helps to better use the correlations between the variables for the signal
and background, in particular for events with a high jet multiplicity. The parameters of the BDT,
such as the number of trees, the depth and the shrinkage factor of the gradient learning algorithm,
were roughly optimized to obtain a smooth background shape at large discriminator values without
reducing the discriminating power.

A binned likelihood fit is performed on the kinematic discriminator of jets passing and failing
the b tagging requirement, inclusively for all jets together. For each flavour f , the total number
of jets Nf can be expressed as a function of the tagging efficiency in simulation, εMC

f
, and the

data-to-simulation scale factor SFf :
N tagged
f

= SFf ε
MC
f

Nf = SFf NMC, tagged
f

Nvetoed
f

= (1 − SFf ε
MC
f
)Nf =

(1−SFf ε
MC
f
)

SFf ε
MC
f

NMC, tagged
f

,
(8.9)

where NMC, tagged
f

is the expected number of jets of flavour f passing the requirement determined
from simulation. The templates for light-flavour and c jets are similar. The measured value of the
mistag data-to-simulation scale factor, as presented in section 8.2, is used to correct for the different
misidentification probability in the data and simulation. It is not necessary to use a dedicated scale
factor for c jets since the fraction of c jets is expected to be less than 1% and fully covered by the
systematic uncertainties. The scale factor for b jets is the only free parameter to be determined
from the fit. The fit is performed simultaneously in bins of jet multiplicity, with up to four jets. For
convenience, the discriminator values are transformed from [−1, 1] to [−1, 1] + 2(Njets − 2).

Several sources of systematic uncertainties are considered:

• Factorization and renormalization scales: the uncertainty in the factorization and renor-
malization scales is evaluated in the same way as in section 8.3.2, except that the scale for
FSR in the parton shower is varied by a factor of two up and down, and not by a factor of

√
2.

In addition, both the variation of the scale in the parton shower as well as the variation of
the hdamp parameter in powheg are taken into account to assess the impact of ISR and FSR
instead of using the largest variation. Although these systematic uncertainties are correlated,
they are conservatively treated as uncorrelated.

• Cross section of background processes: the cross section of each non-tt background process
is varied by 30% to assess the systematic effect due to the uncertainty in the background
contributions.

• Top quark mass: the uncertainty in the top quark mass is evaluated in the same way as in
section 8.3.2.

• Scale factor for non-b jets: the data-to-simulation scale factor for light-flavour jets, SFl, is
applied to correct the expected fraction of light-flavour and c jets. To evaluate the uncertainty
related to SFl, the value is changed to SFl ± 1σ, where σ represents the uncertainty in SFl.
The effect of this variation on the measured value of SFb is taken as the size of the uncertainty
due to SFl.
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Figure 42. Fitted distribution of the kinematic discriminator for jets with 100 < pT < 140GeV passing
(left) and failing (right) the medium working point of the CSVv2 algorithm. The discriminator distribution is
shown in bins of jet multiplicity with the discriminator output transformed from [−1, 1] to [−1, 1]+2(Njets−2).
The dominant systematic uncertainty due to initial- and final-state radiation is represented by the band.

• Jet energy scale: the uncertainty in the jet energy scale is assessed in the same way as in
section 8.3.2. The variation in jet momentum is simultaneously propagated to the pmiss

T value
for a consistent approach.

• Jet energy resolution: the uncertainty in the jet energy resolution is assessed in the same
way as in section 8.3.2.

• Selection efficiency: the uncertainty in the lepton identification and isolation efficiency is
propagated to the measurement by reweighting the simulation using a lepton efficiency scale
factor that is shifted up or down by one standard deviation with respect to the nominal value.

• Pileup: the uncertainty in the pileup modelling is assessed as described in section 8.2.

The systematic effect induced by the uncertainty in the parton distribution functions is negligible.
To determine the dependence of the data-to-simulation scale factor on the jet pT, independent

fits are performed in mutually exclusive bins of jet pT. An example of the fitted distribution in the
jet pT range between 100 and 140GeV using jets passing and failing the medium working point
of the CSVv2 algorithm is shown in left and right panels of figure 42, respectively. Discrepancies
between the data and simulation are covered by the combined statistical and systematic uncertainty.
The scale factor as a function of the jet pT is shown in figure 43 for the three working points of the
CSVv2 and DeepCSV algorithms.

Two-tag counting method. The two-tag counting (TagCount) method is mainly used as a cross
check of the Kinmethod. While the Kinmethod is able to determine data-to-simulation scale factors
at higher jet pT, the TagCount method is a simple and robust approach to assess the size of the scale
factors. The dilepton tt events are selected by requiring the dilepton invariant mass M`` > 12GeV.
If the two leptons have the same flavour, the contribution from Z+ jets events is reduced by applying
a veto around the Z boson mass, |M`` −MZ | > 10GeV, and requiring pmiss

T > 50GeV. In addition,
each event is required to have exactly two jets.
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Figure 43. Data-to-simulation scale factors for b jets obtained with the Kin method as a function of the jet
pT for the three CSVv2 (left) and the three DeepCSV (right) working points. The uncertainty corresponds
to the combined statistical and systematic uncertainty. For clarity, the points for the loose and tight tagging
requirement are shifted by −5 and +5GeV with respect to the bin centre.

The b jet identification efficiency, εb, can be obtained by counting the number of events with
two b-tagged jets in the selected sample of events:

N2 b-tagged − Nnon-b jet
2 b-tagged = ε

2
bn2 b jets, (8.10)

where N2 b-tagged is the number of events with two b-tagged jets from data, Nnon-b jet
2 b-tagged is the number

of events with two b-tagged jets with at least one of them being a light-flavour or c jet, and n2 b jets
is the number of events with two true b jets. This equation can be solved for εb if Nnon-b jet

2 b-tagged and
n2 b jets are known. To reduce the dependence on the tt production cross section, the equation is
divided by the number of selected events,

εb =

√√√
F2 b-tagged − Fnon-b jet

2 b-tagged

f2 b jets
(8.11)

where F2 b-tagged is the fraction of events with two b-tagged jets, Fnon-b jet
2 b-tagged is the fraction of events

with two b-tagged jets of which at least one is a non-b jet, and f2 b jets is the fraction of events with
two true b jets. The two latter fractions are obtained from simulation. When the method is used to
measure the efficiency as a function of the jet pT, the two tagged jets are required to be in the same
jet pT bin.

While the method is sensitive to the uncertainties in the predicted fraction of events with
non-b jets Fnon-b jet

2 b-tagged, using the fraction of events ensures that systematic uncertainties related to
the number of tt events cancel out. The dominant uncertainties originate from the normalization
of background events and the fraction of non-b jet events in the bin with two b-tagged jets. The
following systematic effects were studied:

• The fraction of non-b jets (Fnon-b jet
2 b-tagged): a conservative variation of 50% is used to estimate

the uncertainty in the fraction of non-b jets. This represents the leading uncertainty in the
final data-to-simulation scale factor for the loose working point of the b jet identification
algorithms.
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• Background yield: the effect of the uncertainty in the background estimation for the Z+ jets
background obtained from data is evaluated by varying its normalization by 50%. For the
background yields that are estimated from the simulation, an uncertainty of 30% is assumed.
This uncertainty is the subleading source of uncertainty.

• Factorization and renormalization scales: the uncertainty in the factorization and renor-
malization scales is assessed as described in section 8.3.2, except for the scale for FSR in the
parton shower that is varied by a factor of two up and down, and not by factor of

√
2.

• Jet energy scale: the uncertainty in the jet energy scale is propagated to an uncertainty in
the data-to-simulation scale factor as described in section 8.3.1.

• Jet energy resolution: the uncertainty in the jet energy resolution is addressed as described
in section 8.3.2.

• Pileup: the systematic effect related to the uncertainty in the number of pileup interactions
is evaluated as described in section 8.2.

The systematic effects related to the uncertainty in the top quark mass and the parton distribution
functions are negligible compared to the impact of the uncertainty in the background yield and the
number of non-b jets.

The b jet identification efficiency is determined in bins of jet pT and the corresponding data-to-
simulation scale factors are shown in figure 44. Large bin-to-bin variations are observed for low-pT
jets, in particular for the tight working points of the taggers, for which the statistical uncertainty
dominates.
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Figure 44. Data-to-simulation scale factors for b jets measured with the TagCount method as a function of
the jet pT for the three DeepCSV (left) and cMVAv2 (right) working points. The uncertainty corresponds
to the combined statistical and systematic uncertainty. For clarity, the points for the loose and tight tagging
requirement are shifted by −5 and +5GeV with respect to the bin centre.

8.4.3 Tag-and-probe technique using single-lepton tt events

In addition to dilepton tt events, one can also use the tt topology where only one of the W bosons
decays to leptons. In this case, two b jets are expected from the top quark decays as well as two non-b
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jets from the decay of one of the W bosons. The decay chain t→ bW→ bqq is referred to as the
hadronic side, while t→ bW→ b`ν is the leptonic side. The event selection criteria are similar to
those described in section 8.3.2, requiring exactly one isolated muon or electron with pT > 30GeV
and satisfying tight identification criteria [9, 10] and exactly four jets with pT > 30GeV to reduce
the possible number of jet-quark assignments.

To enhance the b quark content in the jet sample on which the b tagging efficiency will be
determined, the jets need to be correctly assigned to the quarks from which they originate. To
achieve this, a likelihood method is used that is described in detail in ref. [60]. The reconstruction
of the tt topology is enhanced by determining first the four-momentum of the neutrino pν using the
W boson and top quark mass constraints, (pν + p`)2 = m2

W and (pν + p` + pb,`)
2 = m2

t , with p` and
pb,` being the four-momenta of the charged lepton and of the b jet candidate on the leptonic side,
respectively. If both equations need to be satisfied, the possible solutions are found on an ellipsoid
in the 3Dmomentum space of the neutrino. For each solution, the distance Dν is computed between
the ellipse projection on the transverse plane and the ®pmiss

T vector. The solution of pν for which this
distance is minimal, Dν,min, is used. More details on this procedure and its performance can be
found in ref. [74]. Once the neutrino momentum is defined, the jets are assigned to the quarks by
choosing the jet-quark assignment that minimizes the negative logarithm of the likelihood λ. For
each permutation − log(λ) is obtained as:

− log(λ) = − log(λM ) − log(λν), (8.12)

where λM = Pm(m2,m3) is the 2D probability distribution of the invariant mass of the correctly
reconstructed W boson on the hadronic side (m2) and the invariant mass of the correctly recon-
structed top quark on the hadronic side (m3), that was already introduced in section 8.3.2. Similarly,
λν = Pν(Dν,min) is the probability distribution of Dν,min for the correct assignment of the b jet on the
leptonic side. While λM is sensitive to the correct reconstruction of the top quark on the hadronic
side, λν is sensitive to the correct reconstruction of the top quark on the leptonic side.

Once the jets are assigned to the quarks, a tag-and-probe (TnP) technique is applied to determine
the b tagging efficiency from data. As a tagging requirement, the medium working point of the
CSVv2 algorithm is applied to either the b jet on the hadronic or leptonic side while the b jet from
the other side is used as probe. The event is rejected if the tagging requirement is not satisfied.
The probe jets are used to determine the b tagging efficiency of a given working point for each
tagger under consideration. To achieve that, the distributions of − log(λ) and pmiss

T for probe jets
passing and failing the tagging requirement are fitted with their expected templates to determine
their number in data for the correctly-reconstructed tt events. During the fit, the normalization of
the template for the non-tt background is naturally constrained by the pmiss

T distribution during the
simultaneous fit. The b tagging efficiency in data is then obtained from the fitted fraction of probe
jets passing the tagging requirement with respect to all probe jets, as in eq. (8.5). To increase the
number of probe jets and to avoid a possible bias in the measurement, each b jet is used once as tag
and once as probe. While the measurements are performed separately with either the b jet from the
hadronic or the leptonic side as probe jet, they are afterwards combined by treating all systematic
uncertainties as correlated. The measurement is performed in bins of jet pT.

Figure 45 shows an example of the fitted − log(λ) and pmiss
T distributions for probe jets from

the leptonic side, with 70 < pT < 100GeV, passing and failing the medium working point of the
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CSVv2 algorithm. The template distributions for correctly and wrongly reconstructed tt events are
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Figure 45. Distributions of fitted − log(λ) (left) and pmiss
T (right) for jets from the tt leptonic side with

70 < pT < 100GeV passing (upper) and failing (lower) the medium working point of the CSVv2 algorithm.

obtained from simulation. Also the template distribution for single top quark events is taken from
simulation and in addition, its normalization is constrained within 20% of the expected standard
model yield. The non-tt background is composed of multijet, Z + jets, and W + jets events and the
combined template for these background processes is derived from data in a control region. The
control region contains the events for which the jet with the highest CSVv2 discriminator value is
below 0.6.

Several sources of systematic effects may impact the measurement of the b tagging efficiency.
These effects are related to the data-taking conditions or to the uncertainty in the object reconstruc-
tion, affecting the selection of events and reconstruction of the tt topology. On the other hand,
systematic effects are related to the modelling of the tt production and decay. In particular the
following sources of systematic effects have been taken into account:

• Factorization and renormalization scales: the uncertainty due to the factorization and
renormalization scales is assessed as described in section 8.3.2.

• Topquarkmass: the uncertainty in the top quarkmass is propagated to the data-to-simulation
scale factor measurement as described in section 8.3.2.
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• Background: the non-tt background template is derived using events for which the jet
with the highest CSVv2 discriminator value is below 0.6. The systematic effect due to this
requirement is evaluated by varying its value to less than 0.3, or to values between 0.4 and
0.7. Although these alternative selections result in a different relative fraction of b and non-b
jets, as well as in a different background composition, the overall template shape and the
fitted value for the number of correctly reconstructed tt events is stable.

• Gluon splitting: the uncertainty in the gluon splitting into a heavy quark pair is estimated by
reweighting events with at least one additional heavy quark that is not originating from the tt
decay. Events with an additional c and b quark are reweighted by ±15% [75] and ±25% [71],
respectively. As can be seen in figure 46 (right) the effect is relatively small.

• b quark fragmentation: the uncertainty in the b quark fragmentation function is estimated
by varying the Bowler-Lund parameterization within the tune uncertainties. In particular, the
parameter StringZ:rFactB in pythia is varied by +0.184 and −0.197 to obtain alternative
distributions for the ratio of the b hadron pT to the jet pT. The tt simulation is then reweighted
using these functions and the impact on the measured data-to-simulation scale factor is taken
as the size of the systematic effect.

• Branching fraction of B → `X: the systematic uncertainty induced by the values of the
branching fractions of the semileptonic decay of b hadrons may affect the b jet energy
response. It is evaluated by reweighting the fractions to the values in ref. [35]. In particular,
the branching fraction to leptons is varied by 2.7% for B0, by 8% Bs, by 2.5% for B+, and by
21% for ΛB. As can be seen in figures 46 (right) and 47 (right), the impact of this variation,
labelled “b hadron decay”, is negligible compared to the other systematic effects.

• Jet energy scale: the impact of the uncertainty in the jet energy scale and its propagation to
pmiss

T is assessed as described in section 8.3.2.

• Jet energy resolution: the uncertainty in the jet energy resolution is propagated to the
data-to-simulation scale factor measurement as described in section 8.3.2.

• pmiss
T : the uncertainty in the lepton, photon, and unclustered energy is estimated by changing

pmiss
T within its uncertainty and repeating the measurement.

• Pileup: the uncertainty in the pileup modelling is assessed as described in section 8.2.

The TnP method is applied to derive data-to-simulation scale factors for the three working
points of the CSVv2, DeepCSV, cMVAv2, and c taggers. An example of the size of the systematic
uncertainties as a function of the jet pT is shown in figure 46 (right). In the same figure the scale
factor SFb as a function of the jet pT is also shown for the medium working point of the CSVv2
algorithm. As discussed previously, SFb is derived separately for b jets from the hadronic or leptonic
side of the single-lepton tt decay. As expected, both results are consistent over the full jet pT range.
To reduce the overall uncertainty, the results are combined using the BLUE method, assuming fully
correlated systematic uncertainties and uncorrelated statistical uncertainties.
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Figure 46. Data-to-simulation scale factors for b jets from the hadronic or leptonic side of the single-lepton
tt decay as well as for their combination, as a function of the jet pT for the medium working point of the
CSVv2 tagger (left). The error bars represent the combined statistical and systematic uncertainty. Size of
the individual uncertainties in the combined scale factors for the CSVv2 medium working point (right).

Figure 47 (left) shows the data-to-simulation scale factors for b jets for the medium working
point of the c tagger as a function of the jet pT. Since the probability to tag non-b jets is higher for
the c tagger than for the b taggers, the systematic uncertainties will be larger. On the other hand,
since the probability to tag b jets with the c tagger is also smaller compared to the b tagger, also the
statistical uncertainty increases. This can be seen in figure 47 (right); while the statistical uncertainty
on the measured scale factors still dominates, the systematic uncertainties are significantly larger
compared to figure 46 (right). As a result, the total uncertainty for the scale factors for b jets is
larger for the c tagger than for the b taggers.
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Figure 47. Data-to-simulation scale factors for b jets from the hadronic or leptonic side of the single-lepton
tt decay as well as for their combination, as a function of the jet pT for the medium working point of the
c tagger (left). The error bars represent the combined statistical and systematic uncertainty. Size of the
individual uncertainties in the combined scale factors for the medium working point of the c tagger (right).
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8.4.4 Combination of the data-to-simulation scale factors from multijet and tt events

For the CSVv2 and DeepCSV taggers, the data-to-simulation scale factors measured with the muon-
enriched multijet events are combined with the ones measured in tt events using the Kin and TnP
methods. Since the c tagger and the cMVAv2 tagger rely on the information from muons from
the b hadron decay, the scale factors are only measured with tt events since the muon enrichment
of the multijet sample may bias the scale factor measurement. Since the Kin method relies on
dilepton tt events and the TnP method on single-lepton tt events, the two scale factor measurements
are statistically independent. Similarly as for the combination of the scale factors on the muon-
enriched sample, the correlations between the systematic uncertainties are taken into account when
combining all measurements with the BLUE method. In particular, when combining the scale
factors measured with the TnP and Kin methods, the systematic uncertainty associated to final-state
radiation for the TnP method is assessed in the same way as done for the Kin method.

Figure 48 shows the combination of tt measurements for the medium working point of the
cMVAv2 tagger (right), and for the loose working point of the DeepCSV algorithm (left). As
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Figure 48. Data-to-simulation scale factors for b jets as a function of jet pT for the loose DeepCSV (left)
and the medium cMVAv2 (right) algorithms working points. The upper panels show the scale factors for
tagging b as function of jet pT measured with the various methods. The inner error bars represent the
statistical uncertainty, and the outer error bars the combined statistical and systematic uncertainty. The
combined scale factors with their overall uncertainty are displayed as a hatched area. The lower panels show
the same combined scale factors with the result of a fit function (solid curve) superimposed. The combined
scale factors with the overall uncertainty are centred around the fit result. To increase the visibility of the
individual measurements, the scale factors obtained with various methods are slightly displaced with respect
to the bin centre for which the measurement was performed. The last bin includes the overflow entries.

an illustration of the consistency between the measurements performed on tt and muon-enriched
multijet events, the data-to-simulation scale factors are shown for the tight working point of the
CSVv2 tagger in figure 49. Within the uncertainty, no sample dependence is observed. As
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a conservative estimate to cover any residual sample dependence, a 1% systematic uncertainty
is included when combining the measurements. Both in figures 48 and 49 the fit function is
parameterized as described in section 8.4.1 for jets with 20 < pT < 1000GeV. For jets with
pT > 1000GeV the uncertainty of the scale factor is doubled. For all taggers and for an average jet
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Figure 49. Data-to-simulation scale factors for b jets as a function of jet pT measured in muon-enriched
multijet and tt events for the tight working point of the CSVv2 tagger. The green area shows the combined
scale factors with their overall uncertainty, including an additional 1% uncertainty to cover any residual
sample dependence, fitted to the superimposed solid curve. For visibility purposes, the scale factors are
slightly displaced with respect to the bin centre for which the measurement was performed. The last bin
includes the overflow entries.

pT found in tt events the data-to-simulation scale factors vary from about 0.99 for the loose working
point to 0.95 for the tight working point. The achieved relative precision on the scale factor for b
jets is 1 to 1.5% using jets with 70 < pT < 100GeV and rises to 3–5% at the highest considered jet
pT. Overall, the statistical uncertainty is 15–30% of the total uncertainty.

In some physics analyses of precision measurements, a correlation is present between the
quantity to measure and the method to derive the b tagging scale factors. An example is the
measurement of the tt production cross section in an analysis requiring one or more b-tagged jets.
In that case, the scale factors derived from tt events are correlated with the production cross section
to be measured and the scale factor measured with muon-enriched multijet events should be used.

8.5 Measurement of the data-to-simulation scale factors as a function of the discriminator
value

The last method to measure data-to-simulation scale factors is a technique of iterative fitting
(IterativeFit) first described in ref. [76], which aims at correcting the full discriminator shape. This
method is designed to meet the needs of analyses in which the full distribution of the b tagging
discriminator values is used instead of applying a working point of the algorithm to select jets or
events. If the full discriminator distribution is used, the distribution using jets in simulated events
has to be corrected to match the one observed in data. Scale factors for both b and light-flavour jets
are derived as a function of the discriminator value in bins of jet pT and η. An iterative procedure
is used based on a tag-and-probe technique to measure the scale factors for both b and light-flavour
jets simultaneously. The scale factors are derived from events with two oppositely charged leptons
(electron or muon) within the tracker acceptance and satisfying the tight identification and isolation
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requirements [9, 10]. The leading (subleading) lepton is required to have pT > 25 (15)GeV. Exactly
two jets are required with pT > 20GeV and to lie within the tracker acceptance.

The data-to-simulation scale factors for b jets are derived from events passing the above
requirements. In addition, for the events with same-flavour leptons, the dilepton invariant mass is
required to be away from the Z boson mass, |M`` − MZ | > 10GeV, and pmiss

T > 30GeV. These
two requirements reduce the contribution from Z + jets events. The tag jet should pass the medium
working point of the algorithm for which the scale factor is to be measured. The other jet is used as
probe. After these criteria have been applied, the simulated event sample is composed of 87% tt,
6% single top and 7% Z + jets events. Other backgrounds are reduced to a negligible level.

The data-to-simulation scale factors for light-flavour jets are measured with Z + jets events
selected among the same-flavour dilepton events with a dilepton invariant mass close to that of the
Z boson, |M`` − MZ | < 10GeV, and inverting the requirement on pmiss

T . A b jet veto is applied on
the tag jet using the loose working point of the tagger for which the scale factor is to be measured.
After the event selection, the sample is very pure in Z + jets events (99.9%).

After the event selection and tagging or vetoing one of the two jets, the data-to-simulation scale
factors are measured using the other jet in the event as the probe. The scale factors are extracted
by first normalizing the b tagging discriminator distribution of the probe jets in simulation to that
observed in data. Then, when measuring the scale factor for b jets, the contribution from non-b jets
is subtracted using the simulated events. Similarly, when measuring the scale factor for light-flavour
jets, the expected contributions from b and c jets are subtracted. The scale factor is determined
separately in exclusive bins of the b tagging discriminator distribution, pT, and η (for light-flavour
jets). Since the scale factors for light-flavour jets have an impact on the measured scale factors for b
jets, an iterative procedure is performed. In the first iteration no scale factor is applied, while for the
next iteration the background is subtracted using the scale factors obtained in the previous iteration.
The iterative procedure stops once the scale factors obtained in the current iteration are stable with
respect to those obtained in the previous iteration. Convergence is typically achieved after three
iterations. When estimating the scale factor for b jets and light-flavour jets, the scale factor for c
jets is set to unity with an uncertainty that is twice the uncertainty in the scale factor for b jets.

For the IterativeFit method, the following list of systematic uncertainties is considered. This
list covers possible shape discrepancies between data and simulation for the tagger discriminator
distribution.

• Sample purity: several systematic uncertainties impact the sample purity. These need to
be taken into account when measuring the data-to-simulation scale factor for light-flavour
or b jets. The sample purity may be affected by background processes or the modelling of
the signal in the simulation, e.g. related to the production of additional jets in association
with the top quark pair when measuring the scale factor for b jets. All sources of systematic
uncertainties influencing the sample purity are combined in a single systematic uncertainty.
For the scale factor for light-flavour jets, the expected contribution from processes other than
Z + jets is negligible. However, the sample purity can be contaminated by heavy-flavour jets
produced in association with the Z boson. The fraction of heavy-flavour jets in the sample
is conservatively varied upwards and downwards by 20% when calculating SFl. For SFb, the
dominant contribution originates from tt events. The dilepton tt events are selected requiring
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exactly two jets, consistent with the two b jets expected from the tt decay. However, because of
ISR and FSR and the acceptance of the event selection, also non-b jets are selected. The rate of
tt events producedwith ≥ 2 additional partons varieswithin up to 20%. Therefore, the fraction
of non-b jets is varied by this amount to evaluate the uncertainty in the purity of the sample.

• Jet energy scale: the uncertainty in the jet energy scale is assessed in the same way as
described in section 8.3.1.

• Statistical uncertainty: an uncertainty arises due to the limited number of entries in each
bin of the discriminator distribution, resulting in statistical fluctuations in certain regions, e.g.
at high discriminator values for light-flavour jets and at low discriminator values for b jets.
Linear and quadratic functions, f1(x) = 1 − 2x and f2(x) = 1 − 6x(1 − x), are introduced,
where x corresponds to the central value of a discriminator bin. The linear function param-
eterizes the effect of statistical fluctuations that would tilt the discriminator distribution. In
contrast, the quadratic function represents fluctuations that would increase or decrease the
data-to-simulation scale factor in the centre of the discriminator distribution compared to the
low and high discriminator values. To assess the size of the systematic uncertainty related
to statistical fluctuations, the scale factor value is varied according to ±σ(x) fi(x), where
σ(x) is the statistical uncertainty in the scale factor in that bin. The scale factors are refitted
after applying these variations, resulting in two independent functions that span an envelope
around the nominal scale factor function for each of the two types of statistical fluctuations.

• Treatment of SFc: for c jets the data-to-simulation scale factor, SFc, is set to unity. The
uncertainty in this value is obtained by doubling the aforementioned relative uncertainties
in the scale factor for b jets and adding them in quadrature to obtain a relative uncertainty
in SFc. Similarly as for the statistical uncertainty, two separate uncertainties are constructed
using linear and quadratic functions fi(x). The scale factor value is then varied according
to ±σ(x) fi(x), where σ(x) is the relative uncertainty in SFc. These linear and quadratic
variations of SFc are applied independently from the other uncertainties after which the scale
factors are refitted to obtain the functions corresponding to the uncertainty in SFc.

Figures 50 and 51 show an example of the distribution for the CSVv2 tagger and the derived
data-to-simulation scale factors using jets with 40 < pT < 60GeV in a topology enriched in b jets
and a topology enriched in light-flavour jets, respectively. The scale factors are parameterized as
a function of the CSVv2 discriminator value. The scale factor for light-flavour jets as a function
of the discriminator value is fitted with a sixth-order polynomial function. For the scale factor for
b jets, no satisfactory parameterization was found. Therefore, a smooth function is obtained by
interpolating between the scale factors measured in bins of the CSVv2 discriminator distribution.
No interpolation is done between the bin below 0, which includes jets with a negative CSVv2
discriminator value, and the first bin above 0.

The data-to-simulation scale factors obtained with the IterativeFit method have been validated
in various control regions. One example is the validation in a control region dominated by single-
lepton tt events. The flavour composition in this control region is very different from both the
dilepton tt and Z + jets topologies used to derive the scale factors, thereby providing a powerful
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cross check. Events are selected requiring an isolated electron or muon with pT > 30GeV and
|η | < 2.1 and exactly four jets with pT > 30GeV, of which exactly two are b tagged according to
the medium working point of the CSVv2 algorithm. The distribution of the CSVv2 discriminator
values is shown in figure 52 for all the jets in the control region. The agreement between the data
and simulation improves significantly after applying the measured scale factors, and the remaining
fluctuations are covered by the systematic uncertainties.

8.6 Comparison of the measured data-to-simulation scale factors

In most cases, the measured data-to-simulation scale factors for heavy- (light-) flavour jets are
smaller (larger) than unity. This is expected because the quantities of relevance for heavy-flavour
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Figure 52. Distribution of the CSVv2 discriminator values for the single-lepton tt sample. Exactly four jets
are required, two of which passing the medium working point of the CSVv2 algorithm. The values of the
discriminator are shown before (left) and after (right) applying the data-to-simulation scale factors derived
with the IterativeFit method. The hatched band around the ratios shows the statistical uncertainty (left), and
the total uncertainty (right) in the measured scale factors. The simulation is normalized to the total number
of data events. The bin below 0 contains the jets with a default discriminator value.

jet identification are not perfectly modelled by the simulation. The scale factors derived with the
various methods are compared to each other after averaging the measured scale factor following
the pT spectrum for tt events. Figure 53 compares the measured scale factors. However, this figure
should not be used to decide which method performs best, since, e.g. for the TagCount method the
scale factors were remeasured inclusively over the jet pT range, resulting in a smaller uncertainty
than when the weighted average is used over the measurements in bins of jet pT. This is because
for the measurement as a function of the jet pT the two tagged jets are required to be in the same jet
pT bin, resulting in a loss of events compared to the inclusive measurement. Moreover, to allow a
comparison, the scale factors for the IterativeFit method are remeasured using only one bin above
the discriminator value corresponding to the working point for which the scale factor is derived. As
can be seen from figure 53, the measured scale factors are consistent within their uncertainties. Only
for the tight working point of the CSVv2 and DeepCSV taggers there is a hint of tension between the
TagCount method and the other methods. This is explained by the fact that the central value of the
TagCount method is quite sensitive to the background subtraction and the sample purity. The scale
factor for b jets for the cMVAv2 and c tagger working points is not measured with muon-enriched
multijet events to avoid a bias due to the muon information used in these taggers. The right panels
in figure 53 show that the precision on the scale factors for c jets for the loose and medium working
points of the b taggers, is on the same level as the precision reached on the scale factors for b jets,
for jets with a pT distribution as expected in tt events. For the tight working point of the b taggers,
the uncertainty in the average scale factor is relatively large because of the low number of c jets
passing the tagging requirement. Similarly, as can be seen from the lower left panel in figure 53 the
uncertainty in the average scale factor for b jets for the c tagger working points is larger compared to
the corresponding uncertainty for the working points of the b taggers, because of two reasons. First,
the uncertainty for the c tagger tight working point is large because of the low efficiency for b jets
to pass this tagging requirement (section 5.2.2), resulting in a relatively large statistical uncertainty.
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Second, the uncertainty for the c tagger loose and medium working points is large due to the larger
contribution from light-flavour jets resulting in a larger systematic uncertainty. It was also checked
that the scale factor for light-flavour jets obtained with the IterativeFit method is consistent with the
one obtained using the negative tag method.

9 Measurement of the tagging efficiency for boosted topologies

In section 6, the performance of b tagging algorithms in boosted topologies was discussed and the
double-b tagger was presented to identify boosted particles decaying to two b quarks. This section
summarizes the efficiency measurements for b tagging in boosted topologies. In section 9.1 the data
are compared to the simulation for two topologies: a sample of muon-enriched subjets of AK8 jets
and a sample of double-muon-tagged AK8 jets. Section 9.2 discusses the methods to measure the
efficiency for b tagging subjets with the CSVv2 tagger. The efficiency measurement of the double-b
tagger is presented in section 9.3. In both cases, the data-to-simulation scale factors are measured
as a function of the jet pT. At this stage, the size of the jet sample is not yet large enough to provide
also scale factors as a function of the jet |η |.

9.1 Comparison of data with simulation

The data are compared to the simulation using jets in boosted topologies. Jets are selected from
events satisfying the following description:

• Muon-enriched boosted subjets sample: a sample of muon-enriched multijet events is
obtained using a combination of single-jet (AK4 and AK8) triggers requiring a muon in the
jet. The data are compared to the simulation for soft-drop subjets (section 6) of AK8 jets
with pT > 350GeV and within the tracker acceptance. The subjets are required to contain at
least one muon with pT > 7GeV and ∆R < 0.4. In addition, to reduce the contribution from
prompt muons, the ratio of the pT of the muon to that of the jet is required to be smaller than
0.5. The subjet pT distribution in simulation is reweighted to match the observed distribution.

• Double-muon-tagged boosted jet sample: a second sample of muon-enriched multijet
events is obtained by combining the triggers used to select the previous sample with dijet
triggers with a lower jet pT threshold, and by requiring a muon in each of the two jets. In this
way, the sample contains also AK8 jets with 250 < pT < 350GeV. Each subjet is required
to contain a muon with pT > 7GeV and ∆R < 0.4. The sum of the pT of the two muons
with respect to the pT of the AK8 jet is required to be less than 0.6. Some of the triggers are
prescaled. The pT distribution of the AK8 jet in the simulation is reweighted to match the
observed distribution in data.

In figure 54 the data are compared to the simulation for subjets in the muon-enriched sample.
The distributions of a few selected input variables are shown as well as the CSVv2 discriminator
output distribution. The agreement is reasonable, with variations of up to 20%. Similarly, figure 55
shows the simulation and data for double-muon-tagged AK8 jets. Some of the input variables of
the double-b tagger are shown as well as the discriminator output distribution itself.
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Figure 54. Distribution of the 3D impact parameter significance of the tracks (upper left), the secondary
vertex 3D flight distance significance (upper right), the corrected secondary vertex mass (lower left), and the
CSVv2 discriminator (lower right) for muon-tagged subjets of AK8 jets with pT > 350GeV. The simulated
contributions of each jet flavour are shown with a different colour. The total number of entries in the
simulation is normalized to the number of observed entries in data. The first and last bin of each histogram
contain the underflow and overflow entries, respectively.

9.2 Efficiency for subjets

9.2.1 Misidentification probability

The CSVv2 algorithm is used when applying b jet identification on subjets of AK8 jets. Data-to-
simulation scale factors for light-flavour subjets from AK8 jets are derived with the negative-tag
method used to measure the scale factors for light-flavour jets in section 8.2. A sample of inclusive
multijet events is selected using single-jet triggers with different pT thresholds ranging from 140 to
500GeV. The AK8 jet is required to have an offline reconstructed soft-drop jet mass between 50
and 200GeV, where the jet mass is obtained from the invariant mass of the two subjets. The scale
factors are measured for the loose and medium working points of the CSVv2 taggers using subjets
with pT > 20GeV within the tracker acceptance. The same sources of systematic effects are taken
into account as for the scale factor measurement for AK4 light-flavour jets.

The measured data-to-simulation scale factors are shown in figure 56 for the loose and medium
working points of the CSVv2 algorithm as a function of the subjet pT. Themeasurement is compared
to the corresponding AK4 jet scale factors, and within the uncertainty both scale factors agree for
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Figure 55. Distribution of the 2D flight distance significance of the secondary vertex associated with the
first τ axis (upper left), the mass of the secondary vertex associated with the second τ axis (upper right), the
z variable (lower left), and the double-b discriminator (lower right) for double-muon-tagged AK8 jets with
pT > 250GeV. The simulated contributions of each jet flavour are shown with a different colour. The total
number of entries in the simulation is normalized to the number of observed entries in data. The first and
last bin of the upper and lower right histograms contain the underflow and overflow entries, respectively.

jets with pT > 200GeV. The difference for low jet pT is because of the very different environment
for low-pT subjets in a boosted AK8 jet compared to low-pT AK4 jets.

9.2.2 Measurement of the b tagging efficiency

The data-to-simulation scale factors for subjets originating from b quarks are measured on subjets
of AK8 jets using the selection requirements described in section 9.1. The LifeTime LT method
presented in section 8.4.1 is applied to measure the scale factors for the loose and medium working
points of the CSVv2 algorithm. The templates of the JP distribution for the various flavours obtained
from simulation are fitted to the distribution observed in the data before and after applying the
tagging requirement. An example of the fitted JP distribution for subjets with 240 < pT < 450GeV
is shown in figure 57 for all subjets and for subjets passing the medium working point of the
CSVv2 algorithm. The systematic uncertainties associated with the scale factor measurements are
the same as evaluated for AK4 jets discussed in section 8.4.1. Compared to the measurements
in section 8.4.1, the calibration of the track probabilities used in the resolution function of the JP
algorithm (section 5.1.1) is performed differently. In particular, for the nominal scale factor values
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Figure 56. Data-to-simulation scale factors for light-flavour subjets of AK8 jets as a function of the subjet
pT, as well as for AK4 jets as a function of jet pT, for the loose (left) and medium (right) working points of
the CSVv2 algorithm. The solid curve is the result of a fit to the scale factors, and the dashed lines represent
the overall statistical and systematic uncertainty of the measurements.
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Figure 57. Fitted JP discriminator distribution for all soft-drop subjets with 240 < pT < 450GeV (left) and
for the subsample of those subjets passing the medium working point of the CSVv2 algorithm (right). The
last bin contains the overflow entries.

considered here, the calibration of the track probabilities is derived from simulation and applied to
both data and simulation. The systematic effect is evaluated from the difference between the nominal
scale factor and that obtained by applying to the data the calibration of the track probabilities derived
from the data. The uncertainty due to jets without a JP discriminator value is found to be negligible
because of the higher jet pT.

The measured data-to-simulation scale factors for the loose and medium working points of the
CSVv2 tagger are presented as function of the subjet pT in figure 58. As a comparison, the scale
factors for AK4 jets obtained with the LT method are also shown. The scale factors for AK4 jets
and subjets are consistent within their uncertainties.
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Figure 58. Data-to-simulation scale factors for b subjets of AK8 jets as a function of the subjet pT, as
well as for AK4 jets as a function of jet pT, for the loose (left) and medium (right) working points of the
CSVv2 algorithm. The hatched band around the scale factors represents the overall statistical and systematic
uncertainty of the measurements.

9.3 Efficiency of the double-b tagger

9.3.1 Measurement of the double-b tagging efficiency

To measure the efficiency of the four working points of the double-b tagger defined in section 6.2,
a pure sample of boosted bb jets needs to be selected from data. The measurement is performed
using a sample of high-pT jets enriched with g → bb jets. The enrichment is achieved by
requiring each AK8 jet to be double-muon tagged, as described in section 9.1. While additional
systematic uncertainties arise from using bb jets from gluon splitting, the statistical uncertainty of a
measurement performed on boosted H→ bb jets would be too large. Also Z→ bb events cannot be
easily used because of the difficulty to obtain a pure sample of those events. Using the simulation, it
has been verified that the g→ bb jets can be used as a proxy for theH→ bb jets signal. Indeed, after
the selection, the distributions of the double-b tagger discriminator values and its input variables
were compared for simulated g → bb and H → bb jets. Since a different shape was observed
for the discriminator distribution, the g → bb events were reweighted using the distribution of
the z variable and the secondary vertex energy ratio, which are the variable distributions with the
largest shape difference. The data-to-simulation scale factors were then computed using either the
reweighted g→ bb simulation or the original g→ bb simulation. Both scale factors were found to
be compatible, which confirms that the g → bb events allow for an unbiased measurement of the
efficiency.

The efficiency and the corresponding data-to-simulation scale factor SFdouble-b is measured
using data for the working points of the double-b tagger defined in section 6. The measurement
is performed using the LT method, presented in section 8.4.1 and also used in section 9.2.2. The
expected templates of the JP discriminator after the tagging requirement consist of two contributions,
one arising from g→ bb jets and one from jets not stemming from this process (background jets).
These two templates are used to fit the fraction of each contribution to the JP discriminator in data.
The fit is performed in three bins of jet pT for the loose, medium-1, and medium-2 working points,
and in two bins of jet pT for the tight working point. An example of the fitted distributions is shown
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in figure 59 for AK8 jets with 350 < pT < 430GeV before and after applying the loose working
point of the double-b algorithm. The background jets are shown separately for b and g → cc jets
and for c and light-flavour jets. However, the templates of these two components are merged for the
tagged jet sample when performing the fit.

JP discriminator

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

Je
ts

 / 
0.

1 
un

its

0

200

400

600

800

1000

1200

1400

1600

Data

b b→g 

c c→b + g 

c + dusg

 < 430 GeV)
T

All jets (350 < p

 (13 TeV, 2016)-135.9 fb

CMS

JP discriminator

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

Je
ts

 / 
0.

1 
un

its

0

100

200

300

400

500

600

700

800

900 Double-b L

Data

b b→g 

c c→b + g 

c + dusg

 < 430 GeV)
T

Tagged jets (350 < p

 (13 TeV, 2016)-135.9 fb

CMS

Figure 59. Fitted JP discriminator distribution for all soft-drop subjets with 350 < pT < 430GeV (left) and
for the subsample of those subjets passing the loose working point of the double-b algorithm (right). The
shaded area represents the statistical and systematic uncertainties in the templates obtained from simulation.
The last bin contains the overflow entries.

The measurement is sensitive to the flavour composition of the background sample. The
uncertainty due to the flavour composition is estimated by varying by ±50% the normalization
of each flavour in the background templates. As a cross check, the potential systematic effect of
merging all background jets in a single template is assessed by remeasuring the data-to-simulation
scale factor using a separate template for each flavour in the fit. The systematic uncertainty due to
the template variation results in a systematic uncertainty of up to 2.3% in the measured scale factor.
The uncertainty related to the track probability calibration for the resolution function used in the JP
discriminator is evaluated as described in section 9.2.2, and results in an uncertainty of 2.9% in the
measured scale factors. The impact of the uncertainty in the number of pileup interactions results
in an uncertainty of 1.3% in the scale factors. The following systematic uncertainties were found to
be negligible: bin-by-bin correlations, jet energy corrections, the number of tracks, the branching
fractions for c hadrons to muons, the b fragmentation function, the fragmentation rate of a c quark
to various D mesons, and the K0

S and Λ production fractions.
The data-to-simulation scale factor SFdouble-b is presented in figure 60 for two working points

of the double-b tagger. The measurement is performed using jets with pT > 250GeV. Jets with
pT > 840GeV are included in the last bin. The scale factor is positioned at the average jet pT value
of the jets populating that bin.

9.3.2 Measurement of the misidentification probability for top quarks

The probability to misidentify a boosted top quark jet corresponding to the decay t→ bW→ bqq
for the four working points of the double-b tagger is estimated from the data. Semileptonic tt
events are selected by requiring exactly one isolated muon with pT > 50GeV and |η | < 2.1.
The muon is used to define two hemispheres in the event. The leptonic hemisphere is defined as
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Figure 60. Data-to-simulation scale factors for correctly identifying two b jets in an AK8 jet as a function
of the jet pT for the loose (left) and tight (right) working points of the double-b tagger. The hatched band
around the scale factors represents the overall statistical and systematic uncertainty in the measurement. Jets
with pT > 840GeV are included in the last pT bin.

|φjet − φµ | <
2
3π, and the hadronic hemisphere is its complement. At least one AK4 jet is required

in each hemisphere, with pT > 30GeV and within the tracker acceptance. In addition, the AK4 jet
in the leptonic hemisphere should pass the loose working point of the CSVv2 algorithm. At least
one AK8 jet is required in the hadronic hemisphere with pT > 250GeV, |η | < 2.4, and a pruned jet
mass between 50 and 200GeV. The N-subjettiness parameters τ1 and τ2 (section 6) should satisfy
the condition τ2/τ1 < 0.6. If more than one such jet is present, the one with the highest pT is
considered. The aforementioned selection is referred to as the “2-prong” selection.

After the event selection, the simulated events are normalized to the yield observed in the
data. Figure 61 shows the distribution of the double-b discriminator and the pruned jet mass for
the selected 2-prong events. The purity of the sample is high and the AK8 jet mass distribution is
consistent with the decay of the W boson to quarks.
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passing the 2-prong event selection as described in the text. The simulation is normalized to the observed
number of events.
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The probability to misidentify a boosted top quark jet in data is obtained as follows:

εtop =
Ndata

bb-tagged
− Nbkg,MC

bb-tagged

Ndata − Nbkg,MC , (9.1)

where Ndata
bb-tagged

and Ndata are the number of events with a tagged AK8 jet in data and the total

number of events in data, respectively. Similarly, Nbkg,MC
bb-tagged

and Nbkg,MC are the simulated number
of background events with a tagged AK8 jet and the number of simulated background events before
applying the working point of the double-b tagger, respectively. The data-to-simulation scale factors
are measured both inclusively and in bins of the AK8 jet pT. The main systematic effect arises from
the normalization of the background processes. An uncertainty of 30% is assigned to the cross
section of each background contribution. An additional systematic uncertainty is related to the
reweighting of the top quark pT spectrum. The shape of the pT distribution for top quarks in data is
observed to be softer than in the simulation [77, 78]. For the nominal scale factor measurements,
a reweighting procedure is applied to correct for the observed difference. To assess the size of any
systematic effect due to the reweighting, the uncertainty is obtained as the difference between the
nominal scale factor values and the scale factors obtained when repeating the measurement without
applying the reweighting procedure. The systematic uncertainty is found to be 1–2%.

The data-to-simulation scale factors for the misidentification of boosted top quark jets for two
of the working points of the double-b tagger are shown as a function of the jet pT in figure 62. The
scale factors are positioned at the average jet pT value of the jets populating that bin.
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Figure 62. Data-to-simulation scale factors for misidentifying a top quark jet as a function of the jet pT for the
loose (left) and tight (right) working points of the double-b tagger. The hatched band around the scale factors
represents the overall statistical and systematic uncertainty in the measurement. Jets with pT > 840GeV are
included in the last pT bin.

10 Summary

A variety of discriminating variables and algorithms used by the CMS experiment for the identi-
fication of heavy-flavour (charm and bottom) jets in proton-proton collisions at 13 TeV have been
reviewed. Detailed simulation studies have allowed the reoptimization of existing b tagging algo-
rithms and, in addition, new algorithms have been developed for the first time to identify c jets,
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as well as bb jets in events with boosted topologies. The performance of these heavy-flavour jet
identification algorithms has been studied with simulations of different final states with heavy- and
light-flavour quarks. The efficiency to correctly identify b jets in resolved tt events is 68% at a
misidentification probability for light-flavour jets of 1%, which is an improvement of 15% in relative
efficiency compared to the best performing algorithm used during LHC Run 1.

The variables and discriminators have been also compared to the data collected by the CMS
experiment in 2016 for various event topologies enriched in heavy- or light-flavour jets. Various
methods have been presented to determine the data-to-simulation scale factors for the heavy-flavour
jet identification efficiency, as well as for the probability tomisidentify light-flavour jets. A precision
of a few per cent is obtained in the tagging efficiency for b jets with 30 < pT < 300GeV. For b
jets with pT > 500GeV, the precision is of the order of 5%. For scale factors measured in boosted
topologies and for c jets in resolved topologies, the total uncertainty is 5–10%, and the statistical
uncertainty in the tagging efficiency dominates over the full jet pT range.

With the increasing integrated luminosity delivered by the LHC, the precision of the data-
to-simulation scale factors for the specified topologies, jet flavours, and pT ranges will increase
further. Differential studies of the heavy-flavour identification performances as a function of jet
pseudorapidity, and of the number ofmultiple proton-proton interactions in the same bunch crossing,
will also become viable.
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A Parameterization of the efficiency

To facilitate phenomenological studies relying on b jet identification, we provide the b jet identifica-
tion efficiency as a function of the jet pT for the three operating points of the DeepCSV algorithm.
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The efficiency is obtained using jets with pT > 20GeV in a simulated tt sample and is multiplied by
the data-to-simulation scale factor to obtain the tagging efficiency expected in data. This efficiency
is shown in figure 63 for the three jet flavours. Polynomial functions are used to fit the dependence
of the efficiency on the jet pT for jets with 20 < pT < 1000GeV. It is worth noting that the param-
eterization of the fitted functions is not reliable outside this jet pT range. The parameterizations are
summarized in table 6.

 [GeV]
T

Jet p
100 200 300 400 500 600 700 800 900 1000

S
F

 *
 b

 je
t e

ffi
ci

en
cy

0.2

0.4

0.6

0.8

1

1.2

1.4

 + jetstt

 (13 TeV, 2016)-135.9 fb

CMS
Simulation

DeepCSV L
DeepCSV M
DeepCSV T

 [GeV]
T

Jet p
100 200 300 400 500 600 700 800 900 1000

S
F

 *
 c

 je
t m

is
id

. p
ro

ba
bi

lit
y

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

DeepCSV L
DeepCSV M
DeepCSV T + jetstt

 (13 TeV, 2016)-135.9 fb

CMS
Simulation

 [GeV]
T

Jet p
100 200 300 400 500 600 700 800 900 1000

S
F

 *
 u

ds
g 

je
t m

is
id

. p
ro

ba
bi

lit
y

3−10

2−10

1−10

1

DeepCSV L
DeepCSV M
DeepCSV T + jetstt

 (13 TeV, 2016)-135.9 fb

CMS
Simulation

Figure 63. Efficiency for b tagging jets for the three different working points of the DeepCSV algorithm
multiplied by the measured data-to-simulation scale factor. The efficiencies are shown as a function of the jet
pT using jets with pT > 20GeV in tt events for b jets (upper), c jets (middle), and light-flavour jets (lower).
The solid lines represents the functions used to fit the dependence on the jet pT. The last bin includes the
overflow.
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Table 6. Polynomial functions used to fit the efficiency of the three working points of the DeepCSV algorithm for the three jet flavours as a function of the jet pT
for jets with 20 < pT < 1000GeV.

Flavour Working point pT ( GeV) Function
b DeepCSV L 20–160 0.4344 + 0.02069pT − 0.0004429pT

2 + 5.137 × 10−6pT
3 − 3.406 × 10−8pT

4 + 1.285 × 10−10pT
5

−2.559 × 10−13pT
6 + 2.084 × 10−16pT

7

160–300 0.714 + 0.002617pT − 1.656 × 10−5pT
2 + 4.767 × 10−8pT

3 − 6.431 × 10−11pT
4 + 3.287 × 10−14pT

5

300–1000 0.872 − 6.885 × 10−5pT + 4.34 × 10−8pT
2

DeepCSV M 20–50 0.194 + 0.0211pT − 0.000348pT
2 + 2.761 × 10−6pT

3 − 1.044 × 10−8pT
4 + 1.499 × 10−11pT

5

50–250 0.557 + 0.003417pT − 3.26 × 10−5pT
2 + 1.506 × 10−7pT

3 − 3.63 × 10−10pT
4 + 3.522 × 10−13pT

5

250–1000 0.768 − 0.00055pT + 2.876 × 10−7pT
2

DeepCSV T 20–50 −0.033 + 0.0225pT − 0.00035pT
2 + 2.586 × 10−6pT

3 − 9.096 × 10−9pT
4 + 1.212 × 10−11pT

5

50–160 0.169 + 0.013pT − 0.00019pT
2 + 1.373 × 10−6pT

3 − 4.923 × 10−9pT
4 + 6.87 × 10−12pT

5

160–1000 0.62 − 0.00083pT + 4.3078 × 10−7pT
2

c DeepCSV L 20–300 0.398 − 0.000182pT + 2.53 × 10−6pT
2 − 6.796 × 10−9pT

3 + 8.66 × 10−12pT
4 − 4.42 × 10−15pT

5

300–1000 0.35 + 0.000374pT − 1.81 × 10−7pT
2

DeepCSV M 20–200 0.136 − 0.000639pT + 6.188 × 10−6pT
2 − 2.26 × 10−8pT

3 + 3.61 × 10−11pT
4 + 2.09 × 10−14pT

5

200–1000 0.103 + 0.00014pT − 1.15 × 10−7pT
2

DeepCSV T 20–65 0.0234 − 8.417 × 10−5pT + 1.24 × 10−6pT
2 − 5.5 × 10−9pT

3 + 9.96 × 10−12pT
4 − 6.32 × 10−15pT

5

165–1000 0.0218 + 2.46 × 10−5pT − 2.021 × 10−8pT
2

udsg DeepCSV L 20–150 0.245 − 0.0054pT + 6.92 × 10−5pT
2 − 3.89 × 10−7pT

3 + 1.021 × 10−9pT
4 − 1.007 × 10−12pT

5

150–1000 0.0558 + 0.000428pT − 1.0 × 10−7pT
2

DeepCSV M 20–225 0.019 − 0.00031pT + 3.39 × 10−6pT
2 − 1.47 × 10−8pT

3 + 2.92 × 10−11pT
4 − 2.12 × 10−14pT

5

225–1000 0.00328 + 5.7 × 10−5pT + 4.7 × 10−9pT
2

DeepCSV T 20–150 0.00284 − 8.63 × 10−5pT + 1.38 × 10−6pT
2 − 9.69 × 10−9pT

3 + 3.19 × 10−11pT
4 − 3.97 × 10−14pT

5

150–1000 0.00063 + 4.51 × 10−6pT + 2.83 × 10−9pT
2
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Abstract

The limited knowledge of atmospheric parameters like humidity, pressure, temperature,
and the index of refraction has been one of the important systematic uncertainties in
reconstructing the depth of the shower maximum from the radio emission of air showers.
Current air shower Monte Carlo simulation codes like CORSIKA and the radio plug-in
CoREAS use various averaged parameterized atmospheres. However, time-dependent and
location-specific atmospheric models are needed for the cosmic ray analysis method used
for LOFAR data. There, dedicated simulation sets are used for each detected cosmic ray,
to take into account the actual atmospheric conditions at the time of the measurement.
Using the Global Data Assimilation System (GDAS), a global atmospheric model, we have
implemented time-dependent, realistic atmospheric profiles in CORSIKA and CoREAS. We
have produced realistic event-specific atmospheres for all air showers measured with LOFAR,
an event set spanning several years and many different weather conditions. A complete
re-analysis of our data set shows that for the majority of data, our previous correction
factor performed rather well; we found only a small systematic shift of 2 g/cm2 in the
reconstructed Xmax. However, under extreme weather conditions, for example, very low air
pressure, the shift can be up to 15 g/cm2. We provide a correction formula to determine the
shift in Xmax resulting from a comparison of simulations done using the US-Std atmosphere
and the GDAS-based atmosphere.
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Index of refraction, Effects of humidity, Xmax reconstruction

1. Introduction

In recent years, the field of radio detection of air showers has advanced quite rapidly [1, 2].
Estimating the depth of the shower maximum, Xmax, with improved accuracy is of great
interest for the study of the primary particle composition [3, 4]. The development of the air
shower induced by a cosmic ray is governed by the interactions and decays of the secondary
particles. The secondary electrons and positrons in the air shower undergo charge separation
as they travel through the magnetic field of the Earth. This leads to a time-varying transverse
current, producing radio emission. There is another small contribution to the radiation
from the excess of negative charge accumulated at the shower front, known as the ‘Askaryan
effect’ [5]. The emission reaches the ground as a short pulse on the order of 10 to 100 ns
with a specific lateral intensity distribution, or footprint, that depends on Xmax; Xmax is
calculated in terms of total atmospheric matter traversed by the air shower from the top of
the atmosphere to the point where the particle number reaches the maximum. It is therefore
important to know the altitude-dependent air density. Another atmospheric parameter that
plays a crucial role in the radio emission is the refractive index of air. If for a given emission
region along the shower axis an observer is located at the corresponding Cherenkov angle,
radiation emitted from all along this region arrives simultaneously. This results in a highly
compressed signal in time, forming a ring-like structure on the ground [6, 7]. The refractive
index determines the propagation velocity of the radio signal at different altitudes and
influences the time compression [8, 9]. For observers located on the Cherenkov ring, pulses
are coherent up to GHz frequencies [10]. The angle at which Cherenkov emission is emitted is
inversely proportional to the refractive index. At higher frequencies pulses are more sensitive
to the refractive index. In general, at all frequencies, the variations in the refractive index
lead to changes in the radio intensity footprint [11]. Both the density and the refractive
index of air are dependent on air temperature, humidity and pressure. Thus, having a good
understanding of these atmospheric variables is crucial.

The radio detection technique can be used in combination with established techniques
such as fluorescence detection and surface detection with scintillators and water Cherenkov
detectors. Dense antenna arrays like the core of the LOFAR radio telescope [12] provide
the opportunity to investigate the radio footprint, i.e. the lateral intensity distribution, in
close detail and enable the measurement of Xmax up to a precision of < 20 g/cm2. The
precision is sensitive to the choice of an atmospheric model included in the Monte Carlo air
shower simulation codes. There are several parameterized atmospheric models incorporated
in the CORSIKA air shower simulation code, based on averaged profiles: U.S. standard
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atmosphere parameterized according to J. Linsley [13], parameterized atmospheres for the
Pierre Auger Observatory near Malargüe (Argentina) by M. Will and B. Keilhauer [14],
South Pole atmospheres parameterized by P. Lipari and D. Chirkin etc. So far, the US
standard atmosphere has been used in LOFAR analyses, through CORSIKA simulations
[13] and the CoREAS extension [13] which is used to calculate the radio emission of the air
showers.

A first order linear correction to the US standard atmosphere has been applied to account
for the fact that the US-standard atmosphere does not reflect the realistic atmospheric
conditions at a given time. It is preferable to integrate a realistic atmosphere directly into
the simulations. In particular, the reconstruction of Xmax depends on the refractive index
of air, and so a realistic refractive index profile needs to be included.

The effects of the refractive index, n, on the reconstructed Xmax have been previously
reported in Ref.[15] and Ref.[11], using different simulation codes. In Ref.[11], CoREAS
was used to simulate two ensembles of showers, one with a globally higher refractivity
N = (n− 1) 106, another with standard values. A Monte Carlo based approach was taken
to study the systematic shift in reconstructed Xmax by comparing the set of simulations
with higher refractivity to the standard ones. The shift in the reconstructed Xmax from the
default value was found to be proportional to the geometric distance to Xmax. The effect
was stronger in the high frequency band of 120–250 MHz than in the 30–80 MHz band.
In Ref.[15], a more realistic profile of the refractivity was constructed for one particular
day using information from the Global Data Assimilation System, GDAS, a global weather
database. The differences between this atmosphere and default atmospheres were studied
using the SELFAS radio emission simulation code [16]. The results showed that correcting
for the realistic density is the most important factor in the accurate reconstruction of Xmax,
causing about 30 g/cm2 bias inXmax. And the second most important correction was through
the inclusion of the high frequency refractivity formula, applicable at radio frequencies,
contributing about 5 g/cm2 bias in Xmax. The effects of the increased refractivity on the
time traces and the lateral distribution function (LDF) were also reported. In the 20–80
MHz frequency band, relatively small differences in the amplitude of the electric field and
LDF were found, whereas considerable differences were found studying the high frequency
band between 120–250 MHz. These results were in agreement with Ref.[11]. While both
works paved the way for the understanding of atmospheric effects on radio simulations, a
direct application to real data using simulations with realistic atmospheric conditions was
not addressed.
In this work, for the first time, GDAS-based atmospheric profiles, automatically included in
CoREAS simulations are applied to LOFAR data. The effects of atmospheric parameters
like pressure and humidity on the reconstructed Xmax are studied and compared to the
results of previously used linear corrections. A new GDAS-based correction is introduced
and compared to previous methods. Furthermore, a tool is developed to extract GDAS
atmospheric parameters which are then interfaced with CORSIKA. The utility of this tool
is not only limited to LOFAR. This code, called ‘gdastool’, has been available for public
use since the release of CORSIKA version 7.6300. It is flexible and ready to be adapted by
the users to obtain parameterized atmospheric profiles for user-specified time and location.

3



Sections 2 and 3 describe the processing of GDAS data to extract the atmospheric state
variables and examples of atmospheric profiles at the LOFAR site, respectively. Section 4
covers the details of the implementation of GDAS in CORSIKA. In sections 5 and 6, LOFAR
cosmic ray data are evaluated with the GDAS atmospheric profiles, the GDAS-correction
factor is introduced and the explicit effects of humidity on shower parameters are discussed.

2. Extracting atmospheric variables from GDAS data

The Global Data Assimilation System (GDAS) developed at NOAA’s1 National Centers
for Environmental Prediction (NCEP) is a tool used to describe the global atmosphere. It is
run four times a day (0, 6, 12, and 18 UTC) and provides a 3-, 6- and 9-hour forecast based on
the interpolation of meteorological measurements from all over the world including weather
stations on land, ships and airplanes as well as radiosondes and weather satellites [17]. The
three hourly data are available at 23 constant pressure levels, from 1000 hPa (roughly sea
level) to 20 hPa (≈ 26 km) on a global 1◦ spaced latitude-longitude grid (180◦ by 360◦).
Each data set is complemented by data at the surface level. The data are stored in weekly
files and made available online. In order to model a realistic atmosphere one needs to obtain
the suitable atmospheric parameters from GDAS. Parameters like temperature (K), height
(m) relative humidity (H) and pressure (hPa) can be directly extracted from the database.
In the GDAS data, the altitude is in geopotential units with respect to a geoid (mean sea
level). This is an adjustment to geometric height or elevation above mean sea level using
the variation of gravity with latitude and elevation. To convert from geopotential height h
(m) to standard geometric altitude z (m) we use the formula

z (h ,Φ) = (1 + 0.002644 · cos(2Φ)) · h+ (1 + 0.0089 · cos(2Φ))

(
h2

6245000

)
(1)

where Φ is the geometric latitude [18]. To calculate the air density, the relative humidity
is to be converted into water vapor pressure. The following approximation of the empirical
Magnus formula is used to calculate the water vapor pressure (hPa) in terms of humidity
and temperature [18]:

e =
H

100%
× 6.1064 × exp

(
21.88 t

265.5 + t

)
for t ≤ 0◦C (2)

and

e =
H

100%
× 6.1070 × exp

(
17.15 t

234.9 + t

)
for t ≥ 0◦C . (3)

The density can be calculated from the ideal gas law as

ρ =
P Mair

R T
(4)

1National Oceanic and Atmospheric Administration.
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where P is the atmospheric pressure in Pa, T is temperature in K and R is the universal gas
constant, having a value of 8.31451 J K−1 mol−1 and Mair is the molar mass of air. Moist
air can be decomposed into three components to calculate its molar mass: dry air, water
vapor and carbon dioxide. The molar mass of humid air is the sum of the molar masses of
the components, weighted with the volume percentage φi of that component [18],

Mair = Mdry · φdry +Mwater · φwater +MCO2 · φCO2 . (5)

The molar masses of dry air, water vapor and CO2 are 0.02897, 0.04401 and 0.01802 kg-mol−1

respectively. The volume percentage of CO2 is taken as 385 ppmv, the percentage of water
φwater is the partial pressure of water vapor divided by the pressure P ; the dry air makes up
the rest.
The refractivity, defined as N = (n− 1) 106, is a function of humidity, pressure and
temperature can be expressed as

N = 77.6890 K hPa−1pd
T

+ 71.2952 K hPa−1pw
T

+ 375 463 K2 hPa−1 pw
T 2

(6)

with pw, pd and T being the partial water vapor pressure (pw = e× 100 Pa), partial dry air
pressure and temperature respectively [19]. The effect of humidity is important for our study
as it tends to increase the refractivity in comparison to that of dry air at the radio frequencies.
There are differences between the refractivities obtained in radio and the ones in the visible,
near the infrared and UV ranges as described in [18]. To account for the uncertainties in
GDAS data one needs to perform in situ measurements with weather balloons. Since this
is beyond the scope of this work and we refer to [18], which provides a comparison between
GDAS data and weather balloon measurements in Argentina. Since global atmospheric
models are typically more precise in the Northern hemisphere where more weather data is
available we assume that the intrinsic uncertainty of GDAS at the LOFAR site is similar
to that in Argentina. Various relevant uncertainties are: ±0.5 ◦C for temperature, 0.5 hPa
for pressure, and 0.05 hPa for water vapor pressure and less than 1 g/cm2 in atmospheric
depth over the altitude range from 3 to 6 km. The uncertainty in water vapor pressure
translates to 2 − 7% uncertainty in humidity. The resulting relative uncertainty in N due
to these parameters is around 0.5% at the same altitude range. The GDAS data have a
resolution of 1◦ by 1◦ in latitude longitude. This can be roughly approximated as a distance
of 100 km between two adjacent grid points. For highly inclined showers the distance to
the region of shower development from the observation site can be larger than the distance
between two grid points. For air showers coming from 70◦ zenith this distance is around
70 km and for zenith > 75◦ it is about 100 km. In these cases, the choice of an exact grid
point becomes complicated. Also at this point, for zenith angles > 70◦ the correction due
to curved atmosphere becomes important. This does not occur for LOFAR as the detected
cosmic rays are limited to within a <55◦ zenith angle due to the particle detectors used for
triggering. In this regime the GDAS model works well.
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3. GDAS atmospheric profiles at the LOFAR site

In this section several GDAS atmospheric profiles extracted at the LOFAR site are
discussed. Fig-1 (left) shows humidity as a function of altitude for 5 arbitrary atmospheric
profiles for different days in the year 2011, between June and November. A significant
day-to-day fluctuation is seen. The red solid and blue dashed lines indicate two very
different weather conditions; the red solid line having high saturating humidity between
5 − 8 km suggests higher cloud coverage and the blue dashed line with low humidity in
that range indicates low cloud coverage. Fig-1 (right) shows the difference in atmospheric
depth profile between the US standard atmosphere and the GDAS atmospheres at LOFAR
for 8 profiles over the years 2011 − 2016. The GDAS atmospheres vary significantly from
the US atmosphere. Atmospheric profiles with similar atmospheric depth at ground can
evolve differently higher in the atmosphere. This is important for calculating the correct
distance to the shower maximum. Fig-2 shows the mean profile for the relative difference
in refractivity ∆Nrelative between GDAS and the US standard atmosphere as a function of
altitude for over 3 years for 100 cosmic rays recorded at LOFAR. It is defined as ∆Nrelative =
(NGDAS − NUS)/NUS, where NGDAS is calculated from Eq-6 using GDAS atmospheres at
LOFAR. NUS is obtained from the linear relation NUS = ρus

ρsealevel
Nsealevel, with Nsealevel = 292.

This is the default option for calculating refractivity in CoREAS as well.
The absolute value of the mean ∆Nrelative is around 10% near ground and around 3−8%

between 3 to 10 km of altitude, the region important for shower development.
Approximately 75% of the atmospheric matter and 99% of the total mass of water vapor

and aerosols are contained within the troposphere, the lowest layer of Earth’s atmosphere.
Within the troposphere the temperature drops with altitude, reaching a constant value in
the tropopause, the boundary region between troposphere and stratosphere. In the U.S
standard atmosphere the troposphere ends at 11 km and tropopause extends to an altitude
of 20 km. For the local GDAS atmospheres these boundaries are not sharply defined. The
flat part in the mean ∆Nrelative > 10 km in Fig-2 is the result of constant temperature in
the tropopause. However contribution from this region to the radio emission is minimal. To
consider the effects of refractive index in the propagation time of radio signal it is important
to calculate the effective N [1, 8]. This is defined as

Neff =

∫
N(h)dh

D
(7)

where D is the distance between the line of emission and observer. The values of relative
effective refractivity ∆N eff

relative between the GDAS and US standard atmosphere are around
7 − 10 % in the range of altitude mentioned above, for observers within < 100 m of the
shower axis.

4. Implementation in CORSIKA/CoREAS

To incorporate the atmospheric parameters extracted from GDAS in CORSIKA and
CoREAS we have developed a program named ‘gdastool’ that downloads the required GDAS
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Figure 1: Atmospheric profiles at LOFAR. Left: Example of 5 humidity profiles between June to November
during the year 2011. Right: 8 profiles for the difference in atmospheric depth between US standard
atmosphere and GDAS atmospheres as a function of altitude between the years 2011 − 2016.
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Figure 2: Mean relative refractivity, defined as ∆Nrelative = NGDAS−NUS

NUS
; profiles for 100 recorded cosmic

rays at LOFAR spanning over the years 2011 to 2014. The black solid line denotes the mean profile and the
blue dashed lines show the standard deviations.

file given the time and location of observation of the event and returns refractive indices
between ground and the highest GDAS level. It also fits the density profile according to
the standard 5 layer atmospheric model used in CORSIKA [13]. In this model the density
ρ(h) has an exponential dependence on the altitude leading to the functional form of mass
overburden T (h) which is the density integrated over height (km) as

T (h) = ai + bie
−105h/ci i = 1, ..., 4 . (8)

Thus, the density is
ρ(h) = bi/cie

−105h/ci i = 1, ..., 4 . (9)
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In the fifth layer the overburden is assumed to decrease linearly with height. The parameters
ai, bi and ci are obtained in a manner such that the function T (h) is continuous at the layer
boundaries and can be differentiated continuously. The first three layers constitute of the
24 density points obtained from GDAS data. The first layer consists of 10 points, second
layer of 7 points and the third layer of 7 points. Since GDAS provides data on constant
pressure levels, not of constant heights, the layer boundaries vary slightly between different
atmospheric profiles. The mean values of the boundaries for the conditions of 100 cosmic ray
events are 3.56±0.11 km, 9.09±0.23 km, 26.27±0.56 km from boundary 1 to 3, respectively.

Next, we fit the data to Eq- 9 in the following way:
For layer 1 the density profile is fitted with two free parameters. Then the density ρ1 at
boundary 1 is calculated using Eq- 9 with the obtained parameters b1, c1. The condition that
the density has to be continuous at the boundaries reduces the number of free parameters
to 1 which is the parameter c. Thus the parameter b2 for second layer can be expressed as
a function of ρ1 and c2 with c2 being the only free parameter. The same fitting procedure is
repeated for the third layer. The fourth layer ranges from the highest GDAS altitude to 100
km. At these altitudes there are no physical GDAS data. The parameter c4 is obtained by
fitting the last GDAS point and the density at 100 km from US standard atmosphere. At
these altitudes the mass overburden is less than 0.1% of the value at ground. The important
factor is to satisfy the boundary conditions throughout the atmosphere. Along with density
the continuity of mass overburden is also preserved. For that, once a smooth profile for the
density is obtained, the parameter a in Eq- 8 is solved for analytically, using the boundary
conditions for the mass overburden. The parameterization for the fifth layer was adapted
from the US standard atmosphere [13]. The ‘gdastool’ also returns a density profile plot
with the best fit parameters as a function of altitude and the rms of the relative density
difference between data and fit. The relative density is defined as ρfit−ρdata

ρfit
. Fig-3 (left)

and its rms is used as a goodness of fit. Fig-3 (left) shows the example of a density profile
between the fitted model and GDAS. The mean relative error in density for 100 profiles
as a function of altitude is presented in Fig-3 (right). At lower altitudes the model fits
the data very well; deviations > 2% start at altitudes higher than 15 km which are not so
important for the shower development. A bump in the profile at 10 km is observed, this can
be explained by the change in the atmosphere at the troposphere boundary as discussed in
the previous section. There will be an error on the atmospheric depth introduced by the
fitted model in Eq- 8. It is on the order of 2 g/cm2 on average between the altitude range
mentioned above with a variance of 4 − 5 g/cm2.

The ‘gdastool’ can be executed as a stand alone script within CORSIKA. Given the
coordinate and UTC time stamp as input parameters it downloads the required GDAS files
and extracts atmospheric data. It then returns an output file that contains fitted mass
overburden parameters and tabulated refractive indices interpolated to 1 m intervals. This
output file can be invoked through the CORSIKA steering file. When called, it replaces the
default atmospheric parameters in CORSIKA with the new ones and the on-the-fly refractive
index calculation in CoREAS with the look-up table.
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Figure 3: Left: Example of one density profile, GDAS and the fitted 5-layered atmospheric model. The
bottom panel shows the relative error defined as ρfit−ρdata

ρfit
. Right: Mean relative error in density for 100

different atmospheric profiles. The mean is calculated at each of the 24 GDAS points for all the profiles.
The error bars indicate the standard deviation.

5. Effects on the reconstruction of the depth of the shower maximum

The highest precision for the determination of Xmax with the radio technique is currently
achieved with the LOFAR radio telescope. Situated in the north of the Netherlands, the
dense core of LOFAR consists of 288 low-band dipole antennas within a circle with a diameter
of 320 meters, known as the Superterp. The radio emission from air showers in the frequency
range 30–80 MHz is recorded by the LOFAR low-band antennas [12, 20]. An array of particle
detectors installed on the Superterp provides the trigger for the detection of the air showers
[21].

TheXmax reconstruction technique used at LOFAR is based on the production of dedicated
simulation sets for each detected air shower. The number of simulations needed to reconstruct
the shower maximum is optimized with CONEX [22]. A set of full CORSIKA simulations
with proton and iron primaries is produced for each detected cosmic ray. The radio emission
is simulated in a star-shaped pattern for antenna positions in the shower plane using
CoREAS. An antenna model is applied to the simulated electric fields and compared to the
measured signal in the dipole antennas [23]. The time integrated pulse power is calculated
in a 55 ns window centered around the pulse maximum, summed over both polarizations.
Finally, a two-dimensional map of the time integrated power is created by interpolating
the star-shaped pattern [24]. In the previous analysis a hybrid fitting technique was used
in which both the radio and particle data were fitted to the two-dimensional radiation
map and the one-dimensional particle lateral distribution function simultaneously. In this
work instead of the combined fit we fit only the radio data to the radio simulation. The
advantage of switching to the radio only fitting method is that it results in reduced systematic
uncertainties.

Fig-4 shows the fit quality for an air shower detected with LOFAR as a function of Xmax
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Figure 4: Quality of fit as a function of simulated Xmax for a LOFAR event of energy 1.4 × 108 GeV, with
a zenith angle of 38◦. Left: simulated with default US standard atmosphere, reconstructed Xmax = 675.8
g/cm2. Applying the linear first order atmospheric correction, the resulting Xmax = 658 g/cm2. Right:
simulated with GDAS atmosphere, reconstructed Xmax = 638.3 g/cm2, the reconstructed Xmax in both the
cases is indicated by solid black lines.

simulated with two different atmospheres - one with the corresponding GDAS atmosphere
and the other with the US standard atmosphere. The reconstructed value of Xmax is found
from the minimum of the fitted parabola around the best fitted points. We chose a LOFAR
event for which the ground pressure was much lower than the US standard atmosphere, by
20 hPa. The atmospheric profile for this particular event is represented by the blue line
with circles in Fig-1 (right). The reconstructed Xmax with the US atmosphere corresponds
to a much higher mass overburden than the reconstructed Xmaxusing much thinner GDAS
atmosphere. In this example this translates to a difference of around 37.5 g/cm2 in the
reconstructed Xmax between the two cases. This large deviation is attributed to the extreme
weather condition for the shower chosen in the example. In the previous LOFAR analysis a
correction factor to the US atmosphere was used to account for the real atmosphere [3, 24].
The simulations that are produced with US standard atmosphere would approximately yield
the correct geometrical altitude to the shower maximum. Then the corrected Xmax is
calculated by integrating the GDAS density profile obtained at LOFAR, from the top of
the atmosphere to the geometric altitude of Xmax in the following way:

X(h) =
1

cos θ

∫ ∞
h

ρgdas(h)dh . (10)

The corrected Xmax for this particular example is 658 g/cm2 and the difference between the
corrected and new Xmax is about 20 g/cm2.

Using the same approach described above we have studied 123 air showers recorded with
LOFAR with three simulation sets:
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Figure 5: Difference in mean Xmax as a function of ground pressure. The total sample contains 123 air
showers recorded at LOFAR. The black line denotes the U.S standard atmospheric pressure.

• Set A–the showers were simulated with CORSIKA v-7.6300 and GDAS atmosphere.

• Set B–the showers were simulated with CORSIKA v-7.4385 and US standard atmosphere.

• Set C–this set is identical to Set B but with the additional atmospheric correction
factor to it as described above.

The effect of using different CORSIKA versions on the reconstructed Xmax , irrespective of
the atmospheric model, was probed. The difference in Xmax found using CORSIKA versions
7.6300 and 7.4385 was found to be very small, around 1.4 g/cm2. This confirms that the
differences between Set-A, Set-B and Set-C are due to different atmospheric models, not
any artifact arising from different versions of CORSIKA.

In Fig-5 the difference in mean reconstructed Xmax between the various simulation sets
mentioned above is plotted against ground pressure bins obtained from GDAS. Both the blue
circles and red squares converge to zero where GDAS pressure approaches the US standard
pressure at 1013 hPa. The red squares have large ∆Xmax in general. This is expected as
there is no atmospheric correction involved in Set-B. The blue circles however show a higher
deviation both at low and high pressure values. This suggests that the linear first order
correction added to the standard US atmosphere implemented in Set-C is not sufficient. As
the refractive index effects can not be included in the linear first order correction, one needs
full GDAS-based atmospheric profiles for more extreme atmospheric conditions.
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Figure 6: Left: scatter plot of ∆Xmax = Xgdas
max −Xus

max vs difference in slanted mass overburden ∆X5km =

Xgdas
5km −Xus

5km. The red line is a linear fit to the profile. Right: Histogram shows the residual of fitted and
actual Xmax; residual= Xcorr

max −Xgdas
max .

Here, we study the possibility to introduce a new global correction factor to the reconstructed
Xmax with US standard atmosphere to correct for realistic atmospsheres without having to
run full GDAS-based CoREAS simulations. To achieve this we studied the correlation
between Xmax, refractivity, and slanted mass overburden which is defined as the integrated
density from the edge of the atmosphere to a given height at the slant of zenith angle, at
different altitudes. It was seen that both the correlation between Xmax and refractivity and
between Xmax and slanted mass overburden correlation are poor at ground and at lower
altitudes. At the higher altitudes, between 4 - 6 km, Xmax and mass overburden show a
higher correlation which is not prominent in Xmax vs refractivity profiles at these altitudes.
We have found the strongest correlation at an altitude of 5 km. Fig-6 (left) shows the
scatter plot of ∆Xmax defined as Xgdas

max −Xus
max and difference in the slanted mass overburden

∆X5km = Xgdas
5km −Xus

5km. The precise correlation suggests the profile can be fit with a straight
line and is used as a parameterization of global correction factor, provided by the equation:

Xcorr
max −Xus

max = 0.9
(
Xus

5km −Xgdas
5km

)
+ 0.28. (11)

The histogram in Fig-6 (right) shows the residual of the Xcorr
max from Xgdas

max . The profile is
symmetric with mean 0 g/cm2 and standard deviation 11.56 g/cm2. The fluctuations are
within the typical systematic uncertainty of the reconstructed Xmax with LOFAR, which
is around 17 g/cm2 [24]. This correction factor can be used as a rule of thumb for the
estimation of reconstructed Xmax with the following caveats. It is specific to LOFAR, as
simulations were performed involving weather conditions, observation level, and magnetic
field particular to LOFAR. Corresponding correction equations for other experiments can be
constructed in the same manner and can yield different results depending on atmospheric
parameters.
However, while this global correction factor is very useful when a fast reconstruction is
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needed, we will use the full Monte Carlo approach in a future composition analysis. Simulations
with event specific GDAS atmospheres are always more accurate than the correction factor.
The correction factor might also introduce biases related to the mass of the primary particles.
Proton primaries on average generate showers that reach maximum lower in the atmosphere
than iron; these kind of effects are not taken into account.

6. Effects of humidity

As described in section 2, in the radio frequency regime, humidity increases the refractive
index. For this study, two sets of simulations were produced. In one set the showers
were simulated with the respective GDAS atmosphere and in the other with a GDAS
atmosphere with vanishing humidity. This was achieved by hard-coding the partial water
vapor pressure in Eq-3 to negligible values. For the GDAS atmosphere an extremely humid
weather condition at the LOFAR site was chosen. The same atmospheric parameters are
used in both cases to ensure that the particles evolve in a similar way in the atmosphere
and produce same shower maximum. In this way the inclusion of humidity only influences
the simulated radio pulses. The difference in the refractive index manifests in terms of
propagation effects on the pulse arrival time and power. The pulse propagating though an
atmosphere with higher refractive index will have a lower velocity compared to dry air. This
results in a delayed arrival time of the signal, as seen in Fig-7. The difference in peak arrival
time is less than 1 ns for an observer at 150 m. The effect is found to be less prominent
for observers further away from the axis. The lateral distribution of the energy fluence,
the time-integrated power per unit area, for different observer positions is also studied for
different frequency bands for these two cases, as shown in Fig-8. In the low frequency band
of 30–80 MHz relevant for LOFAR the difference in the fluence between the two sets is small,
from around 4% closer to shower axis to 2% at a distance of 100 m from the axis. In the high
frequency band of 50–350 MHz the values are larger, being around 8% at 100 m from the
core. In the higher frequency band the Cherenkov-like effects become stronger and the signal
is compressed along the Cherenkov ring [25]. A rough estimate of the radius of the ring can
be obtained from the projection of a cone with an opening angle given by the Cherenkov
angle starting from the shower maximum. The opening angle is strongly dependent on the
index of refraction. This explains the higher difference in power in Fig-8. Similar effects in
high and low frequency bands were also reported in [15] by studying the LDF of the electric
field profiles. Inside the Cherenkov radius pulses are stretched due to refractive index effects.
For higher refractive indices this will lead to lower pulse power which explains the negative
sign in the relative fluence for observer distances close to the core.

The radiation energy is the total energy contained in the radio signal. It scales quadratically
with the cosmic ray energy, thus can be used as a cosmic ray energy estimator [26, 27]. The
surface integral over the radio LDF mentioned above yields the radiation energy. The relative
difference in the integrated LDF between the humid and non-humid profiles for both the
low and high frequency regimes is smaller than 1%. This indicates that humidity has almost
no effect on the estimated cosmic ray energy as determined from the radiation energy which
was also concluded in [28].
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Figure 7: Unfiltered electric field components of a CoREAS pulse in time for two different refractive index
profiles for a 1017 eV proton shower with a zenith angle of 45◦ coming from east for an observer at 150
m from the axis. The solid and dashed lines represent the profiles with lower and higher refractive indices
respectively.

Next, to investigate the effect of humidity on Xmax measurements we have performed
a Monte Carlo comparison study between two sets of simulations that deals with the
atmospheres in a similar way as described in the beginning of this section. For each of
theses cases we have used a set of 40 simulated events with different energy, zenith and
azimuth angles. Each of these sets consist of an ensemble of proton and iron initiated
showers based on CONEX selection criteria. One shower from the set with higher humidity
is taken as reference and all the simulated showers from the set with zero humidity are used
to perform the reconstruction. This yields a reconstructed Xreco that can be compared to
the actual Xreal of the reference shower. The same method is repeated for all the showers
in the set with higher humidity. Showers with extreme values of Xmax were not included in
the fit. The range of the fit was taken as ± 50 g/cm2 of the actual Xmax for the test shower.

The difference Xreco−Xreal estimates the effect of humidity on the reconstructedXmax. We
do not observe any significant shift in Xmax in this study. This indicates that these effects
are most likely smaller than the overall resolution in reconstructed Xmax in the LOFAR
frequency band. We also performed the same study in a higher frequency band between 50
and 350 MHz, corresponding to the SKA-low band. There, an overall shift of 6.8 g/cm2 in
the reconstructed Xmax was observed. These results, shown in Fig-9, are in line with the
LDF studies described earlier in this section.
In Ref.[11], larger shifts of about 10 to 22 g/cm2 in reconstructed Xmax in the high frequency
band of 120–250 MHz for 4% higher refractivity and 3.5 to 11 g/cm2 in the low frequency
band of 30–80 MHz were reported. A toy model was used to describe the effects. The toy
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Figure 8: LDF profiles for a 1017 eV proton shower coming from zenith 45◦ with Xmax = 593g/cm2.
Observers are located to the west of the shower axis. Left: low frequency band between 30–80 MHz, Right:
high frequency band between 50–350 MHz. The upper panel shows the LDF of total fluence for the humid
and non-humid sets, the lower panel shows the relative difference between these two.
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Figure 9: Histogram for the ∆Xmax = Xreco − Xreal between the reconstructed and true value of the Xmax

obtained from the Monte Carlo study between the humid and non-humid simulation sets. Left: for the low
frequency band of 30–80 MHz. Right: for the high frequency band of 50–350 MHz. The shift in the Xmax

is significant at 2σ level.

model was based on the assumptions that the size of the radio footprint on the ground would
be proportional to the geometric distance to Xmax and to the Cherenkov angle at the altitude
of Xmax. The effect of constant higher refractivity would correspond to a higher Cherenkov
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angle resulting in an underestimation of Xmax. This then leads to a clear linear relation
between shift in Xmax and distance to Xmax. Without having prior knowledge of individual
atmospheric conditions, an overall scaling of the refractivity profile had to suffice. However,
the realistic scenario is quite different. There are strong interplays between humidity,
pressure, and temperature which are reflected in refractivity. The relative refractivity profile
in Fig-2 shows that the shift is not a constant, but is altitude dependent. From near ground
to higher altitudes it switches from being a higher value than US standard atmosphere to a
lower value. This makes an one-to-one comparison to Ref.[11] hard. However, we can argue
that qualitatively same trait in the high and low frequency band has been found in both the
works.

The effects of different zenith angles, true Xmax and energy were probed for the shift in
Xmax for both the frequency bins. The simulation set was divided in two groups, each group
belonging to high and low values of the parameters mentioned above. No significant effect
was seen.

Frequency band Zenith ∆Xmax (g/cm2)
50–350 MHz low < 30◦ -6.24±0.30
50–350 MHz high > 30◦ -6.19± 0.37
30–80 MHz low < 30◦ 0.10±0.50
30–80 MHz high > 30◦ -0.05±0.46

Frequency band True Xmax (g/cm2) ∆Xmax (g/cm2)
50–350 MHz low < 624 -6.78±0.41
50–350 MHz high > 624 -6.30± 0.32
30–80 MHz low < 624 -0.61±0.51
30–80 MHz high > 624 0.51±0.46

Frequency band Energy(GeV) ∆Xmax (g/cm2)
50–350 MHz low < 2.18 × 108 -6.86±0.35
50–350 MHz high > 2.18 × 108 -6.92± 0.38
30–80 MHz low < 2.18 × 108 -0.48±0.48
30–80 MHz high > 2.18 × 108 0.±0.49

Table 1: Shift in Xmax for different zenith, energy and Xmax bins for different frequency bands.

7. Conclusion and discussion

Simulating air showers with realistic atmospheres is important for the precise reconstruction
of Xmax with the radio technique. The GDAS database is a useful platform to extract
atmospheric parameters for a given time and location. Atmospheric effects on radio simulations
were previously studied in Refs. [11] and [15]. The studies demonstrated the role of correct
description of atmospheric density and refractive index when included in the radio simulation
codes. However, the application of simulations with realistic atmospheres to real data was
not addressed.
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We report, for the first time, the application of GDAS-based atmospheric profiles, automated
in CoREAS simulation to cosmic ray data. By systematically performing GDAS-based
CoREAS simulations for the LOFAR dataset, we have done comparison between GDAS-based
atmospheres a linear geometrical first order correction to the US standard atmosphere
on Xmax. While the linear correction is sufficient for the bulk of the events, it becomes
indispensable to use full GDAS based atmospheres for extreme values of the air pressure.
When the air pressure at ground level differs by less than 10 hPa from the US standard
atmosphere value, the reconstructed Xmax value including the linear correction agrees with
the full GDAS-based reconstruction value within 2 g/cm2. However, when the ground
pressure is more than 10 hPa from the US standard atmosphere, this difference grows
significantly up to 15 g/cm2.

We have also introduced a GDAS-based correction factor for Xmax reconstructed with
US standard atmosphere without having to run full GDAS-based CoREAS simulations. It
is specific to LOFAR, but similar relations can be worked out for other experiments as well.
The uncertainty on the predicted Xmax using the correction factor is about 12 g/cm2; this
is within the typical Xmax reconstruction uncertainty with LOFAR, around 17 g/cm2.

We have probed the effects of humidity on the lateral distribution of radio power by
comparing two profiles with high and low humidity. We performed this study for different
frequency bands. In the LOFAR frequency band of 30–80 MHz the relative difference
in power is small. For a higher frequency band of 50–350 MHz the same effects are
comparatively larger, up to 10%. We also estimated the radiation energy from the LDF
profiles to see the effects of humidity on the reconstructed energy. No significant difference
was found for either frequency regime which indicates that humidity does not influence the
estimated energy. A Monte Carlo study on the reconstructed Xmax was also done for these
frequency bands. No significant effect of humidity is found on the reconstructed Xmax for the
low frequency band relevant for LOFAR; for the higher frequency band a mean difference
on the order of 7 g/cm2 is observed. This could be important for the high precision Xmax

measurements for the cosmic ray detection with the SKA experiment [29].

In the process of implementing GDAS-based parameterized density and refractive index
profile in CORSIKA/CoREAS, we have developed a tool, called ‘gdastool’, which has been
available for public use since the release of CORSIKA version 7.6300, and is already being
used by other experiments in the community around the globe.

In the previous LOFAR analysis the effects of refractive index were included within the
systematic uncertainties on the reconstructed Xmax. The improved atmospheric correction
will lead to a reduced systematic uncertainty. An update on the mass composition results
is not within the scope of this study. It will be discussed in a future publication, which
involves, along with atmospheric corrections, improved calibration of the radio antennas,
energy scale, and new Xmax reconstruction techniques.
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ABSTRACT

Motivated by the recent high-precision measurements of cosmic rays by several new-generation experiments, we have
carried out a detailed study to understand the observed energy spectrum and composition of cosmic rays with energies
up to about 1018 eV. Our study shows that a single Galactic component with subsequent energy cut-offs in the individual
spectra of different elements, optimised to explain the observed elemental spectra below ∼ 1014 eV and the ‘knee’ in
the all-particle spectrum, cannot explain the observed all-particle spectrum above ∼ 2 × 1016 eV. We discuss two
approaches for a second component of Galactic cosmic rays – re-acceleration at a Galactic wind termination shock, and
supernova explosions of Wolf-Rayet stars, and show that the latter scenario can explain almost all observed features in
the all-particle spectrum and the composition up to ∼ 1018 eV, when combined with a canonical extra-galactic spectrum
expected from strong radio galaxies or a source population with similar cosmological evolution. In this two-component
Galactic model, the knee at ∼ 3× 1015 eV and the ‘second knee’ at ∼ 1017 eV in the all-particle spectrum are due to
the cut-offs in the first and second components, respectively. We also discuss several variations of the extra-galactic
component, from a minimal contribution to scenarios with a significant component below the ‘ankle’ (at ∼ 4×1018 eV),
and find that extra-galactic contributions in excess of regular source evolution are neither indicated nor in conflict with
the existing data. We also provide arguments that an extra-galactic contribution is unlikely to dominate at or below
the second knee. Our main result is that the second Galactic component predicts a composition of Galactic cosmic rays
at and above the second knee that largely consists of helium or a mixture of helium and CNO nuclei, with a weak or
essentially vanishing iron fraction, in contrast to most common assumptions. This prediction is in agreement with new
measurements from LOFAR and the Pierre Auger Observatory which indicate a strong light component and a rather
low iron fraction between ∼ 1017 and 1018 eV.

Key words. Galaxy — cosmic rays — diffusion — ISM: supernova remnants — Stars: winds — Stars: Wolf-Rayet

1. Introduction

Until a decade ago, the cosmic ray spectrum from ∼ 10 GeV
to ∼ 1011 GeV was seen as a power law with two main
features: a steepening from a spectral index γ ≈ −2.7 to
γ ≈ −3.1 at about 3×106 GeV, commonly called the ‘knee’,
and a flattening back to γ ≈ −2.7 at about 4 × 109 GeV,
consequently denoted as the ‘ankle’. Phenomenological ex-
planations for the knee have been given due to propagation
effects in the Galaxy (Ptuskin et al. 1993), progressive cut-
offs in the spectra of nuclear components from hydrogen
to lead (Hörandel 2003a), or re-acceleration at shocks in
a Galactic wind (Völk & Zirakashvili 2004), but left open
the question of the primary Galactic accelerators produc-
ing these particles. Explanations based on source physics
have been mostly built on the assumption that supernova
remnants, on grounds of energetics known as one of the
most promising sources for cosmic rays (Baade & Zwicky
1934), accelerate cosmic rays at shocks ploughing into the
interstellar medium to energies up to about 105−6 GeV

⋆ E-mail: satyendra.thoudam@lnu.se

(Lagage & Cesarsky 1983; Axford 1994). This may ex-
tend to ∼ 108 GeV if they are propagating in fast and
highly magnetised stellar winds (Völk & Biermann 1988;
Biermann & Cassinelli 1993), or if non-linear effects in the
acceleration process are considered (Bell & Lucek 2001).
The combination of such components could eventually ex-
plain cosmic rays below and above the knee as a superposi-
tion of components of different nuclei, as shown, for exam-
ple by Stanev et al. (1993). At energies above 109 GeV this
steep component was assumed to merge into a flatter extra-
galactic component (Rachen et al. 1993; Berezinsky et al.
2004), explaining the ankle in the spectrum. For this extra-
galactic component, sources on all scales have been pro-
posed: From clusters of galaxies (Kang et al. 1996) through
radio galaxies (Rachen & Biermann 1993), compact AGN
jets (Mannheim et al. 2001) to gamma-ray bursts (Waxman
1995). It was commonly assumed to be dominated by pro-
tons. Eventually, at ∼ 1011 GeV the cosmic ray spectrum
was believed to terminate in the so-called GZK cutoff
(Greisen 1966; Zatsepin & Kuzmin 1996) due to interaction
with cosmic microwave background (CMB) photons.
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Recent measurements of cosmic rays by several new
generation experiments have severely challenged this sim-
ple view. At low energies, below ∼ 106 GeV, satel-
lite and balloon-borne experiments such as ATIC-2
(Panov et al. 2007), CREAM (Yoon et al. 2011), TRACER
(Obermeier et al. 2011), PAMELA (Adriani et al. 2014),
AMS-02 (Aguilar et al. 2014, 2015a,b), and Fermi-LAT
(Abdo et al. 2009) have measured the energy spectra of
various elements of cosmic rays ranging from protons
to heavier nuclei such as iron as well as the leptonic
component of cosmic rays, and anti-particles such as
positrons and anti-protons. Some of their results, for ex-
ample the rise of the positron fraction above ∼ 10 GeV
(Aguilar et al. 2013), the harder energy spectrum of helium
nuclei with respect to the proton spectrum (Adriani et al.
2011), and the spectral hardening of both the proton
and helium nuclei at TeV energies (Yoon et al. 2011),
are difficult to explain using standard models of cosmic-
ray acceleration in supernova remnants and their subse-
quent propagation in the Galaxy. At high energies, that
is above ∼ 106 GeV, ground-based experiments such as
KASCADE-Grande (Apel et al. 2013), the Tibet III ar-
ray (Amenomori et al. 2008), IceTop (Aartsen et al. 2013),
the Pierre Auger Observatory (Ghia et al. 2015) and the
Telescope Array (Abu-Zayyad et al. 2013) have carried out
detailed measurements of the all-particle energy spectrum
and the composition of cosmic rays. First, they confirm
a third major break in the spectrum, a steepening to
γ ≈ −3.3 above about 108 GeV, which has been sug-
gested before both by the Fly’s Eye stereo energy spec-
trum (Bird et al. 1994) and theoretical arguments about
the structure of the ankle (Berezinsky & Grigorieva 1988;
Rachen et al. 1993). It has anatomically been named the
‘second knee’ (Hörandel 2006). While this still fits with the
original view, the cosmic-ray composition measurements at
these energies pose a severe challenge: Instead of gradually
becoming heavier as expected, the data show that the com-
position reaches a maximum mean mass at energies around
6× 107 GeV, and then becomes gradually lighter again up
to the ankle. Finally, above the ankle the composition be-
comes heavier again. It has been shown that the observed
spectrum and composition at the highest energies can be ex-
plained by a mixed-composition extra-galactic source spec-
trum with progressive cutoffs at ∼Z×5×109 GeV, where Z
is the nuclear charge (Aloisio et al. 2014). This would imply
that there is no significant impact of the GZK effect in cos-
mic ray propagation except through photo-disintegration of
nuclei. In addition, the measurement of an ankle-like fea-
ture in the light component of cosmic rays at ∼ 108 GeV by
the KASCADE-Grande experiment (Apel et al. 2013), and
the new revelation of a strong light component and a very
small iron component by the LOFAR measurements be-
tween ∼ (1−4)×108 GeV (Buitink et al. 2016), and by the
Pierre Auger Observatory above ∼ 7× 108 GeV (Aab et al.
2014) add further challenges to the standard model.

The new data have led to a number of theoreti-
cal modifications of the standard model. The spectral
hardening at TeV energies has been explained as due
to the hardening in the source spectrum of cosmic rays
(Biermann et al. 2010a; Ohira et al. 2011; Yuan et al. 2011;
Ptuskin et al. 2013), as a propagation effect (Tomassetti
2012; Blasi et al. 2012), the effect of re-acceleration by
weak shocks (Thoudam & Hörandel 2014) or the ef-
fect of nearby sources (Thoudam & Hörandel 2012, 2013;

Erlykin & Wolfendale 2012). At high energies, the increas-
ing mean mass around the knee still fits well the idea of pro-
gressive cut-offs (Hörandel 2003a), if the nuclear species are
constrained to masses up to iron and thus limited to ener-
gies below about 3×107 GeV. The light composition around
the ankle revived interest in the so-called ‘proton dip
model’, which explains the ankle feature as due to an extra-
galactic propagation effect of protons producing electron-
positron pairs at the CMB (Berezinsky & Grigorieva 1988;
Berezinsky et al. 2006). This would imply that the cosmic
ray spectrum below the ankle is, at least in part, of extra-
galactic origin. While the recent measurement of ∼ 40%
proton fraction at the ankle by the Pierre Auger Collab-
oration (Aab et al. 2014) has raised problems with this ap-
proach, as the model is compatible only with more than 80%
protons (Berezinsky et al. 2006), a number of new models
have been suggested, involving compact sources with sig-
nificant photo-disintegration of nuclei during acceleration
(Globus et al. 2015a; Unger et al. 2015), or as a compo-
nent with primordial element composition accelerated at
clusters of galaxies and limited by pair production losses in
the CMB (Rachen 2016). However, with all these new ideas,
big questions remain open: How does the cosmic ray com-
ponent at the knee connect to the one at the second knee
to ankle regime, and where is the transition from Galactic
to extra-galactic cosmic rays?

In this work, we revisit the basic models of Galactic
cosmic-ray production in view of the currently available
data. We start by developing a detailed model description
for low-energy cosmic rays assuming them to be primar-
ily produced inside supernova remnants (SNRs) present in
the interstellar medium (hereafter, these cosmic rays will
be referred to as the ‘SNR-CRs’). This model, described in
Section 2, has been demonstrated to explain the observed
spectral hardening of protons and helium nuclei in the TeV
region and, at the same time, explains the observed compo-
sition of cosmic rays at low energies (Thoudam & Hörandel
2014). The model prediction will be extended to high en-
ergies, and compared with the observed all-particle energy
spectrum. It will be shown that SNR-CRs cannot explain
the observed energy spectrum above ∼ 107 GeV. We then
revisit two possibilities for a second Galactic component
in Section 3: (a) The re-acceleration of SNR-CRs escaped
into the Galactic halo by the Galactic wind termination
shocks (Jokipii & Morfill 1987; Zirakashvili & Völk 2006),
and (b) the contribution of cosmic rays from the explosions
of Wolf-Rayet stars in the Galaxy (Biermann & Cassinelli
1993). The possibility of a second Galactic component has
also been discussed in Hillas (2005) who considered Type
II SNRs expanding into a dense wind of their precursor
stars. For both the scenarios considered in the present
work, we assume the extra-galactic proton component used
by Rachen et al. (1993) to obtain proper results for total
spectrum and composition at energies just below the an-
kle in Section 4. In Section 5 we then check the effect of
other hypotheses for the extra-galactic component, using
(1) a phenomenological ‘minimal model’ derived from com-
position results measured at the Pierre Auger Observatory
(di Matteo et al. 2015), (2) the minimal model plus the ‘pri-
mordial cluster component’ introduced by Rachen (2016),
and (3) the ‘extra-galactic ankle’ model by Unger et al.
(2015). In Section 6, we present a discussion of our results
and their implications, and other views on the cosmic rays
below 109 GeV, followed by our conclusions in Section 7.
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2. Cosmic rays from supernova remnants
(SNR-CRs)

Although the exact nature of cosmic-ray sources in the
Galaxy is not yet firmly established, supernova remnants
are considered to be the most plausible candidates both
from the theoretical and the observational points of view.
It has been theoretically established that shock waves as-
sociated with supernova remnants can accelerate particles
from the thermal pool to a non-thermal distribution of en-
ergetic particles. The underlying acceleration process, com-
monly referred to as the diffusive shock acceleration pro-
cess, has been studied quite extensively, and it produces
a power-law spectrum of particles with a spectral index
close to 2 (Krymskii 1977; Bell 1978; Blandford & Ostriker
1978; Drury 1983; Ptuskin et al. 2010; Caprioli et al. 2011),
which is in good agreement with the values inferred from
radio observation of supernova remnants (Green 2009).
Moreover, the total power of ∼ 1042 ergs s−1 injected by
supernova explosions into the Galaxy, considering a su-
pernova explosion energy of ∼ 1051 ergs and an explo-
sion frequency of ∼ 1/30 yr−1, is more than sufficient to
maintain the cosmic-ray energy content of the Galaxy.
In addition to the radio measurements, observational ev-
idence for the presence of high-energy particles inside su-
pernova remnants is provided by the detection of non-
thermal X-rays (Vink & Laming 2003; Parizot et al. 2006)
and TeV gamma rays from a number of supernova rem-
nants (Aharonian et al. 2006, 2008; Albert et al. 2007). For
instance, the detection of TeV gamma rays up to energies
close to 100 TeV from the supernova remnant RX J1713.7-
3946 by the H.E.S.S. Cherenkov telescope array indicates
that particles with energies up to ∼ 1 PeV can be acceler-
ated inside supernova remnants (Aharonian et al. 2007).

2.1. Transport of SNR-CRs in the Galaxy

After acceleration by strong supernova remnant shock
waves, cosmic rays escape from the remnants and undergo
diffusive propagation through the Galaxy. During the prop-
agation, some fraction of cosmic rays may further get re-
accelerated due to repeated encounters with expanding su-
pernova remnant shock waves in the interstellar medium
(Wandel 1988; Berezhko et al. 2003). This re-acceleration
is expected to be produced mainly by older remnants, with
weaker shocks, because of their bigger sizes. Therefore, the
re-acceleration is expected to generate a particle spectrum
which is steeper than the initial source spectrum of cosmic
rays produced by strong shocks. This model has been de-
scribed in detail in Thoudam & Hörandel (2014), and it has
been shown that the re-accelerated cosmic rays can dom-
inate the GeV energy region while the non-re-accelerated
cosmic rays dominate at TeV energies, thereby explaining
the observed spectral hardening in the TeV region. Below,
we briefly summarise some key features of the model which
are important for the present study.

The steady-state transport equation for cosmic-ray nu-
clei in the Galaxy in the re-acceleration model is described
by,

∇ · (D∇N)− [n̄vσ + ξ] δ(z)N

+

[

ξsp−s

∫ p

p0

du N(u)us−1

]

δ(z) = −Qδ(z), (1)

where we have adopted a cylindrical geometry for the prop-
agation region described by the radial r and vertical z co-
ordinates with z = 0 representing the Galactic plane. We
assume the region to have a constant halo boundary at
z = ±L, and no boundary in the radial direction. This
is a reasonable assumption for cosmic rays at the galacto-
centric radius of the Sun as the majority of them are pro-
duced within a radial distance ∼L from the Sun (Thoudam
2008). Choosing a different (smaller) halo height for the
Galactic centre region, as indicated by the observed WMAP

haze (Biermann et al. 2010b), will not produce significant
effects in our present study. N(r, z, p) represents the dif-
ferential number density of the cosmic-ray nuclei with mo-
mentum/nucleon p, and Q(r, p)δ(z) is the injection rate of
cosmic rays per unit volume by supernova remnants in the
Galaxy. The diffusive nature of the propagation is repre-
sented by the first term in Equation 1. The diffusion co-
efficient D(ρ) is assumed to be a function of the particle
rigidity ρ as, D(ρ) = D0β(ρ/ρ0)

a, where D0 is the diffu-
sion constant, β = v/c with v(p) and c representing the
velocity of the particle and the velocity of light respec-
tively, ρ0 = 3 GV is a constant, and a is the diffusion in-
dex. The rigidity is defined as ρ = Apc/Ze, where A and
Z represent the mass number and the charge number of
the nuclei respectively, and e is the charge of an electron.
The second term in Equation 1 represents the loss of par-
ticles during the propagation due to inelastic interaction
with the interstellar matter, and also due to re-acceleration
to higher energies, where n̄ represents the surface density
of matter in the Galactic disk, σ(p) is the inelastic inter-
action cross-section, and ξ corresponds to the rate of re-
acceleration. We take ξ = ηV ν̄, where V = 4πℜ3/3 is
the volume occupied by a supernova remnant of radius
ℜ re-accelerating the cosmic rays, η is a correction factor
that is introduced to account for the actual unknown size
of the remnants, and ν̄ is the frequency of supernova ex-
plosions per unit surface area in the Galactic disk. The
term containing the integral in Equation 1 represents the
gain in the number of particles due to re-acceleration from
lower energies. The effect of Galactic wind and ionisation
losses which are important mostly at low energies, below
∼ 1 GeV/nucleon, are not included explicitly in the trans-
port equation. Instead, we introduce a low-momentum cut-
off, p0∼ 100 MeV/nucleon, in the particle distribution to
account for the effect on the number of low-energy parti-
cles available for re-acceleration in the presence of these pro-
cesses (Wandel et al. 1987). We assume that re-acceleration
instantaneously produces a power-law spectrum of parti-
cles with spectral index s. The source term Q(r, p) can
be expressed as Q(r, p) = ν̄H[R − r]H[p − p0]Q(p), where
H(m) = 1(0) for m > 0(< 0) represents a Heaviside step
function, and the source spectrumQ(p) is assumed to follow
a power-law in total momentum with an exponential cut-off
which, in terms of momentum/nucleon, can be written as

Q(p) = AQ0(Ap)
−q exp

(

−
Ap

Zpc

)

, (2)

where Q0 is a normalisation constant which is proportional
to the amount of energy f channelled into cosmic rays by
a single supernova event, q is the spectral index, and pc is
the cut-off momentum for protons. The exponential cut-off
in Equation 2 represents a good approximation for parti-
cles at the shock produced by the diffusive shock acceler-
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Fig. 1. Energy spectra for different cosmic-ray elements. Solid line: Model prediction for the SNR-CRs. Data: CREAM (Ahn et al.
2009; Yoon et al. 2011), ATIC-2 (Panov et al. 2007), AMS-02 (Aguilar et al. 2015a,b), PAMELA (Adriani et al. 2011), CRN
(Müller et al. 1991; Swordy et al. 1990), HEAO (Engelmann et al. 1990), TRACER (Obermeier et al. 2011), and KASCADE
(Antoni et al. 2005). Cosmic-ray source parameters (q, f) used in the calculation are given in Table 1. For the other model
parameters (D0, a, η, s), see text for details.
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Table 1. Source spectral indices, q, and energy injected per
supernova, f , for the different species of cosmic rays used in the
calculation of the SNR-CRs spectra shown in Figures 1 and 2.

Particle type q f (×1049 ergs)
Proton 2.24 6.95
Helium 2.21 0.79
Carbon 2.21 2.42× 10−2

Oxygen 2.25 2.52× 10−2

Neon 2.25 3.78× 10−3

Magnesium 2.29 5.17× 10−3

Silicon 2.25 5.01× 10−3

Iron 2.25 4.95× 10−3

ation mechanism (see e.g. Malkov & Drury 2001). We as-
sume that the maximum energy for cosmic-ray nuclei pro-
duced by the supernova shock is Z times the maximum en-
ergy for protons. Based on the observed high concentration
of supernova remnants and atomic and molecular hydrogen
near the Galactic disk, in Equation 1, we assume that both
cosmic-ray sources and interstellar matter are distributed
in the disk (i.e. at z = 0). The distributions are assumed to
be uniform, and extended up to a radius R.

Recalling the analytical solution of Equation 1 derived
in Thoudam & Hörandel (2014), the cosmic-ray density at
the position r = 0 for p > p0 follows,

N(z, p) = ν̄R

∫ ∞

0

dk
sinh [k(L− z)]

sinh(kL)
×

J1(kR)

B(p)

{

Q(p)

+ ξsp−s

∫ p

p0

dp′p′
s
Q(p′)A(p′) exp

(

ξs

∫ p

p′

A(u)du

)

}

,

(3)

where J1 is a Bessel function of order 1, and the functions
B and A are given by,

B(p) = 2D(p)k coth(kL) + n̄v(p)σ(p) + ξ

A(u) =
1

uB(u)
. (4)

From Equation 3, the cosmic-ray density at the Earth can
be obtained by taking z = 0 considering that our Solar
system lies close to the Galactic plane.

2.2. Model prediction for the low-energy measurements

By comparing the abundance ratio of boron-to-carbon nu-
clei predicted by the model with the measurements, the
cosmic-ray propagation parameters (D0, a) and the re-
acceleration parameters (η, s) have been obtained to be,
D0 = 9 × 1028 cm2 s−1, a = 0.33, η = 1.02, and s = 4.5
(Thoudam & Hörandel 2014). We adopt these values in our
present study. The supernova remnant radius is taken to be
ℜ = 100 pc. The inelastic interaction cross-section for pro-
tons is taken from Kelner et al. (2006), and for heavier nu-
clei, the cross-sections are taken from Letaw et al. (1983).
The surface matter density is taken as the averaged den-
sity in the Galactic disk within a radius equal to the size
of the diffusion boundary L. We choose L = 5 kpc, which
gives an averaged surface density of atomic hydrogen of
n̄ = 7.24× 1020 atoms cm−2 (Thoudam & Hörandel 2013).

An extra 10% is further added to n̄ to account for the he-
lium abundance in the interstellar medium. The radial ex-
tent of the source distribution is taken as R = 20 kpc. Each
supernova explosion is assumed to release a total kinetic en-
ergy of 1051 ergs, and the supernova explosion frequency is
taken as ν̄ = 25 SNe Myr−1 kpc−2. The latter corresponds
to a rate of ∼ 3 supernova explosions per century in the
Galaxy.

Using the values of various parameters mentioned
above, the energy spectra of SNR-CRs for different elements
are calculated. In Figure 1, results for eight elements (pro-
ton, helium, carbon, oxygen, neon, magnesium, silicon and
iron, which represent the dominant species at low energies)
are compared with the measured data at low energies. The
source parameters (q, f) for the individual elements are kept
free in the calculation, and they are optimised based on the
observed individual spectra at low energies. The parame-
ter values that best reproduce the measured data are listed
in Table 1. The source spectral indices are in the range of
2.21− 2.29, and out of the total of 8% of the supernova ex-
plosion energy channelled into SNR-CRs, the largest frac-
tion goes into protons at the level of 6.95%, followed by
helium nuclei with 0.79%. The calculated spectra repro-
duce the measured data quite well including the behaviour
of spectral hardening at TeV energies observed for protons
and helium nuclei. In our model, the absence of such a spec-
tral hardening for heavier nuclei is explained as due to the
increasing effect of inelastic collision over re-acceleration
with the increase in mass (Thoudam & Hörandel 2014).

2.3. Extrapolation of the SNR-CR spectrum to high energies

In Figure 1, we also show an extrapolation of the model pre-
diction to high energies. For protons, helium, carbon, silicon
and iron nuclei, the predictions are compared with the avail-
able measurements from the KASCADE experiment above
∼ 106 GeV. The calculation assumes an exponential cut-off
for the proton source spectrum at Ec = 4.5× 106 GeV, and
for the heavier nuclei at ZEc. This value of Ec, which is
obtained by comparing the predicted all-particle spectrum
with the observed all-particle spectrum as shown in Fig-
ure 2, represents the maximum Ec value permitted by the
measurements. While obtaining the all-particle spectrum
shown in Figure 2, we also include contributions from the
sub-dominant primary cosmic-ray elements (Z < 26), cal-
culated using elemental abundances at 103 GeV given in
Hörandel (2003a) and a source index of 2.25. Their total
contribution amounts up to ∼ 8% of the all-particle spec-
trum. The predicted all-particle spectrum agrees with the
data up to ∼ 2 × 107 GeV, and reproduces the observed
knee at the right position. Choosing Ec values larger than
4.5× 106 GeV will produce an all-particle spectrum which
is inconsistent both with the observed knee position and
the intensity above the knee. Although our estimate for
the best-fit Ec value does not rely on the proton measure-
ments at high energies, it can be noticed from Figure 1
that both the predicted proton and helium spectra are in
good agreement (within systematic uncertainties) with the
KASCADE data. For carbon, silicon and iron nuclei, the
agreement with the data is less convincing, which may be
related to the larger systematic uncertainties in the shapes
of the measured spectra.

From Figure 2, it can be observed that, at energies
around the knee, the all-particle spectrum is predicted to be
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Fig. 2. Contribution of SNR-CRs to the all-particle cosmic-ray spectrum. The thin lines represent spectra for the individual
elements, and the thick-solid line represents the total contribution. The calculation assumes an exponential cut-off energy for
protons at Ec = 4.5 × 106 GeV. Other model parameters, and the low-energy data are the same as in Figure 1. Error bars are
shown only for the proton and helium data. High-energy data: KASCADE (Antoni et al. 2005), IceTop (Aartsen et al. 2013), Tibet
III (Amenomori et al. 2008), the Pierre Auger Observatory (Schulz et al. 2013), and HiRes II (Abbasi et al. 2009).

dominated by helium nuclei, not by protons. The CREAM
measurements have shown that helium nuclei become more
abundant than protons at energies ∼ 105 GeV. Such a trend
is also consistent with the KASCADE measurements above
∼ 106 GeV (see Figure 1). Based on our prediction, helium
nuclei dominate the all-particle spectrum up to ∼ 1.5× 107

GeV, while above, iron nuclei dominate. The maximum en-
ergy of SNR-CRs, which corresponds to the fall-off energy
of iron nuclei, is 26×Ec = 1.2× 108 GeV. Although this en-
ergy is close to the position of the second knee, the predicted
intensity is not enough to explain the observed intensity
around the second knee. Our result shows that SNR-CRs
alone cannot account for the observed cosmic rays above
∼ 2× 107 GeV. At 108 GeV, they contribute only ∼ 30% of
the observed data.

3. Additional component of Galactic cosmic rays

Despite numerous studies, it is not clearly understood at
what energy the transition from Galactic to extra-galactic
cosmic rays (EG-CRs) occurs. Although it was pointed out
soon after the discovery of the CMB and the related GZK
effect that it is possible to construct an all-extra-galactic
spectrum of cosmic rays containing both the knee and the
ankle as features of cosmological propagation (Hillas 1967),
the most natural explanation was assumed to be that the
transition occurs at the ankle, where a steep Galactic com-
ponent is taken over by a flatter extra-galactic one. To ob-
tain a sharp feature like the ankle in such a construction,
it is necessary to assume a cut-off in the Galactic com-
ponent to occur immediately below it (Rachen et al. 1993;
Axford 1994), thus this scenario is naturally expecting a
second knee feature. For a typical Galactic magnetic field

strength of 3 µG, the Larmor radii for cosmic rays of en-
ergy Z×108 GeV is 36 pc, much smaller than the size of the
diffusion halo of the Galaxy, which is typically considered
to be a few kpc in cosmic-ray propagation studies, keep-
ing comic rays around the second knee well confined in the
Galaxy. This suggests that the Galactic cut-off at this en-
ergy must be intrinsic to a source population or acceleration
mechanism different from the standard supernova remnants
we have discussed above. In an earlier work, Hillas (2005)
considered an additional Galactic component resulting from
Type II supernova remnants in the Galaxy expanding into
a dense slow wind of the precursor stars. In the follow-
ing, we discuss two other possible scenarios. The first is
the re-acceleration of SNR-CRs by Galactic wind termi-
nation shocks in the Galactic halo (Jokipii & Morfill 1987;
Zirakashvili & Völk 2006), and the second is the contribu-
tion of cosmic rays from the explosions of Wolf-Rayet stars
in the Galaxy (Biermann & Cassinelli 1993). Both these
ideas have been explored in the past when detailed mea-
surements of the cosmic-ray spectrum and composition at
low and high energies were not available. Using new mea-
surements of cosmic rays and astronomical data (like the
Wolf-Rayet wind composition), our study can provide a
more realistic estimate of the cosmic-ray contribution from
these two possible mechanisms. In the following, the re-
accelerated cosmic rays from Galactic wind termination
shocks will be referred to as ‘GW-CRs’, and cosmic rays
from Wolf-Rayet stars as ‘WR-CRs’. Some ramifications of
these basic scenarios will be discussed in Section 6, after
investigating the effect of different extra-galactic contribu-
tions below the ankle in Section 5.
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Fig. 3. Contribution of GW-CRs to the all-particle cosmic-ray
spectrum. The thin lines represent spectra for the individual
elements, and the thick dashed line represents the total contri-
bution. The injection fraction, kw = 14.5%, and the exponential
cut-off energy for protons, Esh = 9.5×107 GeV. See text for the
other model parameters. Data are the same as in Figure 2.

3.1. Re-acceleration of SNR-CRs by Galactic wind
termination shocks (GW-CRs)

The effect of Galactic winds on the transport of cosmic
rays in the Galaxy has been discussed quite exten-
sively (Lerche & Schlickeiser 1982a; Bloemen et al.
1993; Strong & Moskalenko 1998; Jones et al. 2001;
Breitschwerdt et al. 2002). For cosmic rays produced
by sources in the Galactic disk such as the SNR-CRs,
the effect of winds on their transport is expected to be
negligible above a few GeV as the transport is expected to
be dominated mainly by the diffusion process. However,
Galactic winds can lead to the production of an additional
component of cosmic rays which can dominate at high
energies. Galactic winds, which start at a typical velocity
of about few km/s near the disk, reach supersonic speeds at
distances of a few tens of kpc away from the disk. At about
a hundred kpc distance or so, the wind flow terminates
resulting into the formation of termination shocks. These
shocks can catch the SNR-CRs escaping from the disk
into the Galactic halo, and re-accelerate them via the
diffusive shock acceleration process. The reaccelerated
cosmic rays can return to the disk through diffusive
propagation against the Galactic wind outflow. For an
energy dependent diffusion process, only the high-energy
particles may be effectively able to reach the disk.

To obtain the contribution of GW-CRs, we will first cal-
culate the escape rate of SNR-CRs from the inner diffusion
boundary, then propagate the escaped cosmic rays through
the Galactic wind region, and calculate the cosmic-ray flux
injected into the Galactic wind termination shocks. The es-
caped flux of SNR-CRs from the diffusion boundary, Fesc,
can be calculated as,

Fesc = [D∇N ]z=±L =

[

D
dN

dz

]

z=±L

, (5)

where N(z, p) is given by Equation 3. Equation 5 assumes
that cosmic rays escape only through the diffusion bound-
aries located at z = ±L. Under this assumption, the total
escape rate of SNR-CRs is given by,

Qesc = Fesc × 2Aesc, (6)

where Aesc = πR2 is the surface area of one side of the
cylindrical diffusion boundary which is assumed to have
the same radius as the Galactic disk, and the factor 2 is to
account for the two boundaries at z = ±L. The propaga-
tion of the escaped SNR-CRs in the Galactic wind region
is governed by the following transport equation:

∇.(Dw∇Nw − VNw) +
∂

∂p

{

∇.V

3
pNw

}

= −Qescδ(r), (7)

where we have assumed a spherically symmetric geometry
characterised by the radial variable r, Dw represents the
diffusion coefficient of cosmic rays in the wind region which
is taken to be spatially constant, Nw(r, p) is the cosmic-

ray number density, V = Ṽ rr̂ is the wind velocity which
is assumed to increase linearly with r and directed radially
outwards, Ṽ is a constant that denotes the velocity gradi-
ent, and Qesc(p) is given by Equation 6. The exact nature of
the Galactic wind is not known. The spatial dependence of
the wind velocity considered here is based on the model of
magnetohydrodynamic wind driven by cosmic rays, which
shows that the wind velocity increases linearly with dis-
tance from the Galactic disk until it reaches an asymptotic
value at a distance of around 100 kpc (Zirakashvili et al.
1996). The second term on the left-hand side of Equation
7 represents the loss of particles due to advection by the
Galactic wind, and the third term represents momentum
loss due to the adiabatic expansion of the wind flow which
is assumed to be spherically symmetric. In writing Equa-
tion 7, considering that the size of the wind region is much
larger than the size of the escaping region of the SNR-CRs,
we neglect the size of the escaping region and consider Qesc

to be a point source located at r = 0. By solving Equation
7 analytically, the density of cosmic rays at distance r is
given by (see Appendix A),

Nw(r, p) =

√

Ṽ p2

8π3/2

∫ ∞

0

dp′
Qesc(p

′)
[

∫ p′

p
uDw(u)du

]3/2

× exp



−
r2Ṽ p2

4
∫ p′

p uDw(u)du



 . (8)

From Equation 8, the cosmic-ray flux with momen-
tum/nucleon p at the termination shock is obtained as,

Fw(p) =

[

−Dw
∂Nw

∂r
+ VNw

]

r=Rsh

, (9)

where Rsh represents the radius of the termination shock.
The total rate of cosmic rays injected into the termination
shock is given by,

Qinj(p) = Fw(p)×Ash, (10)

where Ash = 4πR2
sh is the surface area of the termination

shock. Assuming that only a certain fraction, ksh, partic-
ipates in the re-acceleration process, the cosmic-ray spec-
trum produced by the termination shock under the test
particle approximation can be written as (Drury 1983),

Qsh(p) = γp−γ exp

(

−
Ap

Zpsh

)∫ p

p0

kshQinj(u)u
γ−1du, (11)
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Table 2. Relative abundances of different cosmic-ray species
with respect to helium for two different Wolf-Rayet wind com-
positions used in our model (Pollock et al. 2005).

Particle type C/He = 0.1 C/He = 0.4
Proton 0 0
Helium 1.0 1.0
Carbon 0.1 0.4
Oxygen 3.19× 10−2 7.18× 10−2

Neon 0.42× 10−2 1.03× 10−2

Magnesium 2.63× 10−4 6.54× 10−4

Silicon 2.34× 10−4 5.85× 10−4

Iron 0.68× 10−4 1.69× 10−4

where we have introduced an exponential cut-off in the
spectrum at momentum Zpsh with psh representing the
maximum momentum for protons, and γ is the spectral
index. In our calculation, psh and ksh will be kept as model
parameters, and their values will be determined based on
the measured all-particle spectrum.

After re-acceleration, the transport of cosmic-rays from
the termination shock towards the Galactic disk also follows
Equation 7. In the absence of adiabatic losses, the density
of re-accelerated cosmic rays at the Earth (taken to be at
r = 0) is given by,

NGW−CRs(p) =
Qsh

4πDwRsh
exp

[

−
Ṽ R2

sh

2Dw

]

(12)

The diffusion in the wind region is assumed to be much
faster than near the Galactic disk as the level of mag-
netic turbulence responsible for particle scattering is ex-
pected to decrease with the distance away from the Galac-
tic disk. We assume Dw to follow the same rigidity de-
pendence as D, and take Dw = 10D. For the wind ve-
locity, we take the velocity gradient Ṽ = 15 km/s/kpc.

This value of Ṽ is within the range predicted in an ear-
lier study using an advection-diffusion propagation model
(Bloemen et al. 1993), but slightly larger than the con-
straint given in Strong & Moskalenko (1998). It may be

noted that as long as both Dw and Ṽ are within a reason-
able range, it is not their individual values that is important
in determining the flux of GW-CRs, but their ratio Ṽ /Dw,
as can be seen from Equation 12. The larger this ratio, the
more the flux will be suppressed, and vice-versa.

The distance to the termination shock can be estimated
by balancing the Galactic wind ram pressure, Pw = ρV 2

t ,
against the intergalactic pressure, PIGM, at the position of
the termination shock, where ρ is the mass density of the
wind and Vt = Ṽ Rsh represents the terminal velocity of the
wind. The ram pressure is related to the total mechanical
luminosity of the wind at the termination shock as, Lw =
2πR2

shPwVt. Using this, we obtain,

Rsh =

(

Lw

2πPIGMṼ

)1/3

. (13)

For Galactic wind driven by cosmic rays (Zirakashvili et al.
1996), the total mechanical luminosity of the wind cannot
be larger than the total power of the cosmic rays. From Sec-
tion 2.2, the total power invested in SNR-CRs (which dom-
inates the overall cosmic-ray energy density in our model)
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Fig. 4. Contribution of WR-CRs to the all-particle spectrum.
Top: C/He = 0.1. Bottom: C/He = 0.4. The thin lines represent
spectra for the individual elements, and the thick dashed line
represents the total contribution. The calculation assumes an
exponential energy cut-off for protons at Ec = 1.8×108 GeV for
C/He = 0.1, and Ec = 1.3 × 108 GeV for C/He = 0.4. See text
for the other model parameters. Data: same as in Figure 2.

is ∼ 8% of the mechanical power injected by supernova ex-
plosions in the Galaxy. This corresponds to a total power
of ∼ 8 × 1040 ergs s−1 injected into SNR-CRs. Using this,
and taking an intergalactic pressure of PIGM = 10−15 ergs
cm−3 (Breitschwerdt et al. 1991), we obtain Rsh = 96 kpc
from Equation 13. The spectral indices γ are taken to be
the same as the source indices of the SNR-CRs listed in
Table 1. Having fixed these parameter values, the spectra
of the GW-CRs calculated using Equation 12 are shown in
Figure 3. Spectra for the individual elements and also the
total contribution are shown. The same particle injection
fraction of ksh = 14.5% is applied to all the elements, and
the maximum proton energy corresponding to psh is taken
as Esh = 9.5 × 107 GeV. These values are chosen so that
the total GW-CR spectrum reasonably agrees with the ob-
served all-particle spectrum between ∼ 108 and 109 GeV.

The GW-CRs produce a negligible contribution at low
energies. This is due to the increasing effect of advection
over diffusion at these energies, preventing particles from
reaching the Galactic disk. Higher energy particles, which
diffuse relatively faster, can overcome the advection and
reach the disk more effectively. The flux suppression at
low energies is more significant for heavier nuclei like iron
which is due to their slower diffusion relative to lighter nu-
clei at the same total energy. Adding adiabatic losses to
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Fig. 5. Model prediction for the all-particle spectrum using the Galactic wind re-acceleration model. The thick solid blue line
represents the total SNR-CRs, the thick dashed line represents GW-CRs, the thick dotted-dashed line represents extra-galactic
cosmic rays (EG-RSB93) taken from Rachen et al. (1993), and the thick solid red line represents the total all-particle spectrum.
The thin lines represent total spectra for the individual elements. For the SNR-CRs, an exponential energy cut-off for protons at
Ec = 3× 106 GeV is assumed. See text for the other model parameters. Data are the same as in Figure 2.

Table 3. Injection energy of SNR-CRs used in the calculation
of all-particle spectrum in the WR-CR model (Figure 6).

Particle type C/He = 0.1 C/He = 0.4
f(×1049 ergs) f(×1049 ergs)

Proton 8.11 8.11
Helium 0.67 0.78
Carbon 2.11× 10−2 0.73× 10−2

Oxygen 2.94× 10−2 2.94× 10−2

Neon 4.41× 10−3 4.41× 10−3

Magnesium 6.03× 10−3 6.03× 10−3

Silicon 5.84× 10−3 5.84× 10−3

Iron 5.77× 10−3 5.77× 10−3

Equation 12 will lead to further suppression of the flux
at low energies. But, at energies of our interest, that is
above ∼ 107 GeV, the result will not be significantly af-
fected as the particle diffusion time, tdif = R2

sh/(6Dw),
is significantly less than the adiabatic energy loss time,
tad = 1/Ṽ = 6.52 × 107 yr. The steep spectral cut-offs at
high energies are due to the exponential cut-offs introduced
in the source spectra.

3.2. Cosmic rays from Wolf-Rayet star explosions (WR-CRs)

While the majority of the supernova explosions in the
Galaxy occur in the interstellar medium, a small fraction is
expected to occur in the winds of massive progenitors like
Wolf-Rayet stars (Gal-Yam et al. 2014). Magnetic fields in
the winds of Wolf-Rayet stars can reach of the order of
100 G, and it has been argued that a strong supernova

shock in such a field can lead to particle acceleration of en-
ergies up to ∼ 3 × 109 GeV (Biermann & Cassinelli 1993;
Stanev et al. 1993).

Since the distribution of Wolf-Rayet stars in the
Galaxy is concentrated close to the Galactic disk (see e.g.
Rosslowe & Crowther (2015)), the propagation of WR-CRs
can also be described by Equation 1 with the source term
replaced by Q(r, p) = ν̄0H[R − r]H[p − p0]Q(p), where ν̄0
represents the frequency of Wolf-Rayet supernova explo-
sions per unit surface area in the Galactic disk, and the
source spectrum Q(p) follows Equation 2. We assume that
each Wolf-Rayet supernova explosion releases a kinetic en-
ergy of 1051 ergs, same as the normal supernova explosion in
the interstellar medium. From the estimated total number
of Wolf-Rayet stars of ∼ 1200 in the Galaxy and an average
lifetime of ∼ 0.25 Myr for these stars (Rosslowe & Crowther
2015), we estimate a frequency of ∼ 1 Wolf-Rayet explo-
sion in every 210 years. This corresponds to ∼ 1 Wolf-
Rayet explosion in every 7 supernova explosions occurring
in the Galaxy. The source indices of the different cosmic-ray
species and the propagation parameters for the WR-CRs
are taken to be the same as for the SNR-CRs.

The contribution of WR-CRs to the all-particle spec-
trum is shown in Figure 4. The results are for two different
compositions of the Wolf-Rayet winds available in the lit-
eratures: Carbon-to-helium (C/He) ratio of 0.1 (top panel)
and 0.4 (bottom panel), given in Pollock et al. (2005). The
abundance ratios of different elements with respect to he-
lium for the two different wind compositions are listed in
Table 2. In our calculation, these ratios are assumed to be
proportional to the relative amount of supernova explosion
energy injected into different elements. The overall normali-
sation of the total WR-CR spectrum and the maximum en-
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Fig. 6. Model prediction for the all-particle spectrum using the Wolf-Rayet stars model. Top: C/He = 0.1. Bottom: C/He = 0.4.
The thick solid blue line represents the total SNR-CRs, the thick dashed line represents WR-CRs, the thick dotted-dashed line
represents extra-galactic cosmic rays (EG-RSB93) taken from Rachen et al. (1993), and the thick solid red line represents the total
all-particle spectrum. The thin lines represent total spectra for the individual elements. For the SNR-CRs, an exponential energy
cut-off for protons at Ec = 4.1× 106 GeV is assumed. See text for the other model parameters. Data are the same as in Figure 2.

ergy of the proton source spectrum are taken as free param-
eters. Their values are determined based on the observed
all-particle spectrum between ∼ 108 and 109 GeV. For
C/He = 0.1, we obtain an injection energy of 1.3×1049 ergs
into helium nuclei from a single supernova explosion and a
proton source spectrum cut-off of 1.8× 108 GeV, while for
C/He = 0.4, we obtain 9.4 × 1048 ergs and 1.3 × 108 GeV
respectively. For both the progenitor wind compositions,
the total amount of energy injected into cosmic rays by

a single supernova explosion is approximately 5 times less
than the total energy injected into SNR-CRs by a super-
nova explosion in the Galaxy. The total WR-CR spectrum
for the C/He = 0.1 case is dominated by helium nuclei up
to ∼ 109 GeV, while for the C/He = 0.4 case, helium nuclei
dominate up to ∼ 2 × 108 GeV. At higher energies, carbon
nuclei dominate. One major difference of the WR-CR spec-
tra from the GW-CR spectrum (Figure 3) is the absence of
the proton component, and a very small contribution of the
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heavy elements like magnesium, silicon and iron. Another
major difference is the much larger flux of WR-CRs than
the GW-CRs below ∼ 105 GeV. Below the knee, the total
WR-CR spectrum is an order of magnitude less than the
total SNR-CRs spectrum (Figure 2).

4. All-particle spectrum and composition of cosmic
rays at high energies

The all-particle spectrum obtained by combining the con-
tributions of SNR-CRs, GW-CRs and EG-CRs is compared
with the measured data in Figure 5. For the SNR-CRs
shown in the figure, we have slightly reduced the value of
Ec from 4.5 × 106 GeV (as used in Figure 2) to 3 × 106

GeV in order to reproduce the measurements better around
the knee. The extra-galactic contribution, denoted by EG-
RSB93 in the figure, is taken from Rachen et al. (1993),
which represents a pure proton population with a source
spectrum of E−2 and an exponential cut-off at 1011 GeV
as expected from strong radio galaxies or sources with a
similar cosmological evolution. Also shown in the figure are
the spectra of the individual elements. The model predic-
tion reproduces the observed elemental spectra as well as
the observed features in the all-particle spectrum.

The total spectra for the two WR-CR scenarios are
shown in Figure 6. For the SNR-CRs, here we take Ec =
4.1 × 106 GeV, and a slightly lower value of ν which cor-
responds to 6 out of every 7 supernova explosions in the
Galaxy (assuming a fraction 1/7 going into Wolf-Rayet su-
pernova explosions as deduced in the previous section). The
injection energy f for the different elements of the SNR-
CRs has been re-adjusted accordingly, so that the sum of
SNR-CRs and WR-CRs for the individual elements agree
with the measured elemental spectra at low energies. The
f values are listed in Table 3. The cosmic-ray propagation
parameters are the same as in Figure 2. The predicted all-
particle spectra are in good agreement with the measure-
ments. The WR-CR scenarios are found to reproduce the
second knee and the ankle better than the GW-CR model.

In Figure 7, we show the elemental fraction at high en-
ergies predicted by the GW-CR and WR-CR models. In all
the models, the composition consists of a large fraction of
helium nuclei over a wide energy range. The maximum he-
lium fraction is found in the case of WR-CR (C/He=0.1)
scenario, where the fraction reaches up to ∼ 63% at energy
∼ 2 × 108 GeV. In contrast to common perceptions, the
WR-CR scenarios predict a composition of Galactic cosmic
rays dominated mainly by helium (in the C/He = 0.1 case)
or carbon nuclei (in the C/He = 0.4) near the transition
energy region from Galactic to extra-galactic cosmic rays.
The GW-CR model predicts an almost equal contribution
of helium and iron nuclei at the transition region.

The cosmic-ray composition at energies above ∼ 3 ×
105 GeV is not quite as well-measured as at lower ener-
gies. Above ∼ 106 GeV, KASCADE has provided spectral
measurements for groups of elements by measuring the elec-
tron and muon numbers of extensive air showers induced by
cosmic rays in the Earth’s atmosphere. Several other ex-
periments such as LOFAR, TUNKA, and the Pierre Auger
Observatory have also provide composition measurements
at high energies by measuring the depth of the shower max-
imum (Xmax). Heavier nuclei interact higher in the atmo-
sphere, resulting in smaller values of Xmax as compared to
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Fig. 7. Elemental fraction predicted by the different models
of the additional Galactic component. Top: GW-CRs, middle:
WR-CRs (C/He = 0.1), and bottom: WR-CRs (C/He = 0.4).

lighter nuclei. For comparison with theoretical predictions,
we often use the mean logarithmic mass, 〈lnA〉, of the mea-
sured cosmic rays which can be obtained from the measured
Xmax values using the relation (Hörandel 2003b),

〈lnA〉 =

(

Xmax −Xp
max

XFe
max −Xp

max

)

× lnAFe, (14)

where Xp
max and XFe

max represent the average depths of the
shower maximum for protons and iron nuclei respectively
given by Monte-Carlo simulations, and AFe is the mass
number of iron nuclei.

In Figure 8, the 〈lnA〉 values predicted by the different
models are compared with the measurements from differ-
ent experiments. Although all our model predictions are
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within the large systematic uncertainties of the measure-
ments, at energies above ∼ 107 GeV, the GW-CR model
deviates from the general trend of the observed composition
which reaches a maximum mean mass at ∼ 6 × 107 GeV,
and becomes gradually lighter up to the ankle. However,
in the narrow energy range of ∼ (1 − 5) × 108 GeV, the
behaviour of the GW-CR model is in good agreement with
the measurements from TUNKA, LOFAR and Yakutsk ex-
periments which show a nearly constant composition that is
different from the behaviour observed by the Pierre Auger
Observatory at these energies. Understanding the system-
atic differences between the different measurements at these
energies will be important for further testing of the GW-CR
model. Up to around the ankle, the WR-CR models show
an overall better agreement with the measurements than
the GW-CR model. At around (3− 5)× 107 GeV, the WR-
CR models seem to slightly under predict the KASCADE
measurements, and they are more in agreement with the
TUNKA measurements. Cosmic-ray composition measured
by experiments like KASCADE, which measures the parti-
cle content of air showers on the ground, is known to have a
large systematic difference from the composition measured
with fluorescence and Cherenkov light detectors using Xmax

measurements (Hörandel 2003b). The large discrepancy be-
tween the model predictions and the data above the ankle is
due to the absence of heavy elements in the EG-CR model
considered in our calculation. The effect of choosing other
models of EG-CRs will be discussed in the next section.

5. Test with different models of extra-galactic
cosmic rays

Despite of the dominance of the ankle-transition model
in the general discussion, it has often been pointed out

that the essential high-energy features of the cosmic ray
spectrum, that is the ankle and, in part, even the sec-
ond knee, can be explained by propagation effects of extra-
galactic protons in the cosmologically evolving microwave
background (Hillas 1967; Berezinsky & Grigorieva 1988;
Berezinsky et al. 2006; Hillas 2005; Aloisio et al. 2012,
2014). While the most elegant and also most radical formu-
lation of this hypothesis, the so-called ‘proton dip model’,
is meanwhile considered disfavoured by the proton fraction
at the ankle measured by the Pierre Auger Observatory
(Aab et al. 2014), the light composition below the ankle re-
cently reported by the LOFAR measurement (Buitink et al.
2016) and a potential ‘light ankle’ at about 108 GeV found
by the KASCADE-Grande experiment (Apel et al. 2013)
have reinstated the interest in such models, and led to a
number of ramifications, all predicting a more or less sig-
nificant contribution of extra-galactic cosmic rays below the
ankle. As such a component can greatly modify the model
parameters, in particular the maximum energy, for the ad-
ditional Galactic component – if not removing its necessity
altogether – we study this effect using the WR-CR models,
which show an overall best agreement with the data below
the ankle, as a Galactic paradigm.

Before, however, discussing a stronger extra-galactic
component below the ankle, we want to think about the
minimal extra-galactic contribution we can have, if we as-
sume the largely heavy spectrum above the ankle is all
extra-galactic and consider their propagation over extra-
galactic distances. To construct this ‘minimal model’, we
follow di Matteo et al. (2015) and use the Monte-Carlo sim-
ulation code CRPropa 3.0 (Batista et al. 2016), which takes
into account all important interaction processes undergone
by EG-CRs while propagating through the CMB and the
extra-galactic background light, and also the energy loss as-
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sociated with the cosmological expansion. The effects of un-
certainties in the simulations are discussed in Batista et al.
(2015). We assume the sources to be uniformly distributed
in a comoving volume, and they produce cosmic rays with
a spectrum given by (di Matteo et al. 2015),

QEG = K0Fj

(

E

E0

)−γ

,
E

Z
< Rc

= K0Fj

(

E

E0

)−γ

exp

(

1−
E

ZRc

)

,
E

Z
> Rc (15)

where K0 is a normalisation constant, Fj is the injec-
tion fraction which depends on the type of the nuclei j,
E0 = 109 GeV, γ is the source spectral index which is as-
sumed to be the same for the different nuclei, and Rc is the
rigidity at which the spectrum deviates from a power law.
The model parameters are determined by simultaneously
fitting the cosmic-ray energy spectrum, Xmax and variance
of Xmax above the ankle observed at the Pierre Auger Ob-
servatory. We adopt the CTG1 model for our calculation
(di Matteo et al. 2015), and consider that the sources in-
ject protons, helium, nitrogen and iron nuclei. The best-fit
model parameters values are γ = 0.73, Rc = 3.8× 109 GV,
FH = 0%, FHe = 0%, FN = 98.69% and FFe = 1.31%.
In this model, the EG-CR spectrum below ∼ 1010 GeV is
dominated by protons and helium nuclei which are sec-
ondary products from the photo-disintegration of heavier
nuclei during the propagation. At higher energies up to
∼ 6 × 1010 GeV, the spectrum is dominated by the CNO
group. Above ∼ 3×1010 GeV, the spectrum exhibits a steep
cut-off which is mostly due to the intrinsic cut-off in the in-
jection spectrum, and not due to the GZK absorption dur-
ing the propagation. This gives an overall best agreement
with the measured data (di Matteo et al. 2015).

The first assumption we consider for an additional com-
ponent of light particles below the ankle is based on the
same physics, that is photo-disintegration of energetic nu-
clei in photon backgrounds, but considering this effect al-
ready in potentially densely photon loaded sources during
acceleration. The physical motivation for this scenario is
the acceleration of heavy nuclei at external/internal shocks
in gamma ray bursts (Murase et al. 2008; Globus et al.
2015b), or in tidal disruption events (Farrar & Gruzinov
2009). Two variants of this assumptions have been recently
suggested: the first, by Globus et al. (2015a), assumes that
diffusion losses in the source are faster than the photo-
disintegration time scale over a large range of energies,
leading to a significantly steeper spectrum of the secondary
protons than for the escaping residual nuclei, while in the
second model by Unger et al. (2015) only the highest en-
ergy particles have an escape time which is smaller than
the photo-disintegration time. While the predictions of the
former model for secondary protons below the ankle are
phenomenologically quite similar to the extra-galactic com-
ponent of Rachen et al. (1993) at these energies, that is an
approximate E−2 source spectrum with a cosmological evo-
lution ∝ (1 + z)3.5, the second model Unger et al. (2015,
hereafter the ‘UFA model’) predicts a strong pure-proton
component concentrated only about one order of magnitude
in energy below the ankle. Within their fiducial model, they

1 CRPropa with the default TALYS photo-disintegration cross
sections and the EBL model of Gilmore et al. (2012)

consider a mix with a pure iron Galactic cosmic-ray com-
ponent in Unger et al. (2015). For our study, we use results
which are optimised for a pure nitrogen Galactic composi-
tion2, which is closer to our predicted composition for the
WR-CR model (C/He = 0.4) around the second knee.

A second assumption for an additional extra-galactic
component is based on a universal scaling argument, which
links the energetics of extra-galactic cosmic-ray sources on
various scales and predicts that a dominant contribution
to extra-galactic cosmic rays is expected from clusters of
galaxies, accelerating a primordial proton-helium mix at
their accretion shocks during cosmological structure for-
mation (Rachen 2016). As it has been shown already by
Kang et al. (1997) that, for canonical assumptions on the
diffusion coefficient around shocks (e.g. Bohm diffusion),
the particle acceleration in this scenario is limited by pair-
production losses in the CMB, this extra-galactic compo-
nent is rather expected not to reach ultra-high energies,
except for very optimistic assumptions on the acceleration
process, but to be confined to energies below the ankle. As
so far no detailed Monte-Carlo propagation for this model
has been calculated, we use here the analytical approxima-
tion developed in Rachen (2016). Assuming that both injec-
tion and acceleration of primordial protons and helium nu-
clei are only dependent on particle rigidity, the model pre-
dicts a succession of a proton and helium component with
increasing energy, which are fixed in relative normalisation
by the know primordial abundances. The more energetic
helium component sharply cuts off at the ankle, merging
into the cosmic-ray spectrum produced by extra-galactic
sources at smaller scales, for which acceleration even in
the conservative case is not limited by CMB or other pho-
ton interactions, and thus reaches the so-called Hillas limit,
E = ZeBR, if B is the typical magnetic field, and R the
typical size of the accelerator (Hillas 1984). In our treat-
ment, we hereby keep the exact cut-off energy and the to-
tal normalisation of this primordial cluster shock compo-
nent as free parameters and determine them from fitting
the all-particle spectrum, where we use the minimal model
derived above as the second extra-galactic component ex-
tending into ultra-high energies. This model is henceforth
denoted as ‘PCS model’.

In Figure 9, we present the all-particle spectrum above
106 GeV obtained using the three different EG-CR models
– minimal model only, UFA and PCS model. The galactic
contributions are from SNR-CRs and WR-CRs (C/He =
0.4). For the SNR-CRs, all the model parameters are the
same as in Figure 6 (bottom). For the WR-CRs, the cut-off
energy and the normalisation of the source spectrum are
re-adjusted in order to produce an overall good fit to the
measured spectrum and composition. They are allowed to
vary in the three different cases. For the minimal model,
the best-fit proton cut-off energy of the WR-CRs is found
to be 1.7×108 GeV. This is approximately a factor 1.3 larger
than the value used in Figure 6. For the PCS and the UFA
models, the proton cut-off energies are almost the same at
1.1×108 GeV, which are about a factor 1.5 less than that of
the minimal model. This relaxation in the cut-off energy is
due to the strong contribution of EG-CRs below the ankle
in the two models. In the minimal model, the transition
from Galactic to extra-galactic components occurs around
the ankle, while in the PCS and UFA models, it occurs at

2 Michael Unger, private communication.
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∼ 7×108 GeV. The variation in the injection energy of WR-
CRs remain within 6% between the three models. In Figure
9, spectra of five different mass groups are also shown. The
elemental fraction of these mass groups are shown in Figure
10.
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Fig. 9. All-particle spectrum for the three different models of
EG-CRs – Minimal (Top), PCS (middle), and UFA (bottom) –
combined with the WR-CR (C/He = 0.4) model for the addi-
tional Galactic component. SNR-CR spectra shown are the same
as in Figure 6 (bottom). Data are the same as in Figure 2. For
results using WR-CR (C/He = 0.1) model, see Appendix B.
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Fig. 10. Elemental fraction of the five different mass groups
shown in Figure 9 for the three different EG-CR models: mini-
mal (top), PCS (middle), and UFA (bottom), combined with the
WR-CRs (C/He = 0.4) model for the additional Galactic com-
ponent. Results obtained using WR-CR (C/He = 0.1) model are
given in Appendix B.

In Figure 11, we show 〈lnA〉 predicted by the three EG-
CRs model after adding the Galactic contribution. At en-
ergies between ∼ 3 × 108 GeV and 3 × 109 GeV, the mini-
mal model shows a bump that follows the trend of LOFAR
and the data from other experiments, but contradicts the
composition data from the Pierre Auger Observatory at
∼ 109 GeV. The UFA model over predicts the data above
the ankle as the model is also tuned to the variance of 〈lnA〉,
but it is well within the systematic uncertainties (experi-
mental as well as theoretical) as discussed in Unger et al.
(2015). The sharp feature present just above 109 GeV in
the PCS model is due to the dip in the proton spectrum
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Fig. 11. Mean logarithmic mass for the three different EG-CR models combined with the WR-CR (C/He = 0.4) model. Data
are the same as in Figure 8. Results obtained using WR-CR (C/He = 0.1) model are shown in Appendix B.

(Figure 9, middle panel, black-thin-solid line) that results
from the intersection of the components from galaxy clus-
ters and the minimal model, and is partially an artefact of
the simplified propagation approach applied to this model.
We expect it to be much smoother for realistic propagation.
At energies below ∼ 109 GeV, both the PCS and the UFA
models produce similar results which are in better agree-
ment with the observed trend of the composition, but do
not introduce a significant improvement over the canonical
extra-galactic component used in Section 4. In all the three
cases for the EG-CR model, the CNO group dominates the
composition of Galactic cosmic rays at the transition re-
gion from Galactic to extra-galactic cosmic rays. A clear
distinction between the models would be possible from a
detailed measurement of the five major mass groups shown
in Figure 10, in which they all have their characteristic ‘fin-
gerprint’: for example, around 109 GeV the minimal model
is dominated by the CNO group, the PCS model by helium,
and the UFA model by protons.

Results obtained using the WR-CR (C/He = 0.1) sce-
nario are given in Appendix B. The main difference from the
results of the C/He = 0.4 scenario is the significant dom-
inance of helium up to the transition energy region from
Galactic to extra-galactic cosmic rays (see Figures B.1 and
B.2). The main results and the parameter values of the dif-
ferent models discussed in the present work are summarised
in Table 4.

6. Discussions

Our study has demonstrated that cosmic rays below
∼ 109 GeV can be predominantly of Galactic origin. Above
109 GeV, they are most likely to have an extra-galactic ori-
gin. We show that both the observed all-particle spectrum
and the composition at high energies can be explained if the
Galactic contribution consists of two components: (i) SNR-
CRs which dominates the spectrum up to ∼ 107 GeV, and

(ii) GW-CRs or preferably WR-CRs which dominates at
higher energies up to ∼ 109 GeV. When combined with an
extra-galactic component expected from strong radio galax-
ies or a source population with similar cosmological evolu-
tion, the WR-CR scenarios predict a transition from Galac-
tic to extra-galactic cosmic rays at around (6−8)×108 GeV,
with a Galactic composition mainly dominated by helium or
the CNO group, in contrast to most common assumptions.
In the following, we discuss our results for the SNR-CRs,
GW-CRs, and WR-CRs in the context of other views on
the Galactic cosmic rays below 109 GeV, the implication of
our results on the strength of magnetic fields in the Galac-
tic halo and Wolf-Rayet stars, and also the case of a steep
extra-galactic component extending below the second knee.

6.1. SNR-CRs

The maximum contribution of the SNR-CRs to the all-
particle spectrum is obtained at a proton cut-off energy
of ∼ 4.5 × 106 GeV (see Figure 2). Such a high energy is
not readily achievable under the standard model of dif-
fusive shock acceleration theory in supernova remnants
for magnetic field values typical of that in the interstel-
lar medium (see e.g. Lagage & Cesarsky 1983). However,
numerical simulations have shown that the magnetic field
near supernova shocks can be amplified considerably up to
∼ 10− 100 times the mean interstellar value (Lucek & Bell
2000; Reville & Bell 2012). This is also supported by ob-
servations of thin X-ray filaments in supernova remnants
which can be explained as due to rapid synchrotron losses of
energetic electrons in the presence of strong magnetic fields
(Vink & Laming 2003; Parizot et al. 2006). Such strong
fields may lead to proton acceleration up to energies close
to the cut-off energy obtain in our study (Bell 2004).

The main composition of cosmic rays predicted by the
SNR-CRs alone looks similar to the prediction of the poly-
gonato model (Hörandel 2003a). Both show a helium domi-

Article number, page 15 of 24



A&A proofs: manuscript no. CR_paper_final

Table 4. Summary of the different models for cosmic rays, and their results presented in this work. In all the models, the Galactic
contribution consists of two components: the first component which is produced by regular supernova explosions in the Galaxy
(SNR-CRs), and the second component which is considered to be produced either by cosmic-ray re-acceleration by Galactic wind
termination shocks (GW-CRs) or by explosions of Wolf-Rayet stars in the Galaxy (WR-CRs). The source spectral indices for
the second Galactic component in all the models are assumed to be the same as for the SNR-CRs (see Table 1). For the extra-
galactic component, the different models considered are: (a) sources with strong cosmological evolution like strong radio galaxies
(EG-RSB93) (b) extra-galactic contribution mainly above the ankle irrespective of the nature of the sources (EG-Minimal),
(c) significant photo-disintigration of cosmic-rays in a source region with high photon density (EG-UFA), and (d) cosmic rays
accelerated by accretion shocks in clusters of galaxies (EG-PCS). The all-particle spectra predicted by the different combinations
of the Galactic and extra-galactic components are quite similar, and show good agreement with the measured spectrum. On the
other hand, although the 〈lnA〉 predicted by the different models are almost within the range of the different measurements compiled
by Kampert & Unger (2012), they show distinctive differences especially in the energy range between the second knee and the
ankle. For the model using GW-CRs, the predicted 〈lnA〉 also show deviation from the prediction of other models between ∼ 107

and 108 GeV. The comments on 〈lnA〉 given in the table are with respect to the measurements from TUNKA (Berezhnev et al.
2013), LOFAR (Buitink et al. 2016), Yakutsk (Knurenko & Sabourov 2010), and the Pierre Auger Observatory (Porcelli et al.
2015) between the second knee and the ankle. QGSJET in the table refers to the QGSJET-II-04 model.

Model Reference Reference Cut-off rigidities (GV) Composition at: Extra-galactic Predicted 〈lnA〉 between the second knee
Second Extra-galactic sections figures First Second 108 GeV, contribution at and the ankle
Galactic component Galactic Galactic 109 GeV (108, 109) GeV
component component component (p, He, CNO, Fe)

GW-CRs EG-RSB93 3.1 & 4 5, 7 & 8 3.0× 106 9.5× 107 (20%, 32%, 12%, 24%), (4%, 30%) Good agreement with TUNKA (QGSJET)
(32%, 2%, 18%, 30%) and LOFAR/Yakutsk (EPOS-LHC) data,

but strong disagreement with Auger data

WR-CRs EG-RSB93 3.2 & 4 6, 7 & 8 4.1× 106 1.8× 108 (6%, 51%, 14%, 24%), (6%, 50%) Moderate agreement with LOFAR and
(C/He=0.1) (48%, 25%, 26%, 0%) Yakutsk (QGSJET) data, and excellent

agreement with Auger (EPOS-LHC) data

WR-CRs EG-RSB93 3.2 & 4 6, 7 & 8 4.1× 106 1.3× 108 (6%, 34%, 30%, 24%), (5%, 45%) Good agreement with LOFAR (QGSJET)
(C/He=0.4) (44%, 6%, 49%, 0%) data, and moderate agreement with Yakutsk

(QGSJET) and Auger (EPOS-LHC) data

WR-CRs EG-Minimal 5 & B B.1, B.2 4.1× 106 2.4× 108 (0%, 57%, 14%, 24%), (0%, 16%) Excellent agreement with LOFAR
(C/He=0.1) & B.3 (15%, 51%, 35%, 0%) (QGSJET) and moderate agreement

with TUNKA/Yakutsk (QGSJET) data,
but strong disagreement with Auger data

WR-CRs EG-PCS 5 & B B.1, B.2 4.1× 106 1.5× 108 (6%, 52%, 13%, 24%), (10%, 66%) Moderate agreement with LOFAR and
(C/He=0.1) & B.3 (25%, 53%, 21%, 0%) Yakutsk (QGSJET) data, and good

agreement with Auger (EPOS-LHC) data

WR-CRs EG-UFA 5 & B B.1, B.2 4.1× 106 1.6× 108 (4%, 52%, 14%, 24%), (3%, 58%) Moderate agreement with LOFAR
(C/He=0.1) & B.3 (49%, 25%, 25%, 0%) (QGSJET) data, and excellent agreement

with Auger (EPOS-LHC) data

WR-CRs EG-Minimal 5 9, 10 4.1× 106 1.7× 108 (0%, 38%, 32%, 24%), (0%, 15%) Good agreement with TUNKA (QGSJET)
(C/He=0.4) & 11 (14%, 15%, 69%, 0%) and LOFAR (EPOS-LHC) data, and

moderate agreement with Yakutsk data,
but strong disagreement with Auger data

WR-CRs EG-PCS 5 9, 10 4.1× 106 1.1× 108 (6%, 36%, 29%, 24%), (10%, 62%) Moderate agreement with LOFAR/Yakutsk
(C/He=0.4) & 11 (24%, 42%, 35%, 0%) (QGSJET) and Auger (EPOS-LHC) data

WR-CRs EG-UFA 5 9, 10 4.1× 106 1.1× 108 (3%, 35%, 32%, 24%), (3%, 55%) Moderate agreement with LOFAR/Yakutsk
(C/He=0.4) & 11 (47%, 10%, 41%, 0%) (QGSJET) data, and good agreement with

Auger (EPOS-LHC) data

nance over proton around the knee, and iron taking over
at higher energies at ∼ 107 GeV in the SNR-CRs, and
at ∼ 6 × 106 GeV in the poly-gonato model. The helium
dominance is more significant in the SNR-CRs than in the
poly-gonato model which is due to the flatter spectral in-
dex required to reproduce the recent measurements from
CREAM and ATIC experiments with the SNR-CRs. The
main difference, however, is in the total contribution above
∼ 2× 107 GeV. SNR-CRs alone cannot explain the observed
all-particle spectrum above ∼ 2×107 GeV. They contribute
only ∼ 30% of the observed cosmic rays at ∼ 108 GeV. On
the other hand, in the poly-gonato model, the total con-
tribution from elements with 1 ≤ Z ≤ 28 can explain the
observed spectrum up to energies close to 108 GeV. This
difference is mainly due to the difference in the shapes of
the spectral cut-offs of particles between the two models.

For the SNR-CRs, we consider a power-law with an ex-
ponential cut-off, while the poly-gonato model assumes a
broken power-law with a smooth break around the cut-off
(break) energy. This leads to a higher flux around the cut-
off energy in the poly-gonato model. On adding GW-CRs
or WR-CRs as an additional Galactic component, the com-
position above ∼ 107 GeV in our model has a large fraction
of helium or a mixture of helium and CNO group, which is
quite different from the prediction of the poly-gonato model
where the composition is mainly dominated by iron nuclei.
Our prediction (in particular, that of the WR-CR scenario)
is more in agreement with the Xmax measurements from
fluorescence and Cherenkov light detectors, while the poly-
gonato model is in agreement with data from the measure-
ments of air shower particles on the ground.
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Recently, Globus et al. (2015a) claimed that a single
Galactic component with rigidity dependent cut-off is suf-
ficient to explain the observed all-particle spectrum when
combined with an extra-galactic component. Their claim
that an additional Galactic component is not needed does
not contradict our claim of having one. It is simply that they
assume the particle spectrum as a broken power law with an
exponential cut-off which leads to an increased flux above
the break energy (knee) as in the poly-gonato model. How-
ever, we have demonstrated that if one considers a power-
law spectrum with an exponential cut-off which is expected
for particles produced by diffusive shock acceleration pro-
cess in supernova remnants (Malkov & Drury 2001), a sin-
gle component cannot explain the observed spectrum be-
yond the knee, and a second Galactic component is in-
evitable. Their single component, which they had not as-
signed to any specific source class, would correspond to the
superposition of multiple components similar to the ones
proposed in our model. Based on the physical models of
the most plausible sources and the propagation of cosmic
rays in the Galaxy, we show that two Galactic components
are sufficient to explain the measured spectrum, but do not
exclude the existence of more than two components.

6.2. GW-CRs

Assuming that the maximum energy of particles produced
by the Galactic wind termination shock is limited by the
condition that the particle diffusion length must be less
than the size of the shock, the maximum energy under
Bohm diffusion can be written as, Em∼ 3ZeB(Vs/c)Rs,
where B is the magnetic field, Vs is the shock velocity
and Rs is the shock radius. From the GW-CR parameters
obtained in our study, we can take Rs = Rsh = 96 kpc,
Vs = Ṽ Rs = 1443 km s−1 which is the terminal wind ve-
locity, and Em = 9.5 × 107 GeV which is the proton cut-
off energy. Using these values, the magnetic field strength
in the Galactic halo is estimated to be ∼ 73 nG. This is
approximately a factor 3 less than the value obtained as-
suming Parker’s magnetic field topology for the solar wind
(Equation 16).

An intrinsic issue in the case of re-acceleration by Galac-
tic wind termination shock is the difficulty to observe
the re-accelerated particles in the Galactic disk because
of advection by the wind flow, except for the highest en-
ergy particles, as discussed in Section 3.1. As a conse-
quence, the spectrum in the disk may not show a contin-
uous transition between the SNR-CRs and GW-CRs (see
e.g. Zirakashvili & Völk 2006). This effect is actually vis-
ible in the predicted spectra of the individual elements
shown in Figure 5. However, we notice that the superpo-
sition of the individual spectra smears out this effect in
the all-particle spectrum. Nevertheless, in order to avoid
this effect, Zirakashvili & Völk (2006) considered termina-
tion shocks which are stronger near the Galactic poles and
weaker towards the Galactic equator, unlike in our study
where the shocks are considered to have equal strengths
in all the directions. In their configuration, the maximum
energy of particles decreases from the poles towards the
equator, and therefore, the superposition of spectra from
different colatitudes produces a continuity in the total spec-
trum. Another consideration is the particle re-acceleration
by spiral shocks in the Galactic wind which are formed
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Fig. 12. Elemental fraction for four mass groups obtained using
the PCS model of EG-CRs and WR-CRs (C/He = 0.1). The
proton fraction (not shown in the figure) predicted by the model
in the LOFAR energy range is ∼ 10%. The grey bands, from top
to bottom, represent the best-fit LOFAR measurements of 79%
helium, 19% nitrogen and 2% iron nuclei in the energy range of
(1.3 − 4.2) × 108 GeV (Buitink et al. 2016). At 99% confidence
level, the measured proton plus helium fraction can vary in the
range of (38−98)%, and the combined nitrogen and iron fraction
within (2− 62)%.

by the interaction between fast winds originating from the
Galactic spiral arms and slow winds from the interarm re-
gions (Völk & Zirakashvili 2004). These shocks, which can
be formed at distances of ∼ 50 − 100 kpc, can accelerate
SNR-CRs up to ∼Z×108 GeV. An alternative possibility is
the re-acceleration by multiple shock waves in the Galactic
wind generated by time dependent outflows of gas from the
Galactic disk (Dorfi & Breitschwerdt 2012). These shocks,
which are long-lived like the termination shocks, can accel-
erate particles up to ∼ 108− 109 GeV in the lower Galactic
halo. An attractive feature of this model is the advection
of particles downstream of the shocks towards the Galactic
disk, thereby, resolving the difficulty of observing the re-
accelerated particles in the disk. Despite having different
features, the cosmic-ray composition predicted by all these
different models in the energy range of ∼ 107−109 GeV are
expected to be similar to the result presented here since
they consider the same seed particles (cosmic rays from the
Galactic disk) for re-acceleration as in our study. Below
∼ 107 GeV where the GW-CRs are significantly suppressed
in our case, the other wind models discussed above will give
a different result.

6.3. WR-CRs

The prediction of a large helium fraction and a small
iron fraction between around 108 and 109 GeV by the
WR-CR (C/He = 0.1) model seems to be in agreement
with new measurements from the LOFAR radio telescope
(Buitink et al. 2016), and the Pierre Auger Observatory
(Aab et al. 2014). These measurements have revealed a
strong light component, and an almost negligible iron com-
ponent above ∼ 108 GeV. In Figure 12, the elemental frac-
tion predicted by the WR-CR (C/He = 0.1) model com-
bined with the PCS model for the EG-CRs is compared
with the best-fit composition of the LOFAR data for four
mass groups: 1 ≤ A ≤ 6, 7 ≤ A ≤ 19, 20 ≤ A ≤ 39, and
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40 ≤ A ≤ 56. The model predictions are found to show a
good agreement with the data.

Using the maximum energy of particles for the WR-
CRs, it is possible to estimate the strength of the magnetic
field at the surface of Wolf-Rayet stars. Assuming that the
magnetic field configuration in the Wolf-Rayet winds fol-
lows Parker’s model (Parker 1958), the toroidal magnetic
field strength near the equatorial plane of the star at the
position Rw from the star follows the relation,

B = B0
ωR2

⋆

VwRw
, (16)

where B0 is the magnetic field at the surface of the star,
ω is the angular rotation velocity, R⋆ is the radius of
the star, and Vw is the wind velocity. Using the relation
Em∼ 3ZeB(Vs/c)Rs for the maximum energy as in the case
of the GW-CRs, and the proton cut-off energy of Em =
1.1×108 GeV for the WR-CRs (C/He = 0.4) obtained using
the PCS/UFA model, we get BRs∼ 1.2× 1015 G cm, where
we take the shock velocity Vs = 0.1 c (Soderberg et al.
2012). Using this value of BRs in Parker’s magnetic field
configuration (Equation 16) by taking Rw = Rs and other
Wolf-Rayet star parameters as R⋆ = 3 × 1012 cm, ω =
10−6 s−1, and Vw = 2000 km s−1 (Berezhko & Völk 2000),
we obtain the magnetic field at the surface of the star
as B0∼ 1.5 × 104 G. Such a strong magnetic field was
also predicted in an earlier study by Biermann & Cassinelli
(1993), and is found to be in agreement with recent mag-
netic field measurements from Wolf-Rayet stars. Based on
an upper limit of 100 G in the observable parts of Wolf-
Rayet winds, Chevrotieŕe et al. (2013) estimated an upper
limit for the surface magnetic field of ∼ 5400 G. An even
stronger field in the wind, up to ∼ 2000 G, has been re-
ported (Chevrotieŕe et al. 2014), which indicates that the
surface magnetic field of these stars can go well above the
order of 104 G.

From the total energy of 1.4 × 1049 ergs injected into
WR-CRs by a single supernova explosion, and the explo-
sion rate of Wolf-Rayet stars in the Galaxy of 1/210 yr−1,
we estimate the total power injected into WR-CRs as
2.1 × 1039 ergs s−1. This is approximately a factor 40 less
than the power injected into SNR-CRs by supernova ex-
plosions in the interstellar medium. The required amount
of supernova explosion energy injected into helium nuclei
for WR-CRs is about 1.2− 1.6 times that of the SNR-CRs.
This indicates that the average abundance of helium nu-
clei swept up by supernova shocks in the Wolf-Rayet winds
must be higher than the helium abundance present in the
interstellar medium if the particle injection fraction and
the acceleration efficiency of the shocks are the same for
the SNR-CRs and the WR-CRs.

Our results for the WR-CRs are obtained by assuming
that the particle injection fraction into the shocks is the
same for all the different elements. The injection fraction
may depend on the type of the element, and the nature of
this dependence is not quite understood. By taking the ra-
tio of the SNR-CRs source spectra (Equation 2) at a fixed
rigidity to the known Solar system elemental abundances
(Lodders & Palme 2009), we estimate the relative injection
fraction of particles for the different elements. Applying
these relative injection fractions to the WR-CRs, we find
that the composition is significantly dominated by carbon
nuclei, in contrast to the results shown in Figure 4 where the
composition is mainly dominated by helium or a mixture

helium and carbon nuclei. Thus, the contribution of WR-
CRs in this case is strongly constrained by the measured
carbon spectrum at low energies. The all-particle spectrum
for this case, after adding the contributions of SNR-CRs
and EG-CRs, underpredicts the measured data between the
second knee and the ankle. This problem might be resolved
if we consider that both GW-CRs and WR-CRs contribute
at the same time. In future, we will explore the parameter
space of this combined scenario.

6.4. Comparison with Hillas’s ‘Component B’

Bell & Lucek (2001) showed that magnetic field upstream
of supernova shock fronts can be amplified non-linearly
by cosmic rays up to many times the pre-shock magnetic
field. They showed that these highly amplified magnetic
fields can facilitate cosmic-ray acceleration up to energies
Z × 108 GeV for supernova shocks expanding in the in-
terstellar medium, even higher by an order of magnitude
for shocks expanding into pre-existing stellar winds. Based
on the Bell-Lucek’s version of diffusive shock acceleration,
Hillas (2005) proposed a second Galactic component ‘Com-
ponent B’, produced by Type II supernova remnants in the
Galaxy expanding into dense slow winds of the preceding
red supergiants, to accommodate for the observed cosmic
rays above ∼ 107 GeV. In the Hillas (2005) model, a Galac-
tic component ‘Component A’, produced by Type Ia su-
pernova remnants in the Galaxy, dominates the all-particle
energy spectrum below ∼ 107 GeV. The ‘Component A’ has
a similar composition to the SNR-CRs in our model, but
the ‘Component B’ has a large iron fraction in contrast to
the WR-CR component in our model which is dominated
mostly by helium or a mixture of helium and CNO group
with a small iron fraction. Between ∼ 108 and 109 GeV, the
predicted all-particle spectrum in Hillas (2005) consists of a
significant iron fraction which may be in agreement with the
〈lnA〉 data when mixed with a strong extra-galactic proton
component, but is in tension with the small iron fraction
(∼ 2 − 10%) preferred by the recent measurements of LO-
FAR (Buitink et al. 2016) and the Pierre Auger Observa-
tory (Aab et al. 2014). These new measurements disfavour
the general view that the Galactic component above the
second knee is dominated by heavy (iron) nuclei.

6.5. A steep EG-CR component extending below the second
knee

An alternative model that does not require the introduc-
tion of an additional Galactic component is to assume that
EG-CRs have a significant contribution down to energies
below the second knee. Such a scenario would require a
steep spectrum of ∼ E−3 and a strong flux suppression
below ∼ 108 GeV (see Hillas 2005 for a brief discussion,
and also Muraishi et al. 2005 in the context of the origin of
the knee). To explore this scenario, we inject an additional
extra-galactic component of pure protons at the position of
the Galactic wind termination shocks, and allow them to
propagate diffusively towards the Galactic disk in the pres-
ence of the Galactic wind outflow. The injection spectrum
is assumed to follow E−γ exp(−E/Ec). The propagation is
treated exactly the same as the propagation of GW-CRs
from the termination shock towards the Galactic disk. All
propagation parameters are kept the same, except for the
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wind velocity constant Ṽ which is treated as a free parame-
ter. The best-fit all-particle spectrum obtained after adding
the contribution of SNR-CRs and EG-CRs from the mini-
mal model is shown in Figure 13. The best-fit parameters
are γ = 3.3, Ec = 4.1 × 106 GeV for the SNR-CRs pro-
tons, Ec = 1.5 × 109 GeV for the additional EG-CRs, and
Ṽ = 200.5 km/s/kpc. This value of Ṽ gives a wind velocity
which is about a factor 13 larger than the wind velocity
used in the study of GW-CRs. Such a fast wind is required
in order to generate a strong modulation for particles be-
low the second knee so that the predicted flux does not
exceed the observed data at low energies. For γ < 3.3, the
required wind velocity is lower, but the model prediction
does not fit the observed data very well (see e.g. the case of
γ = 3 in Figure 13). Replacing the additional extra-galactic
protons with heavier elements only slightly reduces the re-
quired wind velocity. Having a strong Galactic wind can
have serious effects on the spectrum and distribution of low-
energy cosmic rays in the Galaxy (see e.g. Bloemen et al.
1993). In the presence of a strong wind, cosmic-ray trans-
port will be dominated by advection rather than diffusion,
and will produce a cosmic-ray distribution that resembles
the distribution of the sources. But, the cosmic-ray distri-
bution inferred from the observations of diffuse gamma-ray
emission from the Galaxy indicates a radial gradient weaker
than the distribution of supernova remnants or pulsars in
the Galaxy. These observations suggest that if supernova
remnants are the main sources of cosmic rays in the Galaxy,
the propagation of cosmic rays should be dominated by dif-
fusion, not by advection. In addition, if the transport is
dominated by advection, the cosmic-ray spectrum is ex-
pected to exhibit a break (steepening) at an energy where

the advection boundary, zc ∝ [D(E)/Ṽ ]1/2, equals the halo
boundary L. Such a break is not observed below the knee,
except at ∼ 10 GeV which is due to Solar modulation. At-
tributing the knee to such a break raises issues regarding
the cosmic-ray injection index. Below the break, cosmic-ray
transport is advection dominated and the spectrum is ex-
pected to follow E−(γ+a/2), where γ is the source index and
a is the diffusion index. For the observed spectral index of
∼ 2.7 and a = 0.33 used in our study, we get γ = 2.53. This
is incompatible with the prediction of diffusive shock ac-
celeration theory which predicts an index close to 2 for the
strong shocks present in supernova remnants (Ptuskin et al.
2010; Caprioli et al. 2011). Choosing a = 0.6, as in pure dif-
fusion propagation models, gives γ = 2.4. This relaxes the
tension a bit, but such a high value of a is not favoured
by the observed small level of cosmic-ray anisotropy. An-
other strong constraint on the Galactic wind velocity is pro-
vided by the abundance ratio of radioactive secondary to
stable secondary. Measurement of 10Be/9Be ratio puts a

constraint at Ṽ ≤ 45 km/s/kpc (Bloemen et al. 1993). All
these arguments pose a serious problem to the alternative
scenario of a strong EG-CR component with a steep spec-
trum extending below the second knee, and modulating by
Galactic wind. One possibility, but rather unrealistic, for
this scenario to work is if the additional EG-CR component
has a spectrum and composition almost similar to that of
the GW-CRs produced at the Galactic wind termination
shocks.

An alternative to the modulation of EG-CRs by the
Galactic wind is the ‘magnetic horizon effect’ (Stanev et al.
2000; Lemoine 2005; Aloisio & Berezinsky 2005), which
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Fig. 13. All-particle energy spectrum for an additional com-
ponent of EG-CR protons extended down to low energies and
modulated by Galactic wind. The numbers within the parenthe-
ses denote the injection index for the additional extra-galactic
component. For the SNR-CRs, an exponential cut-off energy for
protons at 4.1× 106 GeV is assumed. See text for other details.
The EG-Minimal component is the same as in Figure 9 (top).
Data: Same as in Figure 2.

leads to a flattening of the extra-galactic spectrum below an
energy where the diffusive propagation distance in a partly
turbulent extra-galactic magnetic field, over the time scale
set by energy losses of the cosmic rays through interactions
with ambient photon backgrounds, gets below the average
distance of cosmic ray sources. Assuming a relatively strong
(& 1 nG) extra-galactic field with a constant coherence
length extending over the entire universe, this effect could
set in at around 109 GeV, effectively cutting off the extra-
galactic component at lower energies slightly below the an-
kle (Aloisio et al. 2012), or even above (Mollerach & Roulet
2013). However, more detailed treatments in the context of
large scale structure formation (Kotera & Lemoine 2008),
have indicated that this effect is much less efficient due to
the large voids in the universe which are essentially free
of magnetic fields. As shown recently in detailed simula-
tions, the magnetic horizon effect should play virtually no
role above the second knee for any type of nuclei, and for
protons in some extra-galactic magnetic field scenarios, not
even above the knee (Batista & Sigl 2014).

We point out that neither the Galactic wind nor the
magnetic horizon effects discussed above prevent a hard
extra-galactic component, like the light component with
γ = 2.7 as indicated by the KASCADE-Grande measure-
ments above ∼ 108 GeV (Apel et al. 2013), from contribut-
ing around the second knee as such a hard component
will be already consistent with the measured data at low
energies. Even if such a hard extra-galactic component is
present, an additional Galactic component will still be re-
quired as the extra-galactic component will remain subdom-
inant in the all-particle spectrum below 108 GeV.

An additional problem for EG-CRs with an overall spec-
trum steeper than E−2.7 is that, if one assumes that they
fill the extra-galactic space homogeneously with energies
from ∼ 1 GeV to 109 GeV, it contains more energy than
the gravitational binding energy released in the universe
during structure formation (Rachen 2016). Using realisti-
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cally low efficiencies for this energy – which is, besides the
lower overall nuclear binding energy released in fusion by
all primordial baryonic matter going into stars, the only
fundamental energy budget present in the late universe –
to be converted into cosmic rays, one can conclude that
spectral indices as discussed here for a dominant extra-
galactic component below the second knee cannot easily be
reconciled with this energy budget, no matter which kind
of sources one proposes. Mainly on the basis of this argu-
ment, together with the difficulties of a sufficient spectral
modification at low energies discussed above, we consider a
dominantly extra-galactic explanation of cosmic rays below
108 GeV as implausible.

7. Conclusions

We have demonstrated that a single Galactic component
with progressive energy cut-offs in the individual spectra of
different elements, and describing the low-energy measure-
ments below ∼ 106 GeV from balloon and satellite-borne ex-
periments, cannot explain simultaneously the knee and the
second knee observed in the all-particle spectrum. We show
that a two-component Galactic model, the first component
dominating up to ∼ 5×107 GeV and the second component
dominating in the range of ∼ 5×107−109 GeV, can explain
almost all observed features in the all-particle spectrum and
composition when combined with an extra-galactic compo-
nent dominating above ∼ 109 GeV. Discussing two different
scenarios for the second Galactic component, we find that
a contribution of Wolf-Rayet supernovae explain best both
the measured energy spectrum and composition. Our main
result is that this component predicts a Galactic contribu-
tion at and above the second knee which is mainly domi-
nated by helium or a mixture of helium and CNO nuclei,
and is consistent with a ‘regular’ extra-galactic contribu-
tion from sources with a flat spectral index and a cosmo-
logical evolution typical for AGNs or star formation. Us-
ing re-acceleration at the Galactic wind termination shock
as a second Galactic component also allows to fit the all-
particle energy spectrum, but not the observed composition
very well. Tests of the two-component Galactic model using
different hypotheses for a significant extra-galactic cosmic-
ray component below the ankle, do neither significantly im-
prove nor deteriorate this result, mostly because both the
Galactic and extra-galactic components have a rather light
composition, and contain little or no heavy nuclei like iron,
in contrast to common assumptions. In all cases, the transi-
tion from Galactic to extra-galactic cosmic rays occurs be-
tween the second knee and the ankle, and we see neither the
need nor a theoretical case for an extra-galactic component
significantly contributing at or below 108 GeV. Our findings
are in agreement with recent measurements from LOFAR
and the Pierre Auger Observatory, which have revealed a
strong light component and a rather low iron fraction be-
tween ∼ 108 and 109 GeV. A clear distinction of the var-
ious discussed Galactic and extra-galactic scenarios would
be possible if we could separately measure the spectra of at
least four major mass groups, that is protons, helium, CNO,
and heavier, at energies between the second knee and the
ankle.
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Appendix A: Derivation of Equation 8

The Green’s function, G(r, r′, p, p′), of Equation 7 satisfies,

∇.(Dw∇G− VG) +
∂

∂p

{

∇.V

3
pG

}

= −δ(r − r
′)δ(p− p′).

(A.1)

In rectangular coordinates, the above equation can be writ-
ten as,

Dw
∂2G

∂x2
+Dw

∂2G

∂y2
+Dw

∂2G

∂z2
− Ṽ

∂

∂x
(xG) − Ṽ

∂

∂y
(yG)

− Ṽ
∂

∂z
(zG) +

∂

∂p
(Ṽ pN) = −δ(x− x′)δ(y − y′)δ(z)δ(p− p′),

(A.2)

where we have written V = Ṽ (xî + yĵ + zk̂) with î, ĵ

and k̂ representing the unit vectors along the x, y and
z directions. Following a similar procedure adopted in
Lerche & Schlickeiser (1982b), we express,

G(x, x′, y, y′, z, z′, p, p′) =
∫ ∞

−∞

dkx

∫ ∞

−∞

dky

∫ ∞

−∞

dkz Ḡ(kx, x
′, ky, y

′, kz, z
′, p, p′)

× eikx(x−x′)eiky(y−y′)eikz(z−z′), (A.3)

and,

δ(x− x′) =
1

2π

∫ ∞

−∞

dkx e
ikx(x−x′),

δ(y − y′) =
1

2π

∫ ∞

−∞

dky e
ikx(y−y′),

δ(z − z′) =
1

2π

∫ ∞

−∞

dkz e
ikx(z−z′). (A.4)
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Inserting Equations A.3 and A.4 into Equation A.2, we get,

−Dw

(

k2x + k2y + k2z
)

G− iṼ (kxx
′ + kyy

′ + kzz
′) Ḡ

+ Ṽ

(

kx
∂Ḡ

∂kx
+ ky

∂Ḡ

∂ky
+ kz

∂Ḡ

∂kz

)

+ Ṽ p
∂Ḡ

∂p
+ Ṽ Ḡ

= −
1

8π3
δ(p− p′). (A.5)

We now introduce variables ψx, ψy and ψz such that kx =
ψxF (p), ky = ψyF (p) and kz = ψzF (p), where

F (p) = exp

(

Ṽ

∫ p

du
1

Ṽ u

)

. (A.6)

This reduces Equation A.5 to

Ṽ p
∂Ḡ

∂p
+B(p)Ḡ = −

1

8π3
δ(p− p′), (A.7)

where,

B(p) =−Dw(p)
(

ψ2
x + ψ2

y + ψ2
z

)

F 2(p)

− i (ψxx
′ + ψyy

′ + ψzz
′)FṼ + Ṽ . (A.8)

The solution of Equation A.7 is given by,

Ḡ(kx, x
′, ky, y

′, kz , z
′, p, p′) =

1−H [p− p′]

8π3Ṽ p′

× exp

[

∫ E

E′

du
B(u)

Ṽ u

]

, (A.9)

where the Heaviside step function H [p− p′] = 1(0) for p >
p′(< p′). Taking inverse Fourier transform of Ḡ, we obtain
the required Green’s function as,

G(x, x′, y, y′, z, z′, p,p′) =
1−H [p− p′]

8π3Ṽ p

(

π

Ip,p′

)3/2

× exp

[

−

(

C2
x,x′ + C2

y,y′ + C2
z,z′

)

4Ip,p′

]

(A.10)

where,

Cx,x′ = Ṽ x′
∫ p

p′

du
1

Ṽ u

F (u)

F (p)
− x′ + x,

Cy,y′ = Ṽ y′
∫ p

p′

du
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Ṽ u

F (u)

F (p)
− y′ + y,
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du
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Ṽ u

F (u)

F (p)
− z′ + z, (A.11)

and,

Ip,p′ =

∫ p′

p

du
Dw(u)

Ṽ u

(

F (u)

F (p)

)2

. (A.12)

Then, for a given cosmic-ray source characterised by
q(x′, y′, z′, p′), the differential number density of particles
with momentum p at a distance (x, y, z) is given by,

N(x, y, z, p) =

∫ −∞

∞

dx′
∫ −∞

∞

dy′
∫ −∞

∞

dz′
∫ −∞

∞

dp′

×G(x, x′, y, y′, z, z′, p, p′)q(x′, y′, z′, p′).
(A.13)

For any point source located at (0, 0, 0) and emit-
ting q(p) spectrum of particles, that is q(x′, y′, z′, p′) =
δ(x′)δ(y′)δ(z′)q(p′), the solution becomes,

N(x, y, z, p) =
1

8π3Ṽ p

∫ ∞

p

dp′q(p′)

(

π

Ip,p′

)3/2

× exp

[

−

(

x2 + y2 + z2
)

4Ip,p′

]

. (A.14)

From Equation A.6, since F (p) reduces to p, and so also
F (u) to u, by writing (x2 + y2 + z2) = r2 in spherical coor-
dinates and replacing q(p) by Qesc(p) as given by Equation
6, Equation A.14 can be reduced in the form of Equation
8:

N(r, p) =

√

Ṽ p2

8π3/2

∫ ∞

0

dp′
Qesc(p

′)
[

∫ p′

p
uDw(u)du

]3/2

× exp



−
r2Ṽ p2

4
∫ p′

p uDw(u)du



 . (A.15)

Appendix B: All-particle spectrum and composition
of cosmic rays obtained using different EG-CR
models and WR-CRs (C/He = 0.1)

The predicted all-particle spectrum, elemental fraction and
〈lnA〉 obtained for the three different models of EG-CRs
(the minimal, PCS and UFA), combined with the WR-CR
(C/He = 0.1) scenario for the additional Galactic com-
ponent, are shown in Figures B.1, B.2, and B.3, respec-
tively. The proton cut-off energies for the WR-CRs re-
quired to produce a good-fit to the measured spectrum are
2.4×108 GeV for the minimal model, 1.5×108 GeV for the
PCS model, and 1.6 × 108 GeV for the UFA model.These
values are about a factor 1.4 larger than the cut-off ener-
gies obtained in the case of C/He = 0.4. The variation in
the injection energy of WR-CRs between the three cases
remain within 6% as in the C/He = 0.4 scenario.

The predicted composition is dominated by helium nu-
clei up to around the second knee for the minimal and
the UFA models, while for the PCS model, helium dom-
inates up to around 1010 GeV. The Galactic component at
the transition energy region from Galactic to extra-galactic
cosmic rays is dominated by helium, unlike in the case of
C/He = 0.4, where it is dominated by a mixture of helium
and CNO group.
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Fig. B.1. All-particle spectrum for the three different EG-
CR models: minimal (top), PCS (middle), and UFA (bottom),
obtained using WR-CRs (C/He = 0.1) as the additional Galactic
component. The proton cut-off energies for the WR-CRs used
in the calculation are 2.4 × 108 GeV for the minimal model,
1.5 × 108 GeV for the PCS model, and 1.6 × 108 GeV for the
UFA model. The injection energy of the WR-CRs varies within
6% between the three models. SNR-CR spectra are the same as
in Figure 6 (top). Data are the same as in Figure 2.

The 〈lnA〉 predicted by the minimal model shows some
deviation from the general trend of the measurements be-
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Fig. B.2. Elemental fraction of the five different mass groups
shown in Figure B.1 for the three different EG-CR models: min-
imal (top), PCS (middle), and UFA (bottom), obtained using
WR-CRs (C/He = 0.1) as the additional Galactic component.

tween ∼ 108 and 5 × 109 GeV, although the discrepancy is
less than that observed in the C/He = 0.4 scenario. The
predictions of both the PCS and the UFA models show
better agreement with the data below ∼ 109 GeV. Between
around 107 and 109 GeV, they predict a mean mass lighter
than the prediction of the C/He = 0.4 case, and show a bet-
ter agreement with the data (EPOS-LHC) from the Pierre
Auger Observatory in the 108− 109 GeV energy range, but
slightly under predict the available measurements at around
∼ 108 GeV. The two WR-CR scenarios should be possible
to differentiate by accurate measurements of the elemental
composition between 107 and 109 GeV.
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Abstract. Cosmic rays are routinely measured at LOFAR, both with a dense array of an-
tennas and with the LOFAR Radboud air shower Array (LORA) which is an array of plastic
scintillators. In this paper, we present two results relating to the cosmic-ray energy scale of
LOFAR. First, we present the reconstruction of cosmic-ray energy using radio and particle
techniques along with a discussion of the event-by-event and absolute scale uncertainties. The
resulting energies reconstructed with each method are shown to be in good agreement, and
because the radio-based reconstructed energy has smaller uncertainty on an event-to-event
basis, LOFAR analyses will use that technique in the future. Second, we present the radia-
tion energy of air showers measured at LOFAR and demonstrate how radiation energy can
be used to compare the energy scales of different experiments. The radiation energy scales
quadratically with the electromagnetic energy in an air shower, which can in turn be related
to the energy of the primary particle. Once the local magnetic field is accounted for, the ra-
diation energy allows for a direct comparison between the LORA particle-based energy scale
and that of the Pierre Auger Observatory. They are shown to agree to within (6±20)% for
a radiation energy of 1 MeV, where the uncertainty on the comparison is dominated by the
antenna calibrations of each experiment. This study motivates the development of a portable
radio array which will be used to cross-calibrate the energy scales of different experiments
using radiation energy and the same antennas, thereby significantly reducing the uncertainty
on the comparison.
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1 Introduction

One of the main challenges in the field of cosmic-ray astrophysics is accurately determining
the energy of detected cosmic rays. Experiments use different detection, calibration, and
reconstruction techniques, resulting in different energy scales. Currently, it is necessary to
shift the energy scales of different experiments in order to align them to produce an overall
spectral fit [1, 2]. Understanding an experiment’s energy scale is critical for comparing the
spectrum and composition measurements of different experiments and for building global
models of cosmic-ray sources, acceleration and propagation [3, 4].

An important factor that influences an experiment’s energy scale and the associated
uncertainties is the way in which cosmic rays are detected. Above roughly 100 TeV, cosmic
rays are detected indirectly, via the air shower that is generated when the primary cosmic
ray interacts in the atmosphere. Air shower particles that reach the Earth’s surface can be
sampled with detectors on the ground and used to estimate the energy in the air shower [5, 6].
However, this method only captures a snapshot of the shower development and relies heavily
on hadronic interaction models for the interpretation of data, which introduce large systematic
uncertainties at high energies [7]. An alternative approach is to measure the energy deposition
from the electromagnetic part of the air shower during its longitudinal development, which
eliminates most of the dependency on hadronic interaction models. This can be done, for
example, by measuring the fluorescence light emitted by air molecules that have been excited
by the shower particles. The fluorescence detection method provides a calorimetric energy
measurement, but can only be done during dark nights and requires good knowledge of
atmospheric conditions [8–11].

Air showers are also detected using the broadband radio emission that is generated as
the shower develops [12–16]. The dominant contribution to the radio emission comes from
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the geomagnetically induced, time-varying transverse current that develops as the shower
propagates [17, 18]. The strength of this emission scales with the absolute value of the ge-
omagnetic field and the sine of the angle between the shower velocity and the geomagnetic
field. A secondary contribution comes from emission that results from the development of
a charge excess in the shower front [19]. Radio emission is produced primarily by the elec-
tromagnetic components of the shower, and is calculated from first principles using classical
electrodynamics [20]. The measured radio signal is integrated over the whole air shower,
and so measurements can be used to perform complete calorimetric energy reconstructions
without having to consider absorption or scattering [21, 22]. Furthermore, the total energy
radiated by the air shower in the form of radio emission, or radiation energy, of the shower
can be determined by integrating the radio energy fluence (energy per unit area) footprint on
the ground. Once the radiation energy is corrected for the strength of the local magnetic field
and second order effects such as the effect of atmospheric density on the shower development
and the relative charge excess contribution, it becomes a universal quantity. If the radiation
energy from an air shower is found in conjunction with the shower energy, determined using
an independent method, it can be used to compare the energy of cosmic rays detected at
different locations. The radio measurement technique also allows for the precise reconstruc-
tion of the atmospheric depth of shower maximum, Xmax [23, 24]. The interpretation of this
parameter relies on having an accurate energy determination.

The LOw Frequency ARray (LOFAR) is a distributed radio telescope with a dense an-
tenna array in the Netherlands [25]. An in-situ particle detector array, the LOFAR Radboud
Air Shower Array (LORA), is used to trigger antenna readout [26]. Each event is simultane-
ously sampled by the LOFAR antennas, which measure emission in the 30− 80 MHz band,
and LORA scintillators which detect particles reaching ground level. Features of the primary
cosmic ray are reconstructed with high precision [14, 27]. In this paper we present two results
related to the cosmic-ray energy scale of LOFAR.

First, we present energy reconstruction techniques using the radio emission measured
with the LOFAR antennas and particle data measured with the LORA scintillators. The tech-
niques are based on CoREAS and CORSIKA simulations, respectively, and provide unique
energy reconstructions. We establish that the energies reconstructed with both methods
are consistent. Until recently, within LOFAR, shower properties like Xmax and energy were
reconstructed using a hybrid method that included both particle and radio data, with the
particle data determining the absolute energy. In general, the event-by-event uncertainties
on radio-based energy reconstructions are smaller than those of particle-based energy recon-
structions, and so with this work we move to using radio measurements to set the LOFAR
energy scale [28].

Second, we determine the radiation energy of each LOFAR event using a relation derived
from CoREAS simulations [22, 29] and demonstrate how radiation energy can be used to
compare the energy scales of different experiments. Radiation energy is measured by the
Auger Engineering Radio Array (AERA) [21, 30] in conjunction with traditional cosmic-ray
measurements made at the Pierre Auger Observatory. This allows us to compare the LORA
and Auger energy scales via the radiation energy measured at each location.

This paper is organized as follows. In Section 2.1 the LOFAR telescope and cosmic-
ray data processing techniques are introduced. In Section 2.2 both the radio-based and
particle-based energy reconstruction methods and experimental uncertainties are described.
In Section 2.3 a comparison is made of the energy reconstructions resulting from each method.
In Section 3.1 we find the radiation energy for events measured at LOFAR. Finally, in Sec-
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tion 3.2, the LORA and Auger energy scales are compared using the radiation energy, and a
new technique is introduced that will be used to compare energy scales between experiments
in the future.

2 The cosmic-ray energy scale of LOFAR

This section contains a discussion of the cosmic-ray measurements made at the LOFAR tele-
scope. Radio and particle-based energy reconstruction techniques are described, and a com-
parison is made between the two.

2.1 Cosmic-ray measurements with LOFAR

LOFAR is a radio telescope with antenna stations distributed across northern Europe. A
dense core of 24 stations is located in the North of the Netherlands [25]. At the center is the
“Superterp,” consisting of six stations located within a 160 m radius. Each station consists
of 96 dual-polarized Low Band Antennas (LBAs) that operate in the 30 − 80 MHz band as
well as High Band Antennas which are not used in this analysis. The 96 LBAs are organized
in inner and outer sets of 48 each, and at any given time one of the two sets is operational.
Each antenna is digitized at 200 mega-samples per second and the data are stored in a 5 s
ring buffer. Also on the Superterp is LORA, a particle detector array consisting of 20 plastic
scintillators. LORA detects showers above 1016 eV and acts as a trigger for radio readout.
When a cosmic ray is detected, the ring buffers are frozen and 2.1 ms of data are saved. Data
from the LBAs are processed offline [14] where radio frequency interference (RFI) is removed
and the data are calibrated [31]. The arrival direction of the event is found using the timing
of arrival of the radio signal. The voltage at each antenna position is integrated over a 55 ns
time window centered at the pulse peak, resulting in what will be referred to as “measured
energy,” ε.

The interpretation of both radio and particle data depends on the detector calibration,
or in other words, how the measured signals in analog-digital conversion (ADC) units are
translated into a quantity with physical meaning. This requires comparing measured data
to a known source. The LOFAR system response, including the antennas and signal chain,
is calibrated using Galactic emission as a source, as it is the primary contributor to the
background in the antenna signals. However, there is a secondary contribution to the signal
from electronic noise introduced in the signal chain. In order to estimate this contribution,
modeled Galactic emission is propagated through the antenna and signal chain component
by component, including frequency dependent gains and losses in the system and electronic
noise where it enters the system. The electronic noise is not known a priori, and is determined
using a fitting procedure that makes use of the variation of the Galactic emission measured
by the LOFAR antennas as a function of local sidereal time. The calibration can then be
found by comparing measured background signals to the predicted Galactic and electronic
noise signals. The resulting calibration has an uncertainty of 13%, which is dominated by the
uncertainty on the underlying models used to predict the Galactic emission. Details of the
LOFAR system response calibration are given in [31].

The energy deposited by the shower particles in the scintillators is determined by cal-
ibrating the scintillators using single muons [26]. The scintillators are operated in a mode
with a low trigger setting, so that singly charged particles trigger the detector readout. In
order to calculate the total signal produced by a single muon, which corresponds to the total
energy deposit, the ADC time trace is integrated in a time window of (−75,+875) ns around
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the peak of the signal. By collecting many muons, we build a distribution of energy deposits
from which the most probable value can be determined. This procedure can be done in
the field, so that the scintillators are calibrated under realistic operating conditions. Energy
deposits from single muons are also simulated with GEANT4 [32], using an all-sky cos2(θ)
zenith angle distribution of arrival directions and a realistic description of the detector. This
provides a distribution of simulated energy deposits from which we determine the most prob-
able value. By comparing the peak of the measured muon distribution to the simulated muon
distribution, we arrive at a calibration factor for the LORA scintillators. More details on the
scintillator calibration are provided in Appendix A.

A preliminary radio-based energy estimate is made using a two dimensional LDF that
makes use of the asymmetry in the radio footprint due to the interference of geomagnetic and
charge excess components [33]. The radio fluence at the position of each antenna is deter-
mined, and the LDF is fit using a minimization procedure. This results in initial estimates
for energy, Xmax, and core position. These values are the starting points for the final shower
reconstruction which is described in the following section.

2.2 Energy reconstruction

The LOFAR energy reconstruction is based on CORSIKA [34] and CoREAS [29] simulations.
CORSIKA 7.7100 is used with hadronic interaction models FLUKA [35] and
QGSJETII-04 [36]. A thinning method, where only a sub-sample of particles are tracked
to make large simulations more feasible, is applied at the 10−6 level with optimized weight
limitation [37]. A GEANT4 [32] simulation of the scintillator panels is used to derive the
energy deposit from the CORSIKA-simulated particles at ground level as a function of radius
from shower core, which is then used to determine the simulated energy deposit at the position
of the LORA scintillators. The ‘gdastool’ CORSIKA plug-in is used to simulate each event
with a realistic atmosphere [38]. The CORSIKA “STEPFC” parameter, which controls the
electron multiple scattering length used in the EGS4 package (which handles electromagnetic
interactions), is set to its default value of 1. This value was shown to produce radiation energy
11% lower than an optimized value of STEPFC=0.05 [39]. In order to correct for this, we
increase the simulated radiation energy by 11%. Details of the simulation procedure can be
found in [27].

A set of simulations is generated for each shower using the initial energy estimate and
the direction determined from radio signal arrival times as input parameters. The set con-
tains both iron nuclei and protons as primaries and Xmax values spanning the natural range.
Antenna positions are simulated in a star-shaped pattern with 8 arms of 20 antennas spaced
25 m apart. The pattern is generated in the shower plane and then projected onto the ground
plane, so that two arms align with the v×B axis and two with the v× v×B axis, where v
is the velocity axis of the shower front and B is the Earth’s magnetic field.

The simulated electric field traces are converted into voltages by applying the LBA
antenna model, and bandpass filtered to 30 − 80 MHz. As is done with measured data,
the simulated voltage traces are integrated over a 55 ns time window centered at the pulse
peak, resulting in a simulated “measured energy,” εsim. Radio and particle-based energy
reconstructions are then done using χ2 fitting procedures, which are described in the following
subsections.

– 4 –



2.2.1 Radio energy reconstruction

The radio-based energy reconstruction is done by comparing εsim at each LOFAR antenna
position to the detected ε. For this, a two-dimensional radiation map is generated by inter-
polating εsim in the antennas simulated in the star-shaped pattern in the shower plane. This
way, εsim at any given antenna position (xant, yant) can be obtained. The map is then fit to
LOFAR data using a minimization procedure with free parameters for the core position of
the shower and a scale factor for the energy, as

χ2
radio =

∑
antennas

(
ε− f2r εsim(xant − x0, yant − y0)

σant

)2

(2.1)

where σant refers to the one sigma level of the time-integrated voltage of measured traces
outside the signal window, (x0, y0) is the shower core position, and fr is the energy scaling
factor, allowing for deviations from the simulated cosmic-ray energy. A χ2 fit is done for each
simulation in the set. This is similar to the fit procedure that has been used for LOFAR
Xmax analyses in the past [23, 27], the difference being that here there is no particle data
information included in the fit. In the case that the scale factor is greater than 2 or less than
0.5, a new set of simulations is run with a new starting energy estimate. The values of fr,
x0, and y0 for the simulation with minimum χ2 are taken as the reconstructed values for this
event, and the radio-based energy is found as

Eradio = fr × Esim. (2.2)

An example of the best fit εsim map to measured data is shown in the left panel of Fig. 1. The
background color represents the εsim that would be received by an antenna at each position,
and the colors in the white circles represent ε at specific antenna positions. The white cross
represents the shower core.

We consider systematic uncertainties, which affect the absolute scale of the reconstructed
cosmic-ray energy, and event-by-event uncertainties, both of which are outlined in Table 1.
An overview of the uncertainties is given here, and an extended discussion can be found in
Appendix A. Event-by-event uncertainties on the radio-based energy include the following.
The simulated antenna model predicts the antenna response as a function of direction, which
is different for each event. By offsetting the direction of the incoming cosmic ray by ±5◦ in
the zenith direction and propagating the effects through the energy reconstruction process, we
conservatively estimate that the uncertainties in the antenna response have at most a 5% effect
on the reconstructed energy. Change in antenna gain as a function of temperature is found
to be negligible. We use realistic atmospheres on an event-by-event basis for our simulations,
and so any effects arising from incorrect atmospheric conditions are also negligible. There is
uncertainty which comes from the event reconstruction procedure, and is estimated using a
Monte Carlo vs. Monte Carlo method. This uncertainty includes the effects of the noise levels
and geometry on the reconstruction of a particular event. Values range from 4% to 18%, with
a typical value being 9%. Additionally, there is an uncertainty due to the fact that the type of
the primary is unknown. Given the same shower geometry and Xmax, an air shower initiated
by a proton primary yields a reconstructed energy consistently 10% lower than an air shower
initiated by an iron primary. In the fitting procedure the best-fit simulation that is used
to reconstruct the energy is associated either with a proton or an iron primary. Therefore,
we add an asymmetric event-by-event uncertainty to each event to account for the unknown
primary. The typical total event-by-event uncertainty is then 14%.
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Figure 1. Left: Example radio footprint for a LOFAR event, shown in the ground plane, with energy
7.2 × 1017 eV, zenith angle 37◦, azimuth angle 41◦ south of east, and Xmax = 670 g/cm2. The color
scale represents measured energy, ε, at each position. The background map results from simulations,
and the colors in the white circles represent data measured with the LOFAR antennas. Right: Map
of the particle energy deposit in LORA scintillators for the same event. The color scale represents
the energy deposit per square meter in MeV. The background color comes from simulations, and the
filled squares represent energy deposits measured by LORA scintillators.

Systematic uncertainties which affect the absolute radio-based energy scale include the
calibration of the antenna and signal chain, the effects of hadronic interaction models, and
the choice of radio simulation package, namely, CoREAS [29] or ZHAireS [40]. The system
calibration is the dominant factor, at 13% [31]. The choice of simulation package has a 2.6%
effect on energy, and the effect of the choice of hadronic interaction model is 3% [39, 41].
Although the radio emission is primarily generated by the electromagnetic component of the
air shower, the choice of hadronic interaction model influences how much of the primary
particle energy goes into that component.

2.2.2 Particle energy reconstruction

The particle-based energy reconstruction uses the best fit CORSIKA simulation as determined
by the radio χ2 fit. The radio-based measurements are more sensitive to Xmax and shower
development, and so are more reliable for determining the best simulation. Furthermore,
the core position from the radio measurement is used. When the core position falls outside
the footprint of the particle detectors, it is difficult to constrain. In this sense, the two
reconstructions are not entirely independent, but once the shower geometry is fixed the scale
set for the particle-based energy is determined entirely by the scintillator data. A diagram of
the radio and particle energy reconstruction procedures is shown in Figure 2.

Because we use results from the radio reconstruction to fix the shower geometry, many of
the typical uncertainties associated with particle-based reconstructions are avoided. We take
this approach, and do not attempt a completely independent particle-based reconstruction for
two reasons. First, in past LOFAR analyses, a hybrid method was used to reconstruct energy
which combined radio and particle information. The radio information was primarily used to
determine the event geometry, while the energy was set using the particle information. The
particle-based method described in this section is consistent with past analyses, and therefore
allows us to compare the energy set in past analyses with the new radio-based technique.
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Table 1. Summary of the uncertainties in the radio-based energy scale. The
⊕

symbol indicates
quadratic addition. Details of how these uncertainties are derived can be found in Appendix A.

Uncertainty Value

Event-by-event
angular dependence of antenna model 5%
temperature dependence negligible
reconstruction uncertainty typically 9%
composition uncertainty 10 %

Total event-by-event 11%
⊕

reconstruction uncertainty

Absolute scale
antenna calibration and system response 13%
hadronic interaction models 3%
radio simulation method 2.6%

Total absolute scale 13.6%

Figure 2. Diagram of the radio and particle energy reconstruction procedures. The radio-based
reconstruction is done first, resulting in a best-fit simulation. This is then used in the particle-based
reconstruction.

Secondly, because of the small footprint of the scintillator array, independent particle-based
reconstructions would suffer from poor core reconstruction, which would severely reduce the
number of usable events we have, and furthermore, the resulting uncertainties would be
prohibitively large. It should be noted that LORA detects a large number of lower energy
air showers that fall within the footprint of the scintillator array but do not have a strong
radio signal. In this work we are interested in comparing the radio and particle reconstruction
techniques, so these events aren’t considered, however they were the source of an independent
spectral analysis [42].
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With the best simulation known, a particle χ2 is fit, as

χ2
particle =

∑
particle
detectors

(
ddet − fpdsim

σdet

)2

(2.3)

where ddet is the deposited energy measured by a LORA detector with one standard deviation
of background noise level σdet, and dsim is the GEANT4 simulated deposit. The particle scale
factor fp is needed to bring the simulated energy into agreement with the measurements.
An example of the particle footprint of the best fit simulation is shown in the right panel of
Fig. 1. The background color represents the simulated energy per square meter that would be
deposited in a LORA scintillator at each location. On average, one muon deposits 6.5 MeV
in a scintillator panel. The squares represent the locations of the scintillators with the color
being the measured energy deposit. Again, the white cross represents the shower core. The
particle-based energy is then found as

Eparticle = fp × Esim

=
fp
fr

× Eradio.
(2.4)

The uncertainties on the particle-based energy reconstruction are summarized in Ta-
ble 2. Event-by-event uncertainties include variation in the detector response, as well as the
reconstruction uncertainty for each event. Scintillators have on average a 10% fluctuation in
response, but since the fluctuations are not correlated between scintillators, this propagates
into a 2.5% uncertainty on the reconstructed energy. The reconstruction uncertainty on the
particle-based energy, like the radio-based energy, is determined using a Monte Carlo vs.
Monte Carlo method. The reconstruction uncertainty on the particle-based energy is larger
than that of the radio-based energy, and extends from 10% up to 50%. The unknown compo-
sition of the measured events also contributes a significant uncertainty. Although constraining
the shower geometry using information from the radio fit reduces this uncertainty, we find
that for events with the same Xmax and geometry, the reconstructed energies for showers ini-
tiated by iron primaries are lower than for proton-initiated showers. This effect is a function
of zenith angle, with almost no difference in energy reconstructions for vertical showers, and
up to 30% difference at zenith angles around 50◦. We have parameterized this effect, and
added an asymmetric event-by-event uncertainty accordingly, based on the primary of the
best-fit simulation.

Systematic uncertainties include the uncertainty on the scintillator calibration and the
effect of the choice of hadronic interaction model used in the simulations. Using a field
calibration method, scintillator calibration can be performed at any time and the uncertainty
in calibration values propagates into 3% uncertainty in energy. In order to estimate the
uncertainty introduced by the choice of hadronic interaction model, we simulated a subset
of events using both Sibyll 2.3c and QGSJETII-04 and found an average 7% difference in
reconstructed energy between the two. More details about the uncertainties on the particle
energy are given in Appendix A.

It is also known that above 1016 eV, there is a discrepancy between the number of
simulated and measured muons in air showers [43–46], with a 50% deficit in simulated muons
at 1017.5 eV reported by Auger. In order to quantify the effect this has on our reconstructed
energy, we ran simulations, artificially inflating the muonic component of the signal at ground
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Table 2. Summary of the uncertainties in the particle-based energy scale. The
⊕

symbol indicates
quadratic addition. Details of how these uncertainties are derived can be found in Appendix A. Note:
this technique for reconstructing the energy based on particle information also uses information from
the radio reconstruction, such as shower geometry and age, reducing the overall uncertainties.

Uncertainty Value

Event-by-event
scintillator response variation 2.5%
reconstruction uncertainty 10− 50%
composition uncertainty 2− 30%

Total event-by-event 2.5%
⊕

reconstruction uncertainty⊕
composition uncertainty

Absolute scale
scintillator calibration 3%
hadronic interaction models 7%

Total absolute scale 7.6%

level by 50%. The signal in the scintillators is dominated by the electromagnetic component
of the shower, so the muon discrepancy does not have a large effect on the reconstructed
energy. For the majority of our events, increasing the simulated muonic component of the air
shower by 50% corresponded to a ∼5% decrease in reconstructed energy. At zenith angles
above 40◦, the effects becomes larger, up to ∼10%.

2.3 Comparison of energy reconstruction techniques

In the past, LOFAR Xmax analyses used the scintillator measurements to set the energy
scale. With an absolute antenna calibration available [31], and because the event-by-event
uncertainties on the energy reconstruction using radio data are significantly lower than for
the reconstruction using particle data, LOFAR analyses will move to the radio-only approach
from now on [28]. Here, we compare the radio-based and particle-based energy reconstruc-
tion of each event to demonstrate the consistency of the results. Fig. 3 shows the relation
between energy reconstructed with LOFAR radio data and LORA particle data. The error
bars represent the event-by-event uncertainties of each event. For both radio and particle-
based energies, these uncertainties are dominated by the uncertainty on the reconstruction
technique, discussed in Section 2.2. The data consist of 283 events between 2011 and 2018,
where we have chosen events where both radio and particle fits converge, the reconstructed
core position has an uncertainty of less than 5 m, and the radio and particle reduced χ2 of
each event are less than 5. We also only consider events with particle-based energy recon-
structed above 1016 eV. Since the radio signal scales with energy and is thus small at low
energies, the detection is biased to upward fluctuations. The diagonal line represents a one-
to-one correlation. The inset histogram shows the relative difference between radio-based and
particle-based energy reconstructions. The mean of the distribution, found using a Gaussian
fit, is -0.07, and the standard deviation is 0.35.
There is a small population of events towards the lower energies where the radio-based re-
constructions are higher than the particle-based reconstructions. Some of these events have
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Figure 3. Comparison of energy reconstructed using radio and particle-based methods. Error bars
indicate event-by-event uncertainties. Inset: Relative difference between particle-based and radio-
based reconstructed energy. The mean of the distribution, found using a Gaussian fit, is -0.07, and
the standard deviation 0.35.

relatively small event-by-event uncertainties compared to their distance from the line. Nor-
mally there would be fluctuations on either side of the mean from each method. However,
since the radio signal becomes difficult to detect at low energies, it is more probable to have
upwards fluctuations of radio-based energy reconstructions than downward fluctuations. This
is also evident in the asymmetry of the relative energy histogram. As this effect is insignifi-
cant for our analysis, we do not correct for it. We conclude that the radio and energy based
reconstructions are consistent within the resolution of the measurements.

3 Using radiation energy to compare energy scales of different experiments

In this section we will demonstrate how radiation energy, SRD, which is the total amount of
radio emission emitted by an air shower, can be used to compare the energy scales of different
experiments when measured in conjunction with the total shower energy, determined using
an independent method.

3.1 Determination of the LOFAR radiation energy

Here, we first describe radiation energy and the corrections needed to make it a universal
quantity in a general way. Then, we will lay out how we use the results presented in [22],
which are based on CoREAS simulations, to determine the corrected radiation energy for
LOFAR events.

The radiation energy contained in an air shower can be found by integrating the energy
deposit per unit area, or fluence, over the radio footprint. Since radio waves are not attenuated

– 10 –



in the atmosphere, the altitude of the observation site is inconsequential as long as all the
radiation energy in the shower has been released before it reaches the ground. This makes
radiation energy an ideal value to compare between different locations. However, it must
still be corrected for various factors in order to make it a universal quantity which can be
compared between different experiments and events. The corrections outlined here follow
those described in [22].

The strength of the local magnetic field influences the strength of the geomagnetic emis-
sion. For example, the magnetic field at LOFAR is 0.492 G, which is twice as strong as
the 0.243 G magnetic field at Auger. This means for the same event, the radiation energy
detected at LOFAR would be larger. To correct for this, the radiation energy is scaled by the
ratio of the magnetic field of a reference location and the local magnetic field. Furthermore,
when the radiation energy is calculated, the geomagnetic contribution to the radiation energy
is corrected to account for the shower geometry, in particular, the angle between the mag-
netic field and shower axis, α. The charge excess fraction of the radiation energy has been
parameterized so that this correction can be made to only the geomagnetic contribution. The
radiation energy also depends on the air density in which the air shower develops; showers
that develop in a less dense atmosphere have relatively larger radiation energy. In general,
one has to consider “clipping” effects when the radiation energy is not yet completely released
at the observer height. For LOFAR events, this is not a concern due to the fact that the
observation height is close to sea level and that most shower energies are below 1018 eV. Mak-
ing these corrections yields the “corrected radiation energy” which can be compared between
different experiments.

The work presented in [22] used CoREAS simulations to derive a relation between the
corrected radiation energy in the 30−80 MHz band, SRD,corr, and the electromagnetic energy,
Eem, contained in the air shower. The radiation energy was found by integrating the simulated
fluence in the 30−80MHz band over the radio footprint, and making the corrections discussed
above. The magnetic field strength was normalized to the magnetic field strength at Auger.
This resulted in the equation

SRD,corr = A× 107eV(Eem/10
18eV)B (3.1)

where A = 1.683± 0.004, and B = 2.006± 0.001.
We use this result to directly find the corrected radiation energy of LOFAR events. In

the fitting method described in Section 2.2.1, we determine the CoREAS simulation that best
fits the measured radio data. Once this is known the energy contained in the electromagnetic
component of the air shower, Eem, can be found using the longitudinal profile information
provided by the associated CORSIKA simulation, scaled by the radio scale factor fr found
in Section 2.2.1. We then use Eq. 3.1 to determine the corrected radiation energy. Finding
SRD,corr this way is only possible because we use a simulation-based reconstruction technique
and identify a best fit simulation for each event. This gives us direct access to information
about the (simulated) electromagnetic component of the air shower. Alternatively, one can
integrate the fluence over the radio footprint of the best-fit simulation and make the cor-
rections described above to determine the corrected radiation energy. We have confirmed
that both methods yield the same result. We also note that the fraction of Eem to the total
cosmic-ray energy depends on the choice of hadronic interaction model, where here we have
used QGSJETII-04.
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3.2 Comparison of the energy scales of LORA and the Pierre Auger Observatory

Equation 3.1 gives the relation between the corrected radiation energy, SRD,corr, and the
electromagnetic energy in the shower, Eem. In order to compare the energy scales of different
experiments using the universal quantity SRD,corr, we need a relation between it and the total
cosmic-ray energy, ECR. We will use a function of the same form as equation 3.1 to relate
SRD,corr and ECR, written generally as SRD,corr = A′ × 107eV(ECR/10

18eV )B
′ . We use the

notation A′, B′ for the parameters in this case to distinguish them from A,B in equation 3.1,
and we emphasize that they should not be directly compared because here we relate SRD,corr

and ECR, whereas equation 3.1 relates SRD,corr and Eem. For reference, in the LOFAR energy
range roughly 85% of the total cosmic-ray energy goes into the electromagnetic components of
the air shower. The fraction of ECR that goes into Eem differs by particle type, with protons
generating showers with a higher fraction of electromagnetic particles than iron nuclei. The
difference is roughly 4.5% at 10 EeV, and decreases towards higher energies [7, 47]. Since we
expect the experiments we want to compare to measure a similar composition, we don’t take
this difference into account.

Because the radio and particle components of each LOFAR event are measured simulta-
neously, we can derive the relation between SRD,corr determined using the LOFAR antennas
and the particle-based cosmic-ray energy determined using the LORA scintillators, ECRLORA .
In order to avoid any biases in detection that occur at lower energies, only events where both
the radio and particle-based energies reconstruct to greater than 1.3×1017 eV are used. Using
an Orthogonal Distance Regression [48] method and fitting the equation

SRD,corr = A′LORA × 107eV(ECRLORA/1018eV)B
′
LORA (3.2)

results in the parameters A′LORA = 1.57± 0.12(stat)± 0.49(sys)), B′LORA = 2.07± 0.06(stat),
where the statistical uncertainty comes from the fitting procedure. The systematic uncertainty
includes both the uncertainties on the radio-based energy scale which propagate into the
radiation energy, and the uncertainties on the particle-based energy scale.

Fig. 4 shows the LOFAR corrected radiation energy as a function of LORA cosmic-ray
energy. Error bars indicate the event-by-event uncertainties on each point. The resulting
best-fit line of the form 3.2 is also shown in purple, with the shaded region indicating the
absolute scale uncertainty on the corrected radiation energy.

We compare the energy scales of LORA and Auger by making use of the relation be-
tween the corrected radiation energy measured with AERA and the total cosmic-ray energy,
ECRAuger , as determined by the Auger surface detectors [49] which are calibrated using the
calorimetric energy measurements of the fluorescence detectors [50]. We denote the AERA
corrected radiation energy as S∗RD,corr, to indicate that in this case corrections are made for
the relative strength of the geomagnetic emission, but second order corrections for charge
excess fraction and air density in the region of shower development are not included. Derived
in [15] and [21], the total corrected radiation energy in the 30− 80 MHz band can be related
to total cosmic-ray energy using

S∗RD,corr =
SRD

sin2(α)
= A′Auger × 107eV(ECRAuger/1018eV)B

′
Auger (3.3)

where A′Auger = 1.58± 0.07(stat)± 0.67(sys)), B′Auger = 1.98± 0.04(stat), and α is the angle
between magnetic field and shower axis. The systematic uncertainties include both the 16%
uncertainty (at 1017.5 eV) on the Auger energy scale [50], and the 14% uncertainty on the
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Figure 4. Relation between the corrected radiation energy measured by the LOFAR antennas and the
cosmic-ray energy as determined by the LORA scintillators. The error bars represent event-by-event
uncertainties. The purple line shows the best fit line for LOFAR measurements of corrected radiation
energy and LORA cosmic-ray energy, and the banded region around the best fit line represents the
systematic uncertainties on the corrected radiation energy. The green line shows the best fit line for
AERA measurements of corrected radiation energy and Auger cosmic-ray energy [21], and the shaded
green region represents the systematic uncertainties on the corrected radiation energy. QGSJETII-04
was used in the simulations on which the LOFAR and LORA energy reconstructions are based.

AERA antenna calibration [30]. Equation 3.1, used to find the corrected radiation energy
for LOFAR, already includes a normalization of the local magnetic field to that of Auger.
Therefore the parameters A′LORA, B

′
LORA and A′Auger, B

′
Auger and in equations 3.2 and 3.3

are comparable, with the caveat that second order corrections are not made for the Auger
radiation energy. Equation 3.3 is also shown in Fig. 4 in green, with the shaded region
indicating the absolute scale uncertainties on the radiation energy.

Using equations 3.2 and 3.3, we compare the average energies of LORA and Auger
at a corrected radiation energy SRD,corr = 1 MeV. This value of SRD,corr was chosen for
the comparison because it is close to the average value of the LOFAR corrected radiation
energy (determined in log-space). SRD,corr = 1 MeV corresponds to a LORA energy of
(2.64 ± 0.42(sys)) × 1017 eV and an Auger energy of (2.48 ± 0.52(sys)) × 1017eV. The ratio
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between the LORA and Auger energies ECRLORA/ECRAuger = 1.06±0.20, meaning that LORA
energy is 6% larger, with a 20% combined uncertainty on the comparison. The uncertainty on
the comparison includes only the radio-based uncertainties on the radiation energy, namely
the uncertainties on the calibration of the AERA antennas and the LOFAR radio-based
energy scale. We do not include the uncertainties associated with the Auger or LORA energy
scales because we are not making a statement about the absolute energy scale of either
experiment, only the comparison between the two. The B′LORA and B′Auger parameters of
equations 3.2 and 3.3 are different, so the ratio between LORA and Auger energy changes with
energy. At the low end of the LOFAR corrected radiation energy range, SRD,corr = 0.25 MeV,
ECRLORA/ECRAuger = 1.11± 0.20. At the high end, SRD,corr = 10 MeV, ECRLORA/ECRAuger =
1.01 ± 0.20. For all these points, the energy scales of Auger and LORA agree within the
comparison uncertainty, although it should be noted that the comparison uncertainty is larger
than the absolute uncertainty on either energy scale. The LORA cosmic-ray energy is derived
using an approach based on hadronic interaction models. In contrast, the Auger cosmic-ray
energy comes from surface detector measurements, which are calibrated using the fluorescence
detectors which make model-independent, calorimetric measurements [50]. Nevertheless, this
comparison shows that the energy scales of the two experiments are compatible, albeit with
a large uncertainty on the comparison.

Radio techniques have previously been used to compare the energy scales of different
experiments. The energy scales of Tunka-133 [51] and KASCADE-Grande [52] have been
compared using their radio extensions, Tunka-Rex [53] and LOPES [54]. This was done both
by comparing the absolute amplitude of the radio measurements 100 m from the shower core
at each location with the energies measured by Tunka-133 and KASCADE-Grande, and by
using a simulation-based method [55]. This study benefited from the fact that the antennas at
each location were calibrated using the same technique, which reduced the uncertainties on the
comparison. The remaining uncertainties on the comparison were due to the LOPES antenna
model and the fact that the absolute amplitude of the signal at 100 m was compared, rather
than radiation energy. This value is harder to compare because it relies on knowledge of the
radio footprint at a particular location, and corrections have to be made for observation level
and zenith angle. In the study presented here, we have avoided these location and shower-
specific uncertainties by using the universal measurement of corrected radiation energy rather
than signal amplitude. However, the uncertainties associated with our comparison are large,
because for each experiment, the uncertainties on the radiation energy, most notably the
antenna calibration, must be included.

Having a method to compare the energy scales of different experiments with minimal
uncertainty is necessary in order to make meaningful comparisons of their spectra and compo-
sition measurements, which are used to build global models of cosmic-ray sources, acceleration
and propagation [1, 2]. We plan do this by combining the techniques used here and in [55].
A portable array of antennas will be built and deployed at various experiments, measuring
radiation energy in conjunction with the host experiment’s traditional air shower measure-
ments. The radiation energy can feasibly be reconstructed with only 5 antennas, as AERA
has demonstrated [21]. Using radiation energy to compare the energy scales eliminates un-
certainties due to measurements being made at different locations, and using the same array
eliminates the uncertainties associated with the antennas and calibration. This will allow for
a cross-calibration of the energy scales of different experiments with minimal uncertainty.
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4 Conclusions

Cosmic-ray air showers are regularly detected at LOFAR, where simultaneous measurements
are made with antennas and particle detectors. In this work we compared the reconstructed
energies using radio-based and particle-based methods. The reconstruction methods are based
on CoREAS and CORSIKA simulations respectively, where simulated radio and particle foot-
prints are fit to measured data using χ2 minimization processes. In the past, LOFAR analyses
have used a hybrid approach in which both radio and particle data were fit simultaneously.
The radio information was primarily used to determine the shower geometry, while the energy
was set with the particle information. In this work, the energies are fit separately, yielding
two unique energy reconstructions. We have shown that both methods of determining energy
produce consistent results.

We discussed the uncertainties on both methods, and find a 13.6% systematic uncertainty
on radio-based energy and 7.6% on particle-based energy. The event-by-event uncertainties
on radio-based energies are around 14%. For particle-based energies the event-by-event un-
certainties extend to more than 50%. Both are dominated by the uncertainty in the event
reconstruction procedure and unknown composition. Taking into consideration the relative
uncertainties, we now move from using the hybrid fitting method to using the radio-based
reconstruction method to set the LOFAR energy scale.

We also used the corrected radiation energy in the 30 − 80 MHz band to compare the
LORA and Auger energy scales. Radiation energy between experiments can be compared
because it represents a calorimetric energy measurement that primarily depends on the local
magnetic field, which is a well known quantity and which can be accounted for. Second
order corrections can also be made with knowledge of the shower geometry and atmospheric
conditions. Using the relations derived in equations 3.2 and 3.3, we determined that for a
corrected radiation energy of 1 MeV the difference in LORA and Auger energies is 6% with
an uncertainty on the comparison of 20%.

Moving forward, we will use corrected radiation energy to cross-calibrate the energy
scales of different experiments. The systematic uncertainties that are relevant for the com-
parison of the corrected radiation energy between experiments are dominated by the uncer-
tainties associated with antenna and system calibrations, here 14% for AERA antennas and
13% for the LOFAR antenna and system response. By using the same detection system in
each location, these uncertainties can be removed from the comparison of relative energies.
We plan to build a portable array of antennas which will be used to measure radio emission
from air showers in situ at different experiments. The corrected radiation energy will then
be used to directly compare the energy scales of the experiments with minimal systematic
uncertainties, allowing for the establishment of a universal energy scale.

A Uncertainties

This appendix addresses how the uncertainties on the reconstructed energy of LOFAR events
were derived.

A.1 Event-by-event Uncertainties

Radio and Particle: reconstruction uncertainties
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The reconstruction uncertainty of each event is derived using a Monte Carlo vs. Monte
Carlo method. The simulation set created for each event contains at least 40 showers. One
shower is used as mock “data” and the time-integrated power, ε, at the position of each
LOFAR antenna is found using the two dimensional εsim map. Noise is added to the “data”
that reflects the noise level in the actual event data. This “event” is then reconstructed
using the remaining simulations using the same procedure discussed in Section 2.2.1. The
fit produces the scale factor fr, used to convert the simulated energy Esim to event energy
as Eradio = fr × Esim. Each shower in the set is simulated at the same energy, so if the fit
were perfect the scale factor would always be fr = 1. This procedure is repeated using every
simulation in the set as the “event”, yielding a set of scale factors, fr. The same procedure is
also applied to the particle data, yielding a set of reconstructed scale factors fp. The resulting
distributions of scale factors for one event are shown in the histograms in Fig. 5, where the
radio scale factors are in the left panel and particle scale factors are in the right panel. One
standard deviation of the distribution is taken to be the fit uncertainty for a particular event.

Figure 5. Reconstructed scale factors resulting from a Monte Carlo vs. Monte Carlo study for one
event. Radio scale factors are shown in the left panel, and particle scale factors in the right panel.
The standard deviation of each distribution is taken as the fit uncertainty for this event.

Fig. 6 shows the distribution of the standard deviation of scale factors for each event,
or equivalently, the reconstruction uncertainty, for all events. Again, the radio uncertainty
is shown in the left panel, and particle uncertainty in the right. We see that typical values
for reconstruction uncertainties on radio-based energy are close to 9% with little spread. The
most probable value (MPV) of the particle-based uncertainties is 12%, but they have a much
larger spread and extend to 50%.

Radio and Particle: composition uncertainties

Although the radio reconstruction technique discussed in Section 2.2.1 reconstructsXmax

to within 17 g/cm2 [27], there is still uncertainty associated with the primary composition.
For each event, a best fit simulation is chosen out of a set of more than 40 simulations of both
proton and iron primaries. The energy of the event is then found using equations 2.1 and 2.2.
The fact that the best fit simulation is associated with either a proton or an iron primary
affects the reconstructed energy. In order to quantify this uncertainty, we ran simulations for
a subset of events collecting a set of both 15 proton and 15 iron simulations with Xmax values
within 5 g/cm2 of the reconstructed value of the event. We found that iron-initiated showers
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Figure 6. Distribution of fit uncertainties for radio-based energy reconstruction (left), and particle-
based energy reconstruction (right).

consistently reconstruct with an radio-based energy 10% higher than proton-initiated showers.
This effect is independent of Xmax or zenith angle. For each event, we include an asymmetric
10% uncertainty. For example, if the best fit simulation corresponds to a proton primary, the
error bar is included in the positive direction. This provides a conservative estimate for the
composition uncertainty on the radio-based energy reconstruction.

Likewise, there is a composition uncertainty on the particle-based energy reconstruction.
Given the same Xmax, proton-initiated showers reconstruct with a higher energy than iron-
initiated showers. This effect is amplified with increasing zenith angle. For vertical showers,
proton-initiated events reconstruct a few percent higher than iron. At 50◦ zenith, this differ-
ence increases to 30%. We have parameterized the difference between proton and iron energy
reconstruction as a function of zenith angle, and added asymmetric error bars accordingly.

Radio: angular dependence of the antenna model

We account for the uncertainty in the angular dependence of the antenna model. The
overall calibration of the antenna model is handled separately [31]. Measurements have been
made using a reference source attached to an octocopter that showed that the received power
as a function of direction, based on the antenna model, is in general agreement with measure-
ments [56]. In order to estimate the remaining uncertainty, we offset the antenna model by
± 1◦ and ± 5◦ in the zenith direction. Events are then reprocessed with the offset antenna
model to determine the effect on reconstructed energy. The ratio between the energy recon-
structed with the offset and without the offset for each event is shown in Fig. 7. We take
an uncertainty of ± 5%, which is reflective of the distributions of the energy reconstruction
ratio with the model offset 5◦. This is a conservative estimate, because in practice, each
antenna may have a slightly different offset in different directions, in which case the effect of
the antenna model will have less impact on the final energy.

Radio: temperature dependence

There was no apparent seasonal or temperature dependence found in the antenna gain.
This was determined by looking at the average power contained in the background of event
traces over the course of the year. The dominant contribution to the background radio signal
is Galactic noise. While the same sky is visible over 24 hours in local sidereal time, the
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Figure 7. The ratio between energy reconstructed with antenna model offsets and the original model.
Offsets of ± 1◦ and ± 5◦ were applied.

portion that is visible during nighttime and daytime hours changes from winter to summer;
more Galactic emission is visible at night in the winter. There are more LBA observations in
night hours, and so the average power increases in the winter months. The effect is that there
is 10% more noise power in the traces, but this effect is simply an offset and not multiplicative,
and is handled in the data processing pipeline. We also do not see any degradation in the
average antenna signal over time.

Particle: scintillator response variation

The response of the scintillators varies over time. We characterize the variation of each
scintillator by looking at the daily average energy deposit. The variation is then determined
by taking the standard deviation of average energy deposits. There is no apparent systematic
variation with temperature, degradation over time, or correlation between detectors. In order
to propagate this uncertainty into the energy reconstruction, we repeat the analysis while
adjusting the scintillator calibration, or equivalently, the conversion factor from deposited
energy in ADC units into MeV. Since the variation in each scintillator is uncorrelated, the
adjustment to each scintillator’s calibration is made by selecting a new value from a Gaussian
distribution with the original conversion factor as the mean, and variation as the standard
deviation. This process was repeated three times, and the maximum effect on the resulting
energy scale was 2.5%.

A.2 Systematic Uncertainties

Radio: antenna calibration

The antenna and signal chain calibration is the dominant systematic uncertainty in
the radio-based energy reconstruction at 13%. The calibration is based on modeling the
propagation of Galactic noise through the LOFAR signal chain. Details are given in [31].
The dominant contribution to the uncertainty on the calibration is the uncertainty on the
underlying models predicting the brightness temperature of the galaxy, which contribute 11%.
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Radio: choice of simulation code

The simulated radio emission for this analysis was generated using CoREAS. CoREAS
determines radio emission from a given particle track in the cascade by applying the endpoint
formalism [29, 41]. There are other methods, including the approach taken in ZHAireS, which
implements the ZHS method [57, 58]. The agreement between the two simulation codes was
studied in [39], and the effect of choosing one code over the other on the energy scale was
determined to be less than 2.6%.

Radio and particle: hadronic interaction model

In order to determine the effect of the choice of hadronic interaction model used in
the CORSIKA simulation, ten events, with a minimum of 40 simulations each, were re-
analyzed using simulations produced with the Sibyll 2.3c [59] interaction model instead of
QGSJETII-04. This changed the resulting radio-based energy by 3% and particle-based
energy by 7%.

Particle: scintillator calibration

In order to calibrate the scintillators, or in other words, to find the conversion between
charge deposit in ADC counts and MeV, it is necessary to collect single muon events. This
is done in the field by setting the trigger threshold very low, and collecting a combination of
singly charged particle events (presumably dominated by muons) and noise triggers from a
single scintillator. Then, the most probable muon deposit from LORA data can be compared
to the most probable energy deposit based on GEANT4 simulated muon events using a realis-
tic detector description and arrival directions following a cos(θ)2 zenith angle distribution [32].
The resulting muon energy deposit distributions are shown in Fig. 8. The distribution shown
in red comes from simulation, and the blue distribution shows events measured in the field.
For the field events, the noise peak is also visible. We also measured the energy deposit of
single muon events in a laboratory setting, using a muon tower to ensure the triggered events
were exclusively single muons. The resulting distribution is shown in green. The field mea-
surements have a broader distribution due to the environment being less controlled, but the
peak of the distribution still represents the most probably muon energy deposit.

There is a systematic uncertainty associated with the calibration of the LORA scintil-
lators. By repeating the field calibration process a number of times, we find the standard
deviation of the calibration values for each scintillator. Then, this uncertainty is propagated
through the analysis, and new energy reconstructions are obtained. The average standard
deviation of the scintillator calibration value is ± 3%, which propagates into ± 3% uncer-
tainty in event energy. This is shown in Fig. 9. The histograms represent the ratio of energy
reconstructed with the standard calibration plus 3% (in blue), and minus 3% (in orange) to
the original energy reconstruction.

The spatial response of the scintillators was measured at Karlsruhe Institute of Technol-
ogy (KIT) and using a muon tracking detector which was originally used for muon tracking
in the KASCADE experiment [52]. The response is very uniform over the surface of the
scintillator, and is now included in LORA simulations [60].
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Figure 8. Distributions of energy deposits from single muons. The distribution in red shows the
GEANT4 simulated deposits. The green and blue lines represent muon energy deposits measured in
the lab and field, respectively.

Figure 9. Ratio of energy reconstructed with the standard calibration plus 3% (in blue), and minus
3% (in orange) to the original energy reconstruction.
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J. Dettmar27, G. van Diepen3, S. Duscha3, J. Eislöffel28, D. Engels29, J. E. Enriquez2, R. A. Fallows3,

R. Fender35, C. Ferrari30, W. Frieswijk3, M. A. Garrett3,31, J. M. Grießmeier32,33, A. W. Gunst3,

M. P. van Haarlem3, T. E. Hassall21, G. Heald3,13, J. W. T. Hessels3,23, M. Hoeft28, A. Horneffer5,

M. Iacobelli3, H. Intema31,34, E. Juette27, A. Karastergiou35, V. I. Kondratiev3,36, M. Kramer5,44,

M. Kuniyoshi37, G. Kuper3, J. van Leeuwen3,23, G. M. Loose3, P. Maat3, G. Mann20, S. Markoff23,

R. McFadden3, D. McKay-Bukowski38,39, J. P. McKean3,13, M. Mevius3,13, D. D. Mulcahy21,

H. Munk3, M. J. Norden3, E. Orru3, H. Paas40, M. Pandey-Pommier41, V. N. Pandey3, M. Pietka35,

R. Pizzo3, A. G. Polatidis3, W. Reich5, H. J. A. Röttgering31, A. M. M. Scaife21, D. J. Schwarz42,
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Cosmic rays are the highest energy particles found in nature. Measurements of the mass

composition of cosmic rays between 1017 eV and 1018 eV are essential to understand whether

this energy range is dominated by Galactic or extragalactic sources. It has also been proposed

that the astrophysical neutrino signal1 comes from accelerators capable of producing cosmic

rays of these energies2. Cosmic rays initiate cascades of secondary particles (air showers) in

the atmosphere and their masses are inferred from measurements of the atmospheric depth

of the shower maximum, Xmax
3, or the composition of shower particles reaching the ground4.

Current measurements5 suffer from either low precision, and/or a low duty cycle. Radio

detection of cosmic rays6–8 is a rapidly developing technique9, suitable for determination of

Xmax
10, 11 with a duty cycle of in principle nearly 100%. The radiation is generated by the

separation of relativistic charged particles in the geomagnetic field and a negative charge

excess in the shower front6, 12. Here we report radio measurements of Xmax with a mean

precision of 16 g/cm2 between 1017− 1017.5 eV. Because of the high resolution in Xmax we

can determine the mass spectrum and find a mixed composition, containing a light mass

fraction of ∼ 80%. Unless the extragalactic component becomes significant already below

1017.5 eV, our measurements indicate an additional Galactic component dominating at this

energy range.

Observations were made with the Low Frequency Array (LOFAR13), a radio telescope con-

sisting of thousands of crossed dipoles, with built-in air shower detection capability14. LOFAR

records the radio signals from air showers continuously while running astronomical observations

simultaneously. It comprises a scintillator array (LORA), that triggers the readout of buffers, stor-
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ing the full waveforms received by all antennas.

We have selected air showers from the period June 2011 - January 2015 with radio pulses

in at least 192 antennas. The total uptime was ∼150 days, limited by construction and commis-

sioning of the telescope. Showers that occurred within an hour from lightning activity, or have a

polarisation pattern that is indicative of influences from atmospheric electric fields are excluded

from the sample15.

Radio intensity patterns from air showers are asymmetric due to the interference between ge-

omagnetic and charge excess radiation. They can be reproduced from first principles by summing

the radio contributions of all electrons and positrons in the shower. We use the radio simulation

code CoREAS16, a plug-in of CORSIKA17, which follows this approach.

It has been shown that Xmax can be accurately reconstructed from densely sampled radio

measurements18. We use a hybrid approach, simultaneously fitting the radio and particle data. The

radio component is very sensitive to Xmax, while the particle component is used for the energy

measurement.

The fit contains four free parameters: the shower core position (x,y), and scaling factors

for the particle density fp and the radio power fr. If fp deviates significantly from unity, the

reconstructed energy does not match the simulation and a new set of simulations is produced. This

procedure is repeated until the energies agree within uncertainties. The ratio between fr and fp

should be the same for all showers and is used to derive the energy resolution of 32% (see Figure

6



1).

The radio intensity fits have reduced χ2-values ranging from 0.9 to 2.9. All features in

the data are well reproduced by the simulation (see Extended Data Figs. 1-5), demonstrating that

the radiation mechanism is now well-understood. The reduced χ2-values exceeding unity may

indicate remaining uncertainties in the antenna response, atmospheric properties, or limitations of

the simulation software.

Radio detection becomes more efficient for higher-altitude showers that have larger foot-

prints. The particle trigger, however, becomes less efficient since the number of particles reaching

the ground decreases. To avoid a bias, we require that all the simulations produced for a shower

pass the trigger criteria. Above 1017 eV this cut removes 4 showers from the sample. At lower

energies, this number rapidly increases, and we exclude all showers below 1017 eV from this anal-

ysis.

Furthermore, we evaluate the reconstructed core positions of all simulated showers. Showers

with a mean reconstruction error above 5 m are rejected. This cut does not introduce a composition

bias, because it is based on the sets of simulated showers, and not on the data. The final event

sample contains 118 showers.

The uncertainty on Xmax is determined independently for all showers18, and has a mean value

of 16 g/cm2 (see Extended Data Figure 6). Figure 2 shows our measurements of the average

Xmax, which are consistent with earlier experiments using different methods, within statistical un-
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certainties. The high resolution for Xmax per shower allows us to derive more information on the

composition of cosmic rays, by studying the complete shape of the Xmax distribution. For each

shower, we calculate:

a =
〈Xproton〉−Xshower

〈Xproton〉−〈Xiron〉
(1)

where Xshower is the reconstructed Xmax, and 〈Xproton〉 and 〈Xiron〉 are mean values predicted by the

hadronic interaction code QGSJETII.0419.

The cumulative probability density function (CDF) for all showers is plotted in Fig. 3. First,

we fit a 2-component model of proton and iron nuclei, with the mixing ratio as the only free

parameter. To calculate the corresponding CDFs we use a parametrisation of the Xmax distribution

fitted to simulations based on QGSJETII.04. The best fit is found for a proton fraction of 62%, but

it describes the data poorly with a p-value of 1.1×10−6.

A better fit is achieved with a four-component model (p+He+N+Fe), yielding a p-value of

0.17. While the best fit is found for a Helium fraction of 80%, the fit quality deteriorates only

slowly when replacing helium by protons. This is demonstrated in Figure 4 where the p-value is

plotted for four-component fits where the fractions of helium and proton are fixed, and the ratio

between N and Fe is left as the only free parameter. The total fraction of light elements (p+He) is in

the range [0.38,0.98] at 99% confidence level, with a best fit value of 0.8. The heaviest composition

that is allowed within systematic uncertainties still has a best fit p+He fraction of 0.6, and a 99%

confidence level interval of [0.18, 0.82]. The online method section contains information about the

systematic uncertainties and the statistical analysis.
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The abundances of individual elements depend on the hadronic interaction model. The Xmax

values predicted by EPOS-LHC20 are on average 15-20 g/cm2 higher than QGSJETII.04 (see

Fig. 2). This coincides with the separation between, for example, protons and deuterium or be-

tween helium and beryllium. We therefore prefer to present our result as a total fraction of light

elements, instead of placing too much emphasis on individual elements.

Recent results for the Pierre Auger Observatory indicate that the cosmic ray composition at

1018 eV, just below the ankle, can be fitted with a mixture of protons and either helium (QGSJET.II04)

or nitrogen (EPOS-LHC)3. With decreasing energy, their proton fraction drops, while their helium

(or nitrogen) fraction rises, down to the threshold energy of 7 · 1017 eV. An extrapolation of this

trend to our mean energy of 3 · 1017 eV connects smoothly to our best fitting solution in which

helium dominates.

KASCADE-Grande has reported an ankle-like feature at 1017.1 eV, where the spectral index

for light elements changes to γ=−2.79±0.084. However, they find a light particle (p+He) fraction

below 30% at 3× 1017 eV (based on their Figure 4), considerably lower than our value. In con-

trast to LOFAR and Auger, their composition measurements are based on the muon/electron ratio.

Auger has reported a muon excess compared to all commonly used hadronic interaction models21.

Inaccurate predictions of muon production, or 〈Xmax〉, can be the cause of the discrepancy in the

fraction of light particles between LOFAR and KASCADE-Grande.

If the knee in the all-particle spectrum near 3×1015 eV corresponds to the proton or helium

cut-off of the main Galactic cosmic-ray population, the corresponding iron cut-off would lie at most
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at an energy 26 times larger. If this population still dominates at 1017 eV, the mass composition

should be dominated by heavy elements at that energy. Therefore, the large component of light

elements observed with LOFAR must have another origin.

In principle, it is possible that we observe an extragalactic component. In that case the ankle

in the cosmic-ray spectrum, slightly above 1018 eV, does not indicate the transition from Galactic

to extragalactic origin. Instead, it can be explained as the imprint of pair production on the cosmic

microwave background on an extragalactic proton spectrum22. However, since this feature only

appears for a proton-dominated flux it is in tension with our data that favours a mixture of light

elements.

A second Galactic component, dominating around 1017 eV, can be produced by a class of

extremely energetic sources (Galactic exatrons), like the explosions of Wolf Rayet stars into their

stellar winds23, or past Galactic gamma-ray bursts24. Alternatively, the original Galactic population

could be reaccelerated by the Galactic wind termination shock25. Such scenarios predict mixtures

of light elements, consistent with our results.
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Figure 1 |Energy resolution. The distribution of fr/ fp is fitted with a Gaussian, yielding σ= 0.12

on a logarithmic scale, corresponding to an energy resolution of 32%. This value is actually the

quadratic sum of the energy resolution of the radio and particle resolutions. In this analysis, there

was no absolute calibration for the received radio power yet, so fr has an arbitrary scale.
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Figure 2 | Measurements of 〈Xmax〉. The mean depth of shower maximum as a function of en-

ergy is plotted for LOFAR and earlier experiments based on different techniques26–29. Error bars

indicate one-sigma uncertainties. The systematic uncertainties are +14/-10 g/cm2 on 〈Xmax〉 and

27% on energy and are indicated with a shaded band. The Pierre Auger Observatory measures the

fluorescence light emitted by atmospheric molecules excited by air shower particles. Hires/MIA

used a combination of the fluorescence technique and muon detection. The Tunka and Yakutsk ar-

rays use non-imaging Cherenkov detectors. The green (upper) lines indicate the 〈Xmax〉 for proton

shower simulated with QGSJETII.04 (solid) and EPOS-LHC (dashed). The blue (lower) lines are

for showers initiated by iron nuclei.
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Figure 3 | Composition model fits. The cumulative probability density of the parameter a (see

Eqn. 2) is plotted for the data (blue line, shading indicates the range where the p-value> 0.01)

and several models, based on QGSJETII.04 simulations. A set that contains only proton showers

is centered around a = 0 and has a large spread, while iron showers give a small spread around

a = 1. A two-component model of proton and iron yields the best fit for a proton fraction of 62%,

but does not describe the data well with a p-value of 1.1× 10−6. A four-component model gives

the best fit at 0% proton, 79% helium, 19% nitrogen, and 2% iron,with a p-value of 0.17. The

uncertainty on these values is explored in Figure 4.
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Figure 4 | p-value distribution for four-component model. The four-component model is ex-

plored further by keeping the proton and helium fractions fixed at all possible combinations, and

solving for the nitrogen/iron ratio. The p-value (see Fig. 3) is plotted as a function of the proton and

helium fraction. The optimal fit is found at 0% proton and 79% helium (p=0.17), but the deviation

only deteriorates slowly when replacing helium with proton. The thick black contour line contains

all combinations for which p > 0.01. At this significance level the total fraction of light elements

(p+He) lies between 0.38 and 0.98.
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Extended Data Figure 1 | Fitted lateral distributions. Lateral distribution of radio pulse power

for all 118 measured showers (red circles) and the corresponding best-fitting CoREAS simulation

(blue squares).
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Extended Data Figure 2 | Fitted lateral distributions. Continuation of Extended Data Figure 1.
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Extended Data Figure 3 | Fitted lateral distributions. Continuation of Extended Data Figure 2.
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Extended Data Figure 4 | Fitted lateral distributions. Continuation of Extended Data Figure 3.

22



0

0.5

1.0
ID 152763723 ID 154029264

0

0.5

1.0

T
o
ta

l 
p
o
w

e
r 

(a
.u

.)

ID 154054440 ID 154385690

0

1
0
0

2
0
0

3
0
00

0.5

1.0
ID 154386887

0

1
0
0

2
0
0

3
0
0

Distance to shower axis (m)

ID 154653327

Extended Data Figure 5 | Fitted lateral distributions. Continuation of Extended Data Figure 4.
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Extended Data Figure 6 |Distribution of uncertainty on Xmax The distribution of the uncertainty

on Xmax for all showers used in this analysis. The mean value is 16 g/cm2.
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Extended Data Figure 7 | Energy reconstruction Distributions of the ratio between true and

reconstructed energy for proton (blue, solid) and iron showers (red, dashed). The two types of

showers have a systematic offset of the order of ∼ 1%.
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Methods

Event selection Cosmic ray detection at LOFAR continuously runs in the background during

astronomical observations. When 16 out of the 20 scintillator stations of the LORA particle array

detect a signal, a trigger is issued and the ring buffers of all active antennas within a ∼ 1 km

radius are stored for offline analysis14. Which antennas are active depends on the settings of the

astronomical observation. For this analysis we have selected showers that were measured with at

least 4 antenna stations (corresponding to at least 192 antennas) in the low band (30 - 80 MHz after

filtering)

The trigger and selection criteria introduce a composition bias. This bias is removed with a

cut based on dedicated sets of simulations that are produced for each observed shower. These sets

contain 50 proton and 25 iron showers, that span the whole range of possible shower depths. A

shower is only accepted when all simulations in its set pass the triggering and selection criteria.

This anti-bias cut removes many showers below 1017 eV, but only 4 above that energy. In this

analysis, we restrict ourselves to the higher-energy showers and impose a cut on energy Ereco >

1017 eV.

The energy cut itself is another potential source of compositional bias, as the reconstructed

energy might be dependent on the depth of the shower. However, in our reconstruction approach

this effect is very small because energy and Xmax are fitted simultaneously. Extended Data Fig-

ure 7 shows distributions of the ratio between true and reconstructed energy for proton and iron

simulations. The systematic offset between the two particle types is of the order of ∼ 1%.
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We used data from the Royal Netherlands Meteorological Institute to check for lightning

storm conditions during our observations. When lightning strikes have been detected in the North

of the Netherlands within an hour from a detection, the event is flagged and excluded from the

analysis. The presence of electric fields in the clouds can severely alter the radio emission even in

the absence of lightning discharges30. The polarisation angle of the radio pulse is very sensitive

to the nature of the emission mechanism 15, 31 and is used as an additional veto against strong field

conditions.

Finally, a quality cut is imposed on the sample in order to only include showers that have a

core position and arrival direction that allows accurate reconstruction. We use the dedicated sets

of simulations produced for each shower to derive uncertainties on core position, energy and Xmax.

These three values are highly correlated, so a single cut on the core uncertainty of σcore < 5 m is

sufficient.

The quality cut is based on the dedicated sets of simulations. These sets are produced for a

specific combination of core position and arrival direction. Therefore, the quality cut is effectively

a cut on position and direction, and does not introduce a composition bias.

Furthermore, we stress that there is no cut on the quality of the reconstruction of the actual

data. By applying the cuts described above we obtain a sample of 118 showers that are fitted

to the simulation yielding reduced χ2-values in the range 0.9-2.9. Deviations from unity can be

ascribed to uncertainties in antenna response, atmospheric properties like the index of refraction,

or limitations of the simulation software.
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Reconstruction The energy and Xmax of the shower are reconstructed with the technique described

in Buitink et al. (2014)18.

Statistical uncertainty The statistical uncertainty on the power measurements of individual an-

tennas include three contributions. First, there is contribution from the background noise which

is a combination of system noise and the Galactic background. Secondly, there is a contribution

from uncertainties in the antenna response model. There can be differences between the responses

of antennas, either because of antenna properties (e.g. cross-talk between nearby antennas), or be-

cause of signal properties (e.g. polarisation). Since these fluctuations are different for each shower

core position and arrival direction, they are essentially random and included as a 10% statistical

uncertainty on the power. A third contribution is due to the error introduced by interpolating the

simulated pulse power. Strictly speaking this is not a measurement uncertainty, but it must be taken

into account when fitting the data to simulation. The interpolation error is of the order of 2.5% of

the maximum power18. The three contributions are added in quadrature and produce the one sigma

error bars shown in Extended Data Figures 1-5.

The statistical uncertainty on Xmax is given by the quadratic sum of the uncertainties due

to reconstruction technique and the atmospheric correction. The former is found by applying our

analysis to simulated events with added Gaussian noise, where the noise level is determined from

the data.

In the CORSIKA simulations the standard US atmosphere model was used. The recon-

structed shower depth is corrected for variations in the atmosphere using data from the Global
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Data Assimilation System (GDAS) of the NOAA National Climatic Data Center. We follow a

procedure developed by the Pierre Auger collaboration32. This typically leads to adjustments of

the order of 5–20 g/cm2. Remaining uncertainty after correction if of the order of 1 g/cm2

The index of refraction of air is a function of temperature, air pressure, and relative humidity.

Using local weather information the final data sample was split in two equal size groups corre-

sponding to conditions with relatively high or low index of refraction. The mean reconstructed

Xmax of these groups deviate from the mean by ±5 g/cm2, and we adopt this value as an additional

statistical uncertainty. Because the refractivity used in simulation corresponds to dry air there is

also an associated systematic error (see below).

The total statistical uncertainty on Xmax is found by adding above factors in quadrature. A

distribution of the uncertainty for the showers in our final sample is shown in Extended Data

Figure 6.

The energy resolution is 32% and is found by comparing energy scaling factors of the radio

power and particle density fit (see Figure 1).

Systematic effects The data has been subjected to several tests to find the systematic uncertainty

on the reconstructed values for Xmax:

• Zenith angle dependence The final data sample is split into two groups of equal size by

selecting showers with a zenith angle below or above 32 degrees. For both groups the mean
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reconstructed Xmax is calculated, yielding deviations from the mean value of ±8 g/cm2. This

spread is larger than expected from random fluctuations alone and is included as a systematic

uncertainty. The dependence on zenith angle may be related with atmospheric uncertainties

(see below).

• Index of refraction of air As explained above, the index of refraction changes because of

differences in atmospheric conditions. Fluctuations on Xmax due to changing humidity are

of the order of 5 g/cm2 with respect to the mean. However, the index of refraction that was

used in the radio simulations corresponds to dry air, and is a lower bound to the actual value.

Therefore, the real value of Xmax can be higher than the reconstructed value but not lower,

and we adopt an asymmetrical systematic uncertainty of +10 g/cm2.

• Hadronic interaction model Since the reconstruction technique is based on full Monte Carlo

simulations, it is sensitive to the choice of hadronic interaction model that is used. It has

been shown with a comparison between QGSJETII.04, SYBILL 2.1, and EPOS-LHC, that

the uncertainty due to model dependence is ∼ 5 g/cm2. Note that the uncertainty on the

composition due to different models (in other words: on how to interpret the measured Xmax

values) is of course larger.

• Radiation code For this analysis we have used the radiation code CoREAS in which the

contributions of all individual charges to radiation field are added together. The advantage

of this microscopic approach is that it is completely model-independent and based on first

principles. ZHAireS34 is another microscopic code and gives very similar results35. To cal-

culate the emission CoREAS uses the end-point formalism36, while ZHAireS is based on the
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ZHS algorithm37. Both formalisms are derived directly from Maxwell’s equations and have

been shown to be equivalent38. The other difference between CoREAS and ZHAires is that

they take the particle distribution from different air shower propagation codes (CORSIKA

and AIRES respectively) that internally use different hadronic interaction models. Since

the radiation formalisms themselves are equivalent, small differences between CoREAS and

ZHAireS are most likely due to differences in the hadronic interaction models used to sim-

ulate the particle interactions. The choice of radiation code does therefore not introduce an

additional systematic uncertainty on top of the uncertainty to hadronic interaction models that

is already included. A comparison study with LOFAR data did also not show any evidence

for a systematic offset between the codes and will be published in an upcoming paper.

The remaining small dependence of Xmax on zenith angle is possibly related to the index of refrac-

tion. Showers with different inclination angles have their shower maximum at different altitudes,

and therefore different local air pressure and index of refraction. Therefore, increasing the index

of refraction used in simulations will result in a zenith-dependent change in reconstructed Xmax.

This possibly removes the observed dependence of the composition on zenith angle. Correctly

taking into account a complete atmospheric model for the profile of the refractivity of air is subject

of further study. Here, we treat the effect conservatively by adding the first two contributions to

the uncertainty linearly. The other two contribution are independent and are added in quadrature,

yielding a total systematic uncertainty of +14/−10 g/cm2.
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The systematic uncertainty on the energy reconstruction with the LORA particle detector

array is 27%, which includes effects due to detector calibration, hadronic interaction models, and

the assumed slope of the primary cosmic-ray spectrum in the CORSIKA simulations33, 39

Statistical analysis For each observed shower, we calculate:

a =
〈Xproton〉−Xshower

〈Xproton〉−〈Xiron〉
(2)

where Xshower is the reconstructed Xmax, and 〈Xproton〉 and 〈Xiron〉 are mean values predicted by

QGSJETII.0419. Thus a is an energy-independent parameter that is mass sensitive. A pure proton

composition would give a wide distribution of a centered around zero, while a pure iron composi-

tion gives a narrower distribution around unity.

From the measurements we construct a cumulative distribution function (CDF) in the fol-

lowing Monte Carlo approach. A realisation of the data is made by taking the measured values

for the energy and Xmax, adding random fluctuations based on the statistical uncertainty of these

parameters, and calculating the a parameters and the corresponding CDF. By constructing a large

number of realisations with different random fluctuation, we can calculate the mean CDF and the

region that contains 99% of all realisations. These are indicated in Figure 3 as the solid blue line

and the shaded region respectively.

We fit theoretical CDFs based on composition with two or four mass components to the data.

The test statistic in the fit is the maximum deviation between the data and the model CDFs. The

p-value is given by the probability of observing this deviation, or a larger one, assuming the fitted
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composition model.

We first use a two-component model of proton and iron nuclei, where the mixing ratio is the

only free parameter. The best fit is found for a proton fraction of 62%, but it describes the data

poorly with a p-value of 1.1×10−6.

A better fit is achieved with a four-component model (p+He+N+Fe), yielding a p-value of

0.17. While the best fit is found for a Helium fraction of 80%, the fit quality deteriorates only

slowly when replacing helium by protons. This is demonstrated in Figure 4 where the p-value

is plotted for four-component fits where the fractions of helium and proton are fixed, and the

ratio between N and Fe is left as the only free parameter. The solid line in this Figure contains the

parameter space where p > 0.01. We construct a 99% confidence level interval on the total fraction

of light elements (p+He) by finding the two extreme values of this fraction that still lie within the

p > 0.01 region.

The total fraction of light elements (p+He) is in the range [0.38,0.98] at 99% confidence level,

with a best fit value of 0.8. The heaviest composition that is allowed within systematic uncertainties

(see above) still has a best fit p+He fraction of 0.6, and a 99% confidence level interval of [0.18,

0.82].
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Abstract

We present an updated cosmic-ray mass composition analysis in the energy range 1016.8 to 1018.3 eV from
334 air showers measured with the LOFAR radio telescope, and selected for minimal bias. In this energy
range, the origin of cosmic rays is expected to shift from galactic to extragalactic sources. The analysis is
based on an improved method to infer the depth of maximum Xmax of extensive air showers from radio
measurements and air shower simulations.

We show results of the average and standard deviation of Xmax versus primary energy, and analyze the
Xmax-dataset at distribution level to estimate the cosmic ray mass composition. Our approach uses an
unbinned maximum likelihood analysis, making use of existing parametrizations of Xmax-distributions per
element. The analysis has been repeated for three main models of hadronic interactions.

Results are consistent with a significant light-mass fraction, at best fit 23 to 39 % protons plus helium,
depending on the choice of hadronic interaction model. The fraction of intermediate-mass nuclei dominates.
This confirms earlier results from LOFAR, with systematic uncertainties on Xmax now lowered to 7 to
9 g/cm2.

We find agreement in mass composition compared to results from Pierre Auger Observatory, within
statistical and systematic uncertainties. However, in line with earlier LOFAR results, we find a slightly
lower average Xmax. The values are in tension with those found at Pierre Auger Observatory, but agree
with results from other cosmic ray observatories based in the Northern hemisphere.

Keywords: Cosmic rays, radio detection, composition

1. Introduction

Cosmic rays arrive at the Earth’s atmosphere in an energy range from below 109 to above 1020 eV. Upon
interacting in the atmosphere, they produce a cascade of secondary particles called extensive air shower,
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which is measurable in ground-based detector arrays for energies above about 1014 eV. At the high end
of the energy spectrum, these particles have the highest energy of the known particles in the Universe.
Therefore, the questions about their origin and their mass composition have raised considerable interest,
and cosmic-ray air showers are measured in observatories around the world. The largest is the Pierre Auger
Observatory in Argentina [1, 2], spanning an area of 3000 km2.

In this analysis, we study cosmic rays with a primary energy between 1016.8 and 1018.3 eV, the energy
range where a transition is expected from particles originating from within the Galaxy, to an extragalactic
origin. Heavy nuclei from the Galaxy are expected to reach higher energies than protons, as they are more
easily magnetically contained due to their higher charge (i.e., the Hillas criterion [3]). Therefore, composition
measurements in this energy region are interesting for comparison with models of cosmic-ray sources and
propagation. For instance, in [4] it is argued that a secondary Galactic component may (still) dominate
around 1017 eV. In one scenario where supernovas of Wolf-Rayet stars are the main sources, one expects
a rather low proton fraction together with a higher helium and C/N/O fraction, before proton-dominated
extragalactic cosmic rays take over around 1018 eV.

Along the track of an air shower, the number of secondary particles reaches a maximum, at a depth
expressed in g/cm2 of traversed matter, referred to as Xmax. This maximum is reached for almost all
showers in our energy range, typically at altitudes of 2 to 7 km. At a given primary energy, Xmax depends
on the mass of the primary particle. It is different for protons compared to heavy nuclei, both on average
and in distribution. The shift in average Xmax with respect to protons is approximately proportional to lnA,
for particles with atomic mass number A, where protons have the deepest shower maximum on average.
Thus, measuring Xmax for a collection of air showers gives information about their composition, and is the
basis for the present analysis.

There are three main techniques for measuring Xmax: (i) measuring fluorescence light along the trail
of the air shower, (ii) measuring Cherenkov light, and (iii) measuring the radio signal using antennas on
the ground [5, 6]. Measuring secondary particles on the ground, especially the electron/muon ratio, yields
composition information without (explicitly) measuring Xmax. The radio detection technique has shown
substantial development in recent years, leading to a method to determine Xmax with a resolution about
20 g/cm2 [7]. The method has been demonstrated using the LOFAR radio telescope, showing that the cosmic
rays around 1017 eV have a considerable light-mass component [8]. Here, we present a method which has
been improved on several points, thus lowering the systematic uncertainties, and an extended dataset.

The method relies on air shower simulations tracking individual particles, and summing up their contri-
butions to the radio signal measured on the ground. For this, the CORSIKA [9] simulation program has
been used, with its plugin CoREAS [10] for computing the radio signal. For an ensemble of simulated air
showers, their lateral intensity distribution or ‘radio footprint’ is fitted to the measurements, from which
Xmax and the energy of the measured shower are reconstructed.

The Xmax-distributions for the different elements have substantial overlap. Achieving low systematic un-
certainties onXmax is therefore a crucial point for composition measurements, besides a goodXmax-resolution
per shower. This is done by a fiducial sample selection based on the CoREAS simulations per shower, and
lowering known contributions to systematic uncertainties where possible. For example, in [11] it was shown
that accurately representing local atmospheric conditions (refractive index) at the time of the air shower,
removes a systematic error of 4 to 11 g/cm2.

Other improvements to the analysis include a radio-only reconstruction of both Xmax and energy, the
latter using a new calibration based on Galactic emission [12] which halves the systematic energy uncertainty
compared to the earlier particle-based treatment. Using a fast pre-computation of shower simulations with
CONEX [13] streamlines the reconstruction, as showers can be pre-selected for their Xmax. The selection
criteria to obtain a bias-free Xmax sample have been improved, and a refined statistical analysis has been
done. All these increase the accuracy of the composition analysis, by lowering systematic and/or statistical
uncertainties.

The Low Frequency Array (LOFAR) [14] is a radio telescope consisting of many separate antennas. The
core region in the north of the Netherlands has a high density of antennas. The antennas are grouped in
stations, each of which in the Netherlands contains 96 low-band antennas (LBA), working in the 10 to 90 MHz
range, and 48 high-band antennas (HBA) operating at 110− 240 MHz. The center of LOFAR is a circular
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area of 320 m diameter, with six of those stations. In a core region of about 6 km2, there are 18 more
stations. LOFAR uses ring buffers to store up to 5 seconds of the raw measured signals at each antenna,
which are used to measure the radio signals of air showers. For air shower measurements, we use signals
from the low-band antennas, filtered to 30 to 80 MHz.

To trigger a buffer readout when an air shower arrives, a particle detector array called LORA (LOFAR
Radboud Air shower Array) [15] is located inside the innermost ring of LOFAR. With 20 scintillator detectors
monitored in real time, a trigger is sent to LOFAR when a threshold of 13 coincident detections is reached,
a level which is optimal for our purposes.

The paper is organized as follows: in Sect. 2, we present the method of fitting air shower simulations
to measured data to infer Xmax. Furthermore, we discuss the selection criteria used to obtain a bias-free
sample of showers. In Sect. 3, the statistical analysis to infer particle composition from the Xmax values is
explained. The results are split into two sections, Sect. 4 for the Xmax distribution from our dataset, and
Sect. 5 for the composition results. A summary is given in Sect. 6.

2. Method

The discussion of the methods is split into five sections. After an introduction to the use of CORSIKA
and CoREAS simulations, we give a brief review of the procedure to infer Xmax for individual measured
air showers. A more detailed explanation is found in [7]; the details that have changed in this version are
given below. The method to estimate the primary energy, and its uncertainties, are discussed in Sect. 2.3.
We show how including the local atmospheric conditions into the simulations leads to improved accuracy.
Finally, we explain our method to select showers in order to create an unbiased sample.

2.1. CORSIKA/CoREAS simulations

For the reconstruction of LOFAR-measured air showers, we use CORSIKA (version 7.7100) to simulate
air showers, with its plugin CoREAS which calculates the radio emission from the particle showers. The
simulation uses a ‘microscopic’ approach: it simulates individual particles and their contribution to radio
emission, as they are produced along the evolution of the shower. Air showers are simulated from a Monte
Carlo approach to particle interactions, and applying classical electrodynamics (Maxwell’s equations) to
obtain the radio signal at the antennas. For the particle part, three main models of hadronic interactions have
been considered: QGSJetII-04 [16], EPOS-LHC [17], and Sibyll-2.3d [18] [19]. Their differences represent
the intrinsic (systematic) uncertainty on hadronic interactions at the high energy levels of cosmic rays in
our energy range and beyond.

The radio signals are calculated from first principles, i.e., without free parameters other than those
from discretization approaches, which are set to values fine enough to reach convergence in results. This is
important for accuracy in reconstructing Xmax. Calculations are based on the ‘endpoint formalism’ presented
in [20]. In particular, there is no distinction between separate emission mechanisms such as geomagnetic
and charge-excess contributions (see e.g. [21]), as these are naturally included. The radio signals at ground
level are a (coherent) superposition of contributions from particles along the shower track, propagated
geometrically to the antennas. Therefore, one reconstructs essentially the (geometric) distance to Xmax

from the radio signals.
When fitting simulated air showers to LOFAR measurements, close agreement is found, for pulse energy

[8] as well as for detailed measurements such as circular polarization [22]. Comparisons of results from
Corsika/CoREAS with another simulation program based on the same principles, ZHAireS [23], show close
agreement [6, 24, 25], and remaining differences are ascribed to details in the simulation of particle interac-
tions. The given detailed and, where possible, parameter-free approach, together with agreement between
different extensively developed simulation codes, gives a solid basis for accurate air shower reconstructions.

2.2. Using CoREAS simulations to estimate Xmax of measured air showers

Starting point is a set of air showers measured with LOFAR. When an event is triggered by the particle
detector array LORA, its radio dataset is passed through our analysis pipeline [26]. Its primary output
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parameter for this analysis is pulse ‘energy’, defined as the square of the measured voltage in an antenna,
integrated over a time window of 55 ns (11 samples) around the pulse maximum. When reconstruction
quality criteria are passed, a dataset consists of pulse energy, including its uncertainty, per antenna in at
least 3 LOFAR stations, an accurate measurement of the incoming direction, and an initial estimate of Xmax

and primary energy from fitting a (parametrized) lateral distribution function [27]. The initial estimates
are used as a starting point for the simulations. Simulations are iterated if the initial parameters are found
to be inaccurate. Therefore, the final estimates do not depend on them.

For each shower measured with LOFAR, we produce an ensemble of CoREAS showers, spanning the
natural range of Xmax for protons and for iron nuclei. We use the QGSJetII-04 hadronic interaction model
[16] to produce the particle showers with CORSIKA. As simulation energy we use an estimate from fitting
an analytic description of the radio footprint [27], or an estimate from the particle detectors when the fit
failed to converge.

As a pre-computation stage we produce 600 showers with the fast simulation method CONEX, version
4.3700 [13], of which 150 have an iron primary while the others start from a proton. This is suitable to select
those random number seeds to span the natural range of Xmax roughly uniformly with about 15 showers.
The same random number seeds are used in the full CORSIKA (version 7.7100) simulations. The number of
CONEX showers is high enough to sample into the tails of the Xmax-distributions at a level corresponding
to the size of our final dataset (N = 334). The aim is twofold, to have simulated showers covering the entire
range of Xmax, which is important for the selection criteria for a bias-free sample (see Sect. 2.5), and to have
a region around the best-fitting Xmax with extra dense coverage, to improve precision.

Therefore, ten additional showers are simulated in a region of ±20 g/cm2 around the first Xmax estimate,
aiming to have a high density of simulations close to the reconstructed Xmax. The total number of simulated
showers is around 30 per measured shower. If the reconstructed Xmax deviates from the initial fit, extra
showers are simulated to match the dense region with the reconstructed Xmax. An example is shown in the
middle panel of Fig. 1; existing showers with Xmax > 700 fall outside the plotted vertical range.

The radio signal of each simulated shower is passed through our antenna model for the LOFAR LBA
antennas [26], and through the bandpass filter used in the data analysis, to be able to compare with LOFAR
data. The signal energy for each simulated shower is then matched per antenna to the LOFAR measurements.
In this fit, the core position and an overall scaling factor are free parameters. This gives a chi-squared value
for each shower:

χ2
radio =

∑
antennas

(
Pant − f2r Psim (xant − x0, yant − y0)

σant

)2

, (1)

where Pant and σant denote the measured signal energy and its uncertainty, and Psim is the simulated pulse
energy. The overall scaling factor is f2r , and (x0, y0) is the fitted shower core position. In contrast to the
method in [7], we perform the fit based on the radio signals only, making the radio reconstruction self-
sufficient. In the previous analysis, the fit included both radio and particle detector data. As a consequence,
showers for which the reconstruction cannot be done accurately without the particle detector signals are
now (automatically) discarded.

The result of the fitting procedure for one of our measured showers is shown in Fig. 1. In the left panel,
the best-fitting simulated shower is shown (background color) together with the measurements (colored
circles). The colored circles blend in well with the background color, indicating a good fit. This is confirmed
by the middle plot, showing a reduced χ2 of 1.3 for the best fit, and a clear minimum as a function of
Xmax. The right panel shows a one-dimensional representation of the simulated and measured intensities
per antenna.

We employ a Monte Carlo procedure, using the simulated ensemble of showers to infer the uncertainties
on Xmax, the energy and the shower core position. For each simulated shower in our ensemble we create
three mock datasets as they would have been measured, i.e., adding the noise level found in each LOFAR
antenna. They represent three different realisations of the random noise, at a fixed shower core position.
This simulated shower is then reconstructed through the above procedure, using the ensemble of all other
simulations. Statistically comparing the reconstructions with the real Xmax, core position, and radio scale
factor, which are known in simulations, yields their uncertainties. The uncertainties thus found are calculated
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Figure 1: An example of fitted CoREAS showers to a LOFAR-measured shower. The left panel shows simulated signal
energy along with the measurements, in the shower plane, for the best-fitting shower. The lateral intensity (and pulse energy)
distribution is not rotationally symmetric. The middle panel shows the reduced χ2 as a function of Xmax, with a parabolic fit
through the lower envelope denoted by the magenta line. The right panel shows a 1-D lateral distribution function, where red
points with uncertainties denote the measurements, and blue points denote the simulated intensities.

from the entire simulated ensemble, and are applicable to the measured shower as well as to each simulated
shower; this is important in the bias-free sample selection procedure explained in Sect. 2.5. This procedure,
relying on the reconstruction method described above, now also uses only the radio signals.

2.3. Estimate of the primary particle energy

We estimate the energy of the primary particle by comparing the pulse energy of the measured radio signal
with the predicted radio signal from CoREAS, which was produced at a given simulation energy obtained
from the initial fit. The intensity, and measured pulse energy, of the radio signal scale quadratically with
the primary energy [28, 29, 30]. Fitting CoREAS radio signal energy to LOFAR data produces an overall
scale factor. The square root of this is taken as a correction to the simulation energy, giving an estimate of
the primary particle energy. Moreover, following [24] we apply a correction factor of 11 % to the simulated
pulse intensities. This accounts for a finite step size (electron multiple scattering length) in tracking the
particle cascade in the simulation.

This procedure of matching simulated and measured pulse energy relies on an accurate absolute cali-
bration of the radio antennas at LOFAR. The calibration has been improved with respect to the previous
analysis [12]. It uses the emission from the Galaxy, which enters the measured time traces of the antenna
signals as ‘noise’. The galactic emission model LFMap [31] is used to obtain the contribution of each point
on the sky at a given (sidereal) time. This is integrated over the visible sky, using the antenna response as
known from [26]. Apart from this, the contributions of electronic noise in multiple stages of the signal chain
have been fitted, by comparing the measured variations with sidereal time to the curve from LFMap.

Uncertainties in the calibration, and in the directional dependence in the antenna model, translate
into systematic uncertainties on the energy estimates. The Xmax-estimate is, at least to lowest order, not
affected, as all signals arrive from the same direction (to within a degree) for a given air shower. Systematic
uncertainties on the calibration amount to 13 % in total, where the main contributor (by 11 %) is the
uncertainty on the sky temperature in our frequency range. The other, minor contributions are uncertainties
in the electronic noise levels and from the antenna model.

In [25], a cross-check is described between the energy scales determined from radio and from the particle
detectors, respectively. For the particle-based reconstruction, one compares the particle footprint from the
best-fitting Corsika shower to the signals at the LORA detectors. The conversion from particles reaching
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the ground to LORA signals is simulated using the GEANT4 simulation package [32], a procedure described
further in Sect. 2.5.1. Agreement within 10 % was found between the resulting energy scales from radio and
from particles.

Additional contributions to the systematic uncertainty on primary energy have been tested and were
found to be small. These arise from the choice of simulation code, and from the choice of hadronic interaction
model within the simulation code. Switching from CoREAS to ZHAireS [23] yields a difference below 3 %.
Thus, importantly, two independent simulation codes aimed at detailed simulations produce very close
radio energy levels. A cross-analysis of the QGSJetII-04 interaction model versus Sibyll-2.3c gives another
contribution of 3 %.

The resulting systematic uncertainty is 14 %, from adding the contributions in quadrature. This is a
considerable improvement from the 27 % in the previous analysis based on the particle detectors.

The statistical uncertainty on the energy estimate follows from our Monte Carlo uncertainty analysis
per shower (see Sect. 2.2). The average values for the uncertainties on energy and log-energy, i.e., σE and
σlogE , corresponds to 9 %. Again, this is a notable improvement over the 32 % uncertainty in [8], arising
from the large number of radio antennas compared to the 20 particle detectors used earlier.

2.4. Including local atmospheric parameters

To improve the accuracy of the simulations and the Xmax reconstructions, we have co-developed an
updated version of CORSIKA and CoREAS, which allows to include local atmospheric altitude profiles of
density and refractive index into the simulation runs (v7.7100 includes the update).

The atmospheric parameters at the time of each air shower are taken from the Global Data Assimilation
System (GDAS) [33], which gives pressure, temperature, and humidity in 24 layers in the atmosphere. These
are data used, e.g., in weather models.

The important quantities for us are the altitude profiles of density and refractive index. The density
profile determines the amount of matter traversed by the particles along the shower evolution, and therefore
the shower geometry depends on this. Due to natural variations in air pressure and temperature, the
geometric distance to Xmax may be under- or overestimated, leading to a systematic error per shower on
the order of 15 to 20 g/cm2. In the earlier analysis of [7], the GDAS density profile was used to correct to
first order the Xmax estimate from simulations using the US Standard Atmosphere.

The refractive index n and its variations are important for the radio emission processes. The refractive
index is a function of both the density and the humidity. Natural variations in n make the Cherenkov angle
wider or narrower, thus affecting the intensity footprint on the ground [11]. Typical variations of (n − 1)
are on the order of 4 %, and introduce a systematic error on the inferred Xmax. From simulations, this error
was found to be about 4 to 11 g/cm2, depending on the zenith angle.

Residual uncertainties in (n − 1) as taken from GDAS temperature, pressure, and humidity are about
0.5 %. From this, uncertainties on Xmax are on the order of 1 to 2 g/cm2, and will vary between positive
and negative from one shower to another, adding to the statistical uncertainty per shower. We have thus
removed a systematic uncertainty that is important for precision measurements.

In CORSIKA, five layers are used to parametrize the atmospheric density profile as a function of altitude.
In each layer (except for the top layer), the density is set to fall off exponentially with altitude, with a scale
height as a free parameter. We have used least-squares curve fitting to determine the optimal parameters to
match the five-layer model atmosphere to the GDAS representation [34]. The error on Xmax induced by the
five-layer approximation was found to be about 4 g/cm2, and adds to the statistical uncertainty per shower.
It introduces a systematic uncertainty of 1 to 2 g/cm2, depending on altitude, hence taken as 2 g/cm2.

2.5. Bias-free sample selection

In this section we show how to apply fiducial cuts, i.e., to reject showers that would introduce a com-
position bias to the sample. Cuts are made only based on the simulated ensemble of showers, not on the
measured data (for instance, through fit quality). For the composition measurement, we aim to obtain a
sample which is unbiased in Xmax. We do not expect, however, to obtain a sample reflecting the natural
cosmic-ray energy spectrum, as the effective exposure area, both on the ground and on the sky, depends
strongly on energy.
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A bias may arise from the particle detector trigger, which is reached more easily for showers penetrating
deeper into the atmosphere (high Xmax). Another, opposite source of bias arises from the radio detection
threshold. We require at least 3 LOFAR stations to detect significant pulses for a given shower. Showers
with low Xmax have a larger radio footprint, and hence are more likely to trigger three LOFAR stations.

We analyze each measured shower given its energy, reconstructed shower core position, and incoming
direction. The central requirement is that this shower would have produced a trigger in both the particle
detectors and in the radio data, if it had any other value of Xmax in the natural range. Moreover, it must
meet the core reconstruction quality criterion explained below. As noted in Sect. 2.2, our simulated ensemble
for each measured shower is based on a pre-selection from 600 random showers simulated with CONEX.
This sufficiently represents the natural range of Xmax, as our (final) dataset is smaller than this.

A dataset comprising all measured showers that meet this requirement is then unbiased in Xmax, so
this requirement is a sufficient condition. Due to the irregular array layout and moderate event count, a
per-shower inclusion criterion is more efficient than attempting to construct a fiducial volume in parameter
space (which would also be rather irregular).

2.5.1. Removing selection bias arising from the particle trigger

For each measured shower, we use the set of all simulated showers, including their particle content, to
see if each simulated shower would have triggered LORA.

For this, we use the GEANT4 simulation tool [32], which simulates the particles traversing the detectors
and their deposited energy. The simulation of the LORA detectors was also used in the measurement of the
cosmic-ray energy spectrum presented in [35]. Only if all showers in the ensemble are able to trigger, the
measured shower is included in the sample.

From CORSIKA we obtain a list of particles reaching the ground, with their respective positions and
momenta. In the GEANT4 simulation, this is converted to an energy deposit at the detector locations. We
divide the energy deposit by an average value of 6.2 MeV per particle. The value of 6.2 MeV arises from the
most probable energy deposit of single, high-energy muons from an all-sky distribution [35]. Although the
muons vary in energy, their deposit is nearly constant with energy.

At the time of each measured shower, we note the trigger threshold of each detector, which was derived
during operation from the baseline and standard deviation of its signal time trace. This can be expressed in
equivalent muons. When particles hit a detector and produce enough energy deposit, it will trigger. This is
subject to Poisson statistics. We evaluate the probability of having ≥ n particles giving an energy deposit
of 6.2 MeV each, where n is the first integer above the ratio trigger threshold / 1 equivalent muon.

In our trigger setup, a number k out of 20 LORA detectors must trigger in coincidence for the radio
data of the air shower to be recorded. The threshold k has been variable over the years of measurements,
where k = 13 was the most common value. Changes have been made mainly when one or more detectors
were down. For each measurement, we use the trigger setting at that time. Hence, also from all simulated
showers we require that with a probability of 99 %, at least k detectors would trigger (due to statistical
fluctuations, the probability cannot reach exactly 100 %).

This test has a tendency to remove showers from the sample which have large reconstructed Xmax values,
i.e., at relatively low altitude in the atmosphere, and/or high inclination. In this case, the given measured
shower has produced a trigger, but had its Xmax been lower, the number of particles would have been too
small. Similarly, showers with low energy and/or a core position far from the LORA detectors are more
likely to be rejected.

2.5.2. Removing bias arising from the radio detection threshold

We perform a test against bias from the finite radio detection threshold. The criterion is, similar to the
particle detection bias test, that the radio signal for each simulated shower in the ensemble would have been
detected above the noise in at least three LOFAR stations.

To this end, we take the core position of the shower that fits best to the LOFAR-measured shower, and
position also all other simulated showers here with respect to LOFAR. From the best-fitting shower, we have
a fitted scale factor relating simulated to measured pulse energy. Using this scale factor, we obtain the pulse
intensities for each simulated shower and for each antenna. The noise intensities from the LOFAR-measured
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Figure 2: The uncertainty on Xmax versus the uncertainty on the core position, per measured shower, after cuts on energy and
fiducial selection criteria. The dotted line indicates the chosen cutoff.

showers are taken as reference, and a threshold criterion is set as an energy signal-to-noise ratio of 6 in each
antenna. In the data processing pipeline, we have a (somewhat arbitrary) threshold requiring half of the
antennas per station to trigger to have a ‘good’ detection. Although that detection is amplitude-based, an
energy signal-to-noise ratio of 6 was found to be slightly conservative, and otherwise in good agreement with
the amplitude threshold detection.

This test typically rejects showers with a small reconstructed Xmax value, i.e., relatively high in the
atmosphere, and/or zenith angle; a shower with the same parameters would then have a much smaller radio
footprint at high Xmax, which may not be able to trigger three LOFAR stations.

2.6. Reconstruction quality cuts

The procedure described in Sect. 2.2 to infer the uncertainty on Xmax is also useful as a test of the
reconstruction quality of the radio signal. Apart from the Xmax uncertainty, it also gives an uncertainty
on the fitted shower core position and on the energy. These uncertainties are calculated from the entire
simulated ensemble, and hence they are the same for each simulated shower being tested by the two above
procedures.

From the three uncertainties, the precision of the core position reconstruction is arguably the most
relevant indicator of overall shower reconstruction quality. When this precision is low, one cannot expect
either Xmax or energy to be reconstructed accurately. Shown in Fig. 2 is the uncertainty on Xmax versus
the core position uncertainty. They are clearly correlated, and a cut on the reconstruction uncertainty at
7.5 meters was found to be sufficient to reject the majority of poorly reconstructed showers, while retaining
showers with low Xmax uncertainty.

The appearance of poorly reconstructed showers, despite meeting the other criteria, comes mainly from
the position of some showers with respect to the LOFAR array geometry. Most notably, when the core
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position is outside the array and/or only three stations have been triggered at low signal-to-noise ratio, the
reconstruction precision becomes well below average. This criterion catches these cases automatically.

2.7. Systematic uncertainties

Our method to determine Xmax is affected by the following systematic uncertainties, which are summa-
rized in Table 1. The choice of the hadronic interaction model used in CORSIKA, in this case QGSJetII-04,
introduces a systematic uncertainty of 5 g/cm2 [8] in the Xmax measurements, due to minor differences in
radio footprints when changing the model, for example, to EPOS-LHC [17]. The choice of hadronic inter-
action model also causes another, larger uncertainty in the composition analysis, as the average Xmax for a
given element varies by up to about 15 g/cm2 between models. This is treated separately by repeating the
composition analysis with different models.

Residual systematic uncertainties due to variations in the atmosphere, local weather etc. are about
2 g/cm2 from the five-layer approximation of CORSIKA. This approximation also produces an additional
statistical uncertainty of 4 g/cm2 which is added in quadrature to the statistical uncertainty on Xmax per
shower. A systematic uncertainty, or bias, in averages of Xmax may arise from possible residual bias after
applying the above selection criteria. We test this in Sect. 4.2, obtaining a value of 3.3 g/cm2 to be added as
a systematic uncertainty on Xmax. Hence, a total systematic uncertainty on Xmax of 7 g/cm2 follows. This
is comparable to the systematic uncertainty on Xmax in the measurements of [36] who find a value between
7 and 10 g/cm2 for primary energies above 1017.8 eV.

Table 1: Systematic uncertainies in the Xmax reconstruction

Syst. uncertainty Added stat. unc.

Choice of hadronic interaction model 5 g/cm2

Remaining atmospheric uncertainty ∼ 1 g/cm2 ∼ 2 g/cm2

Five-layer atmosphere CORSIKA 2 g/cm2 4 g/cm2

Possible residual bias 3.3 g/cm2

Curve fit for χ2 optimum ≤ 1 g/cm2

Total, added in quadrature 7 g/cm2

When performing the parabolic fit to the χ2 values per simulation, as in the middle panel of Fig. 1,
a systematic error of up to 5 g/cm2 may arise if the fit optimum is not contained in the dense region of
simulations. This is removed by simulating extra showers around the optimum when needed. A Monte Carlo
simulation shows no residual systematic error (≤ 1 g/cm2) if the dense region is positioned asymmetrically
around the optimum but does contain it.

The systematic uncertainty in the energy estimate from the radio antennas was found to be 14 %, or
0.057 in lg(E) [12]; by convention we write lgE ≡ log10E.

3. Mass composition analysis

Having established the set of showers for the mass composition analysis, we perform statistical analysis
on the measured data, being (Xmax, σXmax , lgE, σlgE) for each shower. We make use of the probability
density functions of Xmax as a function of energy and atomic mass number A, as parametrized by [37] and
updated by [38]. The parametrizations follow a generalized Gumbel distribution, which is a function with 3
parameters, yielding a variable mean, spread, and tail-end asymmetry, respectively. The function has been
fitted to a large sample of CONEX showers and has a precision within 2 g/cm2 for both average and standard
deviation of Xmax, as well as a close fit to the distribution itself; the high-end tail, which drops exponentially,
was shown to be well represented. It should be noted that CONEX is a faster but less complete shower
simulation method than CORSIKA. Average Xmax values were found to deviate by 4 to 5 g/cm2. This is
therefore treated as an additional systematic uncertainty on Xmax, which for the composition analysis then
amounts to 8 g/cm2.
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Figure 3: The probability density functions for the depth of shower maximum Xmax, for the elements H, He, N, and Fe, at
energy 1017 eV and hadronic interaction model QGSJetII-04.

Example curves are shown in Fig. 3 for E = 1017 eV for protons, helium, nitrogen, and iron nuclei. The
functions overlap substantially, limiting the extent to which the individual elements can be distinguished.
This is the statistical challenge in performing a composition analysis on Xmax data. The mean Xmax

shifts approximately proportionally to lnA. Therefore, for a 4-component model of astrophysically relevant
elements, a reasonable choice is to take p, He, C/N/O, and Fe. These are roughly equally spaced in lnA;
as C, N, and O cannot be readily distinguished, either of them can be chosen as a proxy for all three. We
choose nitrogen, as this is in between carbon and oxygen, and the best choice in terms of equal spacing in
lnA.

3.1. Statistical analysis

We use an unbinned maximum likelihood method to determine the best-fitting parameters for the four-
component composition model. This has the advantage of treating each shower separately, instead of relying
on Xmax-histograms and/or binning in energy. This is especially suitable when the dataset is relatively small
and a narrow binning in shower energies is inappropriate.

Given a measured shower with parameters (Xmax, σXmax , lgE, σlgE), its likelihood function for a given
element is described by the curves in Fig. 3, convolved with a Gaussian for the uncertainties σXmax

and
σlgE . For a mixed composition, the likelihood function is a weighted average of these; the mix fractions
maximizing the likelihood is taken as the best-fitting composition.

With this method, a complementary goodness-of-fit test is needed, for which we use a Kolmogorov-
Smirnov test, enhanced with Monte Carlo simulation. This is a simple, well-known method, comparing the
cumulative distribution function (cdf) of the best-fit model to the empirical cumulative distribution of the
data. The Kolmogorov-Smirnov test statistic is defined as the maximum difference between the model’s cdf
F (X) and the empirical distribution E(X):

K = sup
X
|F (X)− E(X)| . (2)
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For our case, where the best-fitting distribution has been estimated from data, standard critical values of
the test statistic K do not apply. Instead, to determine the p-value corresponding to K, we use parametric
bootstrap sampling from F (X), counting how often the K-value is larger than the one for the dataset. This
tests the null hypothesis that the dataset is a random drawing from F (X).

The best-fit model Xmax distribution F (X) is taken as the cumulative integral of the linear combination
of Xmax-distributions f(Xmax, E) for the best-fitting composition:

fsum(Xmax) =
1

N

N∑
k=1

∑
i

αi fi(Xmax, Ek) ∗ NX(Xmax, σ
2
Xmax,k) ∗ NlgE(lgEk, σ

2
lgE,k), (3)

summing over all showers (index k) and over the elements in the composition model (index i). Here, ∗
denotes convolution, in this case with Gaussians corresponding to uncertainties in Xmax and log-energy.

For the uncertainty analysis we use a likelihood ratio test. Denoting the likelihood of the best-fitting
composition as L({α̂}), we fix one of the element fractions, say the proton fraction, scanning over the range
from 0 to 1. We then find the maximum likelihood composition given the fixed proton fraction, L(αp, {α̂i}),
again optimizing over the free parameters indexed by i. This gives the test statistic D:

D = 2 ln

(
L({α̂})

L(αp, {α̂i})

)
. (4)

This is nonnegative by definition, and in the large-N limit it follows a chi-squared distribution with 1 degree
of freedom, when fixing 1 parameter. The confidence intervals at significance level 1− p then follow directly
from the critical values of the chi-squared distribution. For confidence levels of 68, 95, and 99%, these are
1.00, 3.84, and 6.64, respectively.

Confidence intervals for two elements simultaneously, such as used in the contour plot Fig. 11 in Sect. 5
are computed analogously, fixing two parameters instead of one, and noting that the test statistic D then
follows a χ2(2)-distribution.

When splitting the sample into two equal-sized bins, such as done in Sect. 5.4, one can use another
likelihood ratio test to assess the significance of the difference between results in the two bins. For instance,
in a model with three independent parameters such as used in this analysis, splitting into two bins adds
three parameters to the (model) description of the data. As a result, the combined (log)likelihood, and test
statistic D, will be higher than in a single-bin analysis. The difference follows a χ2(3)-distribution under
the null hypothesis that the data in both bins is a drawing from the same model distributions. This yields
a p-value for the difference between the bin results.

4. Results: the measured Xmax distribution

In the following sections, we present the results regarding statistics on Xmax, such as the estimate of
the mean and standard deviation of the Xmax distribution. After this, the implications for the cosmic-ray
composition in our energy range are given, based on the statistical analysis presented in Sect. 3.

The results are based on a dataset of N = 334 cosmic rays with energies between 1016.8 and 1018.3 eV,
which pass all selection criteria for a bias-free sample with accurately reconstructable showers, as explained
in Sect. 2.5. It is a subset of 720 showers measured in at least three LOFAR stations, of which 469 have
a core reconstruction precision better than 7.5 m. Another 135 showers did not meet the sample selection
criteria; their inclusion would lead to a dataset biased in Xmax. The uncertainty on the Xmax measurement
per shower is on average 19 g/cm2. The average fit quality of the best-fitting simulation to the measured
LOFAR data is χ2/dof = 1.19, indicating a good fit.

4.1. Mean and standard deviation of Xmax as a function of primary energy

We have divided the dataset into energy bins of width 0.25 in lg(E/eV), and computed the mean and
standard deviation in each bin.
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The sample averages are shown in Fig. 4. The given uncertainty is the uncertainty on the mean of the
Xmax distribution, i.e., σ/

√
Nbin, with sample standard deviation σ. For positioning the points we have

used the average log-energy inside each bin. Two showers above lg(E/eV) = 18.25 were discarded, as no
meaningful average can be taken from them.

For comparison, results are included from the Pierre Auger Observatory [39], HiRes [40], Tunka [41],
and Yakutsk [42]. We also include recent results from TALE [43], noting that their method to infer a
bias-corrected 〈Xmax〉 is different and assumes the EPOS-LHC hadronic interaction model.
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Figure 4: The average depth of shower maximum Xmax, as a function of primary particle energy. The annotated numbers
indicate the number of showers in each bin, and the error margins indicate the uncertainty on the mean of the Xmax distribution.
The upper lines indicate the mean values expected for protons, from simulations with QGSJetII-04 (solid), EPOS-LHC (dashed)
and Sibyll-2.3d (dotted). The lower lines show the mean predicted values for iron nuclei. For comparison, results from Pierre
Auger [39], Yakutsk [42], Tunka [41], HiRes/Mia [40], and TALE [43] are included.

The differences with respect to the earlier LOFAR results [8] can be explained through statistical fluctu-
ations, and from the revised treatment of systematic effects including the atmosphere and the radio-derived
energy scale. The lowest-energy data point stands out somewhat, with a difference of 17.6 g/cm2, at statisti-
cal uncertainties of 7.5 and 6.8 g/cm2 for the older and newer result, respectively. Such a difference in one of
three overlapping data points is not unreasonable just from statistics; it is also possible that improvements
in fiducial selection criteria make some difference here, as differences are expected to appear especially at
lower energies where signals are closer to trigger thresholds.

The average Xmax agrees reasonably well with the other experiments such as Tunka, Yakutsk, HiRes/Mia,
and TALE, especially for lgE > 17.2. However, the results from the Pierre Auger Observatory, which is
the largest experiment, are somewhat higher starting at the bin around lgE = 17.325. Their statistical
uncertainty is smaller than the plotted symbols, arising from a high number of showers (1000 to 2600) per
individual bin. Systematic uncertainties on Xmax in this energy range are about 11 g/cm2 for Auger [44],
and about 7 g/cm2 for LOFAR. Additionally, there is a systematic uncertainty in energy, which for LOFAR
as well as Auger [45] is about 0.057 in lgE.

To better compare the results of LOFAR and Pierre Auger Observatory and their systematic uncertain-
ties, we have plotted these separately in Fig. 5. The band plots are seen to have little to no overlap, although
systematic uncertainties in energy could shift either result horizontally in this plot, according to the margins
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Figure 5: Average Xmax versus primary energy, for LOFAR and Pierre Auger Observatory, with colored bands indicating their
systematic uncertainty on Xmax. The uncertainty margins per data point are statistical uncertainties only. The systematic
uncertainty on energy is the same for both experiments, and is indicated by the arrows to the lower right.

indicated by arrows.
Thus, there is tension between these results. There is a notable difference in methodology to measure

Xmax, being direct fluorescence detection versus radio detection with Corsika/CoREAS simulations. In both
cases, considerable attention was given to estimating systematic uncertainties from different contributions.
In the range where LOFAR and Auger overlap, our results are in agreement with the other shown experiments
on the Northern hemisphere, including the recent results from TALE. Also, our earlier results from 2016 are
consistent with the present results, while for the latter, systematic uncertainties on energy and atmospheric
effects have been lowered considerably. Hence, the apparent difference is not fully explained at present.

In Fig. 6, we show the standard deviation in each bin, along with its uncertainty. To calculate these, as
an estimator σ̂ of the underlying Xmax-distribution’s standard deviation, we subtract the variance caused
by the Xmax uncertainty per measured shower:

σ̂ =

√√√√σ2 − 1

Nj

Nj∑
i=1

u2i , (5)

with σ the sample standard deviation, ui the Xmax uncertainty on each shower, and Nj is the number of
showers in energy bin j. The uncertainty on the standard deviation of the distribution is estimated using
a parametric bootstrap, taking the best-fit mass composition from Sect. 5.1. In this method one needs
to assume a particular model distribution, but it is suitable for estimating uncertainties in small samples.
Switching the hadronic interaction model was found to make little difference here.

The results are consistent with those from the Pierre Auger Observatory, except for one bin around
lgE = 17.625. However, a caveat is the relatively low number of showers per bin, and the exponential tail
of the Xmax-distributions. The showers at the high end of Xmax, roughly Xmax > 800 g/cm2, appear in our
dataset only at low-number statistics level, while their presence shifts the standard deviation considerably
upward. In the energy bin from lgE = 17.5 to 17.75, there happen to be none, thus lowering the sample
standard deviation.
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Figure 6: The standard deviation of Xmax as a function of primary particle energy. The margins indicate the uncertainty on
the standard deviation of the Xmax distribution. Results from the Pierre Auger Observatory are shown, together with the
values from simulations of protons and iron nuclei (high and low lines, respectively).

The results are summarized in Fig. 7, showing the histograms in each energy bin.

4.2. Tests for residual bias

In our energy range, the average Xmax of the measured showers is expected to be independent of shower
parameters such as the zenith angle. This follows from the fact that the cosmic-ray composition in our
energy range is independent of time and incoming direction, as far as is known from experiments. This
allows to perform a test of our sample for a residual bias in Xmax due to variations in these parameters.
Our sample of 334 showers has an average Xmax of 659± 3.3 g/cm2.

As discussed in Sect. 2.5, a biased sample would readily show a dependence of the average Xmax on zenith
angle. However, the average Xmax also depends on the energy; its expected value is to good approximation
linear in lgE over our energy range. From the parametrization using Gumbel distributions, as discussed in
Sect. 3, and for the QGSJetII-04 hadronic interaction model, we find, for a factor 10 increase in energy, an
average rise in Xmax (elongation rate) of 55.4, 57.8 and 60.3 g/cm2, for protons, nitrogen, and iron nuclei,
respectively. This is in good agreement with the elongation rate of 58 g/cm2 predicted, for example, by the
Heitler-Matthews model [46].

The average (log-)energy of our measured showers tends to rise with zenith angle. This is no problem,
as long as there is no bias in Xmax. A possible residual bias in Xmax, corrected for the influence of varying
energy, is evaluated by introducing a parameter Y for each shower, as

Y = Xmax + 57 (lg (E/eV)− 17.4) g/cm2, (6)

where 17.4 is approximately the average value of log-energy in our sample.
The results are shown in the right panel of Fig. 8, together with a linear fit. The uncertainty margins

are once again given by the standard error of the mean. A constant fit of Y = 660 as well as a linear fit are
shown.
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Figure 7: Histograms of Xmax for each energy bin. The average (µ) and standard deviation estimates (σ̂) per bin are as shown
in Figs. 4 and 6, respectively.

The linear fit has a slope parameter of −0.10 ± 0.30. Hence, the slope is compatible with zero, and no
residual bias is evident. The high value near 700 for the rightmost bin appears suggestive, but as it contains
only eight showers and has a correspondingly large uncertainty, it is not significant. The constant fit has an
uncertainty of 3.3 g/cm2. A bias at this level cannot be ruled out, hence this is added as a contribution to
the systematic uncertainty on Xmax.

We also show a complete scatter plot of Xmax versus zenith angle, in Fig. 9. This plot shows the effect of
the bias tests for the radio and particle detectors and the corresponding fiducial cuts (Sect. 2.5.1 and 2.5.2).
As expected, the particle bias test flags most events at high inclination and high Xmax, especially above 45
degrees. The radio bias test flags mostly the opposite region, low Xmax and low inclination.

Consequently, we see only few showers passing the tests at θ < 10◦, and there are only 8 in the highest
zenith angle bin above 45◦. The plot makes clear that the fiducial cuts from Sect. 2.5 are necessary, as there
would have been a strong zenith angle dependence, and thus a biased Xmax-sample, had it been omitted.
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Figure 9: Scatter plot of Xmax versus zenith angle, for all 469 showers with core reconstruction precision better than 7.5 m.
Colored circles represent the 334 showers passing all criteria, with the color denoting their energy. The showers flagged by the
particle and radio bias tests are also shown.
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5. Mass composition results

We have applied the statistical analysis in Sect. 3 to the set of 334 showers passing all selection criteria.
Results are shown in detail for the QGSJetII-04 model, and summarized for the other two considered, which
are EPOS-LHC [17] and Sibyll-2.3d [18]. We show the results for the full range, followed by a division in
two equally-sized energy bins. Owing to the strong overlap in Xmax-distributions (see Fig. 3), an N = 334
dataset is modest-sized for mass composition analysis based on a multi-element model, hence further binning
is not appropriate. The statistical method presented in Sect. 3.1 is well suited for analysis of a wide energy
range without loss of measurement information.

5.1. Statistics for the QGSJetII-04 hadronic interaction model

The maximum likelihood estimate was found to be 28 % protons, 11 % helium, 60 % nitrogen and 1 %
iron. A histogram of Xmax is shown in Fig. 10 (top), for the full energy range. The coverage of this energy
range can be summarized by a mean log-energy of lg(E/eV) = 17.39 and a standard deviation of 0.32.
Hence, the ‘center of mass’ of the dataset lies between 17.07 and 17.71.

The red (solid) curve is the best-fitting distribution, found using the maximum likelihood method and
Eq. 3. The distributions for the elements that make up the best-fitting distribution are also shown, scaled
by their respective mix fractions.

We have tested the goodness-of-fit of the best-fitting model to our dataset, using the Kolmogorov-Smirnov
distance between the cumulative and empirical distributions (Sect. 3.1) as compared to random drawings
from the best-fit distribution. As shown in Fig. 10 (bottom), the model is a good fit to the data (p = 0.96).
Switching the hadronic interaction model to EPOS-LHC or Sibyll-2.3d produces about equally good fits to
the data, at p = 0.93 and p = 0.90 respectively. Hence, all three models fit the data well, at their respective
best-fitting composition. It is of course possible that this would change with a larger dataset and/or smaller
energy bins.

We observe that protons and helium are to a significant degree interchangeable in the statistical analysis
of our model, given our dataset. This is readily seen in the contour plot in Fig. 11, showing the D-statistic
for the likelihood ratio test, versus proton and helium fractions. The contours show the allowed regions
with confidence levels one-sigma (68 %), 95 %, and 99 %, respectively. Within the one-sigma region, one can
exchange helium for protons in a ratio of about 3 to 1. The contour plot underlines, for example, that the
dataset only allows a very low proton fraction if the helium fraction is rather large instead.

5.2. Accounting for systematic uncertainties

The systematic uncertainty in Xmax amounts to ±8.1 g/cm2 (before roundoff), including the contribution
from the CONEX-based parametrizations. The energy uncertainty of 14 %, or 0.057 in lgE has, to first
order, the effect of an overall shift of Xmax in the Xmax-distributions (see Eq. 6), of 3.1 g/cm2. By adding
both uncertainties in quadrature, we obtain a systematic uncertainty of 9 g/cm2.

Evaluating the composition results for Xmax ± 9 g/cm2 for all showers, we obtain limits for the best fit,
as well as the (expanded) confidence intervals that arise for a systematic shift in this range. Noteworthy
is for example that when the average Xmax is shifted downward, the helium fraction is fitted much higher
at the expense of the nitrogen fraction. Helium is then favored over nitrogen in the fit, due to the lower
expected Xmax at lower energies, and the longer ‘tail’ of the Xmax distribution for helium.
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confidence level, respectively.

5.3. Results for three hadronic interaction models

The results for the hadronic interaction models QGSJetII-04, EPOS-LHC, and Sibyll-2.3d are plotted in
Fig. 12.

For EPOS-LHC, it is seen that the fit favors a more heavy composition, with more iron instead of
nitrogen, and with a significant upper bound on the helium fraction. Sibyll-2.3d shows a still somewhat
heavier composition, with a lower proton fraction and a higher nitrogen fraction at best fit. Otherwise, the
results are very similar across these three hadronic interaction models, especially considering the uncertainty
margins. The intermediate-mass elements in the C/N/O range (possibly stretching to somewhat higher mass
numbers as well) are dominant, and there is a significant fraction of light elements, i.e., protons and helium,
at best fit ranging from 23 to 39 %, depending on the interaction model. Apart from a crossover from
C/N/O to iron, the choice of hadronic interaction model has only a limited effect on the best-fit results.
From the large intermediate-mass contribution it is clear that the composition cannot be described as a
two-component mixture of protons and iron. This is confirmed by a likelihood ratio test with respect to
the 4-component model, yielding a p-value p < 10−10. However, a two-component mixture of protons and
nitrogen would work for QGSJetII-04 (p = 0.9).

For this dataset, helium and nitrogen are not fully resolved in the composition model. The fitted values
for the helium and nitrogen fraction are highly anti-correlated, which follows from the requirement that all
mix fractions sum up to 1. Helium and nitrogen are a factor 3.5 apart in atomic mass number, whereas
the other consecutive elements are a factor 4 apart; constant factors here correspond to a constant shift in
lnA, and the mean of the Xmax-distributions varies by an amount proportional to lnA. Moreover, helium
and nitrogen have two ’neighboring’ elements in the composition model, unlike hydrogen and iron. This
increases sensitivity to a systematic shift (up or down) in Xmax.

Importantly, when comparing the current results to the earlier LOFAR results published in [8], the results
are found to be consistent, after various improvements to the analysis setup, the systematic uncertainties,
and having a larger dataset.

The previous, smaller dataset allowed for a near-100 % helium fraction and essentially no protons; this

19



0

20

40

60

80

100

Pa
rti

cle
 fr

ac
tio

n 
[ %

 ]

p He N Fe
QGSJetII-04

p He N Fe
EPOS-LHC

p He N Fe
Sibyll2.3d

Best fit
Syst & stat uncertainties
Stat uncertainties

Figure 12: Composition results from our dataset, assuming each of the three hadronic interaction models shown at the bottom.
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scenario is now very unlikely. As shown in Fig. 11, a similar but somewhat more constrained interchange
between protons and helium is still possible. There are astrophysical scenarios where one would see very
few protons but a large helium and carbon fraction. For example, a transition from a Galactic component
dominated by Wolf-Rayet supernovae to a particularly strong extragalactic component at these energies
could produce a helium fraction near 60 % plus a small proton fraction of about 5 % at our central energy
around 2 1017 eV [4]. This is still allowed within 95 % confidence limits.

Comparing the results to those from Pierre Auger Observatory [47], starting at lg(E/eV) = 17.25,
agreement is found within statistical and systematic margins. At best fit, their proton fractions are higher,
in line with the higher average Xmax. The difficulty in resolving helium and nitrogen remains, at their higher
level of statistics.

Generally, the statistical margins indicate that the analysis would improve with more data. This is
no surprise, at a modest number of showers. However, systematic uncertainties are also important at any
level of statistics, as they enlarge the margins of statistical plus systematic uncertainties together. This
is especially evident in the fitted iron fraction, which is well bounded by statistics, but has substantially
expanded margins when systematic uncertainties are included. Also, looking once more at the substantially
overlapping Xmax-distributions in Fig. 3, it is clear that achieving lower systematic offsets in Xmax is still
important, to improve the resolution of the composition analysis as well as the separability of the element
fractions.

5.4. Analysis in two energy bins

We have divided the dataset into two bins with equal number of showers, being those below versus above
the median of lg(E/eV) = 17.34. This is a conservative choice with respect to statistical significance. The
results for the three interaction models are shown in Fig. 13. The coverage of the energy bins, summarized
as an average and standard deviation, is mainly at lg(E/eV) = 17.14± 0.13, and 17.65± 0.23, respectively.

Notable is the best-fit proton fraction, which is lower in the high-energy bin for all three interaction
models. However, from a likelihood ratio test (see Sect. 3.1, bottom) the difference between the two bins
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Figure 13: Mass composition results in two energy bins. The energy ranges per bin are shown; their main coverage is at
17.14 ± 0.13, and 17.65 ± 0.23, respectively.

was found not to be statistically significant. That is, a null hypothesis that the observed difference between
the two bins would arise from a mass composition constant with energy, as in Fig. 12, is not rejected
(p = 0.58).

A similar, simpler test is to use Eq. 6 to take out the first-order energy-dependence of Xmax, and split
the dataset in two equal-sized bins, for lower and higher energy, respectively. This is a non-parametric test
which does not depend on element-based composition models using Xmax-distributions. Also, the elongation
rate does not have a strong dependence on the interaction model.

The difference in average Ymax between the low and the high-energy bin is not significant (p = 0.25).
Thus, it is clear that a larger dataset is needed to draw conclusions on possible variations of the element
fractions with energy. Would such a trend towards lower proton fractions be confirmed, it would challenge the
hypothesis of a transition from a helium and C/N/O-dominated Galactic to a proton-dominated extragalactic
component at energies below 1018 eV.
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6. Summary

We have presented an updated cosmic-ray mass composition analysis from LOFAR radio data, built on an
improved method for measuring the depth of shower maximum Xmax of air showers. For the reconstruction
of shower parameters, CORSIKA / CoREAS simulations have been used.

We have incorporated several refinements to our analysis, such as including local atmospheric parameters,
the Galaxy-based radio calibration and energy measurement, and improved detector characterisation in the
fiducial sampling procedure. This leads to an energy resolution of 9 % and an Xmax-resolution of 19 g/cm2

on average, and a systematic uncertainty of 14 % on energy and 7 g/cm2 on Xmax, or 9 g/cm2 in the mass
composition analysis.

To obtain an unbiased dataset suitable for composition studies, three selection criteria were applied to a
set of 720 reconstructed showers, based on the ensemble of simulations per measured shower. Requiring a
shower core precision better than 7.5 m gives a sufficient general cut on reconstruction quality. We further
require that each simulated shower in the CORSIKA / CoREAS ensemble must be able to trigger the
LORA particle detector array, and also pass the detection and quality criteria of the LOFAR radio analysis
pipeline. This procedure leaves a sample of 334 showers for analysis of Xmax-statistics and (mixed) element
composition.

The inferred average and standard deviation of Xmax have been presented in a (log-)energy range of
16.75 < lg(E/eV) < 18.25. The average Xmax was found to be in line with results from Northern hemisphere-
based observatories such as Tunka, Yakutsk, HiRes/Mia, and TALE. However, the values are somewhat lower
than those from the Pierre Auger Observatory, where their energy range overlaps. The origin of this tension
remains unclear and requires additional research.

Apart from the first two moments, we have also analysed the Xmax-data at (complete) distribution level,
using a four-component model of elements, about equally spaced in lnA. An unbinned maximum likelihood
method was found suitable to obtain the best-fitting mass composition in our energy range, together with
a separate goodness-of-fit test. This relies on high-precision parametrizations of the Xmax-distributions of
the elements, as produced by [37] and updated by [38].

From this analysis, the best-fitting mass composition for our dataset is 28 % protons, 11 % helium,
60 % nitrogen and 1 % iron, assuming the QGSJetII-04 hadronic interaction model. This is averaged over
our energy range, with coverage mainly at a log-energy of lg(E/eV) = 17.39 ± 0.32. The EPOS-LHC
and Sibyll-2.3d models tend towards a heavier composition, with an iron fraction just above 20 % as a
best fit. The light-mass elements together, protons plus helium, form a fraction of 23 to 39 % at best fit.
Overall, the differences in composition results between these three important hadronic interaction models
are minor, apart from a shift between nitrogen and iron. For these differences to become significant, a
larger dataset would be needed. A division of the dataset into two equal-sized bins, for lower and higher
energy respectively, yielded no significant difference, both in the model-based composition analysis and in
the difference in elongation-rate-corrected Xmax (Eq. 6).

The present results are consistent with the earlier LOFAR results [8], thus confirming an appreciable
light-mass component in this energy range, at a lower level of systematic uncertainties and from an extended
dataset. The element-based mass composition results are in agreement with those from the Pierre Auger
Observatory, within systematic and statistical uncertainties. Hence, the tension in the average Xmax results
does not translate to element-based results outside their uncertainty margins. To conclude, we have shown
that our Xmax-analysis per air shower achieves an accuracy in line with the current state of the art, and
demonstrates the value of the radio detection method for measuring air showers.
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1 Introduction

This paper describes the Radio Neutrino Observatory Greenland (RNO-G) as it will be constructed
at Summit Station in Greenland starting in 2021. RNO-G science targets astrophysical neutrinos of
several PeV in energy up to the EeV range.

In this paper, we first motivate the science case for RNO-G, elaborate on experimental design
considerations and then outline the instrument design. Awaiting in-field performance data, this
article does not serve as a technical document, but describes the concept, the current hardware de-
velopments and boundary conditions behind the RNO-G approach. We conclude with a description
of initial estimates of the design sensitivity of the instrument, as well as the expected resolution for
such quantities as neutrino arrival direction and energy.

1.1 Scope of RNO-G

RNO-G will be constructed over three installation seasons. RNO-G will reach unprecedented yearly
sensitivity to neutrino signals above 10 PeV, and will demonstrate a large-scale implementation (35
stations) of the in-ice radio neutrino detection technique. Even further scaling up of the in-ice radio
technique, beyond the scale of RNO-G, is being developed as part of IceCube-Gen2 [1].

Considering both logistical constraints and also science opportunities (detailed below), RNO-G
will be constructed at Summit Station in Greenland. The RNO-G collaboration consists of members
of all previous radio in-ice neutrino experiments from both Europe and the United States.

1.2 Relation to previous and current radio experiments

Due to the extremely low neutrino flux at energies above 10 PeV, no neutrino has yet been detected
using the radio technique. However, several experiments have shown the feasibility of this detection
method and its potential. RNO-G builds heavily on the experience of previous radio neutrinos
detectors, like the pioneering RICE [2, 3], the ARA [4–6] and ARIANNA [7, 8] experiments, as
well as the balloon-borne ANITA [9, 10] experiment. These efforts tested different aspects of the
radio technique and helped illuminate technologically important aspects of operating in remote
locations in harsh polar conditions.

The first experience with in-ice radio detectors was gained with the Radio Ice Cherenkov
Experiment (RICE) [2] at the South Pole. After a number of prototypes and initial measurements
of the ice characteristics, the main experiment operated from 1999 until 2010. RICE provided the
first neutrino limits [3] from radio detectors and valuable experience in operating radio detectors at
depths of down to 200 m.

The Askaryan Radio Array (ARA) [5] has operated at South Pole since 2010 [11] and is
a direct successor to RICE. While the RICE antennas were co-located with the AMANDA and
IceCube experiments at South Pole, all five ARA stations operate in dedicated dry holes of depths
50 m–200 m. While different hardware has been deployed in different ARA stations, the station
layout is mostly uniform. Every station consists of four receiver strings down to 200 m. Each string
is equipped with two vertically-polarized birdcage dipole antennas (VPol) and two ferrite-loaded
slot antennas (Hpol) to reconstruct the radio signals. In addition, one or two calibration strings as
well as surface antennas (on the earlier stations) are deployed. As the narrow cylindrical borehole
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geometry limits the intrinsic antenna gain, ARA pioneered the phased-array technique for radio
detection of neutrinos at the most recently completed station [12].

To date, the ARA collaboration has published constraints on the diffuse ultra-high energy
(UHE) neutrino flux [6], neutrinos from gamma-ray bursts (GRBs) [13], and radio emission from
solar flares [14]. The performance of the instrument has been verified using transmitters lowered
into the SPICE borehole [15], which also allowed for the measurement of glaciological properties
of the ice — some of which can be used for improved neutrino event reconstruction [16, 17].

The Antarctic Ross Ice-Shelf ANtenna Neutrino Array (ARIANNA) began construction at the
Ross Ice-Shelf in 2010, with a first hexagonal radio array being completed in 2015 [7, 8]. The AR-
IANNA concept is based around surface stations, i.e. the antennas are deployed just underneath the
snow-surface. High-gain log-periodic dipole antennas (LPDAs) are deployed in shallow slots in the
snow, where they are not restricted by the borehole geometry and exhibit broadband characteristics
and dedicated polarization sensitivity, particularly to horizontally polarized signals. By placing the
antennas at Moore’s Bay on the Ross Ice-Shelf, the neutrino-detection strategy utilizes the reflec-
tive surface at the bottom of the ice at the water interface, which reflects downward going neutrino
signals back to the stations. Without external infrastructure, ARIANNA pioneered autonomous
low-power stations, based on renewable energy sources, operated via wireless communications.
Most recently wind turbines were added to the solar power-provision system [18].

ARIANNA has successfully detected the radio signal of air showers as calibration and veri-
fication signals [19] and published limits on the UHE neutrino flux [20]. The collaboration also
published the effectiveness of recording signals reflected from the surface by monitoring snow accu-
mulation [21]. Two ARIANNA stations have also been deployed at South Pole to test the robustness
of the hardware under environmental circumstances differing from the Ross Ice Shelf. The same cal-
ibration source as used for ARA from the SPICE borehole was then also used to verify the reconstruc-
tion capabilities of the ARIANNA experiment with respect to arrival direction and polarization [22].

The Antarctic Impulsive Transient Antenna (ANITA) experiment has flown four separate
missions over Antarctica. ANITA is a balloon-borne radio receiver array that scans the surface
from afar for upcoming neutrino signals generated below the ice surface. Several components of the
ANITA hardware have been incorporated into the ARA and ARIANNA designs [9, 10, 23]. While
equipped with much different power and lifetime requirements, the technological challenges remain
similar. A data acquisition system with high timing accuracy and thorough calibration is needed to
reliably reconstruct neutrino or cosmic-ray signals. ANITA was the first radio-neutrino experiment
to report the detection of air shower signals [24], which helped to verify the simulation chain and
the understanding of the energy calibration [25]. The ANITA collaboration observed several events
which, if neutrinos, would seem to be in tension with Standard-Model cross-sections [26–28].
Those events may also stem from unexplained systematics or ice effects [29, 30].

Operation of existing ARA stations continue in close cooperation with IceCube. In addition,
proposals for an ANITA-successor ballooning effort are being discussed, as well as an extension of
the ARIANNA array at Moore’s Bay.

In addition to building on experiences with dedicated radio neutrino experiments, RNO-G also
profits from knowledge gained at accelerator experiments about the nature of the in-medium emis-
sion from particle showers [31–34], as well as those from mid-scale air shower arrays measuring the
radio emission of cosmic ray induced showers e.g. [35–39]. First efforts at exploring the feasibility
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Figure 1. A multi-messenger view of the high-energy universe, inspired by [43], showing the science reach
for radio detection of neutrinos. Shown are models predicting neutrinos from sources (in red lines) [44–49]
and those from the interaction of the ultra-high energy cosmic rays with various photon backgrounds (in
dark yellow lines). Overlaid are [50, 51] the 𝛾-ray measurements from Fermi [52], the IceCube neutrino
measurements and the fit to the muon neutrino spectrum [53–55], as well as the spectrum of ultra-high energy
cosmic rays as reported by the Pierre Auger Observatory [56].

of a detector in Greenland have been conducted previously by members of the collaboration [40–42]
and have encouraged the development of RNO-G.

2 Science case and design requirements

Neutrinos are ideal messengers to identify the UHE sources in the universe. Unlike cosmic rays,
which are deflected by magnetic fields and interact with intervening matter and radiation, neutrinos
point back to their sources and can reach Earth from the most distant corners of the universe.
Furthermore, due to their low interaction cross section, neutrinos are unique messengers to convey
information about the inner engine of cosmic accelerator sites. Unlike 𝛾-rays, which can also be
created by inverse Compton scattering, the observation of high-energy neutrinos from astronomical
objects provides incontrovertible evidence for hadronic cosmic-ray acceleration. Identifying the
sources of cosmic rays and the acceleration mechanisms requires a comprehensive multi-messenger
observation program comprising cosmic rays, 𝛾-rays, and neutrinos across many decades of energy.

In the last years, neutrinos have delivered on their promise to provide a key piece of this
astronomical puzzle with the discovery of a diffuse flux of astrophysical neutrinos [57–60]. IceCube
has measured the neutrino energy spectrum to above 1 PeV — the highest-energy neutrinos ever
observed. Beyond the PeV scale, the limited size of IceCube prohibits observation of the steeply
falling neutrino flux. Figure 1 compares the neutrino flux measured by IceCube with the diffuse
flux of 𝛾-rays measured by Fermi [52] and the cosmic-ray spectrum measured by Auger [56]. The
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three spectra display tantalizingly similar energy densities, suggesting a common origin. In such a
scenario, cosmic-ray collisions produce pions, where gamma-rays then stem from decays of neutral
pions and neutrinos from those of charged pions. The figure also shows the gap in observations of
UHE neutrinos beyond the energies reachable by IceCube.

Multi-messenger observations are even more intriguing in light of the announcement in July
2018 of the first coincident observation of a neutrino from the direction of a source (the blazar
TXS 0506+056) that was flaring simultaneously in 𝛾-rays [61, 62]. This was also the first multi-
messenger observation triggered by a high-energy neutrino, demonstrating the capability to send
real time alerts and establishing the field as a vital pillar of multi-messenger astronomy. To fully
understand the neutrino sky, however, a larger detector must be built and observations extended to
the PeV–EeV energy range.

The radio detection technique naturally targets neutrino energies beyond the reach of IceCube.
Due to the kilometer scale attenuation length of radio waves in ice, very sparse radio detectors
cover large volumes of material, providing huge effective volumes at 10 PeV to 100 EeV. In this
energy range, several transient and diffuse sources of neutrinos are expected and an experimental
measurement would strongly impact identification of the sources of ultra-high energy cosmic rays.

The general science case of neutrino astronomy has been reviewed in the context of the 2020
US decadal survey [63, 64]. This section will thus focus specifically on the science program that
can be conducted by radio detectors for high-energy neutrinos.

2.1 Diffuse neutrino flux

The radio detection of neutrinos targets the energy range from 10 PeV to beyond 100 EeV. In this
range, diffuse neutrino fluxes both directly from sources (astrophysical neutrinos), as well as from
the interaction of ultra-high energy cosmic rays (UHECRs) with photon backgrounds (cosmogenic
neutrinos) are predicted. Detecting either will enable studies of high-energy neutrino production
mechanisms locally, at the still unknown sources.

Figure 1 shows different models for astrophysical (red) and cosmogenic (yellow) neutrinos
that fall in the energy range of radio detectors. Cosmogenic neutrinos result from interactions of
UHECRs with photon fields like the extra-galactic background light, the infra-red background, or
the cosmic microwave background [65]. The flux and spectrum of these neutrinos are grounded
in the UHECR mass composition, but are subject to model assumptions about the cosmological
luminosity and chemical evolution of the sources, which can differ outside of the local universe
probed by UHECRs [66]. For the cosmogenic neutrino predictions shown in figure 1, we compare
predictions based on compositions measured by the Telescope Array (TA) [67, 68] and the Pierre
Auger Observatory (Auger) [50, 69]. These are in fact only examples of the full range of possible
models admitted by current constraints [51].

While the cosmogenic fluxes predicted assuming the Auger and TA compositions vary sig-
nificantly, composition measurements from the two experiments are compatible within systematic
uncertainties [70]. With a measurement of UHE neutrinos, radio detectors can resolve the question
of a pure-proton composition, which is disfavored by Auger, but still allowed by TA data. More gen-
erally, measuring UHE neutrinos will constrain a combination of proton fraction, source evolution
and highest-energy cutoffs of UHECRs well beyond local sources.
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We consider ‘astrophysical’ neutrinos as those created directly in (or very close to) the sources
of UHECRs. These neutrinos tend to have lower energies than cosmogenic neutrinos, but also reach
the energy range of radio detectors. They will definitely trace their sources, allowing for stacking
analyses to reveal them. These neutrinos are not necessarily time-coincident with explosive events
(see section 2.3), but contribute to a constant diffuse flux. Potential candidates range from Active
Galactic Nuclei (AGN) [47] to various types of gamma-ray bursts (GRBs) [46, 49], pulsars [45],
galaxy clusters [44], Flat Spectrum Radio Quasars (FSRQs) [71], and blazars [48].

The diversity of models of astrophysical neutrinos is already large and promising, but we expect
more models to become available as detectors with the necessary sensitivities are commissioned.

It remains to be explored whether astrophysical neutrinos are the source of the diffuse flux as
measured by IceCube or whether the observed flux is the low energy tail of the cosmogenic neutrinos.
So far, despite the multi-messenger successes, studies demonstrate that neutrinos from blazars
cannot comprise the bulk of the diffuse neutrino spectrum at energies accessible by IceCube [72–
77]. A radio detector will be able to measure the continuation of the IceCube flux to higher energies
and thereby provide additional information on the spectral shape of the flux, which may be useful
to disentangle the source contributions.

A successful search for the diffuse neutrino flux at energies beyond 10 PeV requires, above all,
an adequate flux sensitivity to ensure a first observation. To subsequently discriminate putative
production mechanisms, a detector must provide an adequate energy estimate for every neutrino and
an angular reconstruction that allows for the correlation of arrival directions with known sources.

2.2 Sky coverage

Figure 2 demonstrates the field of view of a radio neutrino telescope sited in Greenland. When
targeting point-like sources, either steady or transient (see section 2.3), the field of view of the
detector becomes relevant. The Earth is opaque to neutrinos at PeV to EeV energies, such that UHE
neutrino observatories are most sensitive to down-going or Earth-skimming neutrinos. As will be
discussed in more detail section 2.5, a radio neutrino detector in glacial ice on bedrock will be most
sensitive to an annulus above the horizon.

Combining the opacity of the Earth to neutrinos above PeV energies with the inherent radio
detector sensitivity means that, for example, a follow-up of TeV-scale IceCube events at higher
energies requires a Northern detector such as RNO-G. A single event observed by a radio detector
in the Northern hemisphere will define the flux in a new energy regime, and even a non-detection
will constrain the allowed flux through multi-wavelength neutrino observations.

The continuous sky coverage and large field-of-view will enable studies of point sources of
high-energy neutrinos. The hotspot of UHECRs observed by TA [79] (red ellipse in figure 2) lies
in the Northern Hemisphere. While the cosmogenic neutrino flux is expected to be diffuse, studies
attributing the TA hotspot to a single source of cosmic rays like M82 predict point sources of EeV
neutrinos [80]. There are additionally four intriguing point sources nearing the threshold for a
high-confidence long-term detection in IceCube (shown as navy blue diamonds in figure 2), all of
which lie in the Northern Hemisphere due to the sensitivity of IceCube. These include not only
TXS 0506+056, but also NGC 1068, an AGN which lies near the strongest hotspot in IceCube’s
all-sky scan [78].

– 6 –



2
0
2
1
 
J
I
N
S
T
 
1
6
 
P
0
3
0
2
5

Figure 2. The field of view, in equatorial coordinates, of an in-ice radio detector for neutrinos in Greenland.
The colored background represents the diurnally-averaged total field of view of the detector. Also shown
are targets with interesting multi-messenger implications. The blue sources are those seen by IceCube as the
most significant sources in a point-source search [78]. In orange, we show other interesting candidates, with
strong 𝛾-ray emission and/or radio emission. Furthermore, we indicate what is known as the TA hotspot as
indicated by the anisotropy measurement in cosmic ray measured with the Telescope Array [79].

2.3 Transient sources

Detecting neutrino emission in temporal and spatial coincidence with an explosive event has shaped
and will continue to shape multi-messenger astronomy [61, 62]. By uniquely identifying sources,
neutrinos will help to characterize and discover the most energetic non-thermal sources on the sky.
Many models of astrophysical transient phenomena predict neutrinos in the detectable energy range
of radio neutrino detectors.

The overlap in sky coverage with IceCube, where IceCube has its best efficiency for directional
reconstruction of astrophysical neutrinos, will enable studies of several interesting flaring, transient
sources over a broad energy band. Should the first tentative extra-galactic neutrino source, the blazar
TXS 0506+056, flare [61, 62] again, observations made by IceCube and RNO-G may be able to
define the neutrino spectrum. Similarly, the first blazars known to flare with TeV 𝛾-rays emission,
Markarian 501 [81] and Markarian 421 [82], also lie in the Northern sky. Models of transient
bursts of neutrinos due to tidally disrupted stars [83–89] and binary neutron star mergers [90, 91]
also predict neutrinos in the PeV to EeV energy scale. The latter are targets for multi-messenger
observations of gravitational waves and neutrinos. Figure 3 shows a fraction of the parameter space
over which neutrinos are expected as transient phenomena from various source classes. In the
figure, model-dependent fluence is compared to duration for varying neutrino energies around EeV.
Furthermore, different populations of blazars, including low-luminosity BL Lacs, high-luminosity
BL Lacs and FSRQs [48], the most powerful blazars in the 𝛾-ray band [71], could provide intriguing
candidates for multi-wavelength follow up. The energy threshold of RNO-G will allow sensitive
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the high state SED of Tidal Disruption Events (TDEs) at 50 Mpc [89], and stable fast-spinning young
magnetars [131] at 10 Mpc roughly 4 days post merger. Blazar flares [132] are shown based on a proton
synchotron model applied to multi-wavelength observations of PKS 1502+106, which has a redshift of z=1.8.
The expected transient fluence for each object is plotted against duration, or flare time, for three neutrino
energies: 1017 eV (hollow shapes), 1018 eV (half shapes), and 1019 eV (filled shapes).

searches for GRBs [46, 49, 92–113, 113–128] with lower neutrino luminosity than previously
conducted with radio neutrino experiments [13, 129].

A successful radio detector for transient signals needs reliable absolute timing and good angular
reconstruction. Ideally, the angular reconstruction is both sufficiently rapid and accurate to allow
meaningful alerts to be quickly sent to the multi-messenger community. Absolute timing is critical
to the multi-messenger mission.

2.4 Fundamental physics

High-energy cosmic neutrinos uniquely probe fundamental particles and interactions in an uncharted
and otherwise unreachable energy and redshift regime, as summarized in [64].

The energy regime of neutrino radio detectors encompasses a relatively unmapped parameter
space, helping to answer questions about the fundamental neutrino properties such as the behavior
of neutrino cross-sections [133–140] and flavor mixing at high energies [141–147], or even whether
neutrinos are stable in general [144, 148–154]. There is the chance to contribute to broader phe-
nomenology such as the nature of dark matter [155–171], the quest for the fundamental symmetries
of nature, [172–184] and/or potential hidden interactions with cosmic backgrounds [144, 185–190].

Overall, for a radio detector to provide experimental data for fundamental physics experiments,
the highest priority is to detect neutrinos with adequate statistics. After this is given, the accuracy of
statements regarding fundamental physics will strongly depend on the accuracy of the reconstruction.
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Figure 4. Electric-field waveforms (left) and spectra (right) of the radio signal emitted at different viewing
angles relative to the Cherenkov angle, for a hadronic shower with energy deposition of 1 EeV. For enhanced
readability, the waveforms have been offset in time. No propagation or detector effects have been included.

The obtainable energy resolution directly impacts spectral measurements and the accuracy of energy
dependent quantities in fundamental physics. For studies relying on for example the amount of matter
traversed, angular resolution has a direct impact. Potential flavor sensitivity of radio experiments
would be interesting to answer yet another set of fundamental physics questions.

2.5 Radio emission from neutrino interactions in ice and consequences for site selection

The radio emission following a neutrino interaction stems from the Askaryan effect [191]. Postulated
more than 50 years ago, the effect has been demonstrated in accelerator experiments in several
dieletrics including ice [31–34], as well as identified as secondary emission mechanisms in air
showers [192, 193].

Askaryan emission is caused by showers developing in a (dense) medium. Thus, a radio signal
follows the interaction of neutrino of all flavors, as long as a particle shower is generated, both
for hadronic and electromagnetic showers [194]. It is also possible to detect showers induced
by catastrophic energy-losses of secondaries such as muons or taus [195]. The emission is a
coherent effect, originating in the charge imbalance resulting from medium electrons either Compton
scattering into the advancing shower or annihilating with shower positrons. With respect to the
surrounding medium a net-negative charge is present in the shower front.

The radio signal itself is a broad-band bipolar pulse with∼ns-duration. Coherence is given over
all frequencies (typically tens of MHz to tens of GHz) close to the Cherenkov angle, where the signal
is strongest as the emission at all frequencies arrives in phase. Coherence is lost off the Cherenkov
angle first at high frequencies, so that the Cherenkov ring is rather narrow at high frequencies and
broader at low frequencies. A discussion of a variety of models for the radio emission of neutrinos
can be found in [196], they range from simplified parameterized models in the frequency domain to

– 9 –



2
0
2
1
 
J
I
N
S
T
 
1
6
 
P
0
3
0
2
5

more advanced semi-analytical time-domain models. In figure 4 we show typical pulses and their
frequency spectra derived from [197], for an illustration of the variety and the behavior.

The energy threshold for a neutrino detection is significantly higher in radio than for optical
instruments [2]. Depending on the exact instrumental parameters, the pulse amplitude at a distance
of 100 m reaches the level of the typical thermal noise in low-noise radio receivers at approximately
1 PeV. Although the energy per radio photon is significantly smaller than for optical photons, signal
coherence compensates as the charge imbalance grows. As a coherent effect, the amplitude scales
linearly with the number of excess electrons, which itself is linear in shower energy [31, 198].
However, it should be noted that the detected signal amplitude scales with 1

𝑟
, with 𝑟 being the

distance to the neutrino interaction vertex.
At the same observer distance 𝑟, the detected signal amplitudes linearly as function of energy.

This has been confirmed in air showers since the attenuation in air is negligible [37]. The situation
is different for instrumentation deployed in-ice. The kilometer-scale attenuation length in ice [5, 41,
199–201], determines the range to an observable neutrino interaction, and, therefore, the detector
effective volume. The attenuation length decreases with increasing temperature, which favors cold
and thick ice for deployment.

Naturally occurring ice follows a depth-dependent density profile with a gradient, from fresh
snow to solid ice, resulting in a varying light velocity with depth, and therefore non-rectilinear ray
trajectories. In a medium with a refractive index gradient, radio signals are bent towards the denser
medium, producing bent trajectories and a limited field of view for detectors in or close to the near-
surface firn layer. These bent trajectories complicate the reconstruction, particularly when there
are uncertainties in the ice properties. The simplest ansatz assumes a smooth ice density gradient.
Calculations demonstrate that anisotropies in the firn (or below) may support unexpected horizontal
propagation, as borne out by experimental data [42, 202]. A radio detector should therefore
preferably be built at a site with a small firn layer and otherwise smooth and homogeneous ice.

Starting from PeV energies, the Earth is opaque to neutrinos, such that radio detectors will be
sensitive to an annulus of neutrino directions above and slightly below the horizon. The deeper the
detector, the more vertically incoming neutrino directions can be detected. For a detector at a few
hundred meters depth, the sensitivity does not reach far beyond 30◦ elevation, unless the reflective
property of the bottom of a shelf-ice is used, as for the ARIANNA experiment [203].

In summary, an in-ice radio neutrino detector in glacial ice on bedrock will have the largest
acceptance if installed in thick, smooth and cold ice. It will never be able to provide full sky
coverage, but only be sensitive to a ring of elevations above and slightly below the local horizon.

Figure 5 provides an overview of the geometry for the detection radio signals with a detector
buried in the ice. Every station monitors a large volume of ice, which means that by shear geometry
a detection is most likely to show small signals as this corresponds to an interaction in the largest
visible volume.

2.6 Air showers as both a potential background and calibration signal

The radio emission of air showers from the electron charge excess is similar to that for neutrino
induced showers in ice. However, in air the geomagnetic emission [204, 205] dominates over
the Askaryan effect. The geomagnetic emission stems from the charge separation induced by
the Lorentz force in the Earth’s magnetic field. The different signatures of the two contributions
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Figure 5. Schematic of the detection of the radio emission following a neutrino interaction (not to scale).
The emission is strongest at the Cherenkov angle (blue cone) and can follow straight and bent trajectories
to the receiving station depending on the profile of the index of refraction of the ice. The signal is usually
detected at large distances and is strongly polarized as illustrated in the insets.

can be disentangled by their polarization. While still mostly linearly polarized, the main axis of
the polarization from geomagnetic emission is aligned with the cross-product of shower axis and
magnetic field [192, 193].

Due to their larger extent and the resulting consequences for coherence, air shower signals
typically contain more low frequencies than those from showers in dense media [206]. Nevertheless,
signals from air showers and denser in-ice showers are remarkably similar, which makes the much
more abundant air shower signals a suitable calibration signal. Since the cosmic ray energy spectrum
is well-known (e. g. [70]) and the radio energy scale understood [37, 207], measuring air showers
will allow any detector to be calibrated in-situ, which includes checking the sensitivity simulations
on an absolute scale. This will lend confidence to the signal identification and reconstruction [19].

The remarkable similarity can of course also be a reason for concern. The in-air signal will
be (partly) refracted into the ice, where it may be picked-up by antennas and incorrectly identified
as neutrino induced signal. While the signal will clearly be down-going, so may be signals from
neutrino interactions, due to the ray bending properties of the ice [196]. It has also been argued
that an incompletely developed air shower may cause transition radiation and other phenomena
observable in deep detector stations [208]. In addition, stochastic energy losses by high energy
muons in an air shower penetrating the ice may mimic the interaction of a neutrino [195]. Without
additional detectors, the muons themselves are invisible to radio detectors, while the energy losses
are detectable. Depending on the exact detector configuration and trigger, these background events
may limit the analysis efficiency, albeit dropping sharply in number with energy.

Overall, this argues to equip all radio neutrino detectors with their own dedicated air shower
array, for both calibration and veto purposes. Conveniently, due to the signal similarity, no additional
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Figure 6. Simulated radio air shower footprints at 4 different incoming zenith angles. Simulations were
performed using CORSIKA and the RNO-G site (magnetic field and height above sea level) in Greenland,
and include the response of upward facing logarithmic periodic dipole antennas, as planned for RNO-G (see
figure 7). The global maximum of the amplitudes in three antennas is shown. The air shower energy is
3.2 × 1018 eV for all showers, and the zenith angles are indicated in the figure.

technology is needed for such a detector, but does require additional surface antennas connected
to the same data-acquisition system (DAQ). A dedicated air shower trigger, optimized to the lower
frequency content of the air shower signals, would significantly enhance efficiency and detection
rate. Due to the height of the interaction in the atmosphere and the fact that n𝑎𝑖𝑟 ≈ 1.0 co-aligns
the emission with the shower axis, the detectable footprint of the radio signal from air showers is
centered on the shower axis, with lateral extent distributed ellipsoidally on the ground, as shown in
figure 6. The exact size is governed by the distance to shower maximum and the projection effect
of the zenith angle [209]. The figure qualitatively illustrates that vetoing horizontal air showers will
be relatively straightforward, while retaining high efficiency for vertical showers presents more of
a challenge. The typical threshold for air shower detection is around 10 PeV, which is again similar
to the threshold of in-ice detection.

3 Experimental design considerations

RNO-G is designed to demonstrate the scalability of the radio detection technology, while enabling
the world’s-best UHE neutrino sensitivity through low thresholds and also high efficiency. The
system is designed to provide high fidelity identification of neutrino signals and reconstruction of
neutrino properties. Building on these requirements, a station and array design as schematically
depicted in figure 7 was developed.
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Figure 7. Left: map of the planned RNO-G array at Summit Station; grid spacing is approximately 1 km.
Right: a single RNO-G station consists of three strings of antennas (Hpol and Vpol) plus surface antennas
(LPDAs), as well as three calibration pulsers located both deep in the ice and also at the surface. The string
containing the phased array trigger is designated as the power string, while the two additional strings are
designated as support strings.

The design of RNO-G combines the experience gained with all prior in-ice radio neutrino
experiments, especially ARA [5] and ARIANNA [210], and also builds on lessons learned with
radio air shower arrays that have first demonstrated the experimental power of the radio detection
technique, e.g. [37, 38].

As outlined above, a location is needed with thick, homogeneous and cold ice to yield the
best experimental results. An additional requirement is the availability of a sufficiently developed
infrastructure to allow for installation, running and maintenance of the detector. While the instru-
mented stations can be fully autonomous, the amount of cargo and personnel needed for installation
requires accessibility by plane or large vehicle. The number of accessible research stations fit-
ting these requirements in either Antarctica or Greenland is limited. The host institutions of the
RNO-G collaboration members and their access to national infrastructure additionally excludes
some obvious candidate sites (Dome A, Dome C and Vostok in Antarctica, e.g.), leaving essentially
South Pole Station and Summit Station in Greenland. South Pole station already houses a premier
CMB instrument (the South Pole Telescope [211]), as well as the world’s largest neutrino telescope
(IceCube), which is in the process of installing the IceCube-Upgrade [212]. The logistical burden
is, thus, already high at South Pole.
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If RNO-G is also to be used to develop and test hardware for the radio component of IceCube-
Gen2 [1], a site similar to South Pole has advantages, if South Pole station is unavailable. Interesting
coastal sites, like the Ross-Ice-Shelf close to McMurdo Station, which hosts the ARIANNA exper-
iment [213], can assist in developing other technologies, but would be unable to replicate some of
the particular challenges of South Pole.

To achieve a high trigger efficiency, a cosmic-ray veto, and the ability to reconstruct events with
high accuracy, the RNO-G design combines a surface with a deep array capable of operating at low
threshold (see figure 7). The collaboration will develop the necessary expertise for rapid installation
with a minimum of logistical impact, enabled by newer, fast drilling technology and lightweight,
low-power, autonomous stations that still achieve excellent single-station effective volume.

3.1 Summit station, Greenland

Going to Greenland also has some fundamental consequences for the design decisions. The
Antarctic has been host to several pioneering arrays that aim to detect in-ice radio emission from
UHE neutrinos. Through previous efforts, the Arctic has been established as a parallel site for
a future radio neutrino observatory [41, 42, 214]. Summit Station offers several advantages as a
testbed site. It is located at 72◦35′46′′ N, 38◦25′19′′ W at the peak of the Greenland ice cap, atop
more than 3 km of glacial ice that we have measured to be remarkably radio transparent [41] at
∼100 MHz, and with a ∼100 m deep firn layer that we have preliminarily characterized [42]. It is a
year-round scientific research station sponsored by the National Science Foundation. It has a snow
runway that accommodates LC-130 Hercules flights to deliver cargo and personnel, and facilities on
site to support science. Compared to sites in Antarctica, Summit Station (72◦ N Latitude) is easier
to access from the Northern hemisphere, in particular through commercial flights from Europe,
and has a larger fraction of the year with daily periods of light, providing a higher livetime for
autonomous solar-powered stations. This final aspect is particularly important, given the reduced
electrical generator infrastructure at Summit compared to South Pole. The restriction to renewable
energies, combined with battery buffering limitations and the desire for high livetime, cap the
amount of power the detector can draw and ultimately drive the station design.

Logistical considerations at Summit also favor a compact geometry with fewer, more sensitive
stations rather than more, less sensitive stations. Similarly, the drilling technique must be light-
weight and mobile and, therefore, mechanical.

The ASIG drill, which is able to drill 5.75 ′′ diameter boreholes to 100 m at a rate of 1 hole per
day, was initially considered as the main option [215]; subsequent antenna design was adapted to that
form factor. Alternatively, the British Antarctic Survey (BAS) has been developing a mechanical
drill that provides larger boreholes of 11.2 ′′, which will allow for greater flexibility in antenna
design. Both drills satisfy the drilling rate, hole diameter and logistical impact specifications. See
section 5.1 for an in-depth discussion of drilling and installation.

To compensate for the warmer, more attenuating ice in Greenland compared to South Pole,
triggering is performed with the deeper antennas, below the firn. Since no detector has detected the
radio emission following a neutrino interaction yet, the exact experimental signature is predicted
by simulations only, arguing for a detector design that detects the neutrino signal in a multitude of
channels to increase confidence. It can be considered to adapt and simplify the detection strategy
once the first neutrino has been conclusively identified.
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Figure 8. A simulated RNO-G neutrino event. The left side shows the event geometry illustrating both the
direct and reflected ray-paths to the antennas, as well as the incoming neutrino and interaction vertex (blue)
and its Cherenkov cone (red), where the strongest signals are expected. The right side shows the waveforms
in selected antennas, and the improvement in signal-to-noise-ratio obtained by phasing the signals as done in
the phased array trigger (shown in black, bottom row). This simulation and online event display utilize tools
developed by the greater radio community [196, 216]. For better visibility, only selected channels are shown.

3.2 A low-power, low-threshold trigger and data acquisition system

The RNO-G stations are built around an interferometric phased array, similar to what has been
demonstrated in situ at the South Pole on the ARA experiment [12, 214], achieving the lowest
sustainable signal trigger threshold demonstrated in the field. Since the astrophysical neutrino flux
shows a falling spectrum, improved sensitivity to lower-energy events dramatically increases the
detected neutrino event rate. The phased-array technology has been adapted for RNO-G to provide
similar sensitivity, albeit with a reduced power consumption.

The phased array trigger coherently sums single channel waveforms with time delays corre-
sponding to a range of angles of incident plane waves, improving the trigger-level signal-to-noise
ratio roughly linearly with the number of antennas in the array [12], as illustrated in figure 8.
Projecting the performance of the existing ARA system, we expect to achieve an elevation-averaged
50% trigger efficiency point at a 2𝜎noise threshold in voltage. This low threshold is needed to
observe the largest volume of ice possible as discussed in section 2.5.

It should be noted that for the simulations, the following definition for signal-to-noise ratio
(SNR) and noise is handled. SNR is defined as the amplitude of the noiseless signal over the
standard deviation 𝜎noise of a pure noise waveform. A threshold of 2𝜎noise thus means a threshold
of twice the standard deviation of a trace without signal.

3.3 Detector geometry: an integrated approach with deep and surface components

After extensive trade studies, we have coalesced on a station design that integrates a deep component
with a surface component, as shown in figure 7. This integrated design achieves the highest effective
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Figure 9. Scaling of the effective volume as a function of the depth of antennas used for the phased-array
trigger for a single station deployed at Summit Station. 100 m was used during the design process as the
technological limit due to drilling restrictions. As the trigger antennas are placed deeper into the ice, the
effective volume increases, due to the number of allowed ray trajectories in the ice. The curves have been
obtained using a 2𝜎noise dipole proxy for the phased array. Shown are statistical uncertainties only. Below
10 PeV the uncertainties on the effective volume become too large to draw firm conclusions.

volume per station given the phased-array trigger and mechanical drilling technology to 100 m. As
shown in figure 9, the effective volume per station increases with increasing depth, so our design
places the deep component of the station as deep as is logistically feasible, given the current
constraints of drilling.

In addition to maximizing effective volume, the station design has been optimized for neutrino
reconstruction efficiency. The string containing the phased array trigger will feature additional Vpol
antennas almost equally spaced vertically along the string allowing us to pin-point the neutrino
vertex and zenith angle of the signal arrival direction, and achieving high accuracy by exploiting
azimuthal symmetry. Since the down-hole Vpol antennas are typically more sensitive than the Hpol
antennas and the trigger selects signals having a measurable component in the vertical polarization,
the Vpol antennas dominate vertex and signal arrival direction reconstruction. Adding two Hpol
antennas above the phased array will allow us to improve the reconstruction of the full electric field.
Combining the four Vpol antennas of the phased array with the two Hpols in proximity, should
provide sufficient information to reconstruct the polarization of the signal, as well as its frequency
slope, and thereby the off-Cherenkov signal angle and neutrino arrival direction.

The radio signal from a neutrino interaction often travels along direct, refracted or reflected
paths (designated DnR) to the deep array, as shown in figure 8. The characteristic double pulse would
be a smoking-gun signature of an in-ice source. The difference in direct and refracted arrival times
significantly improves the reconstruction of the neutrino vertex position, and thereby the shower
energy, as well as arrival direction [21]. The probability to observe both a direct and a reflected
signal is depth dependent. The spacing of the Vpol antennas on the main string is the result of an
optimization between double pulse detection and long lever arm for good angular reconstruction.
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The two additional deep boreholes are needed for a full direction reconstruction. Three
independent measurements are needed for azimuthal information, which is provided by the Vpol
antennas. By placing the Hpol antennas at different depths on every string, both zenith and azimuth
information will be provided for those signals with a strong horizontal polarization component, as
well as increasing the probability to reconstruct a signal for those events with little signal strength
in the horizontal component.

The additional strings also host the calibration pulsers, which will ensure regular monitoring of
the performance of the station and provide information useful for precise calibration of the antenna
geometry. In addition, a surface pulser is foreseen, which will be deployed in a hand-drilled hole
below the surface.

The surface component will deliver precision polarization measurements and timing informa-
tion for all events detected at the surface. Also, the broad-band sensitivity of the log-periodic dipole
antennas (LPDAs) will broaden the frequency coverage of the detector, which helps determine the
radio detection angle with respect to the Cherenkov cone, improving energy reconstruction and
pointing resolution. Events detected only in the surface components, however, only add minimally
to the total neutrino effective volume.

With the planned layout, any events observed in coincidence between the surface component
and the deep component are particularly valuable for event reconstruction; the fraction of these
events is discussed in section 3.4. In addition, the surface channels serve as an efficient air shower
veto, reducing the background for neutrino searches as will be discussed in the following section.

The stations will be deployed on a square grid with 1 km baseline. This means that at
energies beyond 1 × 1018 eV the effective volumes of the stations start to overlap and coincident
measurements of the same neutrino become likely. This can be seen from figure 10, where the
fraction of events triggered in coincidence is shown for different neutrino energies and grid spacings.
While limiting the total effective volume of the system, 1 km was chosen to restrict the logistical
impact in installation and preserve the opportunity of coincident events, which will simplify event
identification and provide excellent reconstructed properties. As the project advanced, one may
consider spacing stations further apart.

3.4 High analysis efficiency and low background to enhance discovery potential

In addition to triggering on and extracting event parameters from neutrino events, we must be able to
separate any neutrino events in our recorded data set with high efficiency from all backgrounds. The
three major sources of background are incoherent thermal noise, impulsive anthropogenic noise,
and radio impulses resulting from cosmic-ray air showers. A discovery experiment of this scale
requires low backgrounds at the level of 0.01 per station per year (or less). RNO-G is designed to
achieve this ambitious background level by building on two key measures that have been developed
to ensure event purity.

(1) Triggering from deep in the ice (at a depth of 100 m), where the backgrounds are smaller than
at the surface: ARA has shown that the anthropogenic and thermal backgrounds decrease
for receivers deployed deeper in the ice [217] and further from human activity at research
stations, achieving a background on the most recent analysis of 0.01 events in two stations over
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Figure 10. Fraction of coincident triggers on nearby stations as a function of the grid distance between
stations for different neutrino energies. In addition to the 100 m deep power string, the coincidence fraction
expected for a trigger near the surface is given for comparison.

1100 days of livetime [4]. This shows that successful background rejection can be achieved
also during the summer at South Pole when anthropogenic backgrounds are more significant.

(2) Vetoing backgrounds using a surface detector component: non-thermal backgrounds are in-
troduced from the surface or from close to the surface by man-made sources or air shower
remnants. Surface antennas will help to separate neutrino induced signals originating within
the ice from those of air showers [208] and those from showers caused by catastrophic energy
losses from atmospheric muons [195].

Neutrino events triggered near threshold in the phased array system carry the risk to have
low SNR in antennas needed for reconstruction. The information content in different numbers of
antennas is illustrated in figure 11. Three channels detecting a signal >3𝜎noise is taken as a simple
proxy for events that can be identified and reconstructed with currently available analysis techniques
such as interferometry [218], template matching [7] and signal de-dispersion [23]. With a signal
in the antennas of the phased array as well as in an antenna on the support string, it is possible to
reconstruct the neutrino arrival direction (see section 6.3). To reconstruct the shower energy, at
least 3 of the reconstruction antennas on the power string need to detect a pulse so that the distance
to the interaction vertex can be reconstructed (see section 6.2). In some cases, the radio signal is
reflected off the ice-air interface or diffracted downwards, so that two signals from the same shower
can be detected. These so-called DnR pulses become more likely with higher neutrino energies
and can be used to greatly improve the reconstruction accuracy. More details on reconstruction and
resolution is given in section 6.2 and 6.3. Foreseeable advances in analysis techniques will further
improve the efficiency near threshold, both in firmware and also in off-line analysis.

An accurate knowledge of the existing background is needed in order to project what fraction
of triggers are due to non-neutrino backgrounds, and also to assess whether a veto mechanism is
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Figure 11. Estimate of anticipated analysis efficiency, defined here as the fraction of events recorded in a
pre-defined number of antennas (channels) above a given threshold. The left figure illustrates detections in
the deep part of the array only. A detection in the support string (see figure 7) will allow for a reconstruction of
the arrival direction of the signal and three antennas on the power string are needed for a vertex reconstruction.
The right figure shows the fraction of DnR signals, which are particularly valuable for the vertex reconstruction
and the fraction of very valuable events measured in both the deep array and the surface antennas. For these
simulations we assume a trigger at 2.0𝜎noise trigger in the phased array.

advisable (or mandatory). An important type of background which is difficult to distinguish from
actual neutrino events is the background created by the energy losses from atmospheric muons
from cosmic ray showers. These muons are produced in the atmosphere, continue their propagation
into the ice; their subsequent interactions (mainly bremsstrahlung, photonuclear interaction, and
pair production) create hadronic and electromagnetic showers that emit radiation and are therefore
detectable by an in-ice radio array [219]. These muons share shower characteristics, arrival
directions and vertex positions with the sought-after neutrinos (see [195]). We have calculated
the number of expected muon-initiated showers for a 35-station array at Summit Station, using a
100 m-deep dipole with an amplitude threshold between 1.5𝜎noise and 2.5𝜎noise as a proxy for the
phased array. The effective areas have been calculated using NuRadioMC [196] and its interface
to PROPOSAL [220]. Then, these effective areas are convolved with the expected muon flux at
the detector, calculated by MCEq [221]. The chosen cosmic ray flux model is the Global Spline
Fit from [222]. This procedure is explained more in detail in [195]. The results are presented in
figure 12, where each band represents the results for a hadronic interaction model. Shown are the
expected number of detected muons for the phased array proxies (from 1.5 to 2.5𝜎noise) and also the
68% CL interval for the uncertainty due to cosmic ray flux, hadronic modeling and effective area.
Figure 12, left, contains the expected detected number of muons per year for 35 stations as a function
of shower energy, while figure 12, right, presents the same results as a function of cosmic ray energy.

The lower and upper bounds on the number of detected atmospheric muons per year for a
35-station layout, as well as the average number for a 2.0𝜎noise trigger, can be found in table 1.
While these values are relatively benign, we remind that the neutrino event rate may be equally low,
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Figure 12. Number of atmospheric muons detected by a 35-station array at Summit Station. The phased
array is modeled with dipoles having amplitude thresholds varying from 1.5 to 2.5𝜎noise, at 100 m of depth.
Each color represents a different hadronic model, as specified in the legend. The bands include the range of
expected events for the different simulated thresholds as well as the 68% CL contour corresponding to the
effective area uncertainty. Left: number of detected atmospheric muons per year as a function of shower
energy. Right: same results, presented as a function of cosmic ray energy. The drop off at low energies is an
artifact of only simulating muons down to 1 × 106 GeV.

2.5𝜎noise 68% CL LB 2.0𝜎noise average 1.5𝜎noise 68% CL UB

SIBYLL 2.3C 0.212 0.296 0.684

EPOS-LHC 0.129 0.173 0.444

QGSJet-II-04 0.031 0.044 0.180

Table 1. Number of detected atmospheric muons per year for a 35-station layout. Three hadronic models
are shown. The numbers shown are the lower 68% CL lower bound for a 2.5𝜎noise trigger (first column), the
average values for a 2.0𝜎noise trigger, and the 68% upper bound for a 1.5𝜎noise trigger. See text for details.

at least at the threshold energy of the detector. Hence, the air shower self-vetoing on the detector
deserves special attention, as well as the development of algorithms using event parameters such as
arrival direction and vertex location to disentangle neutrino signals from those potential background
events. Also, since the flux and composition of cosmic rays at the relevant energies is subject to large
uncertainties, those same uncertainties propagate into the background prediction for radio arrays.

4 The RNO-G instrument design

RNO-G will provide high-quality science data and a robust, low trigger threshold with minimal
power consumption using a station design schematically depicted in figure 13. In nominal operating
mode, a station will use 25 W, including DC-DC converter losses. All equipment is rated to operate
at −40◦ C and 3200 m altitude.

4.1 Antennas

The initial downhole antenna designs are driven by the 5.75 ′′ diameter of the boreholes (ASIG
drill [215]), with some modifications possible, if bigger boreholes are available (see section 3.1.
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Figure 13. System diagram for an RNO-G station. See text for details.

The vertically-polarized (Vpol) antennas will be a fat dipole design (see figure 14) previously used
in neutrino detection experiments, which have an azimuthally symmetric beam pattern and usable
bandwidth ranging from 150-600 MHz [2, 214]. For horizontal polarization (Hpol), cylindrical
tri-slot antennas are considered. They are nearly azimuthally-symmetric in gain, with differences of
less than 1 dB up to 800 MHz, which corresponds to differences of less than 12% in effective length.
Only Vpol antennas are used for the trigger because the Hpol antennas inherently have narrower
usable bandwidth than the fat dipoles, as shown in figure 15. With the current Hpol designs, there
is enough overlap with the Vpol band to combine the signals for polarization reconstruction in
analysis. Larger boreholes (RAID drill) will especially help improve the broadband characteristics
of the Hpol antennas. It is under consideration to exchange the tri-slot design for 8” quad-slot
antennas, which will have a lower frequency turn-on and improved gain characteristics taking
advantage of the larger allowed diameter.

The surface component employs commercially available log-periodic dipole antennas (LPDAs,
Create CLP-5130-2N), successfully used by the ARIANNA experiment. ARIANNA’s extensive
in-field experience with these antennas will significantly simplify calibration. Owing to the high
gain allowed without the borehole constraints, the nine LPDAs arranged in various orientations (see
figure 7, right) will measure all polarization components with high-precision, and provide a clear
separation of upgoing versus downgoing signals. Due to their size the LPDAs have the largest gain
of all employed antennas and will provide the greatest frequency coverage for the detected signals.
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Figure 14. Photo of a Vpol prototype (top) and technical drawings of options for the Hpol antennas (trislot,
middle, quadslot, bottom). The Vpol and trislot are the first iterations of the deep antennas for RNO-G, while
the quadslot is being considered for use in conjunction with larger diameter boreholes.
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Particular care will be taken to placement and alignment of the LPDAs in the trenches at the
surface, as well as surveying the position of boreholes and antenna locations to ensure good starting
values for the system calibration using the in situ pulsers.

4.2 Radio-frequency front-end design

To minimize system noise temperature, the feed of each antenna deployed in the borehole is
connected with a short coaxial cable to a downhole front-end (figure 13), where a Low-Noise
Amplifier (LNA, type IGLU, see figure 16) boosts the signal strength. To prevent a significant gain
slope from long lengths of copper coaxial cable, each front-end contains a Radio Frequency over
Fiber (RFoF) transmitter. The RFoF link and LNA are both powered by a DC connection from the
surface, which is the only through-going coaxial cable in the boreholes. The LNA and RFoF are
custom designs optimized for minimal noise temperature (≤150 K) and low power. Each downhole
channel consumes 140 mW, compared to 2.5 W in the previous installation of the phased-array in
ARA. A total of 15 downhole antennas are distributed across three boreholes.

After being transmitted over fiber, the signals are received by another set of amplifiers in the
DAQ box (type DRAB, see figure 16) and converted back to analog signals. At the DAQ box, the
signals from the surface channels are also received and amplified. Given the relatively short run
of coaxial cable from the LPDAs to the DAQ box of less than 20 m, the signals require only one
amplification stage after being fed into the DAQ box (type SURFACE, see figure 16).

All amplifiers are placed in custom-designed RF-tight housings using iridited aluminium
(chromate conversion coating). This significantly reduces the influence of noise on the amplifiers
and protects the IGLU amplifiers in the boreholes from the environment. The amplifiers exhibit
excellent uniformity in laboratory tests (see figure 17). Nevertheless, all amplifiers will be calibrated
individually to reduce systematic uncertainties on the reconstructed signals.

4.3 Triggering, digitization, and data acquisition

The main trigger of RNO-G will come from a phased-array at depth of 100 m. The design of
the field-proven phased-array installed at ARA [12] had to be changed to accommodate the lower
power requirements of autonomous stations and was optimized with respect to the neutrino signals
typically expected in Greenland and with respect to per-item cost for the scalability of the array.

The primary trigger will thus be a coherent-sum and beam-forming trigger from a compact
array of four vertically-polarized antennas installed at the bottom of the main borehole string at a
depth of 100 m. A commercially available 8-bit 500 MSa/s ADC is used to digitize and continuously
stream data to an FPGA. This reduces the effective band to operate at the low-end of the signal
bandwidth, 80 MHz–250 MHz. The lower cut-off is determined by the amplifier design that takes
advantage of the full-range of low-frequency power that the antenna delivers.

Eight beams will be formed that cover the full range of expected signal arrival directions.
Compared to the previous phased-array implementation in ARA there will be fewer beams, but
each of them wider, thus no angular coverage loss is incurred. Overall, the power-savings total to
about a factor of 10 for the trigger board, using 4 W in full operation mode.

A single-antenna voltage threshold of 2𝜎noise can be achieved with this trigger, based on
simulation studies as shown in figure 18. The smaller bandwidth reduces the SNR of on-cone
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Figure 16. Amplifiers as designed for RNO-G. Left: SURFACE amplifiers for the signals coming from
the LPDAs via coaxial cable. Middle: an IGLU board (In-ice Gain with Low-power Unit) used to convert
signals from antennas deep in the ice to analog RF signals and then feed them into the indicated fiber. Right:
DRAB board (Down-hole Receiver and Amplifier Board) located within the station housing. All amplifiers
are shown without their environmental enclosures.

Figure 17. Gain of the RNO-G amplifiers. Left: 12 SURFACE amplifiers. Right: combination of 23 IGLU
and DRAB amplifiers, including a 50 m optical fiber cable. All amplifiers are revision v1 hardware.
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Figure 18. End-to-end simulation of the 4-antenna phased array trigger design for RNO-G. The simulated
trigger efficiency for a number of neutrino signals at different off-cone viewing angles in the trigger bandwidth
of 80 MHz–250 MHz.

signals (i.e. 0.5 deg in figure 18) by 10%, however, increases the SNR for off-cone events by up to
80%, thereby incurring very little loss on the absolute neutrino effective volume. This is due to the
limited high-frequency content of off-cone neutrino signals (see also figure 4).

The full-band waveforms for all 24 antennas within a station will be digitized using the RAdio
DIgitizer and Auxiliary Neutrino Trigger (RADIANT) board (figure 19). The single-channel
LAB4D switched-capacitor array sampling ASIC is used for waveform recording at a rate up
to 3.0 GSa/s with an adjustable record length up to ∼700 ns and the capability for multi-event
buffering on-chip [223]. For RNO-G it is planned to operate the LAB4D in 2x 2048-sample buffers
for essentially deadtime-less performance.

A trigger decision can be made using input from the primary neutrino trigger board (phased-
array) or an auxiliary on-board trigger using similar Schottky diode detector circuits. The auxiliary
on-board trigger is formed using a comparison between a DC voltage level and the enveloped
waveform, which is fed to the on-board FPGA to build a combinatoric trigger decision. As the
auxiliary trigger will have a higher overall threshold than is possible with the primary neutrino
trigger board, it will predominately be used as additional trigger for the surface antennas as an air
shower trigger. In periods in which the power available to the stations is low (see section 4.4) it can
serve as main trigger, however, with a much weaker sensitivity to neutrino signals.

Once an event is digitized, the waveforms and metadata are transferred to a BeagleBoneBlack
Industrial, an ARMv7l Linux system, over a Serial Peripheral Interface (SPI) link, which allows
data transfer at up to 20 Mbps. The operating system and acquisition software are stored on robust
eMMC storage, while a 128 GB industrial SD card stage data before it is transmitted wirelessly
to Summit Station. The acquisition software is an evolution of field-proven ARA phased array
acquisition software.
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Figure 19. First iteration of the Radiant Board that will be the main DAQ of RNO-G. All 24 channels are
accommodated on one board and read out by LAB-4D chips.

4.4 Autonomous power and wireless communications

Autonomous power and wireless communications simplify logistics for an experiment of this scale
and become even more efficient for even larger arrays, such as IceCube-Gen2. Each station will be
powered by two solar panels, with a total maximum power output of 300 W, and a 5 kWh sealed
lead-acid battery bank that provides three days of full-system (24 W) running capacity during cloudy
or inclement conditions, with a 60% de-rating margin. Lead-acid batteries, when lightly discharged
relative to total capacity, have a proven track record in Arctic environments as demonstrated by
the UNAVCO remote stations [224]. The daily solar energy delivered to a RNO-G station using a
300 W solar panel array is shown in figure 20, using realistic estimates of 70% total sun fraction
(including diffuse and snow-reflected contributions) and a 90% charge-controller efficiency. A
low-power microcontroller (`C) will manage the power system and turn parts of the detector on
and off as necessary. The `C communicates with the Beaglebone SBC via a serial connection so
that the SBC may be shut down cleanly if necessary. Enough power granularity is available to run
the detector in a low-power, lower-sensitivity mode if needed.

The RNO-G station can be operated in several different modes depending on the available
solar power capacity, in order to maintain constant science data during long stretches of inclement
weather and during the shoulder seasons, when the sun only rises above the horizon for short periods
per day. These operating modes include:

1. Full-station mode: power, trigger, and data acquisition on the full 24-channel station includ-
ing the low-threshold trigger and full LTE data telemetry. Power:∼24 W.
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Figure 20. Predicted daily energy delivered by a 300 W photo-voltaic (PV) array to an RNO-G station at
Summit Station. The PV array comprises two Ameresco 150J rugged panels mounted vertically and facing
south. The total PV area is 2 m2.

2. High-threshold mode: power, trigger, and data acquisition on the full 24-channel station
without the low-threshold trigger and minimal LTE data telemetry. Power:∼17 W.

3. Surface-only mode: power, trigger, and data acquisition only on the 9 surface LPDAs and
minimal LTE data telemetry. Power:∼6 W.

4. Winter-over mode: operating mode during the polar night. All power is turned off except to
the charge-controller, LoRaWAN network, and station-control microcontroller. Only minimal
housekeeping data is telemetered over LoRa. The estimated power draw is ∼70 mW.

The expected uptime for an RNO-G station at Summit Camp with the 300 W PV panel array is
216 days in operating mode 1 (59%), 25 days in mode 2 (7%), and another 20 days in mode 3 (5%)
for a total science livetime of ∼70% averaged over the year. For the remaining 30% of the year,
the station will be put in winter-over mode. These different operating modes can be engaged by the
RNO-G station controller autonomously or commanded remotely over one of the wireless networks.

Options to operate further into the winter are being explored. This R&D is particularly relevant
for a potential larger array at the South Pole such as IceCube-Gen2, where the polar night is longer.
Although not part of the baseline RNO-G design, wind-turbines may allow to extend the full-station
mode operations of RNO-G throughout the winter. Development of radio-quiet wind turbines that
can survive in the polar environment is ongoing [18]. Modeling using historical wind data [225, 226]
suggests that a feasible 25%-efficient turbine at a height of 10 m would produce a daily average of
1200 Wh per square meter of collection area. Due to extended periods of low wind speeds a larger
battery buffer will be needed for operation on wind power.

The main data transfer link from each detector to Summit Station will use modern cellular
technology. A private LTE network provides high bandwidth (up to 75 Mbps total uplink) and long
range while consuming minimal power (<1 W average) at each station. A commercially-sourced
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Figure 21. The station solar charge controller and high-efficiency DC-DC board for RNO-G.

2024202320222021

Initial design Design iteration and improvement

Deployment

Data taking

Deployment Deployment

Figure 22. The anticipated timeline of RNO-G. The initial design work is ongoing. Installation will take
place in the summer of 2021, 2022, and 2023, tentatively scheduling the installation of 10, 10 and 15 stations,
respectively. Data taking will commence with the first deployed station.

LTE base station will be deployed with an antenna on the roof of the Science and Operations
Building at Summit Station. As a compromise between range and minimizing interference with our
detectors, LTE Band 8 (880-915 MHz uplink, 925-960 MHz downlink) was chosen and a permit
has been acquired from the Greenlandic Radio Administration. Link modeling, including terrain
shielding and a 10 dB fading margin, predicts a usable range up to 10 km.

A 34-dBi roof-top sectorial antenna at Summit can cover the azimuthal extent of the array and
each station will be equipped with a 9 dBi antenna on a 3 m mast. A secondary LoRaWAN [227]
network will also be deployed, providing a backup low-power but low-bandwidth connection for
control and monitoring.

5 Installation, calibration, and operations

The anticipated timeline of the construction of RNO-G is shown in figure 22. The initial design
work is already on-going and a first installation of stations is anticipated for 2021, provided that
there are no continued restrictions due to the COVID-19 virus.
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5.1 Drilling and installation plan

The main tasks for installation of each RNO-G station are:

1. drill boreholes for deep instrumentation,

2. deploy the solar panels and communications,

3. deploy detector instrumentation in boreholes and trenches,

4. confirm station operation and take calibration data.

The baseline RNO-G scenario assumed use of the ASIG mechanical drilling technology. The
ASIG drill, owned and operated by the US Ice Drilling Program (IDP) is an auger with add-in
drill sections. One 100 m deep hole requires a single working shift of 10 hours for three people.
Therefore, the three holes required for each RNO-G station can be drilled in three days assuming
one work shift per day, or one and a half days assuming two work shifts per day.

The preferred drill under consideration is the Rapid Access Isotope Drill (RAID) from the
British Antarctic Survey (BAS). Holes of the diameter of 3 ′′ were successfully drilled to 461 m at
Little Dome C. For RNO-G larger diameter holes are needed, which is why an existing proto-type
development BigRAID is being considered [228]. It will provide 285 mm or 11.2 ′′ holes, taking
about 0.85 days to reach 200 m or 0.38 days to reach 100 m, making it both faster and more versatile
than the ASIG drill.

Using a mechanical drilling approach is much more scalable than previous drilling efforts
for the ARA experiment at the South Pole, which used a hot water drill to reach 200 m depths.
Mechanical drills are significantly lighter weight and less complex. Future development in drilling
technology may enable exploring a wider range of more aggressive designs with RNO-G, which
may lead to further improved sensitivity or event reconstruction capability. Drilling below the firn
layer may provide significant increases in field-of-view due to fewer limitations in ray bending.
However, care needs to be taken that any drill remains fast enough so as not to be the rate limiting
step in installation and that personnel to operate the drill remains limited. Partly autonomous
drilling operation is also under consideration.

Although subject to considerations such as firn thickness (which impacts drill depth) and ice
temperature, local snow accumulation rate, average daily temperatures and the availability of solar
and wind power, the station design is purposely general. This allows easy adaptation of the design
for future larger in-ice arrays at other sites, such as IceCube-Gen2 at the South Pole.

The installation of both infrastructure (solar panels and communication antennas) and instru-
mentation is anticipated to be faster than hole-drilling. A drilling and installation team of seven
people is foreseen for the first installation season, with installation beginning a week after com-
mencing drilling. We project that an installation of up to 20 stations a year at Summit Station seems
feasible. After installation, additional time will be required in the field to commission and validate
station operation.

5.2 Calibration requirements and strategies

In order to optimally reconstruct events, the relative antenna positions must be known to a small
fraction of the wavelength. Calibration using a local radio transmitter is necessary to achieve the
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Figure 23. RNO-G installation plans are based on prior deployments of (a) surface stations at ARIANNA
and (b) strings of antennas deployed in boreholes for ARA, both in compact phased arrays and reconstruction
strings. A deployment shed for the drill and installation will be built on skis based on prior work done for
ARA (c). Site studies conducted at Summit Station in Greenland also informed the installation plans (d).

required few-cm precision. Two deep transmitting antennas will be included with each station, as
well as one at the surface. The calibration signal is generated in the surface controller board and
sent downhole over RFoF. By measuring the relative time delays of the signal at each receiving
antenna, the positions may be determined. After initial calibration, occasional runs of the pulser
serve as a check of system stability.

An existing 740 m deep nearby borehole (DISC) [229], will also be used to send pulses to the
array from various depths. This serves as a check of the antenna position and, by varying the depth
of transmission, allows inversion of the radio properties of the ice. Understanding the refractive
index profile of the firn is key to reconstruction and sensitivity modeling. Additional pulsing from
the surface will be performed to further understand the ice.

Every station is equipped with a GPS, which will be used to synchronize event timing between
stations at the 10 ns level. This is especially important for analyzing extensive air shower events,
multi-station neutrino events and for absolute time difference measurements useful for ice studies.
The GPS will also track the movement of station locations with the ice flow, which will provide
valuable input for ice-modeling. A higher timing precision between stations can be obtained if
suitable transmitters are identified at site [230] or through the usage of airplane signals [231]. This
may also allow the combined reconstruction of neutrino signals detected in multiple stations [195],
which would then yield improved precision.

All S-parameters of amplifiers, cables, and components will be calibrated before installation.
Experience from radio air shower arrays has shown that a measurement of all individual components,
including a temperature-dependent gain correction will be crucial to reduce systematic uncertainties.
A continually-updated MongoDB database fully integrated with the simulation and reconstruction
software [196, 216] will be used to track the parameters of all components.

5.3 Operations and data systems

The acquisition software on the Single-board computer (SBC) adjusts the trigger thresholds to
maintain as fast a trigger rate as possible (O(10 Hz)) without incurring significant deadtime. This
high sustained rate drives system performance downstream, so second-stage filtering is applied
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on the SBC to reduce the rate of saved triggers to a time-averaged 1 Hz. Additionally, 0.1 Hz of
forced-trigger data will be recorded at regular intervals to help characterize the noise environment.

The on-disk compressed size of each event is an estimated 30 kB, implying an average data rate
of around 260 kbps per station at 1.1 Hz. The LTE network can easily accommodate this rate with
a relatively low duty-cycle at each modem, thereby saving power. This rate allows storage for six
weeks on the local SD cards in the event of an unexpected network outage. If more time is needed,
the station can be instructed via LoraWAN to reduce the rate. In the unlikely case of simultaneous
LTE and LoraWAN failure, the software on the station will automatically throttle the rate. Once
data is transmitted to Summit Station, it will be stored on a redundant disk array for collection each
summer. At the estimated 1 TB/station/per year of data, full build-out requires a redundant storage
capacity (with margin) of 35 TB, which can easily be achieved with a single commodity rack server
(e.g. Dell PowerEdge R7515).

All instrument status data and event metadata as well as a subset of the waveform data (5 GB/day
total) will be transmitted with low latency via Summit Station’s satellite link to the University of
Wisconsin for monitoring and quality assurance. A small portion of available bandwidth will be
reserved for remote login for any configuration changes or remote maintenance required. The JADE
software [232] successfully developed and deployed for IceCube data management will be used for
RNO-G. For data acquisition performance, all data is initially stored in a compressed packed-binary
format resembling the in-memory format used by the data acquisition system. Converters will be
maintained from the raw data format to more convenient archival formats (e.g. HDF5).

All low-latency data will be readily available to the collaboration via an interactive monitoring
web site.1 A comprehensive set of checks on the metadata and system health will be performed by
the computer systems at Summit Station. Any anomalies will result in an email alert.

Monitoring duty will be apportioned to institutes on a rotating basis. While monitoring, an
institution is responsible for timely investigation of all alerts and daily checks of the low-latency
data for potential issues. Weekly monitoring reports will be issued to provide historical context for
any issues that may arise.

Several mock stations, taking pure thermal noise data from terminated amplifiers, will be
operated at collaborating institutions. These provide a testing ground for any configuration changes,
assist with training, and help debug any issues that may arise. The pure thermal noise data also
serves as a useful tool in developing analyses.

6 Projected sensitivity of RNO-G

In order to calculate the sensitivity of RNO-G, we have simulated the full 35-station array with
a detailed modelling of the baseline hardware. Simulations for radio detectors are constantly
evolving, incorporating experience from air shower simulations [38, 233–235] and previous codes
for neutrino radio detectors [217, 236–238].

All simulation results presented herein have been performed with the NuRadioMC code [196].
For the same emission model, ice model and detector quantities, the results of this code have been
shown to agree to the percent level with previous and independent codes, both for single event

1Based on https://github.com/vPhase/monutor.
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signatures as well as for the calculations of effective volumes. It has been found that the trigger-
level sensitivities are in particular affected by the precise implementation of the trigger, the exact
frequency band of the detector, the noise temperature of the system, the chosen emission model
describing the Askaryan effect, whether a complete array is simulated or the array is scaled up
from one station (impacting the number of events detected by multiple stations), and whether the
interactions of secondary particles (taus and muons) are included in the sensitivity calculation. The
latter three factors are most significant, with variations up to 50% in effective area depending on the
energy. Since, in the design process, many of the instrument parameters are not completely fixed,
we carefully quote in the following the assumptions made for the array and the hardware, bearing
in mind that these design sensitivities are subject to change as the instrument design matures.

For the simulations, we use as a simplified proxy for the trigger in section 4.3, a single vertical
dipole per station with an amplitude threshold. A range of thresholds was used from 1.5𝜎noise

to 2.5𝜎noise to account for possible variations in the exact design of the phased-array. Currently,
2.0𝜎noise is the expected to be the best proxy for the phased-array trigger using 4 dipole antennas
that is in production (see figure 18). Dipoles are simulated at 100 m of depth, roughly at the same
depth as the planned phased array.

We have simulated the response of a dipole of 50 cm length similar to the one in figure 14 and
used it for the sensitivity calculation. The simulations performed with XFdtd [239] provide full
gain and phase information as a function of incoming signal direction.

We have used NuRadioMC [196] with the ARZ2020 parameterization given in [197, 240] as
our model for signal emission. We have included triggers induced by secondary particles produced
by the outgoing lepton after a charged current (CC) interaction, following the procedure outlined
in [195]. The simulated station layout is that shown in figure 7, with 35 stations having 1 km spacing
between them on a rectangular grid.

We first discuss the sensitivity of RNO-G to a diffuse neutrino flux and how the neutrino energy
will be determined, then its angular sensitivity and lastly the sensitivity to a transient event. We
will also briefly report on the expected sensitivity to air shower signals.

6.1 Sensitivity to diffuse flux

Figure 24 shows the expected 90% CL upper limit to an all-flavor flux for 5 years of operation of
the full 35 station array, assuming a 67% duty cycle, as expected under only solar power. This is
using effective volumes for an isotropic all-sky flux and full-decade energy bins. See [196] for more
details on the Veff calculation, and the inclusion of the interaction length to convert from Aeff to Veff .

We have applied the Feldman-Cousins method [243] for no detected events and zero back-
ground. The zero background assumption is justified as a first approximation, as according to
table 1, we expect ∼ 0.58 detected muons over the full energy range for five years of operation time
(using SIBYLL 2.3C for signal generation and a 2𝜎noise proxy).

The expected upper limit is shown in figure 24 along with other experimental bounds and
model predictions. The red band shows the expected range of 90% CL upper limits for noise levels
varying from 1.5𝜎noise-equivalent trigger (lower part of the band) to 2.5𝜎noise-equivalent trigger
(higher part), and includes 95% CL contours due to the effective volume uncertainty. The black
band shows the obtained 90% CL sensitivity for a 2.0𝜎noise-equivalent trigger, which is the most
realistic assumption for the RNO-G experiment. We also show in figure 24 the sensitivity for a
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Figure 24. The five-year sensitivity (90% CL upper limits) of RNO-G to the all-flavor diffuse flux for 35
stations (assuming the stations are active two thirds of the total time), compared with existing experiments
and several predicted fluxes [4, 23, 241, 242]. The red band represents the differential sensitivity band for
a range of phased array proxies, spanning the interval from 1.5𝜎noise to 2.5𝜎noise using decade energy bins.
95% CL contours are represented by the orange band. The black band is the sensitivity expected for a
2.0𝜎noise trigger, including 95% CL contours. The purple band depicts the expected integrated sensitivity
(90% CL upper limits) for an IceCube-like flux, over the [1.5𝜎noise, 2.5𝜎noise] trigger range.

single power law spectrum with exponents in the range indicated by the flux observed in IceCube.
The purple band represents the upper limit for the IceCube flux spanned by the [1.5𝜎noise, 2.5𝜎noise]
range. The dashed line in the middle of the band is the result for the 2.0𝜎noise trigger. These
upper limits have been calculated using the expected number of events above 20 PeV for a range
IceCube flux spectral indices and finding that value that yields the number of events equal to the
Feldman-Cousins 90% CL upper limit under the assumption of no background. The median upper
limit exponents for the plausible trigger range cover the interval [−2.24,−2.19], with −2.21 being
the median upper limit spectral index for a 2.0𝜎noise trigger. If no neutrino events are detected,
RNO-G will be able to exclude IceCube-like fluxes above these levels.

6.2 Energy measurement

The ability of RNO-G to measure the neutrino spectrum will depend on the accuracy at which the
energy of each event can be determined. The relation between the neutrino energy 𝐸a and the
amplitude | ®𝐸 | of the electric field of the radio signal at the station is given by:

| ®𝐸 | ∼ 𝐸a · 𝑦 · 𝑓 (𝜑) ·
exp(−𝑑/𝑙atten)

𝑑
(6.1)

where 𝑦 is the fraction of the neutrino energy deposited into the shower, and 𝑓 (𝜑) a dependence on
the angle under which the particle shower is observed. The last term accounts for the attenuation of
the radio signal as it travels to the antenna, with 𝑑 being the distance of the interaction vertex from
the station and 𝑙atten the attenuation length of the ice.

– 33 –



2
0
2
1
 
J
I
N
S
T
 
1
6
 
P
0
3
0
2
5

Figure 25. Neutrino interaction vertex reconstruction for one event using correlations between different
channels (top left), correlations between different rays reaching the same antenna (top right) and a combination
of both (bottom). Colors specify the normalized sum of correlations between channels, shifted by the
difference in signal travel time expected for a given vertex position.

In general, the (inelasticity) fraction 𝑦 of the neutrino energy that contributes to a particle
shower undergoes event-by-event fluctuations and cannot be reconstructed on a single-event basis.
It therefore must be estimated from theory, resulting in a statistical uncertainty of, on average, a fac-
tor of ∼ 2 [21]. This restriction imposes a hard bound on the energy resolution obtainable with any
neutrino detector that only observes the cascade. The goal is therefore to reconstruct the other param-
eters in eq. (6.1) precisely enough for the uncertainty in 𝑦 to be dominant. It should be noted that in
case of an electron neutrino interaction, the full amount of energy is transferred to two particle show-
ers very close to each other, which argues against having the unknown fraction 𝑦 as bound. However,
these two cascades can interfere constructively or destructively and pure-electromagetic cascades
are subject to the LPM-effect [244, 245] at high energies, which changes their radio emission [246].
This makes it reasonable to treat the inelasticity for all cases as bound in a first general consideration.

The resolution on the RNO-G measurement of the full electric field | ®𝐸 | depends on a number
of factors. Ideally, the amplitude should be obtained for all polarization components, with separate
levels of noise. In general, the larger the detected amplitude of the signals (larger measured signal-
to-noise ratio (SNR𝑚), see below), the smaller the influence of noise on the uncertainty. Similarly,
noise effects are mitigated as antenna hit-multiplicities increase. As the Hpol antennas have lower
gain than the Vpol antennas, the Hpol signals will typically have smaller SNR𝑚. Several methods
such as forward folding [196], template matching [19], or information field theory [247] can be
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used to mitigate noise effects; nevertheless, the obtainable resolution of the amplitude will vary
significantly from event to event.

It should be pointed out that using SNR𝑚 differs from the situation of simulations (as defined
in section 3.2), as the true amplitude of the signal 𝑆 without noise is unknown, so the measured
SNR𝑚 = (signal + noise) / noise. Using a definition of SNR𝑚 = 0.5(max(𝑆) − min(𝑆))/𝜎noise, a
typical waveform of the length of RNO-G has a roughly 50% chance of reaching SNR𝑚 = 3 simply
by fluctuations of noise. At SNR𝑚 = 3.5 this probability is reduced to about 1%.

Due to constructive interference, the radio signal emitted by the particle shower is strongest if
viewed directly at the Cherenkov angle, and diminishes (in a frequency-dependent manner) the fur-
ther the observer viewing angle departs from the Cherenkov angle. As shown in figure 4, the higher
frequencies lose signal coherence earliest. Therefore, the shape of the frequency spectrum of the
signal can be used to reconstruct the viewing angle relative to the Cherenkov angle and, ultimately,
make a correction. This method has been demonstrated for particle showers in air [206], and our
first simulations indicate the same to be true for neutrino showers. Quantitatively, we anticipate
that 𝑓 (𝜑) will be obtainable for RNO-G for signals detected with at least a measured SNR𝑚 = 3.5.

The signal pathlength 𝑑 (eq. (6.1)) will depend on the reconstruction of the interaction vertex,
so the resolution of the vertex position is another important ingredient for energy reconstruction.

Figure 25 shows one example of vertex reconstruction for a simulated neutrino interaction
detected with RNO-G. This method to obtain the vertex position is based on cross-correlating
the signals detected in all antennas with each other and deriving a probability map of the vertex
location. Especially for those events in which RNO-G records both the direct emission, as well
as the one reflected at-/refracted-below the surface, the resolution on the vertex position will be
excellent, making the unknown factor 𝑦 (eq. (6.1)) the dominating uncertainty. Further work will be
carried out to determine the fraction of events for which a good vertex resolution will be obtainable
and the SNR𝑚 for which this will be possible. Preliminary results indicate that, conservatively, an
analysis efficiency at least corresponding to the green curve in figure 11 is reachable for the vertex
and thereby energy reconstruction.

The profile of the attenuation length of the ice in Greenland, which defines 𝑙atten in eq. (6.1)
has been measured [41] and is used for the simulations. The remaining systematic uncertainty and
variations across the array will be addressed by additional calibration campaigns as discussed in
section 5.2.

6.3 Angular sensitivity

The sky coverage of RNO-G is mostly determined by the geometry of its location in Greenland. In
figure 26 we show the effective areas for different zenith angle bands for RNO-G, as well as their
projection onto equatorial coordinates. Outside of these bands, the effective area decreases rapidly
(see also [195]), making RNO-G mostly sensitive to an annulus of roughly 45◦ just above the horizon.

The ability of RNO-G to provide an accurate arrival direction for detected neutrinos depends
on its ability to detect the signal arrival direction and the angle with respect to the Cherenkov cone,
as well as the signal polarization, and is again a strong function of the number of antennas with
detected signal and their SNR𝑚.

The signal arrival direction can be directly determined from the time difference in the captured
channel-by-channel waveforms, using (for example) cross-correlation. The obtained resolution is a
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Figure 26. RNO-G instantaneous sky coverage. Left: simulated effective area as a function of neutrino
energy is shown for the four most sensitive zenith bands, centered at 50◦, 60◦, 70◦, and 80◦. Simulations were
performed for the full RNO-G array of 35 stations with a distance of 1 km. Right: these bands are projected
in Right Ascension (RA) and Declination (Dec) for one particular time of day to illustrate the instantaneous
sky coverage. Bands outside this range still show some, albeit a strongly reduced (< 0.1 fraction of maximum
effective area), sensitivity for neutrino interactions.

function of the number of antennas with signal; sub-degree values have typically been obtained by
previous experiments [4, 16, 21, 22]. Knowing only the arrival direction for the signal at a specific
station, the neutrino arrival direction can be determined to lie on a cone, projecting to a ring on-sky
as shown in figure 27. Only a fraction of the ring corresponds to a probable physical solution, as
many arrival directions can be excluded by the known Earth absorption.

The radio signal is the strongest on the Cherenkov cone and then weakens once the angle to the
shower axis deviates from the Cherenkov angle. Depending on the type of event, viewing angles of
more than 10 degrees with respect to the Cherenkov angle may still be observable. As discussed in
section 6.2, the electric-field is a function of the viewing angle, as the higher frequencies fall off fur-
ther away from the Cherenkov cone, so the viewing angle is reconstructable via the frequency slope.
Combining signal arrival direction and viewing angle narrows the ring of possible arrival directions.

As the radio signal is due to the Askaryan effect, the polarization of the induced electric-field
points radially inwards towards the shower axis. Therefore, a measure of the polarization is needed
for a unique neutrino arrival direction. As shown in figure 27, adding polarization allows reducing
the entire ring to a small patch on the sky. The absolute angular resolution as function of energy,
elevation and SNR𝑚 per antenna is still under study. Thus, figure 27 has been constructed to highlight
the influence of different signal parameters on the angular resolution, while using a simulated event,
as detectable in RNO-G, including noise but no detector uncertainties. The event shown has an
SNR𝑚 ≈ 6 in both Vpol and Hpol antennas, meaning that all pulses can be clearly identified.

6.4 Sensitivity to transient events

Using the same simulations as performed for section 6.1, the sensitivity of RNO-G to transient
events has been obtained, as shown in figure 28. Most models predict small neutrinos fluxes in the
energy range of RNO-G, as compiled in figure 3. However, given, e.g., large uncertainties in the
modelling of mergers of neutron stars and that this area of multi-messenger astronomy is still in
its infancy, RNO-G may make serendipitous discoveries. Its location in the Northern hemisphere
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Figure 27. Radio neutrino detector arrival direction reconstruction. Given the limited field of view, the
reconstructed signal arrival direction restricts the neutrino arrival direction to the red circular band shown.
Adding information from the frequency content constrains the viewing angle, and reduces the width of the
band. Finally, including data from both Hpol and Vpol antennas, polarization reconstruction reduces the
allowed arrival direction to a small area on sky. The reconstruction and uncertainties are shown for one event
simulated for RNO-G with NuRadioMC. The coordinates are local azimuth and zenith angle.

makes it uniquely sensitive, and complementary to other planned radio neutrino observatories in
the Southern Hemisphere.

GRBs and other cataclysmic events are promising candidates for transient flares of UHE neu-
trinos. GRB afterglows are expected to produce the highest energy neutrinos over months-long
time scales [49]. Short GRBs resulting from binary neutron star mergers may be detectable with
RNO-G if they are nearby or connected with the production of giant flares from magnetars [248].
Similarly, magnetars resulting from binary neutron star mergers can drive UHE neutrino produc-
tion [131]. As shown in figure 28, RNO-G can constrain the neutrino fluence from GRB afterglows,
short GRBs, and long-lived magnetars within tens of Megaparsecs. Furthermore, Tidal Disruption
Events (TDEs) are another cataclysmic source class still in the infancy of their discovery, with
frequent new observations and population increases thanks to transient observatories such as the
Zwicky Transient Facility (ZTF) [249]. As more is uncovered about their nature, they may also
become a viable multi-messenger target for RNO-G.

Flaring blazars are particularly interesting targets for RNO-G. As an example, a model of the
neutrino fluence expected from the flare of the bright gamma-ray blazar PKS 1502+106 [132] is
compared to the RNO-G sensitivities in figure 28. This particular blazar is an FSRQ, which are
notable for their expected high UHE neutrino fluxes [71], and spatially coincident with a “golden”
event (IC190730A) seen in IceCube [250, 251]. In the model, neutrinos are produced in the two
different scenarios that are consistent with multi-wavelength photon observations, but the neutrino
spectrum is strongly impacted by the radiation mechanism. Stacking searches in RNO-G for flares
of blazars or multi-messenger driven searches may reveal UHE neutrinos or constrain the neutrino
spectrum at the highest energies. Note that while PKS 1506+106 is at a distant redshift, closer
blazars will have a stronger neutrino fluence.
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Figure 28. 95% CL fluence sensitivities between triggers at 1.5𝜎noise and 2.5𝜎noise are shown for four
zenith bands centered at (top to bottom) 50◦ (green), 60◦ (blue), 70◦ (purple), and 80◦ (red). Sensitivities are
calculated for a full decade in energy. Model-predicted fluences from several transient classes (bright gamma-
ray blazars [132], short GRBs [130], magnetars [131], and GRB afterglows [49]) are also shown for direct
comparison. We scale the short GRB and GRB afterglows by several luminosity distances to demonstrate the
distance over which RNO-G will be sensitive to transients; a similar scaling can be applied to other source
classes. For the calculation of sensitivities here we have used an integrated background expectation of no
events. Note that for longer duration transients, integrated background may become non-negligible.

RNO-G has unique capabilities to process alerts in nearly real time. Summit Station’s continu-
ous satellite link and the LTE communications strategy can permit alerts from other multi-messenger
observatories to be sent to and from the RNO-G stations.

6.5 Sensitivity to air shower signals

RNO-G will be equipped with upward-facing LPDAs, sensitive to air shower signals. These will be
triggered through the auxiliary trigger as described in section 4.3. First simulations indicate a turn-on
of the trigger efficiency to air showers between 1 × 1016 eV and 1 × 1017 eV, with details depending
on the exact system noise temperature and environmental noise conditions that will need to be
confirmed during the first deployment season in-situ. The DAQ is designed to store 0.1 Hz of triggers
from the surface antennas, dedicated to the detection of air showers. The passband of the envelope
trigger has been optimized for the highest surface antenna trigger efficiency and will be between
80 MHz and 180 MHz. We expect the detection in the order of one air shower per day per station.

The air shower trigger at RNO-G will serve two purposes. As discussed in section 3.4, the
muonic component of air showers may constitute a background for neutrino detection with RNO-G.
While the flux of these background events depends strongly on the composition of the cosmic ray
flux, as well as hadronic interaction models, the safest way to contain the impact of this background
is to unambiguously tag air showers. RNO-G will therefore continue to be optimized to provide
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its own air shower veto. In addition, air shower reconstruction will help calibrate the system and
ensure an independent cross-check of up-time and efficiency.

7 Conclusions

We have presented the concept of the Radio Neutrino Observatory in Greenland (RNO-G), currently
scheduled to commence installation at Summit Station in 2021. The location in Greenland both
drives design considerations, such as autonomous low-power stations, and, given the unique field
of view from the Northern Hemisphere, also defines the strong science case.

The RNO-G hardware builds on previous radio array experience and strives for a very low-noise
system that can sustain a low trigger-threshold, but high duty-cycle operation of autonomous stations.
Each of the 35 RNO-G stations will consist of log-periodic dipole antennas deployed at the surface
and custom-made dipole and tri- or quad-slot antennas deployed in three mechanically drilled holes
to a depth of 100 m. The stations will mainly be triggered by a phased array of four deep dipoles
at the 100 m maximum depth, which will ensure the best neutrino aperture. Auxiliary envelope
triggers are available for low-power operations in the seasons with less abundant solar-power and
for reading out the surface antennas to detect and veto air showers.

RNO-G will be the first uniform deployment of a neutrino radio array that will demonstrate the
feasibility of scaling to arbitrarily large arrays. The delivered per-year sensitivity will be the largest
achieved to-date with a radio array. RNO-G with its unique view of the Northern hemisphere
may provide insights into transient sources of UHE neutrinos and will bring the detection of a
continuation of the astrophysical neutrinos flux to high energies as detected by IceCube within
reach. Additionally, models for cosmogenic neutrinos assuming a significant proton fraction in
UHE cosmic-rays will be either be conclusively ruled out or will lead, if confirmed, to a detection
of neutrinos with RNO-G.
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This Letter presents the results from pointlike neutrino source searches using ten years of IceCube data
collected between April 6, 2008 and July 10, 2018. We evaluate the significance of an astrophysical signal
from a pointlike source looking for an excess of clustered neutrino events with energies typically above
∼1 TeV among the background of atmospheric muons and neutrinos. We perform a full-sky scan, a search
within a selected source catalog, a catalog population study, and three stacked Galactic catalog searches.
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The most significant point in the northern hemisphere from scanning the sky is coincident with the Seyfert
II galaxy NGC 1068, which was included in the source catalog search. The excess at the coordinates of
NGC 1068 is inconsistent with background expectations at the level of 2.9σ after accounting for statistical
trials from the entire catalog. The combination of this result along with excesses observed at the coordinates
of three other sources, including TXS 0506þ 056, suggests that, collectively, correlations with sources in
the northern catalog are inconsistent with background at 3.3σ significance. The southern catalog is
consistent with background. These results, all based on searches for a cumulative neutrino signal integrated
over the 10 years of available data, motivate further study of these and similar sources, including time-
dependent analyses, multimessenger correlations, and the possibility of stronger evidence with coming
upgrades to the detector.

DOI: 10.1103/PhysRevLett.124.051103

Cosmic rays (CRs) have been observed for over a
hundred years [1] penetrating the entire surface of the
Earth’s atmosphere in the form of leptonic and hadronic
charged particles with energies up to ∼1020 eV [2]. These
particles are heavily deflected on their journey to the
Earth by magnetic fields and, although at energies
≳1019 eV this deflection could become much smaller,
their origin is still largely unknown. Very-high-energy
(VHE) γ rays (Eγ > 100 GeV) travel without deflection
and so provide evidence for astrophysical acceleration sites.
However, these photons can be produced by both leptonic
and hadronic processes and are attenuated by extragalactic
background light, meaning they cannot probe redshifts
larger than z ∼ 1 at energies above ∼1 TeV. In comparison,
only hadronic processes can produce an astrophysical
neutrino flux which would travel unattenuated and unde-
flected from the source to the Earth. Thus, astrophysical
neutrino observations are critical to identify CR sources, or
to discover distant very-high-energy accelerators.
IceCube has discovered a flux of astrophysical neutrinos

in multiple diffuse searches [3–6], which integrate observed
emission over most of the sky. Notably, a potential neutrino
source, TXS 0506þ 056, has been identified through a
multimessenger campaign around a high-energy IceCube
event in September 2017 [7]. IceCube also found evidence
for neutrino emission over ∼110 days from 2014–2015
at the location of TXS 0506þ 056 when examining over
nine years of archival data [8]. Nonetheless, the estimated
flux from this source alone is less than 1% of the total
astrophysical neutrino flux [3] and the contribution of a
catalog of blazars as a population to the best fit total
astrophysical neutrino flux between 10 TeV and 2 PeV is
limited to 27% [9]. In this Letter we search for various
pointlike neutrino sources using 10 years of IceCube
observations.
The IceCube neutrino telescope is a cubic kilometer

array of digital optical modules (DOMs) each containing a
10” PMT [10] and on-board read-out electronics [11].
These DOMs are arranged in 86 strings between 1.45 and
2.45 km below the surface of the ice at the South Pole [12].
The DOMs are sensitive to Cherenkov light from energy

losses of ultrarelativistic charged particles traversing the
ice. This analysis targets astrophysical muon neutrinos and
antineutrinos (νμ), which undergo charged-current inter-
actions in the ice to produce a muon traversing the detector.
The majority of the background for this analysis originates
from CRs interacting with the atmosphere to produce
showers of particles including atmospheric muons and
neutrinos. The atmospheric muons from the southern
hemisphere are able to penetrate the ice and are detected
as tracklike events in IceCube at a rate orders of magnitude
higher than the corresponding atmospheric neutrinos [12].
Almost all of the atmospheric muons from the northern
hemisphere are filtered out by the Earth. However, poorly
reconstructed atmospheric muons from the southern sky
create a significant background in the northern hemisphere.
Atmospheric neutrinos also produce muons from charged-
current νμ interactions, acting as an irreducible background
in both hemispheres. Neutral-current interactions or νe and
ντ charged-current interactions produce particle showers
with spherical topology known as cascade events. Tracks at
∼TeV energies are reconstructed with a typical angular
resolution of ≲1°, while cascades have an angular reso-
lution of ∼10°–15° [13]. This analysis selects tracklike
events because of their better angular resolution. Tracks
have the additional advantage that they can be used even if
the neutrino interaction vertex is located outside of the
detector. This greatly increases the detection efficiency.
During the first three years of data included here,

IceCube was incomplete and functioned with 40, 59,
and 79 strings. For these years and also during the first
year of data taking of the full detector (IC86), the event
selection and reconstruction was updated until it stabilized
in 2012, as detailed in Table I. Seven years of tracks were
previously analyzed to search for point sources [14].
Subsequently, an eight-year sample of tracks from the
northern sky used for diffuse muon neutrino searches was
also analyzed looking for point sources [15]. The aim of
this Letter is to introduce a selection which unifies the event
filtering adopted in these two past searches. Additionally,
the direction reconstruction [16,17] has been updated to use
the deposited event energy in the detector. This improves
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the angular resolution by more than 10% for events above
10 TeV compared to the seven-year study [14], and
achieves a similar angular resolution as the eight-year
northern diffuse track selection [15], which also uses
deposited event energy in the direction reconstruction
(see Fig. 1). The absolute pointing accuracy of IceCube
by combining many events has been demonstrated to be
≲0.2° [18] via measurements of the effect of the Moon
shadow on the background CR flux.
Different criteria are applied to select track-like events

from the northern and southern hemisphere (with a boun-
dary between them at declination δ ¼ −5°), because the
background differs in these two regions. Almost all the
atmospheric muons in the northern hemisphere can be
removed by selecting high-quality tracklike events. In
the southern hemisphere, the atmospheric background is
reduced by strict cuts on the reconstruction quality and
minimum energy deposited in the detector, since the
astrophysical neutrino fluxes are expected to have a harder
energy spectrum than the background of atmospheric
muons and neutrinos. This effectively removes almost all

southern hemisphere events with an estimated energy
below ∼10 TeV [23].
In both hemispheres, atmospheric muons and cascade

events are further filtered using multivariate boosted
decision trees (BDTs). In this analysis, a single BDT is
trained to recognize three classes of events in the northern
hemisphere: single muon tracks from atmospheric and
astrophysical neutrinos, atmospheric muons, and cascades,
where neutrino-induced tracks are treated as signal. This
BDT uses 11 variables related to event topology and
reconstruction quality. When applied to simulated events,
the northern BDT preserves ∼90% of the atmospheric
neutrinos and ∼0.1% of the atmospheric muons from
the initial selection of tracklike events, also applied in
previous muon neutrino searches [14,15]. In the southern
hemisphere, the BDT and selection filters are taken from
Ref. [14]. The final all-sky event rate of ∼2 mHz is domi-
nated by muons from atmospheric neutrinos in the northern
hemisphere and by high-energy, well-reconstructed muons
in the southern hemisphere. This updated selection applied
to the final six years of data shown in Table I. The
preceding four years of data are handled exactly as in
the past.
The point-source searches conducted in this paper use

the existing maximum-likelihood ratio method which
compares the hypothesis of pointlike signal plus diffuse
background versus a background-only null hypothesis. All
of the searches and source catalogs were predefined before
any of the following results were obtained. This technique,
described in Refs. [19,30], was also applied in the seven-
and eight-year point source searches [14,15]. The all-sky
scan and the selected source catalog searches look for
directions which maximize the likelihood-ratio in the
northern and southern hemisphere separately. Since this
analysis assumes pointlike sources, it is suboptimal to those
with extended neutrino emission regions. The sensitivity of
this analysis to a neutrino flux with an E−2 spectrum,
calculated according to [19], shows a ∼35% improvement
compared to the seven-year all-sky search [14] due to the
longer livetime, updated event selection, and updated
reconstructions. While the sensitivity in the northern hemi-
sphere is comparable to the eight-year study for an E−2

spectrum [15], the analysis presented in this work achieves

TABLE I. IceCube configuration, livetime, number of final tracklike events, start and end date and published
reference in which the sample selection is described.

Data samples

Year Livetime (Days) Number of events Start day End day Ref.

IC40 376.4 36900 2008=04=06 2009=05=20 [19]
IC59 352.6 107011 2009=05=20 2010=05=31 [20]
IC79 316.0 93133 2010=06=01 2011=05=13 [21]
IC86-2011 332.9 136244 2011=05=13 2012=05=15 [22]
IC86-2012-18 2198.2 760923 2012=04=26 ,a

2018=07=10 This Letter
aStart date for test runs of the new processing. The remainder of this run began 2012=05=15.

FIG. 1. The median angle between simulated neutrino and
reconstructed muon directions as a function of energy for the data
selection used in the latest six years compared to that in Ref. [14]
(solid and dashed lines are for northern and southern hemi-
spheres, respectively) and in Ref. [15] for the northern hemi-
sphere. The differences between hemispheres come from the
differences in the background composition and the respective
selection criteria.
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a ∼30% improvement in sensitivity to sources with a softer
spectrum, such as E−3. This difference is due to the
more general nature of this work which assumes an E−γ

power-law energy spectrum, where 1 ≤ γ ≤ 4, whereas the
eight-year study targets the sources responsible for the
diffuse astrophysical neutrino flux seen in [31] by applying
a strict Gaussian prior on the spectral index, γ, centered
at 2.19� 0.1.
All-sky scan.—The brightest sources of astrophysical

neutrinos may differ from the brightest sources observed in
the electromagnetic (EM) spectrum. For example, cosmic
accelerators can be surrounded by a dense medium which
attenuates photon emission while neutrinos could be further
generated by cosmic-ray interactions in the medium. For
this reason, a general all-sky search for the brightest single
pointlike neutrino source in each hemisphere is conducted,
and is unbiased by EM observations. This involves maxi-
mizing the signal-over-background likelihood-ratio at a
grid of points across the entire sky with a finer spacing
(∼0.1° × ∼0.1°) than the typical event angular uncertainty.
The points within 8° of the celestial poles are excluded due
to poor statistics and limitations in the background esti-
mation technique.
At each position on the grid, the likelihood-ratio function

is maximized resulting in a maximum test-statistic (TS), a
best fit number of astrophysical neutrino events (n̂s), and
the spectral index (γ̂) for an assumed power-law energy
spectrum. The local pretrial probability (p-value) of
obtaining the given or larger TS value at a certain location
from only background is estimated at every grid point by
fitting the TS distribution from many background trials
with a χ2 function. Each background trial is obtained from
the data themselves by scrambling the right ascension of
each event, thereby removing any clustering of the signal.
The location of the most significant p-value in each
hemisphere is defined to be the hottest spot. The post-trial
probability is estimated by comparing the p-value of the
hottest spot in the data with a distribution of hottest spots in
the corresponding hemisphere from a large number of
background trials.
The most significant point in the northern hemisphere is

found at equatorial coordinates (J2000) right ascension
40.9°, declination −0.3° with a local p-value of 3.5 × 10−7.
The best fit parameters at this spot are n̂s ¼ 61.5 and
γ̂ ¼ 3.4. Considering the trials from examining the entire
hemisphere increases the p-value to 9.9 × 10−2 post-trial.
The probability skymap in a 3° by 3° window around the
most significant point in the northern hemisphere is plotted
in Fig. 2. This point is found 0.35° from the active galaxy
NGC 1068, which is independently included as a source in
the northern source catalog. To study whether the 0.35°
offset between the all-sky hotspot and NGC 1068 is typical
of the reconstruction uncertainty of a neutrino source, we
inject a soft-spectrum source according to the best-fit E−3.2

flux at the Fermi-LAT coordinates for NGC 1068 into our

background samples. Scanning in a 5° window around the
injection point, we find that the median separation between
the most significant hotspot and the injection point is 0.35°.
Thus, if the excess is due to an astrophysical signal from
NGC 1068, the offset between the all-sky hotspot and
Fermi-LAT’s coordinates is consistent with the IceCube
angular resolution for such a source.
The most significant hotspot in the southern hemi-

sphere, at right ascension 350.2° and declination-56.5°,
is less significant with a pretrial p-value of 4.3 × 10−6 and
fit parameters n̂s ¼ 17.8, and γ̂ ¼ 3.3. The p-value of this
hotspot becomes 0.75 post-trial. Both hotspots alone are
consistent with a background-only hypothesis.
Source catalog searches.—The motivation of this search

is to improve sensitivity to detect possible neutrino sources
already observed in γ rays. A new catalog composed of 110
sources has been constructed which updates the catalog
used in previous sources searches [14]. The new catalog
uses the latest γ ray observations and is based on rigorous
application of a few simple criteria, described below. The
size of the catalog was chosen to limit the trials factor
applied to the most significant source in the catalog such
that a 5σ significance before trials would remain above 4σ
after trials. These 110 sources are composed of Galactic
and extragalactic sources, which are selected separately.
The extragalactic sources are selected from the Fermi-

LAT 4FGL catalog [32] since it provides the highest-energy
unbiased measurements of γ-ray sources over the full sky.
Sources from 4FGL are weighted according to the integral
Fermi-LAT flux above 1 GeV divided by the sensitivity
flux for this analysis at the respective source declination.
The 5% highest-weighted BL Lacs and flat spectrum radio
quasars (FSRQs) are each selected. The minimumweighted
integral flux from the combined selection of BL Lac and
FSRQs is used as a flux threshold to include sources
marked as unidentified blazars and AGN. Eight 4FGL
sources are identified as starburst galaxies. Since these
types of objects are thought to host hadronic emission

FIG. 2. Local pre-trial p-value map around the most significant
point in the Northern hemisphere. The black cross marks the
coordinates of the galaxy NGC 1068 taken from Fermi-4FGL.
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[33,34], they are all included in the final source list. The
blazar TXS 0506þ 056 is selected in the top 5% of BL
Lacs due to its high luminosity in γ rays and its location in
the most sensitive region of the sky for IceCube.
To select Galactic sources, we consider measurements of

VHE γ-ray sources from TeVCat [35,36] and gammaCat
[37]. Spectra of the γ rays were converted to equivalent
neutrino fluxes, assuming a purely hadronic origin of the
observed γ-ray emission where Eγ ≃ 2Eν, and compared to
the sensitivity of this analysis at the declination of the
source (Fig. 3). Those Galactic objects with predicted
energy fluxes > 50% of IceCube’s sensitivity limit for
an E−2 spectrum, were included in the source catalog.
A total of 12 Galactic γ-ray sources survived the selection.
The final list of neutrino source candidates is a northern-

sky catalog containing 97 objects (87 extragalactic and 10
Galactic) and a southern-sky catalog containing 13 sources
(11 extragalactic and 2 Galactic). The large north-south
difference is due to the difference in the sensitivity of
IceCube in the northern and southern hemispheres. The
post-trial p-value for each catalog describes the signifi-
cance of the single most significant source in the catalog
and is calculated as the fraction of background trials where
the pre-trial p-value of the most significant fluctuation is
smaller than the pre-trial p-value found in data.
The obtained pre-trial p-values are provided in the

supplementary material and their associated 90% C.L.
flux upper limits are shown in Fig. 3, together with the
expected sensitivity and discovery potential fluxes. The
most significant excess in the northern catalog of 97
sources is found in the direction of the galaxy NGC
1068, analyzed for the first time by IceCube in this analysis,
with a local pre-trial p-value of 1.8 × 10−5 (4.1σ). The best

fit parameters are γ ¼ 3.2 and n̂s ¼ 50.4, consistent with
the results for the all-sky northern hottest spot, 0.35° away.
From Fig. 2 it can be inferred that the significance of the all-
sky hotspot and the excess at NGC 1068 are dominated by
the same cluster of events. The parameters of the best fit
spectrum at the coordinates of NGC 1068 are shown in
Fig. 4. When the significance of NGC 1068 is compared to
the most significant excesses in the northern catalog from
many background trials, the post-trial significance is 2.9σ.
Out of the 13 different source locations examined in the

Southern catalog, the most significant excess has a pretrial
p-value of 0.06 in the direction of PKS 2233-148. The
associated post-trial p-value is 0.55, which is consistent
with background.
Four sources in the northern catalog found a pretrial

p-value < 0.01: NGC 1068, TXS 0506þ 056, PKS
1424þ 240, and GB6 J1542þ 6129. Evidence has been
presented for TXS 0506þ 056 to be a neutrino source [8]
using an overlapping event selection in a time-dependent
analysis. However, TXS 0506þ 056 was included in the
northern catalog independently of this result due to its
relatively high γ-ray flux observed by Fermi-LAT. In this
Letter, in which we only consider the cumulative signal
integrated over 10 years, we find a pretrial significance of
3.6σ at the coordinates of TXS 0506þ 056 for a best fit
spectrum of E−2.1, consistent with previous results.
In addition to the single source search, a source

population study is conducted to understand if excesses
from several sources, each not yet at evidence level, can
cumulatively indicate a population of neutrino sources in
the catalog.
The population study uses the pretrial p-values of each

source in the catalog and searches for an excess in the

FIG. 3. 90% C.L. median sensitivity and 5σ discovery potential
as a function of source declination for a neutrino source with an
E−2 and E−3 spectrum. The 90% upper limits are shown
excluding an E−2 and E−3 source spectrum for the sources in
the source list. The grey curves show the 90% C.L. median
sensitivity from 11 yrs of ANTARES data [38].

FIG. 4. Likelihood map at the position of NGC 1068 as a
function of the astrophysical flux spectral index and normaliza-
tion at 1 TeV. Contours show 1, 2, 3, and 4σ confidence intervals
assuming Wilks’ theorem with 2 degrees of freedom [39]. The
best fit spectrum is point marked with “×”.
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number of small p-values compared to the uniform back-
ground expectation. If the number of objects in the search
catalog is N, and the number of sources below a given
threshold pk is k, then the probability of background
producing k or more sources with p-values smaller than
pk is given by the cumulative binomial probability:

pbkg ¼
XN

i¼k

Pbinomðijpk; NÞ ¼
XN

i¼k

�
N

i

�
pi
kð1 − pkÞN−i:

ð1Þ
In order to maximize sensitivity to any possible pop-

ulation size of neutrino sources within the catalog, the
probability threshold (pk) is increased iteratively to vary k
between 1 and N. The result of this search is the most
significant pbkg from N different tested values of k, then the
post-trial p-value from this search must take into account a
trial factor for the different tested values of k.
The most significant pbkg from the northern catalog

population analysis is 3.3 × 10−5 (4.0σ), which is found
when k ¼ 4. The four most significant sources which
contribute to this excess are those with p-value < 0.01
as described above. When accounting for the fact that
different signal population sizes are tested, the post-trial
p-value is 4.8 × 10−4 (3.3σ). Since evidence has already
been presented for TXS 0506þ 056 to be a neutrino source
[8], an a posteriori search is conducted removing this
source from the catalog. The resulting most significant
excess is 2.3σ post-trial due to the remaining three most
significant sources. For the southern catalog, the pretrial
p-value of the most significant excess is 0.12, provided by
5 of the 13 sources. The resulting post-trial p-value is 0.36.
Stacked source searches.—In the case of catalogs

of sources that produce similar fluxes, stacking searches
require a lower flux per source for a discovery than
considering each source individually. Three catalogs of
Galactic γ-ray sources are stacked in this paper. Sources are
selected from VHE γ-ray measurements and categorized
into pulsar wind nebulae (PWN), supernova remnants
(SNR), and unidentified objects (UNID), with the aim of
grouping objects likely to have similar properties as
Galactic neutrino emitters. The final groups consist of
33 PWN, 23 SNR, and 58 UNID described in the
Supplemental Material. A weighting scheme is adopted
to describe the relative contribution expected from each
source in a single catalog based on the integral of the
extrapolated γ-ray flux above 10 TeV. All three catalogs
find p-values > 0.1.
Conclusion.—This Letter presents an updated event

selection optimized for pointlike neutrino source signals
applied to 10 years of IceCube data taken from April 2008
to July 2018. Multiple neutrino source searches are
performed: an all-sky scan, a source catalog and corre-
sponding catalog population study for each hemisphere,
and three stacked Galactic-source searches.

The results of these analyses, all searching for cumu-
lative neutrino signals integrated over the 10 years of data-
taking, are summarized in Table II. The most significant
source in the northern catalog, NGC 1068, is inconsistent
with a background-only hypothesis at 2.9σ due to being
located 0.35° from the most significant excess in the
northern hemisphere and the northern source catalog pro-
vides a 3.3σ inconsistency with a background-only hypoth-
esis for the entire catalog. This result comes from an excess
of significant p-values in the directions of the Seyfert II
galaxy NGC 1068, the blazar TXS 0506þ 056, and the BL
Lacs PKS 1424þ 240 and GB6 J1542þ 6129. NGC 1068,
at a 14.4 Mpc distance, is the most luminous Seyfert II
galaxy detected by Fermi-LAT [24]. NGC 1068 is an
observed particle accelerator, charged particles are accel-
erated in the jet of the AGN or in the AGN-driven
molecular wind [40], producing γ rays and potentially
neutrinos. Other work has previously indicated NGC 1068
as a potential CR accelerator [33,41,42]. Assuming that the
observed excess is indeed of astrophysical origin and
connected with NGC 1068, the best-fit neutrino spectrum
inferred from this work is significantly higher than that
predicted frommodels developed to explain the Fermi-LAT
gamma-ray measurements [25]. However, the large uncer-
tainty from our spectral measurement and the high x-ray
and γ-ray absorption along the line of sight [26,43] prevent
a straight forward connection. Time-dependent analyses
and the possibility of correlating with multimessenger
observations for this and other sources may provide addi-
tional evidence of neutrino emission and insights into its
origin. Continued data-taking, more refined event
reconstruction, and the planned upgrade of IceCube prom-
ise further improvements in sensitivity [44].

The authors gratefully acknowledge the support from
the following agencies and institutions: USA: U.S.
National Science Foundation-Office of Polar Programs,

TABLE II. Summary of final p-values (pretrial and post-trial)
for each pointlike source search implemented in this Letter.

Analysis Category

Pretrial
significance

(plocal)
Post-trial

significance

All-Sky North 3.5 × 10−7 9.9 × 10−2

Scan South 4.3 × 10−6 0.75

Source list North 1.8 × 10−5 2.0 × 10−3

(2.9σ)
South 5.9 × 10−2 0.55

Catalog North 3.3 × 10−5 4.8 × 10−4

(3.3σ)
Population South 0.12 0.36
Stacking SNR … 0.11
Search PWN … 1.0

UNID … 0.4

PHYSICAL REVIEW LETTERS 124, 051103 (2020)

051103-7



U.S. National Science Foundation-Physics Division,
Wisconsin Alumni Research Foundation, Center for
High Throughput Computing (CHTC) at the University of
Wisconsin-Madison, Open Science Grid (OSG), Extreme
Science and Engineering Discovery Environment (XSEDE),
U.S. Department of Energy-National Energy Research
Scientific Computing Center, Particle astrophysics research
computing center at the University of Maryland, Institute for
Cyber-Enabled Research at Michigan State University, and
Astroparticle physics computational facility at Marquette
University; Belgium: Funds for Scientific Research (FRS-
FNRS and FWO), FWO Odysseus and Big Science pro-
grammes, and Belgian Federal Science Policy Office
(Belspo); Germany: Bundesministerium für Bildung und
Forschung (BMBF), Deutsche Forschungsgemeinschaft
(DFG), Helmholtz Alliance for Astroparticle Physics
(HAP), Initiative and Networking Fund of the Helmholtz
Association, Deutsches Elektronen Synchrotron (DESY),
and High Performance Computing cluster of the RWTH
Aachen; Sweden: Swedish Research Council, Swedish Polar
Research Secretariat, Swedish National Infrastructure for
Computing (SNIC), and Knut and Alice Wallenberg
Foundation; Australia: Australian Research Council;
Canada: Natural Sciences and Engineering Research
Council of Canada, Calcul Québec, Compute Ontario,
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INTRODUCTION: Neutrinos are tracers of
cosmic-ray acceleration: electrically neutral
and traveling at nearly the speed of light, they
can escape the densest environments andmay
be traced back to their source of origin. High-
energy neutrinos are expected to be produced
in blazars: intense extragalactic radio, optical,
x-ray, and, in somecases, g-ray sources
characterized by relativistic jets of
plasma pointing close to our line of
sight. Blazars are among the most
powerful objects in the Universe and
are widely speculated to be sources
of high-energy cosmic rays. These cos-
mic rays generate high-energy neutri-
nos and g-rays, which are produced
when the cosmic rays accelerated in
the jet interact with nearby gas or
photons. On 22 September 2017, the
cubic-kilometer IceCube Neutrino
Observatory detected a ~290-TeV
neutrino from a direction consistent
with the flaring g-ray blazar TXS
0506+056. We report the details of
this observation and the results of a
multiwavelength follow-up campaign.

RATIONALE:Multimessenger astron-
omy aims for globally coordinated
observations of cosmic rays, neutri-
nos, gravitational waves, and electro-
magnetic radiation across a broad
range of wavelengths. The combi-
nation is expected to yield crucial
information on the mechanisms
energizing the most powerful astro-
physical sources. That the produc-
tion of neutrinos is accompanied by
electromagnetic radiation from the
source favors the chances of a multi-
wavelength identification. In par-
ticular, a measured association of
high-energy neutrinos with a flaring
source of g-rays would elucidate the
mechanisms and conditions for ac-
celeration of the highest-energy cos-

mic rays. The discovery of an extraterrestrial
diffuse flux of high-energy neutrinos, announced
by IceCube in 2013, has characteristic prop-
erties that hint at contributions from extra-
galactic sources, although the individual sources
remain as yet unidentified. Continuously mon-
itoring the entire sky for astrophysical neu-

trinos, IceCube provides real-time triggers for
observatories around the world measuring
g-rays, x-rays, optical, radio, and gravitational
waves, allowing for the potential identification
of even rapidly fading sources.

RESULTS: A high-energy neutrino-induced
muon trackwas detected on22 September 2017,
automatically generating an alert that was

distributed worldwide
within 1 min of detection
and prompted follow-up
searchesby telescopesover
a broad range of wave-
lengths. On 28 September
2017, theFermiLargeArea

Telescope Collaboration reported that the di-
rection of the neutrino was coincident with a
cataloged g-ray source, 0.1° from the neutrino
direction. The source, a blazar known as TXS
0506+056 at a measured redshift of 0.34, was
in a flaring state at the time with enhanced
g-ray activity in the GeV range. Follow-up ob-
servations by imaging atmospheric Cherenkov
telescopes, notably the Major Atmospheric

Gamma ImagingCherenkov (MAGIC)
telescopes, revealed periods where
the detected g-ray flux from the blazar
reached energies up to 400GeV.Mea-
surements of the source have also
been completed at x-ray, optical, and
radio wavelengths. We have inves-
tigated models associating neutrino
and g-ray production and find that
correlation of the neutrino with the
flare of TXS 0506+056 is statistically
significant at the level of 3 standard
deviations (sigma). On the basis of the
redshift of TXS 0506+056, we derive
constraints for the muon-neutrino
luminosity for this source and find
them to be similar to the luminosity
observed in g-rays.

CONCLUSION: The energies of the
g-rays and the neutrino indicate that
blazar jetsmay accelerate cosmic rays
to at least several PeV. The observed
association of a high-energy neutrino
with a blazar during a period of en-
hanced g-ray emission suggests that
blazarsmay indeed be one of the long-
sought sources of very-high-energy
cosmic rays, andhence responsible for
a sizable fraction of the cosmic neu-
trino flux observed by IceCube.▪
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Multimessenger observations of blazar TXS 0506+056.The
50% and 90% containment regions for the neutrino IceCube-
170922A (dashed red and solid gray contours, respectively),
overlain on a V-band optical image of the sky. Gamma-ray sources
in this region previously detected with the Fermi spacecraft are
shown as blue circles, with sizes representing their 95% positional
uncertainty and labeled with the source names. The IceCube
neutrino is coincident with the blazar TXS 0506+056, whose
optical position is shown by the pink square. The yellow circle
shows the 95% positional uncertainty of very-high-energy g-rays
detected by the MAGIC telescopes during the follow-up campaign.
The inset shows a magnified view of the region around TXS 0506+056
on an R-band optical image of the sky. IM
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Previous detections of individual astrophysical sources of neutrinos are limited to the
Sun and the supernova 1987A, whereas the origins of the diffuse flux of high-energy
cosmic neutrinos remain unidentified. On 22 September 2017, we detected a high-energy
neutrino, IceCube-170922A, with an energy of

e

290 tera–electron volts. Its arrival
direction was consistent with the location of a known g-ray blazar, TXS 0506+056,
observed to be in a flaring state. An extensive multiwavelength campaign followed,
ranging from radio frequencies to g-rays. These observations characterize the
variability and energetics of the blazar and include the detection of TXS 0506+056
in very-high-energy g-rays. This observation of a neutrino in spatial coincidence with
a g-ray–emitting blazar during an active phase suggests that blazars may be a source
of high-energy neutrinos.

S
ince the discovery of a diffuse flux of high-
energy astrophysical neutrinos (1, 2),
IceCube has searched for its sources. The
only nonterrestrial neutrino sources iden-
tified previously are the Sun and the super-

nova 1987A, producing neutrinos with energies
millions of times lower than the high-energy dif-
fuse flux, such that the mechanisms and the envi-
ronments responsible for the high-energy cosmic
neutrinos are still to be ascertained (3, 4). Many
candidate source types exist, with active galactic
nuclei (AGN) among the most prominent (5), in
particular the small fraction of them designated
as radio-loud (6). In these AGNs, the central su-
permassive black hole converts gravitational energy
of accretingmatter and/or the rotational energy
of the black hole into powerful relativistic jets,
within which particles can be accelerated to high
energies. If a number of these particles are pro-
tons or nuclei, their interactions with the radia-
tion fields andmatter close to the source would
give rise to a flux of high-energy pions that even-
tually decay into photons and neutrinos (7). In
blazars (8)—AGNs that have one of the jets point-
ing close to our line of sight—the observable flux
of neutrinos and radiation is expected to be greatly
enhanced owing to relativistic Doppler boosting.
Blazar electromagnetic (EM) emission is known
to be highly variable on time scales fromminutes
to years (9).
Neutrinos travel largely unhindered by matter

and radiation. Even if high-energy photons (TeV

and above) are unable to escape the source owing
to intrinsic absorption, or are absorbed by inter-
actions with the extragalactic background light
(EBL) (10, 11), high-energy neutrinos may escape
and travel unimpeded to Earth. An association
of observed astrophysical neutrinos with blazars
would therefore imply that high-energy protons
or nuclei up to energies of at least tens of PeV are
produced in blazar jets, suggesting that theymay
be the birthplaces of the most energetic particles
observed in the Universe, the ultrahigh-energy
cosmic rays (12). If neutrinos are produced in
correlation with photons, the coincident obser-
vation of neutrinos with electromagnetic flares
would greatly increase the chances of identifying
the source(s). Neutrino detections must therefore
be combined with the information from broad-
band observations across the electromagnetic
spectrum (multimessenger observations).
To take advantage of multimessenger oppor-

tunities, the IceCube neutrino observatory (13)
has established a system of real-time alerts that
rapidly notify the astronomical community of the
direction of astrophysical neutrino candidates
(14). From the start of the program in April 2016
through October 2017, 10 public alerts have been
issued for high-energy neutrino candidate events
with well-reconstructed directions (15).
We report the detection of a high-energy neu-

trino by IceCube and the multiwavelength/multi-
instrument observations of a flaring g-ray blazar,
TXS 0506+056, which was found to be position-
ally coincident with the neutrino direction (16).
Chance coincidence of the IceCube-170922A
event with the flare of TXS 0506+056 is statis-
tically disfavored at the level of 3s in models

evaluated below, associating neutrino and g-ray
production.

The neutrino alert

IceCube is a neutrino observatory with more
than 5000 optical sensors embedded in 1 km3 of
the Antarctic ice-sheet close to the Amundsen-
Scott South Pole Station. The detector consists of
86 vertical strings frozen into the ice 125m apart,
each equipped with 60 digital optical modules
(DOMs) at depths between 1450 and 2450 m.
When a high-energy muon-neutrino interacts
with an atomic nucleus in or close to the detec-
tor array, a muon is produced moving through
the ice at superluminal speed and creating
Cherenkov radiation detected by the DOMs. On
22 September 2017 at 20:54:30.43 Coordinated
Universal Time (UTC), a high-energy neutrino-
induced muon track event was detected in an
automated analysis that is part of IceCube’s real-
time alert system. An automated alert was dis-
tributed (17) to observers 43 s later, providing an
initial estimate of the direction and energy of the
event. A sequence of refined reconstruction algo-
rithms was automatically started at the same
time, using the full event information. A repre-
sentation of this neutrino event with the best-
fitting reconstructed direction is shown in Fig. 1.
Monitoring data from IceCube indicate that the
observatory was functioning normally at the time
of the event.
A Gamma-ray Coordinates Network (GCN)

Circular (18) was issued ~4 hours after the initial
notice, including the refined directional informa-
tion (offset 0.14° from the initial direction; see
Fig. 2). Subsequently, further studies were per-
formed to determine the uncertainty of the direc-
tional reconstruction arising from statistical and
systematic effects, leading to a best-fitting right
ascension (RA) 77:43þ0:95

�0:65 and declination (Dec)
þ5:72þ0:50

�0:30 (degrees, J2000 equinox, 90% con-
tainment region). The alert was later reported
to be in positional coincidence with the known
g-ray blazar TXS 0506+056 (16), which is lo-
cated at RA 77.36° and Dec +5.69° (J2000) (19),
0.1° from the arrival direction of the high-energy
neutrino.
The IceCube alert prompted a follow-up search

by theMediterraneanneutrino telescopeANTARES
(Astronomy with a Neutrino Telescope and Abyss
environmental RESearch) (20). The sensitivity of
ANTARES at the declination of IceCube-170922A
is about one-tenth that of IceCube’s (21), and no
neutrino candidateswere found in a ±1 day period
around the event time (22).
An energy of 23.7 ± 2.8 TeV was deposited in

IceCube by the traversing muon. To estimate the
parent neutrino energy, we performed simulations
of the response of the detector array, considering
that the muon-neutrino might have interacted
outside the detector at an unknown distance.We
assumed the best-fitting power-law energy spec-
trum for astrophysical high-energy muon neutri-
nos, dN=dEºE�2:13 (2), where N is the number
of neutrinos as a function of energy E. The sim-
ulations yielded amost probable neutrino energy
of 290 TeV, with a 90% confidence level (CL)
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lower limit of 183 TeV, depending onlyweakly on
the assumed astrophysical energy spectrum (25).
The vast majority of neutrinos detected by

IceCube arise from cosmic-ray interactions within
Earth’s atmosphere. Although atmospheric neu-
trinos are dominant at energies below 100 TeV,
their spectrum falls steeply with energy, allowing
astrophysical neutrinos to be more easily identi-
fied at higher energies. The muon-neutrino as-

trophysical spectrum, together with simulated
data, was used to calculate the probability that a
neutrino at the observed track energy and zenith
angle in IceCube is of astrophysical origin. This
probability, the so-called signalness of the event
(14), was reported to be 56.5% (17). Although
IceCube can robustly identify astrophysical neu-
trinos at PeV energies, for individual neutrinos
at several hundred TeV, an atmospheric origin

cannot be excluded. Electromagnetic observations
are valuable to assess the possible association of
a single neutrino to an astrophysical source.
Following the alert, IceCube performed a

complete analysis of relevant data prior to
31 October 2017. Although no additional excess
of neutrinoswas found from the direction of TXS
0506+056 near the time of the alert, there are
indications at the 3s level of high-energy neutrino
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Fig. 1. Event display for
neutrino event IceCube-
170922A. The time at which a
DOM observed a signal is
reflected in the color of the hit,
with dark blues for earliest hits
and yellow for latest. Times
shown are relative to the first
DOM hit according to the track
reconstruction, and earlier and
later times are shown with the
same colors as the first and
last times, respectively. The
total time the event took to
cross the detector is ~3000 ns.
The size of a colored sphere is
proportional to the logarithm
of the amount of light
observed at the DOM, with
larger spheres corresponding
to larger signals. The total
charge recorded is ~5800 photoelectrons. Inset is an overhead perspective view of the event. The best-fitting track direction is shown as an arrow,

consistent with a zenith angle 5:7þ0:50
�0:30 degrees below the horizon.

Fig. 2. Fermi-LATand MAGIC observations of IceCube-170922A’s
location. Sky position of IceCube-170922A in J2000 equatorial coordinates
overlaying the g-ray counts from Fermi-LAT above 1 GeV (A) and the signal
significance as observed by MAGIC (B) in this region. The tan square
indicates the position reported in the initial alert, and the green square
indicates the final best-fitting position from follow-up reconstructions (18).
Gray and red curves show the 50% and 90% neutrino containment regions,
respectively, including statistical and systematic errors. Fermi-LATdata are
shown as a photon counts map in 9.5 years of data in units of counts per

pixel, using detected photons with energy of 1 to 300 GeV in a 2° by 2°
region around TXS0506+056. The map has a pixel size of 0.02° and was
smoothed with a 0.02°-wide Gaussian kernel. MAGIC data are shown as
signal significance for g-rays above 90 GeV. Also shown are the locations of
a g-ray source observed by Fermi-LAT as given in the Fermi-LAT Third
Source Catalog (3FGL) (23) and the Third Catalog of Hard Fermi-LAT
Sources (3FHL) (24) source catalogs, including the identified positionally
coincident 3FGL object TXS 0506+056. For Fermi-LAT catalog objects,
marker sizes indicate the 95% CL positional uncertainty of the source.
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emission from that direction in data prior to 2017,
as discussed in a companion paper (26).

High-energy g-ray observations of
TXS 0506+056

On 28 September 2017, the Fermi Large Area
Telescope (LAT) Collaboration reported that the
direction of origin of IceCube-170922A was con-
sistent with a known g-ray source in a state of
enhanced emission (16). Fermi-LAT is a pair-
conversion telescope aboard the Fermi Gamma-
ray Space Telescope sensitive to g-rays with energies
from 20MeV to greater than 300 GeV (27). Since
August 2008, it has operated continuously, pri-
marily in an all-sky survey mode. Its wide field
of view of ~2.4 steradian provides coverage of the
entire g-ray sky every 3 hours. The search for pos-
sible counterparts to IceCube-170922Awas part of
the Fermi-LAT collaboration’s routinemultiwave-
length, multimessenger program.
Inside the error region of the neutrino event,

a positional coincidence was found with a pre-
viously cataloged g-ray source, 0.1° from the best-
fitting neutrino direction. TXS 0506+056 is a
blazar of BLLacertae (BLLac) type. Its redshift of
z ¼ 0:3365T0:0010was measured only recently
based on the optical emission spectrum in a
study triggered by the observation of IceCube-
170922A (28).

TXS 0506+056 is a known Fermi-LAT g-ray
source, appearing in three catalogs of Fermi
sources (23, 24, 29) at energies above 0.1, 50, and
10 GeV, respectively. An examination of the
Fermi All-Sky Variability Analysis (FAVA) (30)
photometric light curve for this object showed
that TXS 0506+056 had brightened consider-
ably in the GeV band starting in April 2017 (16).
Independently, a g-ray flare was also found by
Fermi ’s Automated Science Processing [ASP (25)].
Such flaring is not unusual for a BLLac object and
would not have been followed up as extensively if
the neutrino were not detected.
Figure 3 shows the Fermi-LAT light curve and

the detection time of the neutrino alert. The light
curve of TXS 0506+056 from August 2008 to
October 2017was calculated in bins of 28 days for
the energy range above 0.1 GeV. An additional
light curve with 7-day bins was calculated for the
period around the time of the neutrino alert. The
g-ray flux of TXS 0506+056 in each time bin was
determined through a simultaneous fit of this
source and the other Fermi-LAT sources in a
10° by 10° region of interest along with the
Galactic and isotropic diffuse backgrounds, using
a maximum-likelihood technique (25). The inte-
grated g-ray flux of TXS 0506+056 forE> 0.1 GeV,
averaged over all Fermi-LAT observations span-
ning 9.5 years, is ð7:6 T 0:2Þ � 10�8 cm�2 s�1. The

highest flux observed in a single 7-day light curve
bin was ð5:3 T 0:6Þ � 10�7 cm�2 s�1, measured in
the week 4 to 11 July 2017. Strong flux variations
were observed during the g-ray flare, themost prom-
inent being a flux increase from ð7:9 T 2:9Þ�
10�8 cm�2 s�1 in the week 8 to 15 August 2017
to ð4:0 T 0:5Þ � 10�7 cm�2 s�1 in the week 15 to
22 August 2017.
The Astro-Rivelatore Gamma a Immagini Leg-

gero (AGILE) g-ray telescope (31) confirmed the
elevated level of g-ray emission at energies above
0.1 GeV from TXS 0506+056 in a 13-day window
(10 to 23 September 2017). The AGILEmeasured
fluxofð5:3 T 2:1Þ � 10�7 cm�2 s�1 is consistentwith
the Fermi-LAT observations in this time period.
High-energy g-ray observations are shown in

Figs. 3 and4.Details on theFermi-LAT andAGILE
analyses can be found in (25).

Very-high-energy g-ray observations of
TXS 0506+056

Following the announcement of IceCube-170922A,
TXS 0506+056 was observed by several ground-
based Imaging Atmospheric Cherenkov Tele-
scopes (IACTs). A total of 1.3 hours of observations
in the direction of the blazar TXS 0506+056
were taken using the High-Energy Stereoscopic
System (H.E.S.S.) (32), located in Namibia, on
23 September 2017 [Modified Julian Date (MJD)
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Fig. 3. Time-dependent multiwavelength observations of TXS
0506+056 before and after IceCube-170922A. Significant variability of
the electromagnetic emission can be observed in all displayed energy
bands, with the source being in a high-emission state around the
time of the neutrino alert. From top to bottom: (A) VHE g-ray
observations by MAGIC, H.E.S.S., and VERITAS; (B) high-energy g-ray
observations by Fermi-LAT and AGILE; (C and D) x-ray observations by
Swift XRT; (E) optical light curves from ASAS-SN, Kiso/KWFC, and
Kanata/HONIR; and (F) radio observations by OVRO and VLA. The red

dashed line marks the detection time of the neutrino IceCube-170922A.
The left set of panels shows measurements between MJD 54700
(22 August 2008) and MJD 58002 (6 September 2017). The set of
panels on the right shows an expanded scale for time range
MJD 58002 to MJD 58050 (24 October 2017). The Fermi-LAT light
curve is binned in 28-day bins on the left panel, while finer 7-day bins
are used on the expanded panel. A VERITAS limit from MJD 58019.40

(23 September 2017) of 2:1� 10�10 cm�2 s�1 is off the scale of the plot
and not shown.
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58019], ~4 hours after the circulation of the neu-
trino alert. A 1-hour follow-up observation of the
neutrino alert under partial cloud coverage was
performed using the Very Energetic Radiation
Imaging Telescope Array System (VERITAS) g-ray
telescope array (33), located in Arizona, USA, later
on the same day, ~12 hours after the IceCube
detection. Both telescopes made additional obser-
vations on subsequent nights, but neither detected
g-ray emission from the source [see Fig. 3 and
(25)]. Upper limits at 95% CL on the g-ray flux
were derived accordingly (assuming the mea-
sured spectrum, see below): 7:5� 10�12 cm�2 s�1

during the H.E.S.S. observation period and 1:2�
10�11 cm�2 s�1 during the VERITAS observations,
both for energies E >175 GeV.
The Major Atmospheric Gamma Imaging

Cherenkov (MAGIC) Telescopes (34) observed
TXS 0506+056 for 2 hours on 24 September 2017
(MJD 58020) under nonoptimal weather con-
ditions and then for a period of 13 hours from
28 September to 4 October 2017 (MJD 58024–
58030) under good conditions. MAGIC consists
of two 17-m telescopes, located at the Roque de
los Muchachos Observatory on the Canary
Island of La Palma (Spain).
No g-ray emission from TXS 0506+056 was

detected in the initial MAGIC observations on
24 September 2017, and an upper limit was derived
on the flux above 90 GeV of 3:6� 10�11 cm�2 s�1

at 95% CL (assuming a spectrumdN=dEºE�3:9).
However, prompted by the Fermi-LAT detection
of enhanced g-ray emission, MAGIC performed
another 13 hours of observations of the region
starting 28 September 2017. Integrating the data,
MAGIC detected a significant very-high-energy
(VHE) g-ray signal (35) corresponding to 374 ±
62 excess photons, with observed energies up to
about 400 GeV. This represents a 6.2s excess over
expected background levels (25). The day-by-day
light curve of TXS 0506+056 for energies above
90 GeV is shown in Fig. 3. The probability that a
constant flux is consistent with the data is less
than 1.35%. The measured differential photon
spectrum (Fig. 4) can be described over the energy
range of 80 to 400 GeV by a simple power law,
dN=dEºEg, with a spectral index g=�3:9 T 0.4
and a flux normalization of (2.0 T 0.4) � 10�10

TeV�1 cm�2 s�1 atE = 130 GeV. Uncertainties are
statistical only. The estimated systematic uncer-
tainties are <15% in the energy scale, 11 to 18% in
the flux normalization, and ±0.15 for the power-
law slope of the energy spectrum (34). Further
observations after 4 October 2017 were prevented
by the full Moon.
An upper limit to the redshift of TXS 0506+056

can be inferred from VHE g-ray observations
using limits on the attenuation of the VHE flux
due to interaction with the EBL. Details on the
method are available in (25). The obtained upper

limit ranges from 0.61 to 0.98 at a 95% CL, de-
pending on the EBL model used. These upper
limits are consistent with the measured redshift
of z ¼ 0:3365 (28).
No g-ray source above 1 TeV at the location of

TXS 0506+056 was found in survey data of the
High Altitude Water Cherenkov (HAWC) g-ray
observatory (36), either close to the time of the
neutrino alert or in archival data taken since
November 2014 (25).
VHE g-ray observations are shown in Figs. 3

and 4. All measurements are consistent with the
observed flux from MAGIC, considering the dif-
ferences in exposure, energy range, and obser-
vation periods.

Radio, optical, and x-ray observations

The Karl G. Jansky Very Large Array (VLA) (37)
observed TXS 0506+056 starting 2 weeks after
the alert in several radio bands from 2 to 12 GHz
(38), detecting significant radio flux variability
and some spectral variability of this source. The
source is also in the long-term blazar monitoring
program of the Owens Valley Radio Observatory
(OVRO) 40-m telescope at 15 GHz (39). The light
curve shows a gradual increase in radio emission
during the 18months preceding the neutrino alert.
Optical observations were performed by

the All-Sky Automated Survey for Supernovae
(ASAS-SN) (40), the Liverpool Telescope (41), the
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Fig. 4. Broadband spectral
energy distribution for the blazar
TXS 0506+056. The SED is
based on observations obtained
within 14 days of the detection of
the IceCube-170922A event. The

E2dN=dE vertical axis is equivalent
to a nFn scale. Contributions are
provided by the following
instruments: VLA (38), OVRO
(39), Kanata Hiroshima Optical
and Near-InfraRed camera
(HONIR) (52), Kiso, and the Kiso
Wide Field Camera (KWFC) (43),
Southeastern Association for
Research in Astronomy Observa-
tory (SARA/UA) (53), ASAS-SN
(54), Swift Ultraviolet and Optical
Telescope (UVOT) and XRT (55),
NuSTAR (56), INTEGRAL (57),
AGILE (58), Fermi-LAT (16),
MAGIC (35),VERITAS (59), H.E.S.S.
(60), and HAWC (61). Specific
observation dates and times are
provided in (25). Differential flux
upper limits (shown as colored
bands and indicated as “UL” in the legend) are quoted at the 95% CL,
while markers indicate significant detections. Archival observations are
shown in gray to illustrate the historical flux level of the blazar in the
radio-to-keV range as retrieved from the ASDC SED Builder (62), and in the
g-ray band as listed in the Fermi-LAT 3FGL catalog (23) and from an
analysis of 2.5 years of HAWC data. The g-ray observations have not been
corrected for absorption owing to the EBL. SARA/UA, ASAS-SN, and
Kiso/KWFC observations have not been corrected for Galactic attenua-
tion. The electromagnetic SED displays a double-bump structure, one

peaking in the optical-ultraviolet range and the second one in the GeV
range, which is characteristic of the nonthermal emission from blazars.
Even within this 14-day period, there is variability observed in several of the
energy bands shown (see Fig. 3), and the data are not all obtained
simultaneously. Representative nm þ �nm neutrino flux upper limits that
produce on average one detection like IceCube-170922A over a period
of 0.5 (solid black line) and 7.5 years (dashed black line) are shown,
assuming a spectrum of dN=dEºE�2 at the most probable neutrino
energy (311 TeV).
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Kanata Telescope (42), the Kiso Schmidt Tele-
scope (43), the high-resolution spectrograph (HRS)
on the Southern African Large Telescope (SALT)
(44), the Subaru telescope Faint Object Camera
and Spectrograph (FOCAS) (45), and the X-
SHOOTER instrument on the Very Large Tele-
scope (VLT) (46). The V band flux of the source is
the highest observed in recent years, and the
spectral energy distribution has shifted toward
blue wavelengths. Polarization was detected by
Kanata in the R band at the level of 7%. Redshift
determination for BLLac objects is difficult owing
to the nonthermal continuum from the nucleus
outshining the spectral lines from thehost galaxies.
Attempts were made using optical spectra from
the Liverpool, Subaru, and VLT telescopes to
measure the redshift of TXS 0506+056, but only
limits could be derived [see, e.g., (47)]. The redshift
of TXS 0506+056 was later determined to be
z ¼ 0:3365 T 0:0010 using the Gran Telescopio
Canarias (28).
X-ray observations were made by the X-Ray

Telescope (XRT) on the Neil Gehrels Swift
Observatory (0.3 to 10 keV) (48),MAXI Gas Slit
Camera (GSC) (2 to 10 keV) (49), Nuclear Spectro-
scopic Telescope Array (NuSTAR) (3 to 79 keV)
(50), and the INTernational Gamma-Ray Astro-
physics Laboratory (INTEGRAL) (20 to 250 keV)
(51), with detections by Swift and NuSTAR . In a
2.1 square degree region around the neutrino
alert, Swift identified nine x-ray sources, includ-
ing TXS 0506+056.
Swift monitored the x-ray flux from TXS

0506+056 for 4 weeks after the alert, starting
23 September 2017 00:09:16 UT, finding clear
evidence for spectral variability (see Fig. 3D). The
strong increase in flux observed at VHE energies
over several days up until MJD 58030 (4 October
2017) correlates well with an increase in the x-ray
emission during this period of time. The spec-
trum of TXS 0506+056 observed in the week
after the flare is compatible with the sum of two
power-law spectra, a soft spectrum with index
�2:8 T 0:3 in the soft x-ray band covered by Swift
XRT, and a hard spectrum with index�1:4 T 0:3
in the hard x-ray band covered by NuSTAR (25).
Extrapolated to 20 MeV, the NuSTAR hard-
spectrum component connects smoothly to the
plateau (index �2) component observed by the
Fermi-LAT between 0.1 and 100 GeV and the soft
VHE g-ray component observed byMAGIC (com-
pare Fig. 4). Taken together, these observations
provide a mostly complete, contemporaneous
picture of the source emissions from 0.3 keV to
400 GeV, more than nine orders of magnitude in
photon energy.
Figures 3 and 4 summarize the multiwave-

length light curves and the changes in the broad-
band spectral energy distribution (SED), compared
to archival observations. Additional details about
the radio, optical, and x-ray observations can be
found in (25).

Chance coincidence probability

Data obtained from multiwavelength observa-
tions of TXS 0506+056 can be used to constrain
the blazar-neutrino chance coincidence probabil-

ity. This coincidence probability is a measure of
the likelihood that a neutrino alert like IceCube-
170922A is correlated by chance with a flaring
blazar, considering the large number of known
g-ray sources and the modest number of neu-
trino alerts.
Given the large number of potential neutrino

source classes available, no a priori blazar-neutrino
coincidence model was selected ahead of the
alert. After the observation, however, several cor-
relation scenarios were considered and tested
to quantify the a posteriori significance of the
observed coincidence. Testing multiple models
is important as the specific assumptions about
the correlation betweenneutrinos and g-rays have
an impact on the chance coincidence probability.
In each case, the probability to obtain, by chance,
a degree of correlation at least as high as that ob-
served for IceCube-170922A was calculated using
simulated neutrino alerts and the light curves of
Fermi-LAT g-ray sources. Given the continuous
all-sky monitoring of the Fermi-LAT since 2008,
all tests utilized 28-day binned g-ray light curves
above 1 GeV from 2257 extragalactic Fermi-LAT
sources, derived in the same manner as used for
the analysis of TXS 0506+056 g-ray data.
To calculate the chance probabilities, a like-

lihood ratio test is used that allows different
models of blazar-neutrino flux correlation to be
evaluated in a consistent manner. All models as-
sume that at least some of the observed g-ray flux
is produced in the same hadronic interactions
that would produce high-energy neutrinos within
the source. Our first model assumes that the
neutrino flux is linearly correlated with the high-
energy g-ray energy flux (4). In this scenario,
neutrinos are more likely to be produced during
periods of bright, hard g-ray emission. In the
second model, the neutrino flux is modeled as
strongly tied to variations in the observed g-ray
flux, regardless of the average flux of g-rays. Here,
a weak or a strong g-ray source is equally likely to
be a neutrino source if the neutrino is temporally
correlated with variability in the g-ray light curve.
Third, we consider a correlation of the neutrino
flux with the VHE g-ray flux. Because hadronic
acceleration up to a few PeV is required to explain
the detected neutrino energy, VHE g-ray sources
are potential progenitors. Full details and results
from these analyses are presented in (25).
The neutrino IceCube-170922A was found to

arrive in a period of flaring activity in high-energy
g-rays. Prior to IceCube-170922A, nine public
alerts had been issued by the IceCube real-time
system. Additionally, 41 archival events have been
identified among the IceCube data recorded since
2010, before the start of the real-time program
in April 2016, which would have caused alerts
if the real-time alert system had been in place.
These events were also tested for coincidence
with the g-ray data.
Chance coincidence of the neutrino with the

flare of TXS 0506+056 is disfavored at the 3s
level in any scenario where neutrino production
is linearly correlated with g-ray production or
with g-ray flux variations. This includes look-
elsewhere corrections for all 10 alerts issued

previously by IceCube and the 41 archival events.
One of the neutrino events that would have been
sent as an alert and had a good angular reso-
lution (<5°) is in a spatial correlation with the
g-ray blazar 3FGL J1040.4+0615. However, this
source was not in a particularly bright emission
state at the detection time of the corresponding
neutrino. Therefore, a substantially lower test
statistic would be obtained in the chance cor-
relation tests defined in this paper (25).
We have investigated how typical the blazar

TXS 0506+056 is among those blazars thatmight
have given rise to a coincident observation sim-
ilar to the one reported here. A simulation that
assumes that the neutrino flux is linearly cor-
related with the blazar g-ray energy flux shows
that in 14% of the signal realizations, we would
find a neutrino coincident with a similarly bright
g-ray state as that observed for TXS 0506+056
(25). The detection of a single neutrino does not
allow us to probe the details of neutrino produc-
tion models or measure the neutrino–to–g-ray
production ratio. Further observations will be
needed to unambiguously establish a correlation
between high-energy neutrinos and blazars, as
well as to understand the emission and acceler-
ation mechanism in the event of a correlation.

Discussion

Blazars have often been suggested as potential
sources of high-energy neutrinos. The calorimetric
high-energy output of certain candidate blazars is
high enough to explain individual observed IceCube
events at 100-TeV to 1-PeV energies (63). Spatial
coincidences between catalogs of blazars and
neutrinos have been examined in (64), while (65)
investigated one shower-like event with several
thousand square degrees angular uncertainty ob-
served in time coincidence with a blazar outburst.
A track-like event, IceCube-160731, has been pre-
viously connected to a flaring g-ray source (66).
However, the limited evidence for a flaring source
in the multiwavelength coverage did not permit
an identification of the source type of the poten-
tial counterpart (66).
Owing to the precise direction of IceCube-

170922A, combined with extensive multiwave-
length observations, a chance correlation between
a high-energy neutrino and the potential coun-
terpart can be rejected at the 3s level. Consid-
ering the association between IceCube-170922A
and TXS 0506+056, g-ray blazars are strong can-
didate sources for at least a fraction of the ob-
served astrophysical neutrinos. Earlier studies of
the cross-correlation between IceCube events and
the g-ray blazar population observed by Fermi-LAT
demonstrated that these blazars can only pro-
duce a fraction of the observed astrophysical
neutrino flux above 10 TeV (4). Although these
limits constrain the contribution from blazars to
the diffuse neutrino background, the potential
association of one or two high-energy neutrinos
to blazars over the total observing time of IceCube
is fully compatible with the constraint.
Adopting standard cosmological parameters

(67)H0 ¼ 67:8,Wm ¼ 0:308,Wl ¼ 0:692, where
H0 is the Hubble constant, Wm is the matter
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density, and Wl is the dark energy density, the
observed redshift of z ¼ 0:3365 implies an iso-
tropic g-ray luminosity between 0.1 and 100GeV of
1:3� 1047 erg s�1 in the ±2 weeks around the ar-
rival time of the IceCubeneutrino, and a luminosity
of 2:8� 1046 erg s�1, averaged over all Fermi-LAT
observations. Observations in the optical, x-ray,
and VHE g-ray bands show typical character-
istics of blazar flares: strong variability on time
scales of a few days and an indication of a shift
of the synchrotron emission peak toward higher
frequencies.VHE g-ray emission is found to change
by a factor of ~4 within just 3 days. Similarly,
the high-energy g-ray energy band shows flux
variations up to a factor of ~5 from one week to
the next.
No other neutrino event that would have

passed the selection criteria for a high-energy
alert was observed from this source since the
start of IceCube observations in May 2010. The
muon neutrino fluence for which we would expect
to detect onehigh-energy alert eventwith IceCube
in this period of time is 2:8� 10�3 erg cm�2. A
power-law neutrino spectrum is assumed in this
calculation with an index of −2 between 200 TeV
and 7.5 PeV, the range between the 90%CL lower
and upper limits for the energy of the observed
neutrino [see (25) for details].
The fluence can be expressed as an integrated

energy flux if we assume a time period during
which the source was emitting neutrinos. For a
source that emits neutrinos only during the
~6-month period corresponding to the duration
of the high-energy g-ray flare, the corresponding
average integrated muon neutrino energy flux
would be1:8� 10�10 erg cm�2 s�1. Alternatively,
the average integrated energy flux of a source
that emits neutrinos over the whole observation
period of IceCube (i.e., 7.5 years) would be 1:2�
10�11 erg cm�2 s�1 . These two benchmark cases
are displayed in Fig. 4. In an ensemble of faint
sources with a summed expectation of order 1,
we would anticipate observing a neutrino even
if the individual expectation value is ≪1. This is
expressed by the downward arrows on the neu-
trino flux points in Fig. 4.
The two cases discussed above correspond to

average isotropic muon neutrino luminosities of
7:2� 1046 erg s�1 for a source that was emitting
neutrinos in the ~6-month period of the high-
energy g-ray flare, and 4:8� 1045 erg s�1 for a
source that emitted neutrinos throughout the
whole observation period. This is similar to the
luminosity observed in g-rays and thus broadly
consistent with hadronic source scenarios (68).
A neutrino flux that produces a high-energy

alert event can, over time, produce many lower-
energy neutrino-induced muons in IceCube. A
study of neutrino emission from TXS 0506+056
prior to the high-energy g-ray flare, based on the
investigation of these lower-energy events, is re-
ported in a companion paper (26).
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Neutrino emission from a flaring blazar
Neutrinos interact only very weakly with matter, but giant detectors have succeeded in detecting small numbers of
astrophysical neutrinos. Aside from a diffuse background, only two individual sources have been identified: the Sun
and a nearby supernova in 1987. A multiteam collaboration detected a high-energy neutrino event whose arrival
direction was consistent with a known blazar—a type of quasar with a relativistic jet oriented directly along our
line of sight. The blazar, TXS 0506+056, was found to be undergoing a gamma-ray flare, prompting an extensive
multiwavelength campaign. Motivated by this discovery, the IceCube collaboration examined lower-energy neutrinos
detected over the previous several years, finding an excess emission at the location of the blazar. Thus, blazars are a
source of astrophysical neutrinos.
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Abstract

On 2017 August 17 a binary neutron star coalescence candidate (later designated GW170817) with merger time
12:41:04 UTC was observed through gravitational waves by the Advanced LIGO and Advanced Virgo detectors. The
Fermi Gamma-ray Burst Monitor independently detected a gamma-ray burst (GRB 170817A) with a time delay of

1.7 s~ with respect to the merger time. From the gravitational-wave signal, the source was initially localized to a sky
region of 31 deg2 at a luminosity distance of 40 8

8
-
+ Mpc and with component masses consistent with neutron stars. The

component masses were later measured to be in the range 0.86 to 2.26 M. An extensive observing campaign was
launched across the electromagnetic spectrum leading to the discovery of a bright optical transient (SSS17a, now with
the IAU identification of AT 2017gfo) in NGC 4993 (at 40 Mpc~ ) less than 11 hours after the merger by the One-
Meter, Two Hemisphere (1M2H) team using the 1 m Swope Telescope. The optical transient was independently
detected by multiple teams within an hour. Subsequent observations targeted the object and its environment. Early
ultraviolet observations revealed a blue transient that faded within 48 hours. Optical and infrared observations showed a
redward evolution over ∼10 days. Following early non-detections, X-ray and radio emission were discovered at
the transient’s position 9~ and 16~ days, respectively, after the merger. Both the X-ray and radio emission likely
arise from a physical process that is distinct from the one that generates the UV/optical/near-infrared emission. No
ultra-high-energy gamma-rays and no neutrino candidates consistent with the source were found in follow-up searches.
These observations support the hypothesis that GW170817 was produced by the merger of two neutron stars in
NGC 4993 followed by a short gamma-ray burst (GRB 170817A) and a kilonova/macronova powered by the
radioactive decay of r-process nuclei synthesized in the ejecta.

Key words: gravitational waves – stars: neutron

1. Introduction

Over 80 years ago Baade & Zwicky (1934) proposed the idea
of neutron stars, and soon after, Oppenheimer & Volkoff (1939)
carried out the first calculations of neutron star models. Neutron
stars entered the realm of observational astronomy in the 1960s by
providing a physical interpretation of X-ray emission from
ScorpiusX-1(Giacconi et al. 1962; Shklovsky 1967) and of
radio pulsars(Gold 1968; Hewish et al. 1968; Gold 1969).

The discovery of a radio pulsar in a double neutron star
system by Hulse & Taylor (1975) led to a renewed interest in
binary stars and compact-object astrophysics, including the

development of a scenario for the formation of double neutron
stars and the first population studies (Flannery & van den Heuvel
1975; Massevitch et al. 1976; Clark 1979; Clark et al. 1979;
Dewey & Cordes 1987; Lipunov et al. 1987; for reviews see
Kalogera et al. 2007; Postnov & Yungelson 2014). The Hulse-
Taylor pulsar provided the first firm evidence(Taylor &
Weisberg 1982) of the existence of gravitational waves(Einstein
1916, 1918) and sparked a renaissance of observational tests of
general relativity(Damour & Taylor 1991, 1992; Taylor et al.
1992; Wex 2014). Merging binary neutron stars (BNSs) were
quickly recognized to be promising sources of detectable
gravitational waves, making them a primary target for ground-
based interferometric detectors (see Abadie et al. 2010 for an
overview). This motivated the development of accurate models
for the two-body, general-relativistic dynamics (Blanchet et al.
1995; Buonanno & Damour 1999; Pretorius 2005; Baker et al.
2006; Campanelli et al. 2006; Blanchet 2014) that are critical for
detecting and interpreting gravitational waves(Abbott et al.
2016c, 2016d, 2016e, 2017a, 2017c, 2017d).
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In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.
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2. A Multi-messenger Transient

On 2017 August 17 12:41:06 UTC the Fermi Gamma-ray Burst
Monitor (GBM; Meegan et al. 2009) onboard flight software
triggered on, classified, and localized a GRB. A Gamma-ray
Coordinates Network (GCN) Notice(Fermi-GBM 2017) was
issued at 12:41:20 UTC announcing the detection of the GRB,
which was later designated GRB 170817A(von Kienlin et al.
2017). Approximately 6 minutes later, a gravitational-wave
candidate (later designated GW170817) was registered in low
latency(Cannon et al. 2012; Messick et al. 2017) based on a
single-detector analysis of the Laser Interferometer Gravitational-
wave Observatory (LIGO)Hanford data. The signal was consistent
with a BNS coalescence with merger time, tc, 12:41:04 UTC, less
than 2 s before GRB 170817A. A GCN Notice was issued at
13:08:16 UTC. Single-detector gravitational-wave triggers had
never been disseminated before in low latency. Given the temporal
coincidence with the Fermi-GBM GRB, however, a GCN Circular
was issued at 13:21:42 UTC(LIGO Scientific Collaboration &
Virgo Collaboration et al. 2017a) reporting that a highly significant
candidate event consistent with a BNS coalescence was associated
with the time of the GRB959. An extensive observing campaign
was launched across the electromagnetic spectrum in response to
the Fermi-GBM and LIGO–Virgo detections, and especially the
subsequent well-constrained, three-dimensional LIGO–Virgo loca-
lization. A bright optical transient (SSS17a, now with the IAU
identification of AT 2017gfo) was discovered in NGC 4993 (at

40 Mpc~ ) by the 1M2H team(August 18 01:05 UTC; Coulter
et al. 2017a) less than 11 hr after the merger.

2.1. Gravitational-wave Observation

GW170817 was first detected online(Cannon et al. 2012;
Messick et al. 2017) as a single-detector trigger and disseminated
through a GCN Notice at 13:08:16 UTC and a GCN Circular at
13:21:42 UTC (LIGO Scientific Collaboration & Virgo Collabora-
tion et al. 2017a). A rapid re-analysis(Nitz et al. 2017a, 2017b) of
data from LIGO-Hanford, LIGO-Livingston, and Virgo confirmed
a highly significant, coincident signal. These data were then
combined to produce the first three-instrument skymap(Singer &
Price 2016; Singer et al. 2016) at 17:54:51 UTC(LIGO Scientific
Collaboration & Virgo Collaboration et al. 2017b), placing
the source nearby, at a luminosity distance initially estimated to
be 40 8

8
-
+ , Mpc in an elongated region of 31» deg2 (90%

credibility), centered around R.A. J2000.0 12 57h ma =( ) and
decl. J2000.0 17 51d = -  ¢( ) . Soon after, a coherent analysis
(Veitch et al. 2015) of the data from the detector network produced
a skymap that was distributed at 23:54:40 UTC(LIGO Scientific
Collaboration & Virgo Collaboration et al. 2017c), consistent with
the initial one: a 34 deg2 sky region at 90% credibility centered
around J2000.0 13 09h ma =( ) and J2000.0 25 37d = -  ¢( ) .

The offline gravitational-wave analysis of the LIGO-Hanford
and LIGO-Livingston data identified GW170817 with a false-
alarm rate of less than one per 8.0×104 (Abbott et al. 2017c).
This analysis uses post-Newtonian waveform models(Blanchet
et al. 1995, 2004, 2006; Bohé et al. 2013) to construct a matched-
filter search(Sathyaprakash & Dhurandhar 1991; Cutler et al.
1993; Allen et al. 2012) for gravitational waves from the
coalescence of compact-object binary systems in the (detector
frame) total mass range M2 500 – . GW170817 lasted for ∼100 s
in the detector sensitivity band. The signal reached Virgo first,

then LIGO-Livingston 22 ms later, and after 3 ms more, it arrived
at LIGO-Hanford. GW170817 was detected with a combined
signal-to-noise ratio across the three-instrument network of 32.4.
For comparison, GW150914 was observed with a signal-to-noise
ratio of 24(Abbott et al. 2016c).
The properties of the source that generated GW170817 (see

Abbott et al. 2017c for full details; here, we report parameter
ranges that span the 90% credible interval) were derived by
employing a coherent Bayesian analysis(Veitch et al. 2015;
Abbott et al. 2016b) of the three-instrument data, including
marginalization over calibration uncertainties and assuming that
the signal is described by waveform models of a binary system of
compact objects in quasi-circular orbits (see Abbott et al. 2017c
and references therein). The waveform models include the effects
introduced by the objects’ intrinsic rotation (spin) and tides. The
source is located in a region of 28 deg2 at a distance of 40 14

8
-
+

Mpc, see Figure 1, consistent with the early estimates disseminated
through GCN Circulars(LIGO Scientific Collaboration & Virgo
Collaboration et al. 2017b, 2017c). The misalignment between the
total angular momentum axis and the line of sight is 56 °.
The (source-frame960) masses of the primary and secondary

components, m1 and m2, respectively, are in the range
m M1.36 2.261 Î ( – ) and m M0.86 1.362 Î ( – ) . The chirp
mass,961 , is the mass parameter that, at the leading order,
drives the frequency evolution of gravitational radiation in the
inspiral phase. This dominates the portion of GW170817 in the
instruments’ sensitivity band. As a consequence, it is the best
measured mass parameter, M1.188 0.002

0.004 = -
+

. The total
mass is M2.82 0.09

0.47
-
+

, and the mass ratio m m2 1 is bound to the
range 0.4–1.0. These results are consistent with a binary whose
components are neutron stars. White dwarfs are ruled out since
the gravitational-wave signal sweeps through 200 Hz in the
instruments’ sensitivity band, implying an orbit of size
∼100km, which is smaller than the typical radius of a white
dwarf by an order of magnitude(Shapiro & Teukolsky 1983).
However, for this event gravitational-wave data alone cannot
rule out objects more compact than neutron stars such as quark
stars or black holes(Abbott et al. 2017c).

2.2. Prompt Gamma-Ray Burst Detection

The first announcement of GRB 170817A came from the
GCN Notice(Fermi-GBM 2017) automatically generated by
Fermi-GBM at 12:41:20 UTC, just 14 s after the detection of
the GRB at T0=12:41:06 UTC. GRB 170817A was detected
by the International Gamma-Ray Astrophysics Laboratory
(INTEGRAL) spacecraft using the Anti-Coincidence Shield
(von Kienlin et al. 2003) of the spectrometer on board
INTEGRAL (SPI), through an offline search initiated by the
LIGO-Virgo and Fermi-GBM reports. The final Fermi-GBM
localization constrained GRB 170817A to a region with highest
probability at J2000.0 12 28h ma =( ) and J2000.0 30d = - ( )
and 90% probability region covering 1100~ deg2(Goldstein
et al. 2017a). The difference between the binary merger and the

959 The trigger was recorded with LIGO-Virgo ID G298048, by which it is
referred throughout the GCN Circulars.

960 Any mass parameter m det( ) derived from the observed signal is measured in
the detector frame. It is related to the mass parameter, m, in the source frame by
m z m1det = +( )( ) , where z is the source’s redshift. Here, we always report
source-frame mass parameters, assuming standard cosmology(Ade et al. 2016)
and correcting for the motion of the solar Ssystem barycenter with respect to
the cosmic microwave background(Fixsen 2009). From the gravitational-wave
luminosity distance measurement, the redshift is determined to be
z 0.008 0.003

0.002= -
+ . For full details see Abbott et al. (2016b, 2017c, 2017e).

961 The binary’s chirp mass is defined as m m m m1 2
3 5

1 2
1 5 = +( ) ( ) .
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Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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GRB is tT0 1.734 0.054c- =  s(Abbott et al. 2017g).
Exploiting the difference in the arrival time of the gamma-ray
signals at Fermi-GBM and INTEGRAL SPI-ACS (Svinkin et al.
2017c) provides additional significant constraints on the
gamma-ray localization area (see Figure 1). The IPN localiza-
tion capability will be especially important in the case of future
gravitational-wave events that might be less well-localized by
LIGO-Virgo.

Standard follow-up analyses (Goldstein et al. 2012; Paciesas
et al. 2012; Gruber et al. 2014) of the Fermi-GBM trigger
determined the burst duration to be T 2.0 0.590 =  s, where
T90 is defined as the interval over which 90% of the burst
fluence is accumulated in the energy range of 50–300keV.
From the Fermi-GBM T90 measurement, GRB 170817A was
classified as an sGRB with 3:1 odds over being a long GRB.
The classification of GRB 170817A as an sGRB is further
supported by incorporating the hardness ratio of the burst and
comparing it to the Fermi-GBM catalog (Goldstein et al.
2017a). The SPI-ACS duration for GRB 170817A of 100 ms is
consistent with an sGRB classification within the instrument’s
historic sample (Savchenko et al. 2012).

The GRB had a peak photon flux measured on a 64ms
timescale of 3.7±0.9 photons s−1 cm−2 and a fluence over the
T90 interval of (2.8± 0.2)× 10−7 erg cm−2 (10–1000 keV;
(Goldstein et al. 2017a). GRB 170817A is the closest sGRB
with measured redshift. By usual measures, GRB 170817A is
sub-luminous, a tantalizing observational result that is explored
in Abbott et al. (2017g) and Goldstein et al. (2017a).

Detailed analysis of the Fermi-GBM data for GRB 170817A
revealed two components to the burst: a main pulse encom-
passing the GRB trigger time from T0 0.320 s- to
T0 0.256 s+ followed by a weak tail starting at
T0 0.832 s+ and extending to T0 1.984 s+ . The spectrum
of the main pulse of GRB 170817A is best fit with a
Comptonized function (a power law with an exponential
cutoff) with a power-law photon index of −0.62±0.40, peak
energy E 185 62peak =  keV, and time-averaged flux of
3.1 0.7 10 7 ´ -( ) erg cm−2 s−1. The weak tail that follows
the main pulse, when analyzed independently, has a localiza-
tion consistent with both the main pulse and the gravitational-
wave position. The weak tail, at 34% the fluence of the main
pulse, extends the T90 beyond the main pulse and has a softer,
blackbody spectrum with kT 10.3 1.5=  keV (Goldstein
et al. 2017a).

Using the Fermi-GBM spectral parameters of the main peak
and T90 interval, the integrated fluence measured by INTEGRAL
SPI-ACS is 1.4 0.4 10 7 ´ -( ) erg cm−2 (75–2000 keV), com-
patible with the Fermi-GBM spectrum. Because SPI-ACS is most
sensitive above 100keV, it detects only the highest-energy part of
the main peak near the start of the longer Fermi-GBM
signal(Abbott et al. 2017f).

2.3. Discovery of the Optical Counterpart and Host Galaxy

The announcements of the Fermi-GBM and LIGO-Virgo
detections, and especially the well-constrained, three-dimen-
sional LIGO-Virgo localization, triggered a broadband
observing campaign in search of electromagnetic counter-
parts. A large number of teams across the world were
mobilized using ground- and space-based telescopes that
could observe the region identified by the gravitational-wave
detection. GW170817 was localized to the southern sky,
setting in the early evening for the northern hemisphere

telescopes, thus making it inaccessible to the majority of
them. The LIGO-Virgo localization region(LIGO Scientific
Collaboration & Virgo Collaboration et al. 2017b, 2017c)
became observable to telescopes in Chile about 10 hr after the
merger with an altitude above the horizon of about 45°.
The One-Meter, Two-Hemisphere (1M2H) team was the first to

discover and announce(August 18 01:05 UTC; Coulter et al.
2017a) a bright optical transient in an i-band image acquired
on August 17 at 23:33 UTC (tc+10.87 hr) with the 1m Swope
telescope at Las Campanas Observatory in Chile. The team used an
observing strategy(Gehrels et al. 2016) that targeted known
galaxies (from White et al. 2011b) in the three-dimensional LIGO-
Virgo localization taking into account the galaxy stellar mass and
star formation rate (Coulter et al. 2017). The transient, designated
Swope Supernova Survey 2017a (SSS17a), was i 17.057= 
0.018 mag962 (August 17 23:33 UTC, tc+10.87 hr) and did not
match any known asteroid or supernova. SSS17a (now with the
IAU designation AT 2017gfo) was located at J2000.0a( ) =
13 09 48. 085 0.018h m s  , J2000.0 23 22 53. 343 0.218d = -  ¢  ( )
at a projected distance of 10 6 from the center of NGC 4993, an
early-type galaxy in the ESO 508 group at a distance of ;40Mpc
(Tully–Fisher distance from Freedman et al. 2001), consistent with
the gravitational-wave luminosity distance (LIGO Scientific
Collaboration & Virgo Collaboration et al. 2017b).
Five other teams took images of the transient within an

hour of the 1M2H image (and before the SSS17a announce-
ment) using different observational strategies to search the
LIGO-Virgo sky localization region. They reported their
discovery of the same optical transient in a sequence of
GCNs: the Dark Energy Camera (01:15 UTC; Allam et al.
2017), the Distance Less Than 40 Mpc survey (01:41 UTC;
Yang et al. 2017a), Las Cumbres Observatory (LCO; 04:07
UTC; Arcavi et al. 2017a), the Visible and Infrared Survey
Telescope for Astronomy (VISTA; 05:04 UTC; Tanvir et al.
2017a), and MASTER (05:38 UTC; Lipunov et al. 2017d).
Independent searches were also carried out by the Rapid Eye
Mount (REM-GRAWITA, optical, 02:00 UTC; Melandri
et al. 2017a), Swift UVOT/XRT (utraviolet, 07:24 UTC;
Evans et al. 2017a), and Gemini-South (infrared, 08:00 UT;
Singer et al. 2017a).
The Distance Less Than 40Mpc survey (DLT40; L.

Tartaglia et al. 2017, in preparation) team independently
detected SSS17a/AT 2017gfo, automatically designated
DLT17ck(Yang et al. 2017a) in an image taken on August
17 23:50 UTC while carrying out high-priority observations of
51 galaxies (20 within the LIGO-Virgo localization and 31
within the wider Fermi-GBM localization region; Valenti et al.
2017, accepted). A confirmation image was taken on August 18
00:41 UTC after the observing program had cycled through all
of the high-priority targets and found no other transients. The
updated magnitudes for these two epochs are r=17.18±0.03
and 17.28±0.04 mag, respectively.
SSS17a/AT 2017gfo was also observed by the VISTA in the

second of two 1.5 deg2 fields targeted. The fields were chosen
to be within the high-likelihood localization region of
GW170817 and to contain a high density of potential host
galaxies (32 of the 54 entries in the list of Cook et al. 2017a).
Observations began during evening twilight and were repeated
twice to give a short temporal baseline over which to search for

962 All apparent magnitudes are AB and corrected for the Galactic extinction
in the direction of SSS17a (E B V 0.109- =( ) mag; Schlafly & Finkbei-
ner 2011).
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variability (or proper motion of any candidates). The
magnitudes of the transient source in the earliest images taken
in the near-infrared were measured to be K 18.63 0.05s =  ,
J 17.88 0.03=  , and Y 17.51 0.02=  mag.
On August 17 23:59 UTC, the MASTER-OAFA robotic

telescope(Lipunov et al. 2010), covering the sky location of
GW170817, recorded an image that included NGC 4993. The
autodetection software identified MASTER OT J130948.10-
232253.3, the bright optical transient with the unfiltered
magnitude W 17.5 0.2=  mag, as part of an automated
search performed by the MASTER Global Robotic Net
(Lipunov et al. 2017a, 2017d).

The Dark Energy Camera (DECam; Flaugher et al. 2015)
Survey team started observations of the GW170817 localization
region on August 17 23:13 UTC. DECam covered 95% of the
probability in the GW170817 localization area with a sensitivity
sufficient to detect a source up to 100 times fainter than the
observed optical transient. The transient was observed on 2017
August 18 at 00:05 UTC and independently detected at 00:42
UTC(Allam et al. 2017). The measured magnitudes of the
transient source in the first images were i 17.30 0.02,= 
z 17.45 0.03=  . A complete analysis of DECam data is
presented in Soares-Santos et al. (2017).

Las Cumbres Observatory (LCO; Brown et al. 2013) surveys
started their observations of individual galaxies with their
global network of 1 and 2 m telescopes upon receipt of the
initial Fermi-GBM localization. Approximately five hours
later, when the LIGO-Virgo localization map was issued, the
observations were switched to a prioritized list of galaxies
(from Dalya et al. 2016) ranked by distance and luminosity
(Arcavi et al. 2017, in preparation). In a 300 s w-band exposure
beginning on August 18 00:15 UTC, a new transient,
corresponding to AT 2017gfo/SSS17a/DLT17ck, was detected
near NGC 4993(Arcavi et al. 2017a). The transient was
determined to have w 17.49 0.04=  mag (Arcavi et al.
2017e).

These early photometric measurements, from the optical to
near-infrared, gave the first broadband spectral energy
distribution of AT 2017gfo/SSS17a/DL17ck. They do not
distinguish the transient from a young supernova, but they
serve as reference values for subsequent observations that
reveal the nature of the optical counterpart as described in
Section 3.1. Images from the six earliest observations are
shown in the inset of Figure 2.

3. Broadband Follow-up

While some of the first observations aimed to tile the error
region of the GW170817 and GRB 170817A localization
areas, including the use of galaxy targeting (White et al.
2011a; Dalya et al. 2016; D. Cook & M. Kasliwal 2017, in
preparation; S. R. Kulkarni et al. 2017, in preparation), most
groups focused their effort on the optical transient reported by
Coulter et al. (2017) to define its nature and to rule out that it
was a chance coincidence of an unrelated transient. The multi-
wavelength evolution within the first 12–24hr, and the
subsequent discoveries of the X-ray and radio counterparts,
proved key to scientific interpretation. This section sum-
marizes the plethora of key observations that occurred in
different wavebands, as well as searches for neutrino
counterparts.

3.1. Ultraviolet, Optical, and Infrared

The quick discovery in the first few hours of Chilean
darkness, and the possibility of fast evolution, prompted the
need for the ultraviolet–optical–infrared follow-up community
to have access to both space-based and longitudinally separated
ground-based facilities. Over the next two weeks, a network of
ground-based telescopes, from 40 cm to 10 m, and space-based
observatories spanning the ultraviolet (UV), optical (O), and
near-infrared (IR) wavelengths followed up GW170817. These
observations revealed an exceptional electromagnetic counter-
part through careful monitoring of its spectral energy
distribution. Here, we first consider photometric and then
spectroscopic observations of the source.
Regarding photometric observations, at tc+11.6 hr, the

Magellan-Clay and Magellan-Baade telescopes (Drout et al.
2017a; Simon et al. 2017) initiated follow-up observations of
the transient discovered by the Swope Supernova Survey from
the optical (g band) to NIR (Ks band). At tc+12.7 hr and
tc+12.8 hr, the Rapid Eye Mount (REM)/ROS2 (Melandri
et al. 2017b) detected the optical transient and the Gemini-
South FLAMINGO2 instrument first detected near-infrared Ks-
band emission constraining the early optical to infrared color
(Kasliwal et al. 2017; Singer et al. 2017a), respectively. At
tc+15.3 hr, the Swift satellite (Gehrels 2004) detected bright,
ultraviolet emission, further constraining the effective temper-
ature (Evans et al. 2017a, 2017b). The ultraviolet evolution
continued to be monitored with the Swift satellite (Evans et al.
2017b) and the Hubble Space Telescope (HST; Adams et al.
2017; Cowperthwaite et al. 2017b; Kasliwal et al. 2017).
Over the course of the next two days, an extensive

photometric campaign showed a rapid dimming of this initial
UV–blue emission and an unusual brightening of the near-
infrared emission. After roughly a week, the redder optical and
near-infrared bands began to fade as well. Ground- and space-
based facilities participating in this photometric monitoring
effort include (in alphabetic order): CTIO1.3 m, DECam
(Cowperthwaite et al. 2017b; Nicholl et al. 2017a, 2017d),
IRSF, the Gemini-South FLAMINGO2 (Singer et al. 2017a,
2017b; Chornock et al. 2017b; Troja et al. 2017b, 2017d),
Gemini-South GMOS (Troja et al. 2017b), GROND (Chen
et al. 2017; Wiseman et al. 2017), HST (Cowperthwaite et al.
2017b; Levan & Tanvir 2017; Levan et al. 2017a; Tanvir &
Levan 2017; Troja et al. 2017a), iTelescope.Net telescopes (Im
et al. 2017a, 2017b), the Korea Microlensing Telescope
Network (KMTNet; Im et al. 2017c, 2017d), LCO (Arcavi
et al. 2017b, 2017c, 2017e), the Lee Sang Gak Telescope
(LSGT)/SNUCAM-II, the Magellan-Baade and Magellan-
Clay 6.5 m telescopes (Drout et al. 2017a; Simon et al.
2017), the Nordic Optical Telescope (Malesani et al. 2017a),
Pan-STARRS1 (Chambers et al. 2017a, 2017b, 2017c, 2017d),
REM/ROS2 and REM/REMIR (Melandri et al. 2017a,
2017c), SkyMapper (Wolf et al. 2017), Subaru Hyper
Suprime-Cam (Yoshida et al. 2017a, 2017b, 2017c, 2017d;
Tominaga et al. 2017), ESO-VISTA (Tanvir et al. 2017a),
ESO-VST/OmegaCAM (Grado et al. 2017a, 2017b), and
ESO-VLT/FORS2 (D’Avanzo et al. 2017).
One of the key properties of the transient that alerted the

worldwide community to its unusual nature was the rapid
luminosity decline. In bluer optical bands (i.e., in the g band),
the transient showed a fast decay between daily photometric
measurements (Cowperthwaite et al. 2017b; Melandri et al.
2017c). Pan-STARRS (Chambers et al. 2017c) reported
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photometric measurements in the optical/infrared izy bands
with the same cadence, showing fading by 0.6 mag per day,
with reliable photometry from difference imaging using already
existing sky images (Chambers et al. 2016; Cowperthwaite
et al. 2017b). Observations taken every 8 hr by LCO showed an
initial rise in the w band, followed by rapid fading in all optical
bands (more than 1 mag per day in the blue) and reddening
with time (Arcavi et al. 2017e). Accurate measurements from
Subaru (Tominaga et al. 2017), LSGT/SNUCAM-II and
KMTNet (Im et al. 2017c), ESO-VLT/FORS2 (D’Avanzo
et al. 2017), and DECam (Cowperthwaite et al. 2017b; Nicholl
et al. 2017b) indicated a similar rate of fading. On the contrary,
the near-infrared monitoring reports by GROND and Gemini-
South showed that the source faded more slowly in the infrared
(Chornock et al. 2017b; Wiseman et al. 2017) and even showed
a late-time plateau in the Ks band (Singer et al. 2017b). This
evolution was recognized by the community as quite
unprecedented for transients in the nearby (within 100 Mpc)
universe (e.g., Siebert et al. 2017).

Table 1 reports a summary of the imaging observations,
which include coverage of the entire gravitational-wave sky
localization and follow-up of SSS17a/AT 2017gfo. Figure 2
shows these observations in graphical form.

Concerning spectroscopic observations, immediately after
discovery of SSS17a/AT 2017gfo on the Swope 1 m telescope,
the same team obtained the first spectroscopic observations of
the optical transient with the LDSS-3 spectrograph on the 6.5 m
Magellan-Clay telescope and the MagE spectrograph on the
6.5 m Magellan-Baade telescope at Las Campanas Observa-
tory. The spectra, just 30 minutes after the first image, showed a
blue and featureless continuum between 4000 and 10000 Å,
consistent with a power law (Drout et al. 2017a; Shappee et al.
2017). The lack of features and blue continuum during the first
few hours implied an unusual, but not unprecedented transient
since such characteristics are common in cataclysmic–variable
stars and young core-collapse supernovae (see, e.g., Li et al.
2011a, 2011b).

The next 24 hr of observation were critical in decreasing the
likelihood of a chance coincidence between SSS17a/
AT 2017gfo, GW170817, and GRB 170817A. The SALT-
RSS spectrograph in South Africa (Buckley et al. 2017;
McCully et al. 2017b; Shara et al. 2017), ePESSTO with the
EFOSC2 instrument in spectroscopic mode at the ESO New
Technology Telescope (NTT, in La Silla, Chile; Lyman et al.
2017), the X-shooter spectrograph on the ESO Very Large
Telescope (Pian et al. 2017b) in Paranal, and the Goodman
Spectrograph on the 4 m SOAR telescope (Nicholl et al. 2017c)
obtained additional spectra. These groups reported a rapid fall
off in the blue spectrum without any individual features
identifiable with line absorption common in supernova-like
transients (see, e.g., Lyman et al. 2017). This ruled out a young
supernova of any type in NGC 4993, showing an exceptionally
fast spectral evolution (Drout et al. 2017; Nicholl et al. 2017d).
Figure 2 shows some representative early spectra (SALT
spectrum is from Buckley et al. 2017; McCully et al. 2017b;
ESO spectra from Smartt et al. 2017; SOAR spectrum from
Nicholl et al. 2017d). These show rapid cooling, and the lack of
commonly observed ions from elements abundant in supernova
ejecta, indicating this object was unprecedented in its optical
and near-infrared emission. Combined with the rapid fading,
this was broadly indicative of a possible kilonova (e.g., Arcavi
et al. 2017e; Cowperthwaite et al. 2017b; McCully et al. 2017b;

Kasen et al. 2017; Kasliwal et al. 2017; Kilpatrick et al. 2017b;
Nicholl et al. 2017d; Smartt et al. 2017). This was confirmed by
spectra taken at later times, such as with the Gemini Multi-
Object Spectrograph (GMOS; Kasliwal et al. 2017; McCully
et al. 2017b; Troja et al. 2017a, 2017b), the LDSS-3
spectrograph on the 6.5 m Magellan-Clay telescope at Las
Campanas Observatory (Drout et al. 2017; Shappee et al.
2017), the LCO FLOYDS spectrograph at Faulkes Telescope
South (McCully et al. 2017a, 2017b), and the AAOmega
spectrograph on the 3.9 m Anglo-Australian Telescope
(Andreoni et al. 2017), which did not show any significant
emission or absorption lines over the red featureless continuum.
The optical and near-infrared spectra over these few days
provided convincing arguments that this transient was unlike
any other discovered in extensive optical wide-field surveys
over the past decade (see, e.g., Siebert et al. 2017).
The evolution of the spectral energy distribution, rapid fading,

and emergence of broad spectral features indicated that the
source had physical properties similar to models of kilonovae
(e.g., Metzger et al. 2010; Kasen et al. 2013; Barnes & Kasen
2013; Tanaka & Hotokezaka 2013; Grossman et al. 2014;
Metzger & Fernández 2014; Barnes et al. 2016; Tanaka 2016;
Kasen et al. 2017; Kilpatrick et al. 2017b; Metzger 2017). These
show a very rapid shift of the spectral energy distribution from
the optical to the near-infrared. The FLAMINGOS2 near-
infrared spectrograph at Gemini-South (Chornock et al. 2017c;
Kasliwal et al. 2017) shows the emergence of very broad
features in qualitative agreement with kilonova models. The
ESO-VLT/X-shooter spectra, which simultaneously cover the
wavelength range 3200–24800Å, were taken over 2 weeks with
a close to daily sampling (Pian et al. 2017a; Smartt et al. 2017)
and revealed signatures of the radioactive decay of r-process
nucleosynthesis elements (Pian et al. 2017a). Three epochs of
infrared grism spectroscopy with the HST (Cowperthwaite et al.
2017b; Levan & Tanvir 2017; Levan et al. 2017a; Tanvir &
Levan 2017; Troja et al. 2017a)963 identified features consistent
with the production of lanthanides within the ejecta (Levan &
Tanvir 2017; Tanvir & Levan 2017; Troja et al. 2017a).
The optical follow-up campaign also includes linear polarimetry

measurements of SSS17a/AT 2017gfo by ESO-VLT/FORS2,
showing no evidence of an asymmetric geometry of the emitting
region and lanthanide-rich late kilonova emission (Covino et al.
2017). In addition, the study of the galaxy with the MUSE Integral
Field Spectrograph on the ESO-VLT (Levan et al. 2017b) provides
simultaneous spectra of the counterpart and the host galaxy, which
show broad absorption features in the transient spectrum,
combined with emission lines from the spiral arms of the host
galaxy (Levan & Tanvir 2017; Tanvir & Levan 2017).
Table 2 reports the spectroscopic observations that have led

to the conclusion that the source broadly matches kilonovae
theoretical predictions.

3.2. Gamma-Rays

The fleet of ground- and space-based gamma-ray observa-
tories provided broad temporal and spectral coverage of
the source location. Observations spanned 10~ orders of
magnitude in energy and covered the position of SSS17a/
AT 2017gfo from a few hundred seconds before the
GRB 170817A trigger time (T0) to days afterward. Table 3
lists, in chronological order, the results reporting observation

963 HST Program GO 14804 Levan, GO 14771 Tanvir, and GO 14850 Troja.
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Table 1
A Partial Summary of Photometric Observations up to 2017 September 5 UTC with at Most Three Observations per Filter per Telescope/Group, i.e., the Earliest,

the Peak, and the Latest in Each Case

Telescope/Instrument UT Date Band References

DFN/– 2017 Aug 17 12:41:04 visible Hancock et al. (2017),
MASTER/– 2017 Aug 17 17:06:47 Clear Lipunov et al. (2017a, 2017b)
PioftheSky/PioftheSkyNorth 2017 Aug 17 21:46:28 visible wide band Cwiek et al. (2017); Batsch et al. (2017); Zadrozny et al. (2017)
MASTER/– 2017 Aug 17 22:54:18 Visible Lipunov et al. (2017b, 2017a)
Swope/DirectCCD 2017 Aug 17 23:33:17 i Coulter et al. (2017a, 2017b, 2017)
PROMPT5(DLT40)/– 2017 Aug 17 23:49:00 r Yang et al. (2017a), Valenti et al. (submitted)
VISTA/VIRCAM 2017 Aug 17 23:55:00 K Tanvir & Levan (2017)
MASTER/– 2017 Aug 17 23:59:54 Clear Lipunov et al. (2017d, 2017a)
Blanco/DECam/– 2017 Aug 18 00:04:24 i Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Blanco/DECam/– 2017 Aug 18 00:05:23 z Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
VISTA/VIRCAM 2017 Aug 18 00:07:00 J Tanvir & Levan (2017)
Magellan-Clay/LDSS3-C 2017 Aug 18 00:08:13 g Simon et al. (2017); Drout et al. (2017b)
Magellan-Baade/FourStar 2017 Aug 18 00:12:19 H Drout et al. (2017b)
LasCumbres1-m/Sinistro 2017 Aug 18 00:15:50 w Arcavi et al. (2017a, 2017e)
VISTA/VIRCAM 2017 Aug 18 00:17:00 Y Tanvir & Levan (2017)
MASTER/– 2017 Aug 18 00:19:05 Clear Lipunov et al. (2017d, 2017a)
Magellan-Baade/FourStar 2017 Aug 18 00:25:51 J Drout et al. (2017b)
Magellan-Baade/FourStar 2017 Aug 18 00:35:19 Ks Drout et al. (2017b)
PROMPT5(DLT40)/– 2017 Aug 18 00:40:00 r Yang et al. (2017a), Valenti et al. (submitted)
REM/ROS2 2017 Aug 18 01:24:56 g Melandri et al. (2017a); Pian et al. (2017a)
REM/ROS2 2017 Aug 18 01:24:56 i Melandri et al. (2017a); Pian et al. (2017a)
REM/ROS2 2017 Aug 18 01:24:56 z Melandri et al. (2017a); Pian et al. (2017a)
REM/ROS2 2017 Aug 18 01:24:56 r Melandri et al. (2017a); Pian et al. (2017a)
Gemini-South/Flamingos-2 2017 Aug 18 01:30:00 Ks Singer et al. (2017a); Kasliwal et al. (2017)
PioftheSky/PioftheSkyNorth 2017 Aug 18 03:01:39 visible wide band Cwiek et al. (2017); Batsch et al. (2017),
Swift/UVOT 2017 Aug 18 03:37:00 uvm2 Evans et al. (2017a, 2017b)
Swift/UVOT 2017 Aug 18 03:50:00 uvw1 Evans et al. (2017a, 2017b)
Swift/UVOT 2017 Aug 18 03:58:00 u Evans et al. (2017a, 2017b)
Swift/UVOT 2017 Aug 18 04:02:00 uvw2 Evans et al. (2017a, 2017b)
Subaru/HyperSuprime-Cam 2017 Aug 18 05:31:00 z Yoshida et al. (2017a, 2017b), Y. Utsumi et al. (2017, in preparation)
Pan-STARRS1/GPC1 2017 Aug 18 05:33:00 y Chambers et al. (2017a); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 18 05:34:00 z Chambers et al. (2017a); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 18 05:35:00 i Chambers et al. (2017a); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 18 05:36:00 y Chambers et al. (2017a); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 18 05:37:00 z Chambers et al. (2017a); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 18 05:38:00 i Chambers et al. (2017a); Smartt et al. (2017)
LasCumbres1-m/Sinistro 2017 Aug 18 09:10:04 w Arcavi et al. (2017b, 2017e)
SkyMapper/– 2017 Aug 18 09:14:00 i L
SkyMapper/– 2017 Aug 18 09:35:00 z L
LasCumbres1-m/Sinistro 2017 Aug 18 09:37:26 g Arcavi et al. (2017e)
SkyMapper/– 2017 Aug 18 09:39:00 r L
SkyMapper/– 2017 Aug 18 09:41:00 g L
LasCumbres1-m/Sinistro 2017 Aug 18 09:43:11 r Arcavi et al. (2017e)
T17/– 2017 Aug 18 09:47:13 g Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
SkyMapper/– 2017 Aug 18 09:50:00 v L
T17/– 2017 Aug 18 09:56:46 r Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
SkyMapper/– 2017 Aug 18 10:01:00 i Wolf et al. (2017),
SkyMapper/– 2017 Aug 18 10:03:00 r Wolf et al. (2017),
SkyMapper/– 2017 Aug 18 10:05:00 g Wolf et al. (2017),
T17/– 2017 Aug 18 10:06:18 i Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
SkyMapper/– 2017 Aug 18 10:07:00 v Wolf et al. (2017),
LSGT/SNUCAM-II 2017 Aug 18 10:08:01 m425 Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
SkyMapper/– 2017 Aug 18 10:09:00 u Wolf et al. (2017),
LSGT/SNUCAM-II 2017 Aug 18 10:12:48 m475 Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
LSGT/SNUCAM-II 2017 Aug 18 10:15:16 m525 Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
T17/– 2017 Aug 18 10:15:49 z Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
LSGT/SNUCAM-II 2017 Aug 18 10:21:14 m575 Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
LSGT/SNUCAM-II 2017 Aug 18 10:22:33 m625 Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
AST3-2/wide-fieldcamera 2017 Aug 18 13:11:49 g Hu et al. (2017),
Swift/UVOT 2017 Aug 18 13:30:00 uvm2 Cenko et al. (2017); Evans et al. (2017b)
Swift/UVOT 2017 Aug 18 13:37:00 uvw1 Cenko et al. (2017); Evans et al. (2017b)
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Table 1
(Continued)

Telescope/Instrument UT Date Band References

Swift/UVOT 2017 Aug 18 13:41:00 u Cenko et al. (2017); Evans et al. (2017b)
IRSF/SIRIUS 2017 Aug 18 16:34:00 Ks Utsumi et al. (2017, in press)
IRSF/SIRIUS 2017 Aug 18 16:34:00 H Utsumi et al. (2017, in press)
IRSF/SIRIUS 2017 Aug 18 16:48:00 J Utsumi et al. (2017, in press)
KMTNet-SAAO/wide-fieldcamera 2017 Aug 18 17:00:36 B Im et al. (2017d, 2017c); Troja et al. (2017a)
KMTNet-SAAO/wide-fieldcamera 2017 Aug 18 17:02:55 V Im et al. (2017d, 2017c); Troja et al. (2017a)
KMTNet-SAAO/wide-fieldcamera 2017 Aug 18 17:04:54 R Im et al. (2017d, 2017c); Troja et al. (2017a)
MASTER/– 2017 Aug 18 17:06:55 Clear Lipunov et al. (2017e, 2017a)
KMTNet-SAAO/wide-fieldcamera 2017 Aug 18 17:07:12 I Im et al. (2017d, 2017c); Troja et al. (2017a)
MASTER/– 2017 Aug 18 17:17:33 R Lipunov et al. (2017c, 2017b, 2017a)
MASTER/– 2017 Aug 18 17:34:02 B Lipunov et al. (2017b, 2017a)
1.5 m Boyden/– 2017 Aug 18 18:12:00 r Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 18 18:12:00 g Smartt et al. (2017)
NOT/NOTCam 2017 Aug 18 20:24:08 Ks Malesani et al. (2017a); Tanvir & Levan (2017)
NOT/NOTCam 2017 Aug 18 20:37:46 J Malesani et al. (2017a); Tanvir & Levan (2017)
PioftheSky/PioftheSkyNorth 2017 Aug 18 21:44:44 visible wide band Cwiek et al. (2017); Batsch et al. (2017),
LasCumbres1-m/Sinistro 2017 Aug 18 23:19:40 i Arcavi et al. (2017e)
Blanco/DECam/– 2017 Aug 18 23:25:56 Y Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Magellan-Clay/LDSS3-C 2017 Aug 18 23:26:33 z Drout et al. (2017b)
Blanco/DECam/– 2017 Aug 18 23:26:55 z Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Blanco/DECam/– 2017 Aug 18 23:27:54 i Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
KMTNet-CTIO/wide-fieldcamera 2017 Aug 18 23:28:35 B Im et al. (2017d, 2017c); Troja et al. (2017a)
Blanco/DECam/– 2017 Aug 18 23:28:53 r Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Blanco/DECam/– 2017 Aug 18 23:29:52 g Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
KMTNet-CTIO/wide-fieldcamera 2017 Aug 18 23:30:31 V Im et al. (2017d, 2017c); Troja et al. (2017a)
Blanco/DECam/– 2017 Aug 18 23:30:50 u Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Magellan-Clay/LDSS3-C 2017 Aug 18 23:30:55 i Drout et al. (2017b)
REM/ROS2 2017 Aug 18 23:31:02 z Melandri et al. (2017c); Pian et al. (2017a)
Magellan-Clay/LDSS3-C 2017 Aug 18 23:32:02 r Drout et al. (2017b)
KMTNet-CTIO/wide-fieldcamera 2017 Aug 18 23:32:36 R Im et al. (2017d, 2017c); Troja et al. (2017a)
Magellan-Baade/FourStar 2017 Aug 18 23:32:58 J Drout et al. (2017b)
KMTNet-CTIO/wide-fieldcamera 2017 Aug 18 23:34:48 I Im et al. (2017d, 2017c); Troja et al. (2017a)
Magellan-Clay/LDSS3-C 2017 Aug 18 23:35:20 B Drout et al. (2017b)
VISTA/VIRCAM 2017 Aug 18 23:44:00 J Tanvir & Levan (2017)
Magellan-Baade/FourStar 2017 Aug 18 23:45:49 H Drout et al. (2017b)
PROMPT5(DLT40)/– 2017 Aug 18 23:47:00 r Yang et al. (2017b), Valenti et al. (submitted)
VLT/FORS2 2017 Aug 18 23:47:02 Rspecial Wiersema et al. (2017); Covino et al. (2017)
Swope/DirectCCD 2017 Aug 18 23:52:29 V Kilpatrick et al. (2017a); Coulter et al. (2017)
VISTA/VIRCAM 2017 Aug 18 23:53:00 Y Tanvir & Levan (2017)
TOROS/T80S 2017 Aug 18 23:53:00 g Diaz et al. (2017a, 2017b), Diaz et al. (2017, in preparation)
TOROS/T80S 2017 Aug 18 23:53:00 r Diaz et al. (2017a, 2017b), Diaz et al. (2017, in preparation)
TOROS/T80S 2017 Aug 18 23:53:00 i Diaz et al. (2017a, 2017b), Diaz et al. (2017, in preparation)
MPG2.2 m/GROND 2017 Aug 18 23:56:00 i Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 18 23:56:00 z Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 18 23:56:00 J Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 18 23:56:00 r Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 18 23:56:00 H Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 18 23:56:00 Ks Smartt et al. (2017)
Gemini-South/Flamingos-2 2017 Aug 19 00:00:19 H Cowperthwaite et al. (2017b)
Magellan-Baade/FourStar 2017 Aug 19 00:02:53 J1 Drout et al. (2017b)
VLT/X-shooter 2017 Aug 19 00:08:58 r Pian et al. (2017a, 2017a)
VLT/X-shooter 2017 Aug 19 00:10:46 z Pian et al. (2017b, 2017b)
VLT/X-shooter 2017 Aug 19 00:14:01 g Pian et al. (2017, 2017)
Swift/UVOT 2017 Aug 19 00:41:00 u Evans et al. (2017b)
Swope/DirectCCD 2017 Aug 19 00:49:15 B Kilpatrick et al. (2017a); Coulter et al. (2017)
Swope/DirectCCD 2017 Aug 19 01:08:00 r Coulter et al. (2017)
NTT/– 2017 Aug 19 01:09:00 U Smartt et al. (2017)
Swope/DirectCCD 2017 Aug 19 01:18:57 g Coulter et al. (2017)
BOOTES-5/JGT/– 2017 Aug 19 03:08:14 clear Castro-Tirado et al. (2017), Zhang et al. (2017, in preparation)
Pan-STARRS1/GPC1 2017 Aug 19 05:42:00 y Chambers et al. (2017b); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 19 05:44:00 z Chambers et al. (2017b); Smartt et al. (2017)
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Table 1
(Continued)

Telescope/Instrument UT Date Band References

Pan-STARRS1/GPC1 2017 Aug 19 05:46:00 i Chambers et al. (2017b); Smartt et al. (2017)
MOA-II/MOA-cam3 2017 Aug 19 07:26:00 R Utsumi et al. (2017, in press)
B&C61cm/Tripole5 2017 Aug 19 07:26:00 g Utsumi et al. (2017, in press)
KMTNet-SSO/wide-fieldcamera 2017 Aug 19 08:32:48 B Im et al. (2017d, 2017c); Troja et al. (2017a)
KMTNet-SSO/wide-fieldcamera 2017 Aug 19 08:34:43 V Im et al. (2017d, 2017c); Troja et al. (2017a)
KMTNet-SSO/wide-fieldcamera 2017 Aug 19 08:36:39 R Im et al. (2017d, 2017c); Troja et al. (2017a)
KMTNet-SSO/wide-fieldcamera 2017 Aug 19 08:38:42 I Im et al. (2017d, 2017c); Troja et al. (2017a)
T27/– 2017 Aug 19 09:01:31 V Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
T30/– 2017 Aug 19 09:02:27 V Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
T27/– 2017 Aug 19 09:02:27 R Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
T31/– 2017 Aug 19 09:02:34 R Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
T27/– 2017 Aug 19 09:11:30 I Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
Zadko/CCDimager 2017 Aug 19 10:57:00 r Coward et al. (2017a),
MASTER/– 2017 Aug 19 17:06:57 Clear Lipunov et al. (2017b, 2017a)
MASTER/– 2017 Aug 19 17:53:34 R Lipunov et al. (2017b, 2017a)
LasCumbres1-m/Sinistro 2017 Aug 19 18:01:26 V Arcavi et al. (2017e)
LasCumbres1-m/Sinistro 2017 Aug 19 18:01:26 z Arcavi et al. (2017e)
MASTER/– 2017 Aug 19 18:04:32 B Lipunov et al. (2017b, 2017a)
1.5 m Boyden/– 2017 Aug 19 18:16:00 r Smartt et al. (2017)
REM/ROS2 2017 Aug 19 23:12:59 r Melandri et al. (2017c); Pian et al. (2017)
REM/ROS2 2017 Aug 19 23:12:59 i Melandri et al. (2017c); Pian et al. (2017)
REM/ROS2 2017 Aug 19 23:12:59 g Melandri et al. (2017c); Pian et al. (2017)
MASTER/– 2017 Aug 19 23:13:20 Clear Lipunov et al. (2017b, 2017a)
Gemini-South/Flamingos-2 2017 Aug 19 23:13:34 H Cowperthwaite et al. (2017b)
MPG2.2 m/GROND 2017 Aug 19 23:15:00 r Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 19 23:15:00 z Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 19 23:15:00 H Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 19 23:15:00 i Smartt et al. (2017)
MPG2.2 m/GROND 2017 Aug 19 23:15:00 J Smartt et al. (2017)
TOROS/EABA 2017 Aug 19 23:18:38 r Diaz et al. (2017b), Diaz et al. (2017, in preparation)
Magellan-Baade/FourStar 2017 Aug 19 23:18:50 H Drout et al. (2017b)
Etelman/VIRT/CCDimager 2017 Aug 19 23:19:00 R Gendre et al. (2017), Andreoni et al. (2017, in preparation)
Blanco/DECam/– 2017 Aug 19 23:23:29 Y Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Blanco/DECam/– 2017 Aug 19 23:26:59 r Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Blanco/DECam/– 2017 Aug 19 23:27:59 g Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
ChilescopeRC-1000/– 2017 Aug 19 23:30:33 clear Pozanenko et al. (2017a, 2017b), Pozanenko et al. (2017, in preparation)
Magellan-Baade/FourStar 2017 Aug 19 23:31:06 J1 Drout et al. (2017b)
Blanco/DECam/– 2017 Aug 19 23:31:13 u Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Magellan-Baade/FourStar 2017 Aug 19 23:41:59 Ks Drout et al. (2017b)
Magellan-Baade/IMACS 2017 Aug 20 00:13:32 r Drout et al. (2017b)
Gemini-South/Flamingos-2 2017 Aug 20 00:19:00 Ks Kasliwal et al. (2017)
LasCumbres1-m/Sinistro 2017 Aug 20 00:24:28 g Arcavi et al. (2017e)
Gemini-South/Flamingos-2 2017 Aug 20 00:27:00 J Kasliwal et al. (2017)
NTT/– 2017 Aug 20 01:19:00 U Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 20 05:38:00 y Chambers et al. (2017c); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 20 05:41:00 z Chambers et al. (2017c); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 20 05:45:00 i Chambers et al. (2017c); Smartt et al. (2017)
T31/– 2017 Aug 20 09:20:38 R Im et al. (2017a, 2017b), Im et al. (2017, in preparation)
MASTER/– 2017 Aug 20 17:04:36 Clear Lipunov et al. (2017b, 2017a)
MASTER/– 2017 Aug 20 17:25:56 R Lipunov et al. (2017b, 2017a)
MASTER/– 2017 Aug 20 17:36:32 B Lipunov et al. (2017b, 2017a)
LasCumbres1-m/Sinistro 2017 Aug 20 17:39:50 i Arcavi et al. (2017e)
LasCumbres1-m/Sinistro 2017 Aug 20 17:45:36 z Arcavi et al. (2017e)
LasCumbres1-m/Sinistro 2017 Aug 20 17:49:55 V Arcavi et al. (2017e)
MPG2.2 m/GROND 2017 Aug 20 23:15:00 g Smartt et al. (2017)
Magellan-Baade/FourStar 2017 Aug 20 23:20:42 J Drout et al. (2017b)
ChilescopeRC-1000/– 2017 Aug 20 23:21:09 clear Pozanenko et al. (2017a)
VISTA/VIRCAM 2017 Aug 20 23:24:00 K Tanvir & Levan (2017)
Blanco/DECam/– 2017 Aug 20 23:37:06 u Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Swope/DirectCCD 2017 Aug 20 23:44:36 V Coulter et al. (2017)
Swope/DirectCCD 2017 Aug 20 23:53:00 B Coulter et al. (2017)
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Table 1
(Continued)

Telescope/Instrument UT Date Band References

MASTER/– 2017 Aug 21 00:26:31 Clear Lipunov et al. (2017b, 2017a)
Gemini-South/Flamingos-2 2017 Aug 21 00:38:00 H Kasliwal et al. (2017); Troja et al. (2017a)
Pan-STARRS1/GPC1 2017 Aug 21 05:37:00 y Chambers et al. (2017d); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 21 05:39:00 z Chambers et al. (2017d); Smartt et al. (2017)
Pan-STARRS1/GPC1 2017 Aug 21 05:42:00 i Chambers et al. (2017d); Smartt et al. (2017)
AST3-2/wide-fieldcamera 2017 Aug 21 15:36:50 g L
MASTER/– 2017 Aug 21 17:08:14 Clear Lipunov et al. (2017b, 2017a)
MASTER/– 2017 Aug 21 18:06:12 R Lipunov et al. (2017b, 2017a)
MASTER/– 2017 Aug 21 19:20:23 B Lipunov et al. (2017b, 2017a)
duPont/RetroCam 2017 Aug 21 23:17:19 Y Drout et al. (2017b)
Etelman/VIRT/CCDimager 2017 Aug 21 23:19:00 Clear Gendre et al. (2017); Andreoni et al. (2017, in preparation)
MPG2.2 m/GROND 2017 Aug 21 23:22:00 Ks Smartt et al. (2017)
VLT/FORS2 2017 Aug 21 23:23:11 R D’Avanzo et al. (2017); Pian et al. (2017)
ChilescopeRC-1000/– 2017 Aug 21 23:32:09 clear Pozanenko et al. (2017c)
duPont/RetroCam 2017 Aug 21 23:34:34 H Drout et al. (2017b)
LasCumbres1-m/Sinistro 2017 Aug 21 23:48:28 w Arcavi et al. (2017e)
Swope/DirectCCD 2017 Aug 21 23:54:57 r Coulter et al. (2017)
duPont/RetroCam 2017 Aug 21 23:57:41 J Drout et al. (2017b)
Swope/DirectCCD 2017 Aug 22 00:06:17 g Coulter et al. (2017)
VLT/FORS2 2017 Aug 22 00:09:09 z D’Avanzo et al. (2017); Pian et al. (2017)
VLT/FORS2 2017 Aug 22 00:18:49 I D’Avanzo et al. (2017); Pian et al. (2017)
Magellan-Clay/LDSS3-C 2017 Aug 22 00:27:40 g Drout et al. (2017b)
VLT/FORS2 2017 Aug 22 00:28:18 B D’Avanzo et al. (2017); Pian et al. (2017)
VLT/FORS2 2017 Aug 22 00:38:20 V D’Avanzo et al. (2017); Pian et al. (2017)
HST/WFC3/IR 2017 Aug 22 07:34:00 F110W Tanvir & Levan (2017); Troja et al. (2017a)
LasCumbres1-m/Sinistro 2017 Aug 22 08:35:31 r Arcavi et al. (2017e)
HST/WFC3/IR 2017 Aug 22 10:45:00 F160W Tanvir & Levan (2017); Troja et al. (2017a)
HubbleSpaceTelescope/WFC3 2017 Aug 22 20:19:00 F336W Adams et al. (2017); Kasliwal et al. (2017)
Etelman/VIRT/CCDimager 2017 Aug 22 23:19:00 Clear Gendre et al. (2017); Andreoni et al. (2017, in preparation)
VLT/VIMOS 2017 Aug 22 23:30:00 z Tanvir & Levan (2017)
duPont/RetroCam 2017 Aug 22 23:33:54 Y Drout et al. (2017b)
VLT/VIMOS 2017 Aug 22 23:42:00 R Tanvir & Levan (2017)
VLT/VIMOS 2017 Aug 22 23:53:00 u Evans et al. (2017b)
VLT/FORS2 2017 Aug 22 23:53:31 Rspecial Covino et al. (2017)
VST/OmegaCam 2017 Aug 22 23:58:32 g Grado et al. (2017a); Pian et al. (2017)
VLT/X-shooter 2017 Aug 23 00:35:20 r Pian et al. (2017)
VLT/X-shooter 2017 Aug 23 00:37:08 z Pian et al. (2017)
VLT/X-shooter 2017 Aug 23 00:40:24 g Pian et al. (2017)
Zadko/CCDimager 2017 Aug 23 11:32:00 r Coward et al. (2017a),
IRSF/SIRIUS 2017 Aug 23 17:22:00 Ks Kasliwal et al. (2017)
IRSF/SIRIUS 2017 Aug 23 17:22:00 J Kasliwal et al. (2017)
IRSF/SIRIUS 2017 Aug 23 17:22:00 H Kasliwal et al. (2017)
VST/OmegaCam 2017 Aug 23 23:26:51 i Grado et al. (2017a); Pian et al. (2017)
VLT/VISIR 2017 Aug 23 23:35:00 8.6um Kasliwal et al. (2017)
VST/OmegaCam 2017 Aug 23 23:42:49 r Grado et al. (2017a); Pian et al. (2017)
CTIO1.3 m/ANDICAM 2017 Aug 24 23:20:00 Ks Kasliwal et al. (2017)
Swope/DirectCCD 2017 Aug 24 23:45:07 i Coulter et al. (2017)
ChilescopeRC-1000/– 2017 Aug 24 23:53:39 clear Pozanenko et al. (2017b),
Blanco/DECam/– 2017 Aug 24 23:56:22 g Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Magellan-Clay/LDSS3-C 2017 Aug 25 00:43:27 B Drout et al. (2017b)
HST/WFC3/UVIS 2017 Aug 25 13:55:00 F606W Tanvir & Levan (2017); Troja et al. (2017a)
HST/WFC3/UVIS 2017 Aug 25 15:28:00 F475W Tanvir & Levan (2017); Troja et al. (2017a)
HST/WFC3/UVIS 2017 Aug 25 15:36:00 F275W Levan & Tanvir (2017); Tanvir & Levan (2017),
Magellan-Clay/LDSS3-C 2017 Aug 25 23:19:41 z Drout et al. (2017b)
Blanco/DECam/– 2017 Aug 25 23:56:05 r Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
VLT/FORS2 2017 Aug 26 00:13:40 z Covino et al. (2017)
duPont/RetroCam 2017 Aug 26 00:14:28 J Drout et al. (2017b)
VLT/FORS2 2017 Aug 26 00:27:16 B Pian et al. (2017)
IRSF/SIRIUS 2017 Aug 26 16:57:00 J Kasliwal et al. (2017)
IRSF/SIRIUS 2017 Aug 26 16:57:00 Ks Kasliwal et al. (2017)
IRSF/SIRIUS 2017 Aug 26 16:57:00 H Kasliwal et al. (2017)
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time, flux upper limits, and the energy range of the
observations, which are summarized here.

At the time of GRB 170817A, three out of six spacecraft of
the Inter Planetary Network(Hurley et al. 2013) had a

favorable orientation to observe the LIGO-Virgo skymap.
However, based on the Fermi-GBM (Goldstein et al. 2017b)
and INTEGRAL analyses, GRB 170817A was too weak to be
detected by Konus-Wind(Svinkin et al. 2017a). Using the

Table 1
(Continued)

Telescope/Instrument UT Date Band References

VISTA/VIRCAM 2017 Aug 26 23:38:00 Y Tanvir & Levan (2017)
ApachePointObservatory/NICFPS 2017 Aug 27 02:15:00 Ks Kasliwal et al. (2017)
Palomar200inch/WIRC 2017 Aug 27 02:49:00 Ks Kasliwal et al. (2017)
HST/WFC3/IR 2017 Aug 27 06:45:56 F110W Cowperthwaite et al. (2017b)
HST/WFC3/IR 2017 Aug 27 07:06:57 F160W Cowperthwaite et al. (2017b)
HST/WFC3/UVIS 2017 Aug 27 08:20:49 F336W Cowperthwaite et al. (2017b)
HST/ACS/WFC 2017 Aug 27 10:24:14 F475W Cowperthwaite et al. (2017b)
HST/ACS/WFC 2017 Aug 27 11:57:07 F625W Cowperthwaite et al. (2017b)
HST/ACS/WFC 2017 Aug 27 13:27:15 F775W Cowperthwaite et al. (2017b)
HST/ACS/WFC 2017 Aug 27 13:45:24 F850LP Cowperthwaite et al. (2017b)
Gemini-South/Flamingos-2 2017 Aug 27 23:16:00 J Kasliwal et al. (2017)
CTIO1.3 m/ANDICAM 2017 Aug 27 23:18:00 Ks Kasliwal et al. (2017)
Blanco/DECam/– 2017 Aug 27 23:23:33 Y Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
MPG2.2 m/GROND 2017 Aug 27 23:24:00 J Smartt et al. (2017)
Gemini-South/Flamingos-2 2017 Aug 27 23:28:10 Ks Cowperthwaite et al. (2017b)
Gemini-South/Flamingos-2 2017 Aug 27 23:33:07 H Cowperthwaite et al. (2017b)
duPont/RetroCam 2017 Aug 27 23:36:25 H Drout et al. (2017b)
Blanco/DECam/– 2017 Aug 27 23:40:57 z Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
Blanco/DECam/– 2017 Aug 28 00:00:01 i Cowperthwaite et al. (2017b); Soares-Santos et al. (2017)
VLT/FORS2 2017 Aug 28 00:07:31 R Pian et al. (2017a)
VLT/FORS2 2017 Aug 28 00:15:56 V Pian et al. (2017a)
MPG2.2 m/GROND 2017 Aug 28 00:22:00 H Smartt et al. (2017)
HST/WFC3/IR 2017 Aug 28 01:50:00 F110W Tanvir & Levan (2017); Troja et al. (2017a)
HST/WFC3/IR 2017 Aug 28 03:25:00 F160W Tanvir & Levan (2017); Troja et al. (2017a)
HST/WFC3/UVIS 2017 Aug 28 20:56:00 F275W Levan & Tanvir (2017); Tanvir & Levan (2017),
HST/WFC3/UVIS 2017 Aug 28 22:29:00 F475W Tanvir & Levan (2017); Troja et al. (2017a)
HST/WFC3/UVIS 2017 Aug 28 23:02:00 F814W Tanvir & Levan (2017); Troja et al. (2017a)
NTT/– 2017 Aug 28 23:03:00 H Smartt et al. (2017)
HST/WFC3/UVIS 2017 Aug 28 23:08:00 F606W Tanvir & Levan (2017); Troja et al. (2017a)
MPG2.2 m/GROND 2017 Aug 28 23:22:00 Ks Smartt et al. (2017)
VISTA/VIRCAM 2017 Aug 28 23:33:00 J Tanvir & Levan (2017)
Gemini-South/Flamingos-2 2017 Aug 28 23:36:01 Ks Cowperthwaite et al. (2017b)
VLT/FORS2 2017 Aug 29 00:00:13 I Pian et al. (2017a)
HubbleSpaceTelescope/WFC3/UVIS 2017 Aug 29 00:36:00 F275W Kasliwal et al. (2017)
HubbleSpaceTelescope/WFC3/UVIS 2017 Aug 29 00:36:00 F225W Kasliwal et al. (2017)
NTT/– 2017 Aug 29 22:56:00 Ks Smartt et al. (2017)
VLT/VIMOS 2017 Aug 29 23:16:00 R Tanvir & Levan (2017)
SkyMapper/– 2017 Aug 30 09:26:00 u L
SkyMapper/– 2017 Aug 30 09:32:00 v L
NTT/– 2017 Aug 30 23:03:00 Ks Smartt et al. (2017)
VLT/FORS2 2017 Aug 31 23:34:46 z Pian et al. (2017a)
VISTA/VIRCAM 2017 Aug 31 23:42:00 K Tanvir & Levan (2017)
Gemini-South/Flamingos-2 2017 Aug 31 23:50:00 H Singer et al. (2017b); Kasliwal et al. (2017)
SkyMapper/– 2017 Sep 01 09:12:00 i L
SkyMapper/– 2017 Sep 01 09:14:00 z L
SkyMapper/– 2017 Sep 03 09:21:00 g L
SkyMapper/– 2017 Sep 03 09:23:00 r L
NTT/– 2017 Sep 04 23:12:00 Ks Smartt et al. (2017)
Gemini-South/Flamingos-2 2017 Sep 04 23:28:45 Ks Cowperthwaite et al. (2017b)
VLT/VIMOS 2017 Sep 05 23:23:00 z Tanvir & Levan (2017)
Gemini-South/Flamingos-2 2017 Sep 05 23:48:00 Ks Kasliwal et al. (2017)
Magellan-Baade/FourStar 2017 Sep 06 23:24:28 Ks Drout et al. (2017b)
VLT/HAWKI 2017 Sep 07 23:11:00 K Tanvir & Levan (2017)
VLT/HAWKI 2017 Sep 11 23:21:00 K Tanvir & Levan (2017)

Note. This is a subset of all the observations made in order to give a sense of the substantial coverage of this event.
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Table 2
Record of Spectroscopic Observations

Telescope/Instrument UT Date Wavelengths (Å) Resolution (R) References

Magellan-Clay/LDSS-3 2017 Aug 18 00:26:17 3780–10200 860 Drout et al. (2017); Shappee et al. (2017)
Magellan-Clay/LDSS-3 2017 Aug 18 00:40:09 3800–6200 1900 Shappee et al. (2017)
Magellan-Clay/LDSS-3 2017 Aug 18 00:52:09 6450–10000 1810 Shappee et al. (2017)
Magellan-Baade/MagE 2017 Aug 18 01:26:22 3650–10100 5800 Shappee et al. (2017)
ANU2.3/WiFeS 2017 Aug 18 09:24:00 3200–9800 B/R 3000 L
SALT/RSS 2017 Aug 18 17:07:00 3600–8000 300 Shara et al. (2017),
NTT/EFOSC2Gr#11+16 2017 Aug 18 23:19:12 3330–9970 260/400 Smartt et al. (2017)
VLT/X-shooter 2017 Aug 18 23:22:25 3000–24800 4290/8150/5750 Pian et al. (2017b, 2017b)
SOAR/GHTS 2017 Aug 18 23:22:39 4000–8000 830 Nicholl et al. (2017d)
Magellan-Clay/LDSS-3 2017 Aug 18 23:47:37 3820–9120 860 Shappee et al. (2017)
VLT/MUSE 2017 Aug 18 23:49:00 4650–9300 3000 Levan & Tanvir (2017); Tanvir & Levan (2017)
Magellan-Clay/MIKE 2017 Aug 19 00:18:11 3900–9400 30000 Shappee et al. (2017)
Magellan-Baade/MagE 2017 Aug 19 00:35:25 3800–10300 4100 Shappee et al. (2017)
Gemini-South/FLAMINGOS2 2017 Aug 19 00:42:27 9100–18000 500 Chornock et al. (2017a)
LCOFaulkesTelescopeSouth/FLOYDS 2017 Aug 19 08:36:22 5500–9250 700 GC21908, McCully et al. (2017b)
ANU2.3/WiFeS 2017 Aug 19 09:26:12 3200–9800 B/R 3000 L
SALT/RSS 2017 Aug 19 16:58:00 3600–8000 300 Shara et al. (2017)
SALT/RSS 2017 Aug 19 16:58:32 3600–8000 300 Shara et al. (2017); Shara et al. 2017, McCully et al. (2017b)
NTT/EFOSC2Gr#11+16 2017 Aug 19 23:25:41 3330–9970 260/400 Smartt et al. (2017)
SOAR/GHTS 2017 Aug 19 23:28:32 4000–8000 830 Nicholl et al. (2017d)
VLT/Xshooterfixed 2017 Aug 19 23:28:46 3700–22790 4290/3330/5450 Smartt et al. (2017)
Gemini-South/FLAMINGOS2 2017 Aug 19 23:42:56 9100–18000 500 Chornock et al. (2017a)
Magellan-Baade/IMACS 2017 Aug 20 00:26:28 4355–8750 1000 Shappee et al. (2017)
GeminiSouth/GMOS 2017 Aug 20 01:01:54 4000–9500 400 McCully et al. (2017a, 2017b)
Gemini-South/GMOS 2017 Aug 20 01:08:00 6000–9000 1900 Kasliwal et al. (2017)
ANU2.3/WiFeS 2017 Aug 20 09:21:33 3200–9800 B/R 3000 L
NTT/EFOSC2Gr#11+16 2017 Aug 20 23:21:13 3330–9970 390/600 Smartt et al. (2017)
SOAR/GHTS 2017 Aug 20 23:23:17 5000–9000 830 Nicholl et al. (2017d)
VLT/X-shooter 2017 Aug 20 23:25:28 3000–24800 4290/8150/5750 Pian et al. (2017a)
Magellan-Clay/LDSS-3 2017 Aug 20 23:45:53 4450–10400 860 Shappee et al. (2017)
Gemini-South/GMOS 2017 Aug 21 00:15:00 3800–9200 1700 Troja et al. (2017b); Kasliwal et al. (2017); Troja et al. (2017a)
GeminiSouth/GMOS 2017 Aug 21 00:16:09 4000–9500 400 Troja et al. (2017b); McCully et al. (2017b); Troja et al. (2017a)
VLT/FORS2 2017 Aug 21 00:43:12 3500–8600 800–1000 Pian et al. (2017a)
ANU2.3/WiFeS 2017 Aug 21 09:13:00 3200–7060 B 3000 R 7000 L
NTT/SOFIBlueGrism 2017 Aug 21 23:11:37 9380–16460 550 Smartt et al. (2017)
SOAR/GHTS 2017 Aug 21 23:24:49 4000–8000 830 Nicholl et al. (2017d)
VLT/Xshooterfixed 2017 Aug 21 23:25:38 3700–22790 4290/3330/5450 Smartt et al. (2017)
VLT/FORS2 2017 Aug 21 23:31:12 3500–8600 800–1000 Pian et al. (2017a)
Gemini-South/FLAMINGOS2 2017 Aug 21 23:40:09 9100–18000 500 Chornock et al. (2017a)
Gemini-South/Flamingos-2 2017 Aug 22 00:21:00 12980–25070 600 Kasliwal et al. (2017)
Gemini-South/Flamingos-2 2017 Aug 22 00:47:00 9840–18020 600 Kasliwal et al. (2017)
Magellan-Clay/LDSS-3 2017 Aug 22 00:50:34 5010–10200 860 Shappee et al. (2017)
HST/WFC3/IR-G102 2017 Aug 22 09:07:00 8000–11150 210 Tanvir & Levan (2017); Troja et al. (2017a)
HST/WFC3/IR-G141 2017 Aug 22 10:53:00 10750–17000 130 Tanvir & Levan (2017); Troja et al. (2017a)
Magellan-Clay/LDSS-3 2017 Aug 22 23:34:00 5000–10200 860 Shappee et al. (2017)
HST/STIS 2017 Aug 23 02:51:54 1600–3200 700 Nicholl et al. (2017d)
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Table 2
(Continued)

Telescope/Instrument UT Date Wavelengths (Å) Resolution (R) References

AAT/AAOmega2DF 2017 Aug 24 08:55:00 3750–8900 1700 Andreoni et al. (2017),
HST/WFC3/IR-G102 2017 Aug 24 18:58:00 8000–11150 210 Tanvir & Levan (2017); Troja et al. (2017a)
Magellan-Clay/LDSS-3 2017 Aug 24 23:33:51 6380–10500 1810 Shappee et al. (2017)
SOAR/GHTS 2017 Aug 24 23:34:31 5000–9000 830 Nicholl et al. (2017d)
Gemini-South/FLAMINGOS2 2017 Aug 24 23:56:32 9100–18000 500 Chornock et al. (2017a)
KeckI/LRIS 2017 Aug 25 05:45:00 2000–10300 1000 Kasliwal et al. (2017)
Magellan/Baade/IMACS 2017 Aug 25 23:37:59 4300–9300 1100 Nicholl et al. (2017d)
Magellan-Clay/LDSS-3 2017 Aug 25 23:39:18 6380–10500 1810 Shappee et al. (2017)
Gemini-South/FLAMINGOS2 2017 Aug 26 00:21:24 9100–18000 500 Chornock et al. (2017a)
HST/WFC3/IR-G141 2017 Aug 26 22:57:00 10750–17000 130 Tanvir & Levan (2017); Troja et al. (2017a)
Magellan/Baade/IMACS 2017 Aug 26 23:20:54 4300–9300 1100 Nicholl et al. (2017d)
Gemini-South/FLAMINGOS2 2017 Aug 27 00:12:20 9100–18000 500 Chornock et al. (2017a)
Gemini-South/FLAMINGOS2 2017 Aug 28 00:16:28 9100–18000 500 Chornock et al. (2017a)
HST/WFC3/IR-G102 2017 Aug 28 01:58:00 8000–11150 210 Tanvir & Levan (2017); Troja et al. (2017a)
HST/WFC3/IR-G141 2017 Aug 28 03:33:00 10750–17000 130 Tanvir & Levan (2017); Troja et al. (2017a)
Gemini-South/Flamingos-2 2017 Aug 29 00:23:00 12980–25070 600 Kasliwal et al. (2017)
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Table 3
Gamma-Ray Monitoring and Evolution of GW170817

Observatory UT Date Time since GW Trigger
90% Flux Upper Limit

(erg cm−2 s−1 ) Energy Band GCN/Reference

Insight-HXMT/HE Aug 17 12:34:24 UTC −400 s 3.7 10 7´ - 0.2–5 MeV Li et al. (2017)
CALET CGBM Aug 17 12:41:04 UTC 0.0 1.3 10 7´ - a 10–1000 keV Nakahira et al. (2017)
Konus-Wind Aug 1712:41:04.446 UTC 0.0 3.0 10 7´ - [erg cm−2] 10keV–10MeV Svinkin et al. (2017a)
Insight-HXMT/HE Aug 17 12:41:04.446 UTC 0.0 3.7 10 7´ - 0.2–5 MeV Li et al. (2017)
Insight-HXMT/HE Aug 17 12:41:06.30 UTC 1.85 s 6.6 10 7´ - 0.2–5 MeV Li et al. (2017)
Insight-HXMT/HE Aug 17 12:46:04 UTC 300 s 1.5 10 7´ - 0.2–5 MeV Li et al. (2017)
AGILE-GRID Aug 17 12:56:41 UTC 0.011 days 3.9 10 9´ - 0.03–3 GeV V. Verrecchia et al. (2017, in preparation)
Fermi-LAT Aug 1713:00:14 UTC 0.013 days 4.0 10 10´ - 0.1–1 GeV Kocevski et al. (2017)
H.E.S.S. Aug 17 17:59 UTC 0.22 days 3.9 10 12´ - 0.28–2.31 TeV H. Abdalla et al. (H.E.S.S. Collaboration) (2017, in preparation)
HAWC Aug 17 20:53:14—Aug 17 22:55:00 UTC 0.342 days+0.425 days 1.7 10 10´ - 4–100 TeV Martinez-Castellanos et al. (2017)
Fermi-GBM Aug 16 12:41:06—Aug 18 12:41:06 UTC ±1.0 days 8.0 9.9 10 10´ -( – ) 20–100 keV Goldstein et al. (2017a)
NTEGRAL IBIS/ISGRI Aug 1812:45:10—Aug 2303:22:34 UTC 1–5.7 days 2.0 10 11´ - 20–80keV Savchenko et al. (2017)
INTEGRAL IBIS/ISGRI Aug 1812:45:10—Aug 2303:22:34 UTC 1–5.7 days 3.6 10 11´ - 80–300keV Savchenko et al. (2017)
INTEGRAL IBIS/PICsIT Aug 1812:45:10—Aug 2303:22:34 UTC 1–5.7 days 0.9 10 10´ - 468–572keV Savchenko et al. (2017)
INTEGRAL IBIS/PICsIT Aug 1812:45:10—Aug 2303:22:34 UTC 1–5.7 days 4.4 10 10´ - 572–1196keV Savchenko et al. (2017)
INTEGRAL SPI Aug 1812:45:10—Aug 2303:22:34 UTC 1–5.7 days 2.4 10 10´ - 300–500keV Savchenko et al. (2017)
INTEGRAL SPI Aug 1812:45:10—Aug 2303:22:34 UTC 1–5.7 days 7.0 10 10´ - 500–1000keV Savchenko et al. (2017)
INTEGRAL SPI Aug 1812:45:10—Aug 2303:22:34 UTC 1–5.7 days 1.5 10 9´ - 1000–2000keV Savchenko et al. (2017)
INTEGRAL SPI Aug 1812:45:10—Aug 2303:22:34 UTC 1–5.7 days 2.9 10 9´ - 2000–4000keV Savchenko et al. (2017)
H.E.S.S. Aug 18 17:55 UTC 1.22 days 3.3 10 12´ - 0.27–3.27 TeV H. Abdalla et al. (H.E.S.S. Collaboration) (2017, in preparation)
H.E.S.S. Aug 19 17:56 UTC 2.22 days 1.0 10 12´ - 0.31–2.88 TeV H. Abdalla et al. (H.E.S.S. Collaboration) (2017, in preparation)
H.E.S.S. Aug 21 + Aug 22 18:15 UTC 4.23 days+5.23 days 2.9 10 12´ - 0.50–5.96 TeV H. Abdalla et al. (H.E.S.S. Collaboration) (2017, in preparation)

Note.
a Assuming no shielding by the structures of ISS.
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Earth Occultation technique (Wilson-Hodge et al. 2012), Fermi-
GBM placed limits on persistent emission for the 48 hr period
centered at the Fermi-GBM trigger time over the 90% credible
region of the GW170817 localization. Using the offline targeted
search for transient signals(Blackburn et al. 2015), Fermi-GBM
also set constraining upper limits on precursor and extended
emission associated with GRB 170817A (Goldstein et al.
2017b). INTEGRAL (Winkler et al. 2003) continued unin-
terrupted observations after GRB 170817A for 10 hr. Using the
PiCSIT (Labanti et al. 2003) and SPI-ACS detectors, the
presence of a steady source 10 times weaker than the prompt
emission was excluded(Savchenko et al. 2017).

The High Energy telescope on board Insight-HXMT
monitored the entire GW170817 skymap from T0 650 s- to
T0 450 s+ but, due to the weak and soft nature of
GRB 170817A, did not detect any significant excess at
T0(Liao et al. 2017). Upper limits from 0.2–5MeV for
GRB 170817A and other emission episodes are reported in Li
et al. (2017).

The Calorimetric Electron Telescope (CALET) Gamma-ray
Burst Monitor (CGBM) found no significant excess around T0.
Upper limits may be affected due to the location of SSS17a/
AT 2017gfo being covered by the large structure of the
International Space Station at the time of GRB 170817A
(Nakahira et al. 2017). AstroSat CZTI(Singh et al. 2014;
Bhalerao et al. 2017) reported upper limits for the 100 s interval
centered on T0(Balasubramanian et al. 2017); the position of
SSS17a/AT 2017gfo was occulted by the Earth, however, at
the time of the trigger.

For the AstroRivelatore Gamma a Immagini Leggero
(AGILE) satellite(Tavani et al. 2009) the first exposure of
the GW170817 localization region by the Gamma Ray Imaging
Detector (GRID), which was occulted by the Earth at the time
of GRB 170817A, started at T0 935 s+ . The GRID observed
the field before and after T0, typically with 150 s exposures. No
gamma-ray source was detected above 3s in the energy range
30 MeV–30 GeV(V. Verrecchia et al. 2017, in preparation).

At the time of the trigger, Fermi was entering the South
Atlantic Anomaly (SAA) and the Large Area Telescope (LAT)
was not collecting science data (Fermi-GBM uses different
SAA boundaries and was still observing). Fermi-LAT resumed
data taking at roughly T0 1153 s+ , when 100% of the low-
latency GW170817 skymap(LIGO Scientific Collaboration &
Virgo Collaboration et al. 2017b) was in the field of view for

1000 s~ . No significant source of high-energy emission was
detected. Additional searches over different timescales were
performed for the entire time span of LAT data, and no
significant excess was detected at the position of SSS17a/
AT 2017gfo(Kocevski et al. 2017).

The High Energy Stereoscopic System (H.E.S.S.) array of
imaging atmospheric Cherenkov telescopes observed from
August 17 18:00 UTC with three pointing positions. The first,
at T0 5.3 hr+ , covered SSS17a/AT 2017gfo. Observations
repeated the following nights until the location moved outside
the visibility window, with the last pointing performed on
August 22 18:15 UTC. A preliminary analysis with an energy
threshold of 500 GeV~ revealed no significant gamma-ray
emission (de Naurois et al. 2017), confirmed by the final,
offline analysis (see H. Abdalla et al. (H.E.S.S. Collaboration)
2017, in preparation, for more results).

For the High-Altitude Water Cherenkov (HAWC) Observa-
tory (Abeysekara et al. 2017) the LIGO-Virgo localization

region first became visible on August 17 between 19:57 and
23:25 UTC. SSS17a/AT 2017gfo was observed for 2.03 hr
starting at 20:53 UTC. Upper limits from HAWC for energies

40> TeV assuming an E 2.5- spectrum are reported in Martinez-
Castellanos et al. (2017).
INTEGRAL (3 keV–8MeV) carried out follow-up observa-

tions of the LIGO-Virgo localization region, centered on the
optical counterpart, starting 24 hr after the event and spanning
4.7 days. Hard X-ray emission is mostly constrained by IBIS
(Ubertini et al. 2003), while above 500 keV SPI (Vedrenne
et al. 2003) is more sensitive. Besides the steady flux limits
reported in Table 3, these observations exclude delayed
bursting activity at the level of giant magnetar flares. No
gamma-ray lines from a kilonova or e+ - pair plasma
annihilation were detected (see Savchenko et al. 2017).

3.3. Discovery of the X-Ray Counterpart

While the UV, optical, and IR observations mapped the
emission from the sub-relativistic ejecta, X-ray observations
probed a different physical regime. X-ray observations of GRB
afterglows are important to constrain the geometry of the
outflow, its energy output, and the orientation of the system
with respect to the observers’ line of sight.
The earliest limits at X-ray wavelengths were provided by

the Gas Slit Camera (GSC) of the Monitor of All-Sky X-ray
Image (MAXI; Matsuoka et al. 2009). Due to an unfavorable
sky position, the location of GW170817 was not observed by
MAXI until August 17 17:21 UTC (T0 0.19+ days). No X-ray
emission was detected at this time to a limiting flux of
8.6 10 9´ - erg cm−2 s−1 (2–10 keV; Sugita et al. 2017; S.
Sugita 2017, in preparation). MAXI obtained three more scans
over the location with no detections before the more sensitive
pointed observations began.
In addition, the Super-AGILE detector (Feroci et al. 2007) on

board the AGILE mission (Tavani et al. 2009) observed the
location of GW170817 starting at August 18 01:16:34.84 UTC
(T0 0.53+ days). No X-ray source was detected at the location
of GW170817, with a 3σ upper limit of 3.0 10 9´ -

erg cm−2 s−1 (18–60 keV; V. Verrecchia et al. 2017, in
preparation).
The first pointed X-ray observations of GW170817 were

obtained by the X-Ray Telescope (Burrows et al. 2005) on the
Swift satellite (Gehrels 2004) and the NUclear Spectroscopic
Telescope ARray (NuSTAR; Harrison et al. 2013), beginning at
T0 0.62+ days and T0 0.70+ days, respectively. No X-ray
emission was detected at the location of GW170817 to limiting
fluxes of 2.7 10 13´ - erg cm−2 s−1 (0.3–10.0 keV; Evans et al.
2017a, 2017b) and 2.6 10 14´ - erg cm−2 s−1 (3.0–10.0 keV;
Evans et al. 2017a, 2017b). Swift continued to monitor the
field, and after stacking several epochs of observations, a weak
X-ray source was detected near the location of GW170817 at a
flux of 2.6 10 14´ - erg cm−2 s−1 (Evans et al. 2017c).
INTEGRAL (see Section 3.2) performed pointed follow-up

observations from one to about six days after the trigger. The
X-ray monitor JEM-X (Lund et al. 2003) constrained the
average X-ray luminosity at the location of the optical transient
to be 2 10 11< ´ - erg cm−2 s−1 (3–10.0 keV) and 7 10 12< ´ -

erg cm−2 s−1 (10–25 keV; Savchenko et al. 2017).
Chandra obtained a series of observations of GW170817

beginning at August 19 17:10 UTC (T0 2.2+ days) and
continuing until the emission from NGC 4993 became
unobservable because of SSS17a/AT 2017gfo’s proximity to
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the Sun (Fong et al. 2017; Haggard et al. 2017b; Margutti et al.
2017a; Troja et al. 2017c, 2017e). Two days post-trigger,
Margutti et al. (2017a) reported an X-ray non-detection for
SSS17a/AT 2017gfo in a ;25 ks Chandra exposure,964 along
with the detection of an extended X-ray source whose position
was consistent with the host NGC 4993 (Margutti et al. 2017b).
Refined astrometry from subsequent Swift observations con-
firmed that the previously reported candidate was indeed
associated with the host nucleus (Evans et al. 2017a, 2017b).

Nine days post-trigger, Troja et al. (2017c) reported the
discovery of the X-ray counterpart with Chandra. In a 50 ks
exposure observation, they detected significant X-ray emission
at the same position of the optical/IR counterpart (Troja
et al. 2017a; top right panel in Figure 2)965. Fifteen days post-
trigger, two additional 50 ks Chandra observations were made,
which confirmed the continued presence of X-ray emission.
Based on the first of these two observations966,967: Fong et al.
(2017) reported the detection of the X-ray counterpart and the
presence of an additional X-ray point source in the near vicinity
(Margutti et al. 2017b), and Troja et al. (2017e) reported a flux
of 4.5×10−15 erg cm−2 s−1 for the X-ray counterpart. One
day later, Haggard et al. (2017b) reported another deep
observation showing continued distinct X-ray emission coin-
cident with SSS17a/AT 2017gfo, NGC 4993, and the addi-
tional point source (Haggard et al. 2017a, 2017b).10

Neither Swift nor Chandra can currently observe GW170817
because it is too close to the Sun ( 47<  for Swift, 46<  for
Chandra). Hence, until early 2017 December, NuSTAR is the
only sensitive X-ray observatory that can continue to observe
the location of GW170817.

All X-ray observations of GW170817 are summarized in
Table 4.

3.4. Discovery of the Radio Counterpart

Radio emission traces fast-moving ejecta from a neutron star
coalescence, providing information on the energetics of the
explosion, the geometry of the ejecta, as well as the
environment of the merger. The spectral and temporal
evolution of such emission, coupled with X-ray observations,
are likely to constrain several proposed models (see, e.g., Nakar
& Piran 2011; Piran et al. 2013; Hotokezaka & Piran 2015;
Hotokezaka et al. 2016; Gottlieb et al. 2017).

Prior to detection of SSS17a/AT 2017gfo, a blind radio
survey of cataloged galaxies in the gravitational-wave
localization volume commenced with the Australia Telescope
Compact Array (ATCA; Wilson et al. 2011), and observed the
merger events’ location on 2017 August 18 at 01:46 UTC
(Kaplan et al. 2017a). In addition, the Long Wavelength Array 1
(LWA1; Ellingson et al. 2013) followed up the gravitational-
wave localization with observations at tc + 6.5 hr, then on 2017
August 23 and 30 (Callister et al. 2017a; Callister et al. 2017b)
using four beams (one centered on NGC 4993, one off-center,
and two off NGC 4993). These observations set 3σ upper limits
for the appearance of a radio source in the beam centered on
NGC 4993, about 8 hours after the GW event, as ∼200 Jy at
25 MHz and ∼100 Jy at 45 MHz.

The first reported radio observations of the optical transient
SSS17a/AT 2017gfo’s location occurred on August 18 at
02:09:00 UTC (T0+13.5 hr) with the Karl G.Jansky Very
Large Array (VLA) by Alexander et al. (2017d).968 Initially
attributed to the optical transient, this radio source was later
established to be an AGN in the nucleus of the host galaxy,
NGC 4993(Alexander et al. 2017e, 2017c). Subsequent
observations with several radio facilities spanning a wide
range of radio and millimeter frequencies continued to detect
the AGN, but did not reveal radio emission at the position of
the transient (Alexander et al. 2017f; Bannister et al. 2017b;
Corsi et al. 2017a, 2017b, 2017c; De et al. 2017a, 2017b;
Kaplan et al. 2017a; Lynch et al. 2017a, 2017b, 2017c; Mooley
et al. 2017a; Resmi et al. 2017).
The first radio counterpart detection consistent with the HST

position (refined by Gaia astrometry) of SSS17a/AT 2017gfo
(Adams et al. 2017) was obtained with the VLA on 2017
September 2 and 3 at two different frequencies ( 3 GHz» and

6» GHz) via two independent observations: the Jansky VLA
mapping of Gravitational Wave bursts as Afterglows in Radio
(JAGWAR969; Mooley et al. 2017b) and VLA/16A-206970

(Corsi et al. 2017d). Marginal evidence for radio excess emission
at the location of SSS17a/AT 2017gfo was also confirmed in
ATCA images taken on September 5 at similar radio frequencies
( 7.25 GHz;» Murphy et al. 2017). Subsequent repeated
detections spanning multiple frequencies have confirmed an
evolving transient (Hallinan et al. 2017a, 2017b; Corsi et al.
2017d; Mooley et al. 2017b). Independent observations carried
out on 2017 September 5 with the same frequency and exposure
time used by Corsi et al. (2017d) did not detect any emission to a
5σ limit971 (Alexander et al. 2017a), but this group also
subsequently detected the radio counterpart on 2017 September
25 (Alexander et al. 2017b, 2017c).
SSS17a/AT 2017gfo, as well as other parts of the initial

gravitational-wave localization area, were and are also being
continuously monitored at a multitude of different frequencies
with the Atacama Large Millimeter/submillimeter Array
(ALMA; Wootten & Thompson 2009; Schulze et al. 2017;
Kim et al. 2017, in preparation; Alexander et al. 2017c;
Williams et al. 2017a), the Australian Square Kilometre Array
Pathfinder (ASKAP; Johnston et al. 2007), ASKAP-Fast Radio
Burst (Bannister et al. 2017a, 2017c), ATCA, Effelsberg-100 m
(Barr et al. 2013), the Giant Metrewave Radio Telescope
(GMRT; Swarup et al. 1991), the Low-Frequency Array
(LOFAR; van Haarlem et al. 2013), the Long Wavelength
Array (LWA1), MeerKAT (Goedhart et al. 2017a), the
Murchison Widefield Array (MWA; Tingay et al. 2013),
Parkes-64 m (SUPERB; Bailes et al. 2017a; Keane et al. 2017),
Sardinia Radio Telescope (SRT; Prandoni et al. 2017), VLA,
VLA Low Band Ionosphere and Transient Experiment
(VLITE; Clarke & Kassim 2016), and also using the very
long baseline interferometry (VLBI) technique with
e-MERLIN (Moldon et al. 2017a, 2017b), the European VLBI
Network (Paragi et al. 2017a, 2017b), and the Very Long
Baseline Array (VLBA; Deller et al. 2017a, 2017b). The latter
have the potential to resolve (mildly) relativistic ejecta on a
timescale of months.
Table 5 summarizes the radio observations of GW170817.

964 Chandra OBSID-18955, PI: Fong.
965 Chandra OBSID-19294, PI: Troja.
966 Chandra OBSID-20728, PI: Troja (Director’s Discretionary Time
observation distributed also to Haggard, Fong, and Margutti).
967 Chandra OBSID-18988, PI: Haggard.

968 VLA/17A-218, PI: Fong.
969 VLA/17A-374, PI: Mooley.
970 VLA/16A-206, PI: Corsi.
971 VLA/17A-231, PI: Alexander.
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Table 4
X-Ray Monitoring and Evolution of GW170817

Observatory UT Date (Start) Time since GW trigger (days) fx ( erg cm
−2 s−1 ) Lx (erg s

−1) Energy (keV) GCN/Reference

MAXI Aug 17 17:21:54 UTC 0.19 8.6 10 9< ´ - 1.65 1045< ´ 2–10 S. Sugita et al. (2017, in preparation)
MAXI Aug 17 18:54:27 UTC 0.26 7.7 10 8< ´ - 1.47 1046< ´ 2–10 S. Sugita et al. (2017, in preparation)
MAXI Aug 18 00:44:59 UTC 0.50 4.2 10 9< ´ - 8.0 1044< ´ 2–10 S. Sugita et al. (2017, in preparation)
Super-AGILE Aug 18 01:16:34 UTC 0.53 3.0 10 9< ´ - 5.4 1044< ´ 18–60 V. Verrecchia et al. (2017, in preparation)
MAXI Aug 18 02:18:08 UTC 0.57 2.2 10 9< ´ - 4.2 1044< ´ 2–10 S. Sugita et al. (2017, in preparation)
Swift-XRT Aug 18 03:34:33 UTC 0.62 2.74 10 13< ´ - 5.25 1040< ´ 0.3–10 Evans et al. (2017b)
NuSTAR Aug 18 05:25 UTC 0.7 2.62 10 14< ´ - 5.01 1039< ´ 3–10 Evans et al. (2017b)
Swift-XRT Aug 18 12:11:49 UTC 0.98 2.62 10 12< ´ - 5.01 1041< ´ 0.3–10 Evans et al. (2017b)
INTEGRAL JEM-X Aug 1812:45:10 UTC 1–5.7 1.9 10 11< ´ - 3.6 1042< ´ 3–10 Savchenko et al. (2017)
INTEGRAL JEM-X Aug 1812:45:10 UTC 1–5.7 7.0 10 12< ´ - 1.3 1042< ´ 10–25 Savchenko et al. (2017)
Swift-XRT Aug 18 13:29:43 UTC 1.03 1.77 10 13< ´ - 3.39 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 19 00:18:22 UTC 1.48 1.31 10 13< ´ - 2.51 1040< ´ 0.3–10 Evans et al. (2017b)
Chandra Aug 19 17:10:09 UTC 2.20 non-detection K 0.3–10 Margutti et al. (2017a)
Swift-XRT Aug 19 13:24:05 UTC 2.03 1.02 10 13< ´ - 1.95 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 19 18:30:52 UTC 2.24 1.34 10 13< ´ - 2.57 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 20 03:24:44 UTC 2.61 1.41 10 13< ´ - 2.69 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 20 08:28:05 UTC 2.82 3.87 10 14< ´ - 7.41 1039< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 21 01:43:44 UTC 3.54 6.73 10 14< ´ - 1.29 1040< ´ 0.3–10 Evans et al. (2017b)
NuSTAR Aug 21 20:45:00 UTC 4.3 2.08 10 14< ´ - 3.98 1039< ´ 3–10 Evans et al. (2017b)
Swift-XRT Aug 22 00:05:57 UTC 4.48 6.28 10 14< ´ - 1.20 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 23 06:22:57 UTC 5.74 6.89 10 14< ´ - 1.32 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 23 23:59:57 UTC 6.47 7.21 10 14< ´ - 1.38 1040< ´ 0.3–10 Evans et al. (2017b)
Chandra Aug 26 10:33:50 UTC 8.9 Detection K 0.5–8.0 Troja et al. (2017c, 2017a)
Swift-XRT Aug 26 23:59:57 UTC 9.47 8.67 10 14< ´ - 1.66 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 28 10:46:17 UTC 10.92 1.41 10 13< ´ - 2.69 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 29 01:04:57 UTC 11.52 6.00 10 14< ´ - 1.15 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 30 01:00:57 UTC 12.51 5.47 10 14< ´ - 1.05 1040< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Aug 31 02:27:52 UTC 13.57 3.87 10 14< ´ - 7.41 1039< ´ 0.3–10 Evans et al. (2017b)
Swift-XRT Sep 01 05:53:04 UTC 14.72 4.45 10 14< ´ - 8.51 1039< ´ 0.3–10 Evans et al. (2017b)
Chandra Sep 01 15:22:22 UTC 15.1 K K Fong et al. (2017); Margutti et al. (2017b)
Chandra Sep 01 15:22:22 UTC 15.1 4.5 10 15´ - 9 1038´ 0.5–8.0 Troja et al. (2017e, 2017a)
Chandra Sep 02 15:22:22 UTC 15.1 3.5 10 15´ - 2.7 1038´ 0.3–10 Haggard et al. (2017b, 2017a)
Chandra Sep 02 00:00:00 UTC 16.1 3.8 10 15´ - 3.0 1038´ 0.3–10 Haggard et al. (2017b, 2017a)
Swift-XRT Sep 02 08:40:56 UTC 15.83 1.51 10 13< ´ - 2.88 1040< ´ 0.3–10 Evans et al. (2017b)
NuSTAR Sep 04 17:56 UTC 18.2 6.58 10 14< ´ - 1.26 1040< ´ 3–10 Evans et al. (2017b)
NuSTAR Sep 05 14:51 UTC 19.1 4.15 10 14< ´ - 7.94 1039< ´ 3–10 Evans et al. (2017b)
NuSTAR Sep 06 17:56 UTC 20.1 3.30 10 14< ´ - 6.31 1039< ´ 3–10 Evans et al. (2017b)
NuSTAR Sep 21 11:10 UTC 34.9 1.65 10 14< ´ - 3.16 1039< ´ 3–10 Evans et al. (2017b)
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Table 5
Radio Monitoring and Evolution of GW170817

Telescope UT Date Time since GW Trigger (days) Central Frequency (GHz) Bandwidth (GHz) Flux (μ Jy), 3σ GCN/Reference

LWA1 Aug 17 13:09:51 UTC 0.02 0.02585 0.020 L Callister et al. (2017a)
LWA1 Aug 17 13:09:51 UTC 0.02 0.04545 0.020 L Callister et al. (2017a)
LWA1 Aug 17 19:15:00 UTC 0.27 0.02585 0.020 <2 × 108 Callister et al. (2017a)
LWA1 Aug 17 19:15:00 UTC 0.27 0.04545 0.020 <1 × 108 Callister et al. (2017a)
VLBA Aug 17 19:58:00 UTC 0.30 8.7 0.26 Deller et al. (2017a)
VLA Aug 18 02:18:00 UTC 0.57 10.0 L Alexander et al. (2017d, 2017e)
ATCA Aug 18 01:00:00 UTC 1 8.5 2.049 120< Bannister et al. (2017d)

Kaplan et al. (2017a)
Hallinan et al. (2017a)

ATCA Aug 18 01:00:00 UTC 1 10.5 2.049 150< Bannister et al. (2017d)
Kaplan et al. (2017a)
Hallinan et al. (2017a)

ATCA Aug 18 01:00:00 UTC 1 16.7 2.049 130< Kaplan et al. (2017a)
Hallinan et al. (2017a)

ATCA Aug 18 01:00:00 UTC 1 21.2 2.049 140< Kaplan et al. (2017a)
Hallinan et al. (2017a)

VLITE Aug 18 22:23:31 UTC 1.44 0.3387 0.034 <34800 Hallinan et al. (2017a)
ASKAP Aug 18 04:05:35 UTC 0.67 1.34 0.19 Bannister et al. (2017e, 2017c)
MWA Aug 18 07:07:50 UTC 1 0. 185 0.03 <51 000 Kaplan et al. (2017b)
ASKAP Aug 18 08:57:33 UTC 0.86 1.34 0.19 Bannister et al. (2017e, 2017c)
VLA Aug 18 22:04:57 UTC 1 10.0 3.8 17.0< Alexander et al. (2017f)
ALMA Aug 18 22:50:40 UTC 1.4 338.5 7.5 L Schulze et al. (2017)
GMRT Aug 18 11:00:00 UTC 1 10.0 0.032 195< De et al. (2017a)

Hallinan et al. (2017a)
Parkes Aug 18 00:00:00 UTC 1.38 1.34 0.34 1.4 106< ´ Bailes et al. (2017a)
Parkes Aug 18 00:00:00 UTC 1.46 1.34 0.34 1.4 106< ´ Bailes et al. (2017a)
ASKAP Aug 19 02:08:00 UTC 1.58 1.34 0.19 Bannister et al. (2017e)
ASKAP Aug 19 05:34:33 UTC 2 1.345 L 900< Dobie et al. (2017a)
VLA Aug 19 22:01:48 UTC 2 6.0 4 22< Corsi et al. (2017a)
VLA Aug 19 22:01:48 UTC 2 6.0 4 22< Corsi et al. (2017a)
VLITE Aug 19 22:29:29 UTC 2.44 0.3387 0.034 <28800 Hallinan et al. (2017a)
VLA Aug 19 22:30:10 UTC 2.42 15.0 6 22< Corsi et al. (2017e)

Hallinan et al. (2017a)
VLA Aug 19 23:04:06 UTC 2.44 10.0 4 17< Corsi et al. (2017b)

Hallinan et al. (2017a)
VLA Aug 19 23:33:30 UTC 2.46 6.0 L 20< Corsi et al. (2017a)

Hallinan et al. (2017a)
ALMA Aug 19 22:31:43 UTC 2 97.5 L 50< Williams et al. (2017a)
Parkes Aug 20 00:00:00 UTC 3.17 1.34 0.34 1.4 106< ´ Bailes et al. (2017a)
Parkes Aug 20 00:00:00 UTC 3.21 1.34 0.34 1.4 106< ´ Bailes et al. (2017a)
VLITE Aug 20 20.49:36 UTC 3.34 0.3387 0.034 <44700 Hallinan et al. (2017a)
VLA Aug 20 00:01:24 UTC 3 9.7 4 18< Corsi et al. (2017b)
GMRT Aug 20 08:00:00 UTC 3 0.4 0.2 780< De et al. (2017b)
GMRT Aug 20 08:00:00 UTC 3 1.2 0.4 98< De et al. (2017b)
VLA Aug 20 21:07:00 UTC 3 6.2 4 19< Corsi et al. (2017c)
VLA/JAGWAR Aug 20 22:20:00 UTC 3 3.0 L 32< Mooley et al. (2017a)
ATCA Aug 20 23:31:03 UTC 3 8.5 2.049 20< Lynch et al. (2017a)
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Table 5
(Continued)

Telescope UT Date Time since GW Trigger (days) Central Frequency (GHz) Bandwidth (GHz) Flux (μ Jy), 3σ GCN/Reference

ATCA Aug 20 23:31:03 UTC 3 10.5 2.049 135< Lynch et al. (2017a)
ALMA Aug 20 22:40:16 UTC 3 338.5 7.5 L Schulze et al. (2017)
VLBA Aug 20 21:36:00 UTC 3 8.7 L 48< Deller et al. (2017b)
ALMA Aug 21 20:58:51 UTC 4.3 338.5 7.5 L Schulze et al. (2017)
VLA Aug 22 23:50:18 UTC 5.48 10.0 L Alexander et al. (2017c)
e-MERLIN Aug 23 12:00:00 UTC 6 5.0 0.512 108< Moldon et al. (2017a)
e-MERLIN Aug 24 12:00:00 UTC 7 5.0 0.512 96< Moldon et al. (2017a)
LWA1 Aug 24 19:50:00 UTC 7 0.02585 0.016 Callister et al. (2017b)
LWA1 Aug 24 19:50:00 UTC 7 0.04545 0.016 Callister et al. (2017b)
e-MERLIN Aug 25 12:00:00 UTC 8 5.0 512 96< Moldon et al. (2017a)
VLITE Aug 25 20:38:22 UTC 8.37 0.3387 0.034 <37500 Hallinan et al. (2017a)
GMRT Aug 25 09:30:00 UTC 7.9 1.39 0.032 130< Resmi et al. (2017)
VLA Aug 25 19:15:12 UTC 8.29 10.0 L Alexander et al. (2017c)
ALMA Aug 25 22:35:17 UTC 8.4 338.5 7.5 L Schulze et al. (2017)
MeerKAT Aug 26 08:43:00 UTC 10 1.48 0.22 <70 Goedhart et al. (2017a)
ALMA Aug 26 22:49:25 UTC 9.43 97.5 L Williams et al. (2017a)
ALMA Aug 26 22:58:41 UTC 9.4 338.5 7.5 L Schulze et al. (2017); S. Kim et al. (2017, in preparation)
EVN Aug 26 12:15:00 UTC 9 5.0 0.256 <96 Paragi et al. (2017a)
e-MERLIN Aug 26 12:00:00 UTC 9 5.0 0.512 114< Moldon et al. (2017a)
e-MERLIN Aug 27 12:00:00 UTC 10 5.0 0.512 90< Moldon et al. (2017a)
ATCA Aug 27 23:26:25 UTC 10 8.5 2. 049 54< Lynch et al. (2017b)
ATCA Aug 27 23:26:25 UTC 10 10.5 2.049 39< Lynch et al. (2017b)
e-MERLIN Aug 28 12:00:00 UTC 11 5.0 0.512 90< Moldon et al. (2017a)
VLITE Aug 30 23:10:28 UTC 13.45 0.3387 0.034 <20400 Hallinan et al. (2017a)
LWA1 Aug 30 19:50:00 UTC 13 0.02585 0.016 Callister et al. (2017)
LWA1 Aug 30 19:50:00 UTC 13 0.04545 0.016 Callister et al. (2017)
VLA Aug 30 22:09:24 UTC 13.41 10.0 L Alexander et al. (2017c)
e-MERLIN Aug 31 13:00:00 UTC 14 5.0 0.512 <109 Moldon et al. (2017b)
VLITE Sep 1 20:44:59 UTC 15.37 0.3387 0.034 <11400 Hallinan et al. (2017a)
ATCA Sep 1 12:00:00 UTC 15 16.7 L 50< Troja et al. (2017f)
ATCA Sep 1 12:00:00 UTC 15 21.2 L 50< Troja et al. (2017f)
ATCA Sep 1 12:00:00 UTC 15 43.0 L 90< Troja et al. (2017f)
ATCA Sep 1 12:00:00 UTC 15 45.0 L 90< Troja et al. (2017f)
e-MERLIN Sep 1 13:00:00 UTC 15 5.0 0.512 <114 Moldon et al. (2017b)
ALMA Sep 120:22:05 UTC 15.33 97.5 L Alexander et al. (2017c)
VLA/JAGWAR Sep 2 00:00:00 UTC 16 3.0 Detection Mooley et al. (2017b); Hallinan et al. (2017a)
e-MERLIN Sep 2 13:00:00 UTC 16 5.0 0.512 <144 Moldon et al. (2017b)
VLITE Sep 2 18:51:34 UTC 16.36 0.3387 0.034 <11700 Hallinan et al. (2017a)
e-MERLIN Sep 3 13:00:00 UTC 17 5.0 0.512 <166 Moldon et al. (2017b)
VLA Sep 3 23:30:00 UTC 17 6.0 Detection Corsi et al. (2017d); Hallinan et al. (2017a)
VLITE Sep 3 20:08:05 UTC 17.40 0.3387 0.034 <6900 Hallinan et al. (2017a)
e-MERLIN Sep 4 13:00:00 UTC 18 5.0 0.512 <147 Moldon et al. (2017b)
ATCA Sep 5 10:03:04 UTC 19 7.25 Detection Murphy et al. (2017)
e-MERLIN Sep 5 13:00:00 UTC 19 5.0 0.512 <162 Moldon et al. (2017b)
VLA Sep 5 22:12:00 UTC 19.47 6.0 L Alexander et al. (2017a)
VLA Sep 5 23:26:06 UTC 19.43 10.0 L Alexander et al. (2017c)
MeerKAT Sep 6 03:22:00 UTC 20 1.48 0.22 <75 Goedhart et al. (2017a)

20

T
h
e
A
stro

ph
y
sica

l
Jo
u
rn

a
l
L
etters,

848:L
12

(59pp),
2017

O
ctober

20
A
bbott

et
al.



Table 5
(Continued)

Telescope UT Date Time since GW Trigger (days) Central Frequency (GHz) Bandwidth (GHz) Flux (μ Jy), 3σ GCN/Reference

VLITE Sep 7 19:09:43 UTC 21.36 0.3387 0.034 <8100 Hallinan et al. (2017a)
SRT Sep 7 10:41:00 UTC 20.92 7.2 0.68 1200< Aresu et al. (2017)
ATCA Sep 8 12:00:00 UTC 22 17.0 L 35< Wieringa et al. (2017)
ATCA Sep 8 12:00:00 UTC 22 21.0 L 35< Wieringa et al. (2017)
SRT Sep 8 11:00:00 UTC 21.93 7.2 0.68 1500< Aresu et al. (2017)
VLITE Sep 8 19:05:35 UTC 22.37 0.3387 0.034 <6300 Hallinan et al. (2017a)
SRT Sep 9 10:37:00 UTC 22.92 7.2 0.68 1800< Aresu et al. (2017)
VLITE Sep 9 18:52:45 UTC 23.36 0.3387 0.034 <4800 Hallinan et al. (2017a)
GMRT Sep 9 11:30:00 UTC 23.0 1.39 0.032 L Resmi et al. (2017), S. Kim et al. (2017, in preparation)
e-MERLIN Sep 10 13:00:00 UTC 24 5.0 0.512 <126 Moldon et al. (2017b)
Effelsberg Sep 10 13:10 UTC 24 5 2 30000< Kramer et al. (2017)
Effelsberg Sep 10 13:35 UTC 24 32 2 90000< Kramer et al. (2017)
VLITE Sep 10 18:36:48 UTC 24.35 0.3387 0.034 <6600 Hallinan et al. (2017a)
e-MERLIN Sep 11 13:00:00 UTC 25 5.0 0.512 <151 Moldon et al. (2017b)
e-MERLIN Sep 12 13:00:00 UTC 26 5.0 0.512 <113 Moldon et al. (2017b)
e-MERLIN Sep 14 13:00:00 UTC 28 5.0 0.512 <147 Moldon et al. 2017b
e-MERLIN Sep 15 13:00:00 UTC 29 5.0 0.512 <106 Moldon et al. 2017b
GMRT Sep 16 07:30:00 UTC 29.8 1.39 0.032 L Resmi et al. (2017); S. Kim et al. (2017, in preparation)
e-MERLIN Sep 16 13:00:00 UTC 30 5.0 0.512 <118 Moldon et al. 2017b
ALMA Sep 16 20:36:21 UTC 30.34 97.5 L Alexander et al. (2017c)
MeerKAT Sep 17 07:16:00 UTC 31 1.48 0.22 <60 Goedhart et al. (2017a)
e-MERLIN Sep 17 13:00:00 UTC 31 5.0 0.512 <111 Moldon et al. (2017b)
e-MERLIN Sep 18 13:00:00 UTC 32 5.0 0.512 111 Moldon et al. (2017b)
SRT Sep 19 11:38:00 UTC 32.96 7.2 0.68 1200< Aresu et al. (2017)
EVN Sep 20 10:00:00 UTC 34 5.0 0.256 <84 Paragi et al. (2017b)
e-MERLIN Sep 21 13:00:00 UTC 35 5.0 0.512 <132 Moldon et al. (2017b)
e-MERLIN Sep 22 13:00:00 UTC 36 5.0 0.512 <121 Paragi et al. (2017b)
VLA Sep 25 16:51:45 UTC 39.2 6.0 GHz Detection Alexander et al. (2017b)
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Table 6
Gamma-ray Coordinates Network (GCN) Notices and Circulars related to GW170817 until 2017 October 1 UTC

Telescope UT Date tD (days) Obs. Wavelength References

Fermi/GBM 2017 Aug 17 12:41:20 0.0 gamma-ray GCN Notice 524666471, Fermi-GBM (2017)
LIGO-Virgo/– 2017 Aug 17 13:21:42 0.03 gw GCN 21505, LIGO Scientific Collaboration & Virgo Collaboration et al. (2017a)
Fermi/GBM 2017 Aug 17 13:47:37 0.05 gamma-ray GCN 21506, Connaughton et al. (2017)
INTEGRAL/SPI-ACS 2017 Aug 17 13:57:47 0.05 gamma-ray GCN 21507, Savchenko et al. (2017a)
IceCube/– 2017 Aug 17 14:05:11 0.06 neutrino GCN 21508, Bartos et al. (2017a)
LIGO-Virgo/– 2017 Aug 17 14:09:25 0.06 gw GCN 21509, LIGO Scientific Collaboration & Virgo Collaboration et al. (2017d)
LIGO-Virgo/– 2017 Aug 17 14:38:46 0.08 gw GCN 21510, LIGO Scientific Collaboration & Virgo Collaboration et al. (2017e)
IceCube/– 2017 Aug 17 14:54:58 0.09 neutrino GCN 21511, Bartos et al. (2017c)
LIGO-Virgo/– 2017 Aug 17 17:54:51 0.22 gw GCN 21513, LIGO Scientific Collaboration & Virgo Collaboration et al. (2017b)
Astrosat/CZTI 2017 Aug 17 18:16:42 0.23 gamma-ray GCN 21514, Balasubramanian et al. (2017)
IPN/– 2017 Aug 17 18:35:12 0.25 gamma-ray GCN 21515, Svinkin et al. (2017b)
–/– 2017 Aug 17 18:55:12 0.26 GCN 21516, Dalya et al. (2016)
Insight-HXMT/HE 2017 Aug 17 19:35:28 0.29 gamma-ray GCN 21518, Liao et al. (2017)
–/– 2017 Aug 17 20:00:07 0.3 GCN 21519, Cook et al. (2017a)
Fermi/GBM 2017 Aug 17 20:00:07 0.3 gamma-ray GCN 21520, von Kienlin et al. (2017)
–/– 2017 Aug 17 20:12:41 0.31 GCN 21521, Cook et al. (2017b)
ANTARES/– 2017 Aug 17 20:35:31 0.33 neutrino GCN 21522, Ageron et al. (2017a)
Swift/BAT 2017 Aug 17 21:34:36 0.37 gamma-ray GCN 21524, Barthelmy et al. (2017)
AGILE/MCAL 2017 Aug 17 22:01:26 0.39 gamma-ray GCN 21525, Pilia et al. (2017)
AGILE/GRID 2017 Aug 17 22:22:43 0.4 gamma-ray GCN 21526, Piano et al. (2017)
LIGO-Virgo/– 2017 Aug 17 23:54:40 0.47 gw GCN 21527, LIGO Scientific Collaboration & Virgo Collaboration et al. (2017c)
Fermi/GBM 2017 Aug 18 00:36:12 0.5 gamma-ray GCN 21528, Goldstein et al. (2017b)
Swope/– 2017 Aug 18 01:05:23 0.52 optical GCN 21529, Coulter et al. (2017a)
DECam/– 2017 Aug 18 01:15:01 0.52 optical GCN 21530, Allam et al. (2017)
DLT40/– 2017 Aug 18 01:41:13 0.54 optical GCN 21531, Yang et al. (2017a)
REM-ROS2/– 2017 Aug 18 02:00:40 0.56 optical, IR GCN 21532, Melandri et al. (2017a)
ASAS-SN/– 2017 Aug 18 02:06:30 0.56 optical GCN 21533, Cowperthwaite et al. (2017a)
Fermi/LAT 2017 Aug 18 02:09:53 0.56 gamma-ray GCN 21534, Kocevski et al. (2017)
–/– 2017 Aug 18 02:48:50 0.59 GCN 21535, Cook et al. (2017c)
HST/– 2017 Aug 18 03:01:20 0.6 optical GCN 21536, Foley et al. (2017a)
ATCA/– 2017 Aug 18 04:04:00 0.64 radio GCN 21537, Bannister et al. (2017d)
LasCumbres/– 2017 Aug 18 04:06:31 0.64 optical GCN 21538, Arcavi et al. (2017a)
DLT40/– 2017 Aug 18 04:11:35 0.65 optical GCN 21539, Yang et al. (2017c)
DECam/– 2017 Aug 18 04:44:32 0.67 optical GCN 21541, Nicholl et al. (2017a)
SkyMapper/– 2017 Aug 18 04:46:27 0.67 optical GCN 21542, Moller et al. (2017)
LasCumbres/– 2017 Aug 18 04:54:23 0.68 optical GCN 21543, Arcavi et al. (2017d)
VISTA/VIRCAM 2017 Aug 18 05:03:48 0.68 optical, IR GCN 21544, Tanvir et al. (2017a)
VLA/– 2017 Aug 18 05:07:58 0.69 radio GCN 21545, Alexander et al. (2017d)
MASTER/– 2017 Aug 18 05:37:59 0.71 optical GCN 21546, Lipunov et al. (2017d)
Magellan/– 2017 Aug 18 05:46:33 0.71 optical GCN 21547, Drout et al. (2017)
VLA/– 2017 Aug 18 06:56:44 0.76 radio GCN 21548, Alexander et al. (2017e)
Subaru/HSC 2017 Aug 18 07:07:07 0.77 optical GCN 21549, Yoshida et al. (2017a)
Swift/UVOT,XRT 2017 Aug 18 07:24:04 0.78 x-ray, uv GCN 21550, Evans et al. (2017a)
Magellan/LDSS-3 2017 Aug 18 07:54:23 0.8 optical GCN 21551, Simon et al. (2017)
Gemini-South/Flamingos-2 2017 Aug 18 08:00:58 0.81 IR GCN 21552, Singer et al. (2017a)
Pan-STARRS/– 2017 Aug 18 08:37:20 0.83 optical GCN 21553, Chambers et al. (2017a)
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Table 6
(Continued)

Telescope UT Date tD (days) Obs. Wavelength References

HCT/HFOSC 2017 Aug 18 09:54:21 0.88 optical GCN 21554, Pavana et al. (2017)
MAXI/GSC/– 2017 Aug 18 10:43:45 0.92 x-ray GCN 21555, Sugita et al. (2017)
REM-ROS2/– 2017 Aug 18 10:54:42 0.93 optical GCN 21556, Melandri et al. (2017b)
–/– 2017 Aug 18 12:15:23 0.98 GCN 21557, Foley et al. (2017b)
TZAC/TAROT-Reunion 2017 Aug 18 13:04:25 1.02 optical GCN 21558, Klotz et al. (2017)
ATCA/– 2017 Aug 18 13:27:25 1.03 radio GCN 21559, Bannister et al. (2017b)
SkyMapper/– 2017 Aug 18 13:54:11 1.05 optical GCN 21560, Wolf et al. (2017)
Subaru/HSC 2017 Aug 18 14:27:26 1.07 optical GCN 21561, Yoshida et al. (2017b)
ASKAP/– 2017 Aug 18 14:36:00 1.08 radio GCN 21562, Bannister et al. (2017e)
LSGT,T17/SNUCAM-II 2017 Aug 18 14:45:33 1.09 optical GCN 21563, Im et al. (2017a)
AGILE/GRID 2017 Aug 18 15:22:43 1.11 gamma-ray GCN 21564, Bulgarelli et al. (2017)
LasCumbres/– 2017 Aug 18 15:58:41 1.14 optical GCN 21565, Arcavi et al. (2017b)
LSGT,T17/SNUCAM-II 2017 Aug 18 17:15:43 1.19 optical GCN 21566, Im et al. (2017b)
Swope/– 2017 Aug 18 17:19:22 1.19 optical GCN 21567, Coulter et al. (2017b)
IceCube/– 2017 Aug 18 17:27:25 1.2 neutrino GCN 21568, Bartos et al. (2017b)
Gemini-South/– 2017 Aug 18 17:44:26 1.21 optical, IR GCN 21569, Singer et al. (2017c)
MASTER/– 2017 Aug 18 18:06:51 1.23 optical GCN 21570, Lipunov et al. (2017e)
VLA/– 2017 Aug 18 18:16:30 1.23 radio GCN 21571, Williams et al. (2017b)
Swift/UVOT,XRT 2017 Aug 18 18:32:37 1.24 x-ray, uv GCN 21572, Cenko et al. (2017)
ATCA/– 2017 Aug 18 20:19:00 1.32 radio GCN 21574, Kaplan et al. (2017a)
2MASS,Spitzer/– 2017 Aug 18 20:23:05 1.32 IR GCN 21575, Eikenberry et al. (2017)
VISTA/VIRCam 2017 Aug 18 21:16:32 1.36 IR GCN 21576, Tanvir et al. (2017b)
–/– 2017 Aug 18 23:00:31 1.43 GCN 21577, Malesani et al. (2017b)
–/– 2017 Aug 18 23:11:30 1.44 GCN 21578, Cowperthwaite et al. (2017c)
PROMPT5/– 2017 Aug 19 00:18:04 1.48 optical GCN 21579, Yang et al. (2017b)
DECam/– 2017 Aug 19 00:22:23 1.49 optical GCN 21580, Nicholl et al. (2017b)
LasCumbres/– 2017 Aug 19 01:26:07 1.53 optical GCN 21581, Arcavi et al. (2017c)
NTT/– 2017 Aug 19 01:46:26 1.55 optical, IR GCN 21582, Lyman et al. (2017)
Swope/– 2017 Aug 19 01:54:36 1.55 optical GCN 21583, Kilpatrick et al. (2017a)
GROND/– 2017 Aug 19 01:58:14 1.55 optical, IR GCN 21584, Wiseman et al. (2017)
SOAR/GoodmanSpectrograph 2017 Aug 19 03:10:19 1.6 IR, optical GCN 21585, Nicholl et al. (2017c)
Subaru/HSC 2017 Aug 19 06:52:33 1.76 optical GCN 21586, Yoshida et al. (2017c)
MASTER/– 2017 Aug 19 08:10:30 1.81 optical GCN 21587, Lipunov et al. (2017c)
VLBA/– 2017 Aug 19 09:36:26 1.87 radio GCN 21588, Deller et al. (2017a)
VLA/– 2017 Aug 19 09:51:33 1.88 radio GCN 21589, Alexander et al. (2017f)
Pan-STARRS/– 2017 Aug 19 10:14:53 1.9 optical GCN 21590, Chambers et al. (2017b)
NOT/NOTCam 2017 Aug 19 12:00:05 1.97 IR GCN 21591, Malesani et al. (2017a)
ESO-VLT/X-shooter 2017 Aug 19 12:16:37 1.98 IR, optical GCN 21592, Pian et al. (2017b)
ESO-VLT/FORS2 2017 Aug 19 14:13:15 2.06 optical GCN 21594, Wiersema et al. (2017)
Subaru/HSC 2017 Aug 19 14:46:41 2.09 optical GCN 21595, Tominaga et al. (2017)
REM-ROS2/– 2017 Aug 19 16:38:19 2.16 optical GCN 21596, Melandri et al. (2017c)
KMTNet/wide-fieldcamera 2017 Aug 19 16:55:08 2.18 optical GCN 21597, Im et al. (2017d)
ESO-VST/OmegaCam 2017 Aug 19 17:37:19 2.21 optical GCN 21598, Grado et al. (2017c)
LaSilla-QUEST/– 2017 Aug 19 18:04:05 2.22 optical GCN 21599, Rabinowitz et al. (2017)
GMRT/– 2017 Aug 19 21:18:21 2.36 radio GCN 21603, De et al. (2017a)
PROMPT5/– 2017 Aug 19 23:31:25 2.45 optical GCN 21606, Valenti et al. (2017)
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Table 6
(Continued)

Telescope UT Date tD (days) Obs. Wavelength References

GROND/– 2017 Aug 20 04:49:21 2.67 optical, IR GCN 21608, Chen et al. (2017)
VIRT/– 2017 Aug 20 05:27:49 2.7 optical GCN 21609, Gendre et al. (2017)
SALT/– 2017 Aug 20 06:14:37 2.73 optical GCN 21610, Shara et al. (2017)
Swift/XRT 2017 Aug 20 08:42:40 2.83 x-ray GCN 21612, Evans et al. (2017c)
VLA/– 2017 Aug 20 09:17:57 2.86 radio GCN 21613, Corsi et al. (2017b)
VLA/– 2017 Aug 20 10:26:01 2.91 radio GCN 21614, Corsi et al. (2017a)
Pan-STARRS/– 2017 Aug 20 13:59:50 3.05 optical GCN 21617, Chambers et al. (2017c)
ChilescopeRC-1000/– 2017 Aug 20 14:24:47 3.07 optical GCN 21618, Pozanenko et al. (2017d)
TOROS/– 2017 Aug 20 14:48:49 3.09 optical GCN 21619, Diaz et al. (2017a)
TOROS/– 2017 Aug 20 15:03:42 3.1 optical GCN 21620, Diaz et al. (2017c)
–/– 2017 Aug 20 15:40:35 3.12 L GCN 21621, Lipunov (2017)
Kanata/HONIR 2017 Aug 20 16:37:38 3.16 IR GCN 21623, Nakaoka et al. (2017)
BOOTES-5/– 2017 Aug 20 21:59:59 3.39 optical GCN 21624, Castro-Tirado et al. (2017)
ASKAP/– 2017 Aug 21 00:58:33 3.51 radio GCN 21625, Dobie et al. (2017b)
NuSTAR/– 2017 Aug 21 04:33:27 3.66 x-ray GCN 21626, Harrison et al. (2017)
Zadko/– 2017 Aug 21 05:57:23 3.72 optical GCN 21627, Coward et al. (2017b)
ATCA/– 2017 Aug 21 07:45:30 3.79 radio GCN 21628, Lynch et al. (2017c)
ATCA/– 2017 Aug 21 09:02:12 3.85 radio GCN 21629, Lynch et al. (2017d)
ANTARES/– 2017 Aug 21 15:08:00 4.1 neutrino GCN 21631, Ageron et al. (2017b)
KMTNet,iTelescope.NET/– 2017 Aug 21 15:49:41 4.13 optical GCN 21632, Im et al. (2017c)
Pan-STARRS/– 2017 Aug 21 16:03:52 4.14 optical GCN 21633, Chambers et al. (2017d)
TOROS/CASLEO 2017 Aug 21 16:05:22 4.14 optical GCN 21634, Diaz et al. (2017d)
ChilescopeRC-1000/– 2017 Aug 21 16:11:53 4.15 optical GCN 21635, Pozanenko et al. (2017a)
VLA/– 2017 Aug 21 18:40:08 4.25 radio GCN 21636, Corsi et al. (2017e)
MWA/– 2017 Aug 22 00:59:36 4.51 radio GCN 21637, Kaplan et al. (2017c)
Gemini-South/Flamingos-2 2017 Aug 22 05:20:11 4.69 IR GCN 21638, Chornock et al. (2017c)
ASKAP/– 2017 Aug 22 07:23:04 4.78 radio GCN 21639, Dobie et al. (2017a)
CALET/CGBM 2017 Aug 22 09:36:51 4.87 gamma-ray GCN 21641, Nakahira et al. (2017)
ChilescopeRC-1000/– 2017 Aug 22 15:23:04 5.11 optical GCN 21644, Pozanenko et al. (2017c)
6dFGS/– 2017 Aug 22 16:55:17 5.18 optical GCN 21645, Sadler et al. (2017)
Chandra/CXO 2017 Aug 22 18:06:23 5.23 x-ray GCN 21648, Margutti et al. (2017b)
VLA/JAGWAR 2017 Aug 22 19:13:38 5.27 radio GCN 21650, Mooley et al. (2017a)
ESO-VLT/FORS2 2017 Aug 23 07:52:38 5.8 optical GCN 21653, D’Avanzo et al. (2017)
VLA/– 2017 Aug 23 18:25:07 6.24 radio GCN 21664, Corsi et al. (2017c)
HST/Pan-STARRS1/GPC1 2017 Aug 24 01:39:20 6.54 optical GCN 21669, Yu et al. (2017)
ATCA/– 2017 Aug 24 04:30:05 6.66 radio GCN 21670, Lynch et al. (2017a)
ASKAP/– 2017 Aug 24 06:10:24 6.73 radio GCN 21671, Bannister et al. (2017c)
INTEGRAL/SPI,IBIS,JEM-X,OMC 2017 Aug 24 09:03:02 6.85 gamma-ray, x-ray, optical GCN 21672, Savchenko et al. (2017b)
H.E.S.S./– 2017 Aug 24 10:35:02 6.91 gamma-ray GCN 21674, de Naurois et al. (2017)
LOFAR/ILT 2017 Aug 24 13:35:06 7.04 radio GCN 21676, Broderick et al. (2017)
AAT/AAO 2017 Aug 24 15:31:25 7.12 optical GCN 21677, Andreoni et al. (2017)
LWA/LWA1 2017 Aug 24 16:08:17 7.14 radio GCN 21680, Callister et al. (2017a)
ESO-VLT/MUSEIntegralFieldUnit 2017 Aug 24 19:28:30 7.28 optical GCN 21681, Levan et al. (2017b)
Gemini-South/Flamingos-2,GMOS 2017 Aug 24 19:31:19 7.28 optical, IR GCN 21682, Troja et al. (2017b)
HAWC/– 2017 Aug 24 19:35:19 7.29 gamma-ray GCN 21683, Martinez-Castellanos et al. (2017)
Gemini-South/Flamingos-2 2017 Aug 25 04:04:17 7.64 IR GCN 21684, Chornock et al. (2017b)
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Table 6
(Continued)

Telescope UT Date tD (days) Obs. Wavelength References

Subaru/HSC 2017 Aug 25 07:38:17 7.79 optical GCN 21685, Yoshida et al. (2017d)
Auger/SurfaceDetector 2017 Aug 25 08:13:23 7.81 neutrino GCN 21686, Alvarez-Muniz et al. (2017)
MASTER/MASTER-II 2017 Aug 25 08:48:24 7.84 optical GCN 21687, Lipunov et al. (2017b)
ESO-VST/OmegaCAM 2017 Aug 25 22:15:33 8.4 optical GCN 21703, Grado et al. (2017a)
GMRT/– 2017 Aug 26 01:23:58 8.53 radio GCN 21708, De et al. (2017b)
ATCA/– 2017 Aug 29 03:49:22 11.63 radio GCN 21740, Lynch et al. (2017b)
Zadko/– 2017 Aug 29 08:29:39 11.83 optical GCN 21744, Coward et al. (2017a)
Konus-Wind/– 2017 Aug 29 10:55:08 11.93 gamma-ray GCN 21746, Svinkin et al. (2017a)
ALMA/– 2017 Aug 29 12:37:56 12.0 radio GCN 21747, Schulze et al. (2017)
ALMA/– 2017 Aug 29 14:55:15 12.09 radio GCN 21750, Williams et al. (2017a)
OVRO/– 2017 Aug 30 03:23:28 12.61 radio GCN 21760, Pearson et al. (2017)
EVN/VLBI 2017 Aug 30 09:48:26 12.88 radio GCN 21763, Paragi et al. (2017a)
Chandra/CXO 2017 Aug 30 12:07:12 12.98 x ray GCN 21765, Troja et al. (2017c)
GMRT/– 2017 Aug 30 16:06:24 13.14 radio GCN 21768, Resmi et al. (2017)
Gemini-South/– 2017 Aug 31 18:28:50 14.24 IR GCN 21778, Troja et al. (2017d)
Gemini-South/Flamingos-2 2017 Aug 31 18:32:01 14.24 IR GCN 21779, Singer et al. (2017b)
HST/– 2017 Aug 31 20:33:24 14.33 optical, IR GCN 21781, Levan et al. (2017a)
PioftheSky/PioftheSkyNorth 2017 Sep 01 21:54:25 15.38 optical GCN 21783, Cwiek et al. (2017)
AGILE/GRID 2017 Sep 02 16:54:59 16.18 gamma-ray GCN 21785, Verrecchia et al. (2017)
Chandra/CXO 2017 Sep 02 16:57:54 16.18 x ray GCN 21786, Fong et al. (2017)
Chandra/CXO 2017 Sep 02 17:06:21 16.18 x ray GCN 21787, Troja et al. (2017e)
Chandra/CXO 2017 Sep 03 20:24:16 17.32 x ray GCN 21798, Haggard et al. (2017b)
ATCA/– 2017 Sep 04 02:26:14 17.57 radio GCN 21803, Troja et al. (2017f)
e-MERLIN/– 2017 Sep 04 07:48:43 17.8 radio GCN 21804, Moldon et al. (2017a)
VLA/– 2017 Sep 04 22:14:55 18.4 radio GCN 21814, Mooley et al. (2017b)
VLA/– 2017 Sep 04 22:14:59 18.4 radio GCN 21815, Corsi et al. (2017d)
HST/HST,Gaia 2017 Sep 05 00:30:09 18.49 optical, IR, uv GCN 21816, Adams et al. (2017)
ESO-VST/OMEGACam 2017 Sep 06 15:07:27 20.1 optical GCN 21833, Grado et al. (2017b)
ATCA/– 2017 Sep 07 02:31:55 20.58 radio GCN 21842, Murphy et al. (2017)
LWA/LWA1 2017 Sep 08 02:47:01 21.59 radio GCN 21848, Callister et al. (2017b)
VLBA/– 2017 Sep 08 11:16:27 21.94 radio GCN 21850, Deller et al. (2017b)
VLA/– 2017 Sep 08 13:23:16 22.03 radio GCN 21851, Alexander et al. (2017a)
ATCA/– 2017 Sep 14 05:25:42 27.7 radio GCN 21882, Wieringa et al. (2017)
AST3-2/– 2017 Sep 15 03:45:21 28.63 optical GCN 21883, Hu et al. (2017)
ATLAS/– 2017 Sep 15 11:24:15 28.95 optical GCN 21886, Tonry et al. (2017)
DanishTel/– 2017 Sep 15 16:40:07 29.17 optical GCN 21889, Cano et al. (2017)
MeerKAT/– 2017 Sep 15 20:16:29 29.32 radio GCN 21891, Goedhart et al. (2017b)
DFN/– 2017 Sep 18 13:45:29 32.04 optical GCN 21894, Hancock et al. (2017)
T80S,EABA/– 2017 Sep 18 16:22:27 32.15 optical GCN 21895, Diaz et al. (2017b)
VLBA/– 2017 Sep 19 07:51:22 32.8 radio GCN 21897, Deller et al. (2017c)
ChilescopeRC-1000/– 2017 Sep 19 18:09:03 33.23 optical GCN 21898, Pozanenko et al. (2017b)
Parkes/– 2017 Sep 21 02:38:29 34.58 radio GCN 21899, Bailes et al. (2017a)
ATCA/– 2017 Sep 21 06:42:36 34.75 radio GCN 21900, Ricci et al. (2017)
LasCumbres/FLOYDS,Gemini 2017 Sep 22 03:24:44 35.61 optical GCN 21908, McCully et al. (2017a)
SRT/– 2017 Sep 22 19:06:44 36.27 radio GCN 21914, Aresu et al. (2017)
Effelsberg/– 2017 Sep 23 20:34:41 37.33 radio GCN 21920, Kramer et al. (2017)
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Table 6
(Continued)

Telescope UT Date tD (days) Obs. Wavelength References

MWA/– 2017 Sep 25 22:30:34 39.41 radio GCN 21927, Kaplan et al. (2017b)
Parkes/– 2017 Sep 26 02:00:59 39.56 radio GCN 21928, Bailes et al. (2017b)
VLA/– 2017 Sep 26 05:14:16 39.69 radio GCN 21929, Hallinan et al. (2017b)
PioftheSky/PioftheSkyNorth 2017 Sep 26 21:17:49 40.36 optical GCN 21931, Batsch et al. (2017)
MeerKAT/– 2017 Sep 27 13:19:14 41.03 radio GCN 21933, Goedhart et al. (2017a)
VLA/– 2017 Sep 27 19:03:46 41.27 radio GCN 21935, Alexander et al. (2017b)
EVN/– 2017 Sep 28 10:35:27 41.91 radio GCN 21939, Paragi et al. (2017b)
e-MERLIN/– 2017 Sep 28 11:12:37 41.94 radio GCN 21940, Moldon et al. (2017b)
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3.5. Neutrinos

The detection of GW170817 was rapidly followed up by the
IceCube (Aartsen et al. 2017) and ANTARES (Ageron et al.
2011) neutrino observatories and the Pierre Auger Observatory
(Aab et al. 2015a) to search for coincident, high-energy (GeV–
EeV) neutrinos emitted in the relativistic outflow produced by
the BNS merger. The results from these observations, described
briefly below, can be used to constrain the properties of
relativistic outflows driven by the merger (A. Albert et al. 2017,
in preparation).

In a search for muon–neutrino track candidates (Aartsen et al.
2016), and contained neutrino events of any flavor (Aartsen et al.
2015), IceCube identified no neutrinos that were directionally
coincident with the final localization of GW170817 at 90%
credible level, within ±500 s of the merger (Bartos et al. 2017a,
2017b). Additionally, no MeV supernova neutrino burst signal
was detected coincident with the merger. Following the
identification via electromagnetic observations of the host galaxy
of the event, IceCube also carried out an extended search in the
direction of NGC 4993 for neutrinos within the 14 day period
following the merger, but found no significant neutrino emission
(A. Albert et al. 2017, in preparation).

A neutrino search for upgoing high-energy muon neutrinos was
carried out using the online ANTARES data stream (Ageron et al.
2017a). No upgoing neutrino candidates were found over a
t 500 sc  time window. The final localization of GW170817
(LIGO Scientific Collaboration & Virgo Collaboration et al.
2017c) was above the ANTARES horizon at the time of the GW
event. A search for downgoing muon neutrinos was thus
performed, and no neutrinos were found over tc 500 s (Ageron
et al. 2017b). A search for neutrinos originating from below the
ANTARES horizon, over an extended period of 14 days after the
merger, was also performed, without yielding significant detection
(A. Albert et al. 2017, in preparation).

The Pierre Auger Observatory carried out a search for ultra-
high-energy (UHE) neutrinos above 1017~ eV using its Surface
Detector(Aab et al. 2015a). UHE neutrino-induced extensive
air showers produced either by interactions of downward-going
neutrinos in the atmosphere or by decays of tau leptons
originating from tau neutrino interactions in the Earth’s crust
can be efficiently identified above the background of the more
numerous ultra-high-energy cosmic rays(Aab et al. 2015b).
Remarkably, the position of the transient in NGC 4993 was just
between 0°.3 and 3°.2 below the horizon during t 500 sc  . This
region corresponds to the most efficient geometry for Earth-
skimming tau neutrino detection at 1018 eV energies. No
neutrino candidates were found in t 500 sc  (Alvarez-Muniz
et al. 2017) nor in the 14 day period after it (A. Albert et al.
2017, in preparation).

4. Conclusion

For the first time, gravitational and electromagnetic waves
from a single source have been observed. The gravitational-
wave observation of a binary neutron star merger is the first of
its kind. The electromagnetic observations further support the
interpretation of the nature of the binary, and comprise three
components at different wavelengths: (i) a prompt sGRB that
demonstrates that BNS mergers are the progenitor of at least a
fraction of such bursts; (ii) an ultraviolet, optical, and infrared
transient (kilonova), which allows for the identification of the
host galaxy and is associated with the aftermath of the BNS

merger; and (iii) delayed X-ray and radio counterparts that
provide information on the environment of the binary. These
observations, described in detail in the companion articles cited
above, offer a comprehensive, sequential description of the
physical processes related to the merger of a binary neutron
star. Table 6 collects all of the Gamma-ray Coordinates
Network (GCN) notices and circulars related to GW170817
through 2017 October 1 UTC. The results of this campaign
demonstrate the importance of collaborative gravitational-
wave, electromagnetic, and neutrino observations and mark a
new era in multi-messenger, time-domain astronomy.
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ABSTRACT

The IceCube Collaboration has previously discovered a high-energy astrophysical neutrino flux using neutrino
events with interaction vertices contained within the instrumented volume of the IceCube detector. We present a
complementary measurement using charged current muon neutrino events where the interaction vertex can
be outside this volume. As a consequence of the large muon range the effective area is significantly larger
but the field of view is restricted to the Northern Hemisphere. IceCube data from 2009 through 2015 have
been analyzed using a likelihood approach based on the reconstructed muon energy and zenith angle. At
the highest neutrino energies between 194 TeV and 7.8 PeV a significant astrophysical contribution is
observed, excluding a purely atmospheric origin of these events at s5.6 significance. The data are well
described by an isotropic, unbroken power-law flux with a normalization at 100 TeV neutrino energy of

´-
+ - - - - -0.90 10 GeV cm s sr0.27

0.30 18 1 2 1 1( ) and a hard spectral index of g = 2.13 0.13. The observed spectrum
is harder in comparison to previous IceCube analyses with lower energy thresholds which may indicate a break
in the astrophysical neutrino spectrum of unknown origin. The highest-energy event observed has a
reconstructed muon energy of 4.5 1.2 PeV( ) which implies a probability of less than 0.005% for this event to
be of atmospheric origin. Analyzing the arrival directions of all events with reconstructed muon energies above
200 TeV no correlation with known γ-ray sources was found. Using the high statistics of atmospheric neutrinos
we report the current best constraints on a prompt atmospheric muon neutrino flux originating from charmed
meson decays which is below 1.06 in units of the flux normalization of the model in Enberg et al.

Key words: astroparticle physics – methods: data analysis – neutrinos

1. INTRODUCTION

The detection of high-energy cosmic neutrinos as cosmic
messengers has been an important goal of astroparticle physics.
Being stable, electrically neutral particles, high-energy neu-
trinos are able to propagate almost undisturbed through the
universe from their production sites to Earth keeping their
directional and energy information. Hence, they constitute
excellent cosmic messenger particles, particularly at the highest

energies. They arise from weak decays of hadrons, mostly
pions and kaons, which are expected to be produced by
hadronic interactions of cosmic rays in the surrounding matter
of the cosmic-ray accelerator. Their observation will help to
elucidate the unknown sources of high-energy cosmic rays
(Gaisser et al. 1995; Learned & Mannheim 2000;
Becker 2008).
Already in the 1960s the observation of high-energy

neutrinos had been discussed by Greisen (1960), Markov
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(1960), and Reines (1960), shortly after the discovery of the
neutrino by Reines & Cowan (1956). The proposed method
was the detection of up-going muons as a signature of a
charged-current (CC) muon neutrino interaction below the
detector. Soon it was realized that the expected astrophysical
fluxes are small and cubic-kilometer-sized detectors would be
needed to accomplish the goal, see e.g., Roberts (1992). The
construction of large Cherenkov detectors by instrumenting
optically transparent natural media, i.e., deep oceans, lakes, and
glaciers with photo-sensors (Belolaptikov et al. 1997; Andres
et al. 2000; Ageron et al. 2011) proved to be a key concept. The
largest instrument to date is the IceCube Neutrino Observatory
at the geographic South Pole (Achterberg et al. 2006).

Main backgrounds to the search for astrophysical neutrinos
are high-energy atmospheric neutrinos and muons produced by
cosmic-ray interactions in the Earth’s atmosphere.

In 2013, a diffuse all-flavor flux of high-energy astrophysical
neutrinos was discovered (Aartsen et al. 2013a, 2014b). The
analysis selected events due to high-energy neutrinos which
interact within the detector by using its outer layers as a veto.
This strategy enables a full-sky sensitivity for all neutrino
flavors. The veto not only rejects atmospheric muons entering
the detector from the outside extremely efficiently, but also
atmospheric neutrinos from above the detector which are
produced together with muons.

In this analysis we focus on up-going muons which arise
from charged-current interactions of muon neutrinos both
inside and outside the detector. By allowing neutrinos to
interact outside the instrumented volume a larger effective area
is achieved. However, at the same time it is necessary to restrict
the analysis to the Northern Hemisphere where the Earth filters
atmospheric muons efficiently. Furthermore, the analysis is
mainly sensitive to a muon neutrino flux because of the large
muon range. Nevertheless this strategy will impose further
constraints on possible models (Cholis & Hooper 2013; He
et al. 2013; Kalashev et al. 2013; Laha et al. 2013; Razzaque
2013; Roulet et al. 2013; Stecker 2013; Anchordoqui et al.
2014; Gonzalez-Garcia et al. 2014; Murase et al. 2014;
Tamborra et al. 2014; Bechtol et al. 2015; Senno et al. 2016)
that have been proposed to explain the observed astrophysical
neutrino flux.

This analysis is based on a high-purity and high-statistics
selection of about 350,000 well-reconstructed up-going muon
events from six years of IceCube operation, improving the
statistics compared to previous analyses (Aartsen
et al. 2014c, 2015c) by almost an order of magnitude.

Even when individual astrophysical neutrino sources cannot
be identified because they are too weak, their cumulative flux
can be measured as a diffuse flux. The signature of an
astrophysical neutrino signal with respect to the background of
atmospheric neutrinos is illustrated in Figure 1. Astrophysical
neutrinos from cosmic accelerators are generically expected to
have a hard energy spectrum as originally predicted by Fermi:

fn
-dN dE E0

2· . However, the spectral index depends in
detail on the source properties and the acceleration mechanism
(Bell 2013; Kashti & Waxman 2005; Klein et al. 2013). Recent
IceCube analyses (Kopper et al. 2015; Aartsen et al. 2015a,
2015b; Lesiak-Bzdak et al. 2015) yielded a softer spectrum
with a spectral index between 2.5 and 2.7.

The energy spectrum of the atmospheric neutrino back-
ground is about one power steeper than the primary cosmic-ray
spectrum ( µ -dN dE ECR

2.7 .. 3.1), with the exception of prompt

neutrinos from heavy meson decays, which follow the primary
spectrum more closely. The astrophysical signal appears as an
excess above energies of about 100 TeV. As shown, the zenith
distribution differs for signal and backgrounds which them-
selves depend on the energy. At the highest energies the Earth
becomes increasingly opaque to neutrinos and the signal is
dominated by events near the horizon.
The identification of an astrophysical signal is based on a

two-dimensional likelihood fit in zenith and energy. It follows
the methods of the previous analyses (Aartsen
et al. 2014c, 2015c) which are improved with respect to the
treatment of systematic uncertainties.
The data selection is described in Section 2. The method is

described in Section 3. The results of the analysis with respect
to the astrophysical signal are presented in Section 4, where we
discuss the fit results, tests of alternative hypotheses and
investigations on the most energetic event (Schoenen & Raedel
2015). In Section 5 we present investigations on the directions
of recorded events and the attempt to correlate these directions
with astrophysical objects. In Section 6 we discuss implications
of this analysis for the expected flux of high-energy prompt
atmospheric neutrinos from the decay of charmed mesons and
obtain the currently most constraining exclusion limit.

2. DATA SAMPLE

2.1. IceCube Detector

The IceCube Neutrino Observatory is a cubic-kilometer-
sized Cherenkov detector embedded in the ice at the
geographic South Pole (Achterberg et al. 2006). It has been
designed to detect neutrinos above TeV energies by measuring
the Cherenkov light produced by charged particles produced in
neutrino interactions. A total of 5160 optical photomultiplier
tubes (PMTs) instrument 86 cable strings with a vertical
spacing of 17 m at depths between 1450 and 2450m beneath
the surface of the glacial ice sheet (Abbasi et al. 2010). Each
PMT is housed in a digital optical module (DOM), consisting
of a pressure-resistant sphere, digitization/calibration electro-
nics, and calibration LEDs (Abbasi et al. 2009).
The strings are deployed in a hexagonal pattern with an

inter-string spacing of about 125 m except for the central eight
strings which have a smaller spacing of about 60 m and also a
smaller vertical DOM spacing.
The detector was completed in 2010 December; prior to that,

data were recorded with partially installed detector configura-
tions. In the remainder of the paper we differentiate the partial
detector configurations by the number of strings, e.g., IC59 for
the 59-string configuration. The complete detector with 86
strings is referred to by the year the data taking started, e.g.,
IC2011. The analysis presented here uses data taken from 2009
May until 2015 May which includes the partial detector
configurations IC59, IC79 and the seasons IC2011–2014 of the
completed detector.

2.2. Event Selection

The events that trigger IceCube are predominantly down-
going atmospheric muons produced in cosmic-ray air showers.
The standard trigger condition for high-energy neutrino
analyses in IceCube requires a minimum of eight DOMs
recording light within a time window of m5 s, which results in a
rate above 2 kHz. The triggering DOMs must be in a local
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coincidence with either their neighboring or next-to-nearest
neighboring DOMs.

For each trigger the digitized PMT waveforms of the
detected Cherenkov-light signals are sent to the surface where
the number of photons as well as their arrival times are
extracted. This information is used to reconstruct the energy
and geometry of the event (Ahrens et al. 2004; Abbasi et al.
2013; Aartsen et al. 2014a).

The data processing schemes were improved during the
construction of IceCube and the event selection has been
optimized for each detector configuration. Data are processed
and reconstructed at the South Pole in real time. A filter
criterion, optimized for high-energy track-like signatures,
requires a minimum amount of detected total charge and a
good quality of the track reconstruction. This reduces the data
stream to about 34 Hz that is sent off-site via satellite for
further data processing. These events are still dominated by
down-going atmospheric muon events. In order to select high-
energy up-going muons with high purity and high efficiency,
more sophisticated reconstruction algorithms are applied and
high-quality events are selected.

The neutrino event selections are based on Monte Carlo
(MC) generated neutrinos and atmospheric muons. Note that
there are differences in the MC used for the different seasons
due to improving simulation code and models which is
accounted for in the likelihood fit (see Section 3.2). The
simulation of neutrinos is performed by injecting a neutrino at
the Earth’s surface and propagating it through the Earth. The
neutrino interaction in ice or rock is simulated (Gazizov &
Kowalski 2005) with the deep inelastic scattering cross section
calculated using the CTEQ5 parton distribution functions (Lai
et al. 2000) or the updated HERA1.5 PDFs (Cooper-Sarkar
et al. 2011). At the energies of interest the cross sections differ
by less than 5%. Each simulated neutrino is forced to interact in
the vicinity of the instrumented volume. The volume is scaled
as a function of the neutrino energy to include the maximum
range of the muon produced in the interaction. The muon is
propagated through the detector taking into account energy
losses and decay (Chirkin & Rhode 2004; Koehne et al. 2013).

The Cherenkov light from charged particles is tracked through
the ice to the DOMs (Lundberg et al. 2007; Chirkin 2013c, and
from work by C. Kopper in 201155) taking into account the
Antarctic ice properties (Ackermann et al. 2006; Aartsen
et al. 2013b; Chirkin 2013a). Finally, the detector response and
data acquisition are simulated. The same simulation chain is
used for atmospheric muons which are simulated with
CORSIKA (Heck et al. 1998). Both neutrino simulation and
atmospheric muon simulation can be weighted to different
fluxes.
The event selection for IC59 is identical to Aartsen et al.

(2014c) and covers the up-going zenith range 90°–180°. For
the later seasons the zenith range has been enlarged to
additionally cover angles between 85° and 90° as in Aartsen
et al. (2015c) where the overburden by the Antarctic ice sheet is
still more than 12 km of water equivalent. Additionally, the
separation of mis-reconstructed atmospheric muons and well
reconstructed neutrino-induced muons has been improved by
using boosted decision trees (BDTs). For IC2011 and later, the
AdaBoost algorithm (Freund & Schapire 1997) implemented in
Pedregosa et al. (2011) has been used. Due to filter and
processing changes after the first complete detector season a
separate BDT has been trained for IC2011 and the data are
treated separately as for the seasons IC59 and IC79.
For the optimization of the BDT we use simulations of up-

going muon neutrinos following an -E 2 spectrum which
produce a muon via a charged-current interaction. In addition,
to define the signal for the BDT, only simulated events with
directions reconstructed to better than 5° are used. The
background is defined by atmospheric muons from cosmic-
ray air showers that have been mis-reconstructed as up-going.
The simulation is weighted to the cosmic-ray model in Gaisser
(2012). The features used in the training of the BDT are
characteristics of the event topology and parameters evaluating
the quality of the reconstructions. These parameters have been
selected requiring good agreement between experimental and

Figure 1. Distribution of the expected neutrino energy (left) and zenith angle (right) for the data selection of this analysis. Shown are the distributions of conventional
atmospheric neutrinos (Honda et al. 2007), prompt atmospheric neutrinos (Enberg et al. 2008) where both are corrected for the cosmic-ray spectrum in Gaisser (2012),
and a benchmark astrophysical signal n

- - - - - -E10 GeV cm sr s 100 TeV18 1 2 1 1 2( ) .

55 https://github.com/claudiok/clsim
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simulated data. The threshold of the BDT classifier is chosen
by considering the neutrino selection efficiency and the purity.
In order to model the atmospheric background using simulation
a high purity is required, rejecting nearly all atmospheric
muons. The chosen threshold results in a purity which is better
than 99.7%. The remaining background clusters at low energies
and is strongly dominated by atmospheric neutrinos. Thus, it
cannot affect the analysis and therefore does not have to be
taken into account as a separate template in the likelihood fit.
The performance estimates are based on 10-fold cross
validation (Narsky & Porter 2013) and a separate validation
set. Additionally, a fit of the data has been performed excluding
events from above the horizon between 85° and 90°. Since the
fit results remain nearly unaffected we conclude that the fit is
not biased by any unaccounted high-energy muons.

Figure 2 shows the total exposure for the different detector
configurations and for the full data set for different ranges in
cosine zenith. The total number of events as well as the total

live time categorized by season are summarized in Table 1. For
the best-fit astrophysical flux (see Section 4.2) the expected
number of astrophysical muon neutrinos included in these data
is approximately 500.

3. ANALYSIS METHOD

3.1. Likelihood Method

The experimental and simulated data are binned in two
observables sensitive to distinguish between signal and back-
ground: reconstructed muon energy and cosine of the zenith
angle. These bins are analyzed by a maximum likelihood
approach. The expectation in each bin is a function of the
signal and nuisance parameters. The likelihood used in this
analysis is given by Chirkin (2013b) and is the same as used in
Aartsen et al. (2014c). The likelihood per bin is

⎛
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where ns defines the ratio of the live times for simulation and
experimental data, di is the number of events in the data, si the
number of simulated events, and mi the expectation in bin i.
With this likelihood the expectation mi is optimized based on
the knowledge of the statistics of the simulated and
experimental data set. Unlike a Poisson likelihood, we account
for the finite statistics of simulated data which becomes
relevant for small bin contents in a multi-dimensional
parameter space. In the limit of infinite statistics of simulated
data this likelihood converges to a saturated Poisson likelihood.
A version of Equation (1), modified for weighted events
according to Chirkin (2013b), is used in the analysis.
The per-bin expectation is given by
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which depends on the signal q and nuisance parameters x (see
Table 2). Here, xdet corresponds to the parameters taking into
account the neutrino detection uncertainties (see Section 3.2.1).
In this analysis, the signal parameters consist of the
astrophysical flux parameters and the prompt flux parameter.
The astrophysical flux model used here is a single power-law
flux described by two parameters: the normalization Fastro at
100 TeV neutrino energy and the spectral index gastro:
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⎠F = Fn n

g

+
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100 TeV
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Figure 2. Exposure. Top: individual contributions to the total exposure from
the different detector configurations. Bottom: total exposure for different zenith
regions for the combined data set. Note that the exposure is based on the sum of
the effective areas of nm and nm¯ . Therefore, the total number of events is
obtained by integrating the product of exposure and averaged neutrino flux

/F n n+m m 2{ ¯ } over the neutrino energy and solid angle.

Table 1
Summary of the Data Selection

Season q q-min max (deg) tlive (days) Nevent

IC59 90–180 348.1 21, 411
IC79 85–180 310.0 36, 880
IC2011 85–180 342.1 71, 191
IC2012–2014 85–180 1059.8 222, 812

Note. The table gives the number of events and the effective live time for each
data set used.
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The prompt neutrino flux is described by the prediction taken
from Enberg et al. (2008) (ERS) where the absolute normal-
ization Fprompt is taken as free parameter. In addition, nuisance
parameters are introduced to take into account systematic
uncertainties, e.g., the conventional atmospheric neutrino flux
is described by the prediction taken from Honda et al. (2007)
and the flux normalization Fconv is taken as a nuisance
parameter. Note that the conventional and prompt neutrino
flux predictions have been corrected for the knee in the cosmic-
ray spectrum based on the cosmic-ray models in Hoerandel
(2003) and Gaisser (2012) (see Section 3.2). The implementa-
tion of nuisance parameters is described in Section 3.2 in more
detail.

The global likelihood, which is maximized, is the product of
all per-bin-likelihoods  = i i. The significances and
parameter uncertainties in this analysis are derived using the
profile likelihood technique and Wilks’ theorem (Wilks 1938).
The applicability of Wilks’ theorem has been tested and
verified by ensemble studies.

3.2. Systematic Uncertainties

In order to account for systematic uncertainties, resulting
from the imperfect background and signal modeling, contin-
uous nuisance parameters valid for the entire energy and zenith
range are introduced. The systematic uncertainties can be
divided into two categories: neutrino detection uncertainties
and atmospheric flux uncertainties. The former include the
optical efficiency of the detector, the neutrino–nucleon cross
section, the muon energy loss cross section and the optical
properties of the Antarctic ice. The latter include the flux
normalizations, the spectral shape and composition of the
cosmic-ray spectrum in the “knee” region, the spectral index of
the primary cosmic-ray spectrum, and the relative production
yield of pions and kaons in the atmosphere. The implementa-
tion of these uncertainties as nuisance parameters in the
likelihood function is done similar to Aartsen et al. (2014c).
Main improvements with respect to previous analyses are the

parameterizations of the systematic detector effects as unbinned
functions of both fit observables (S. Schoenen 2016, in
preparation) using adaptive kernel density estimation and the
interpolations between specific models to account for the model
uncertainties. The systematic detector effects are studied by
simulated data sets where the default parameters are changed
within their uncertainties. In cases where no interpolation
between specific models is used, the nuisance parameters are
implemented by using independent correction factors xfk k( ).
These factors scale the default per-bin expectation mi

0 for each
flux contribution with respect to the individual nuisance
parameter xk:

m m x f .i i
k

k k
0 0 · ( )

3.2.1. Neutrino Detection Uncertainties

Optical efficiency of the detector. The optical efficiency opt
takes into account all uncertainties related to the light
production and detection in the detector, e.g., the number of
produced Cherenkov photons, the overall optical transparency
of the ice, the photon detection efficiency of the DOMs, and the
shadowing of photons by detector components. Since the
optical efficiency is directly connected to the brightness of an
event as observed with the detector, its uncertainty results in an
uncertainty on the reconstructed energy scale. The effect has
been parameterized as a function of the muon energy proxy and
the cosine zenith angle and is implemented as a nuisance
parameter. The uncertainty on the optical efficiency is
estimated to be less than 15%. Since the ice properties of the
refrozen water within the drill holes differ from the bulk ice
properties they are taken into account as a modification of the
angular acceptance (Aartsen et al. 2013b).
Optical properties of the Antarctic ice. The probability of a

Cherenkov photon to be detected by a DOM depends not only
on the optical efficiency of the detector but also on the optical
transparency of the Antarctic ice. The main processes are

Table 2
Nuisance Parameters

IC59 IC79 IC2011 IC2012-2014 scaling Best Fit (68% C.L.)

Flux properties:
Conventional flux Fconv 1.028 1.047 1.184 1.194 relative 0.998 ± 0.003
Kaon-pion ratio pK 1.310 1.514 1.002 1.032 relative 0.977 ± 0.027
Cosmic-ray spectral index gD CR −0.049 −0.049 −0.061 0.012 absolute -

+0.008 0.023
0.004

Cosmic-ray model lCR 1.0 (H3p) 1.0 (H3p) 1.0 (H3p) 1.0 (H3p) absolute 0.0 – 0.5
Optical efficiency opt 1.011 0.974 1.042 1.056 relative 1.002 ± 0.002

Optical ice properties:
Scattering length lscat L L 1.027 1.014 relative 0.999 ± 0.005
Absorption length labs L L 1.000 1.047 relative 1.001 ± 0.004
Absorption/scattering length labs scat L 0.991 L L relative 1.000 ± 0.004

Ice model lice1 [SpiceMie,WHAM] 0. (SpiceMie) SpiceMie (fixed) L L absolute +0.000 0.014
Ice model lice2 [SpiceMie,SpiceLea] L L 0.551 SpiceLea (fixed) absolute 0.006±0.057

Note. Columns two to five show the best-fit values for each data sample individually where the fit was performed on data within a predefined background region. The
background regions were defined as follows: for IC59 the muon energy loss proxy must be less than -1 GeV m 1 and for IC79, IC2011 and IC2012-2014 the muon
energy proxy must be less than 10 TeV. These best-fit values are used as default values to define a common baseline. In the combined likelihood fit the default values
are then scaled by global nuisance parameters where the best-fit values including the 68% C.L. error determined by the profile likelihood technique are shown in the
last column. Column six shows if the scaling is an absolute or relative change with respect to the default values. Note that the nuisance parameters quoted here are
allowed to change for each data set to absorb differences in the simulations which are caused by improvements in the simulation code and models. Thus, they do not
have to reflect their real physical quantities.

6

The Astrophysical Journal, 833:3 (18pp), 2016 December 10 Aartsen et al.



scattering and absorption of photons on their path to the DOM.
For the Antarctic ice this is modeled by depth-dependent
scattering and absorption lengths. The modeling is done using
measured data from calibration light sources that are integrated
into the DOMs. Different models of the ice have been
developed during the operation of IceCube. For this analysis
the following ice models are used: WHAM for IC59 (based on a
measurement of the optical properties of the glacial ice at the
South Pole presented in Ackermann et al. 2006), SpiceMie for
IC59, IC79 and IC2011 (Aartsen et al. 2013b), and SpiceLea
for IC2011-2014 (Chirkin 2013a). For all available simulation
data sets, the effects of the optical ice properties as a function of
reconstructed energy proxy and cosine zenith are parameterized
and implemented as a nuisance parameter. This is done for
different ice models and each detector configuration. The
parameterization is done by introducing a parameter lice that
describes a linear combination (l l+ -M 1 Mice 1 ice 2· ( ) · )
between two ice models where M1 and M2 are the expectations
per bin corresponding to the two ice models. In addition, for a
given ice model the effects of different scattering lengths lscat
and absorption lengths labs on the muon energy proxy and the
cosine zenith angle have been parameterized. Owing to missing
simulations this could not be done for IC59. For IC79 the
scattering and absorption lengths have been varied simulta-
neously resulting in only one effective nuisance parameter
labs scat. From IC2011 on the scattering and absorption lengths
have been varied separately. For more information see Table 2.
The individual uncertainty for both quantities is estimated to be
less than 10%. The scattering length mainly influences the
angular resolution of the neutrino arrival direction and therefore
the reconstructed zenith angle. Since the cosine zenith bin
width of the analysis is relatively coarse, the effect of this
uncertainty on the observable distribution is small. The
absorption length mainly influences the flux normalization
and the shape of the energy distribution. This effect is much
larger, compared to the scattering length effect.

3.2.2. Atmospheric Flux Uncertainties

Flux normalization. The uncertainty on the normalization of
the conventional atmospheric neutrino flux is implemented as a
nuisance parameter Fconv that scales the flux normalization of
the model by Honda et al. (2007). This model has been
extrapolated to higher energy based on the method in taking
into account a more realistic spectrum of cosmic rays and their
composition (Illana et al. 2011; Schukraft 2013). Note that the
uncertainty of this parameter is relatively large, on the order of
30%. Thus, it absorbs any kind of uncertainty which influences
the global flux normalization in the fit.

Cosmic-ray model and spectral index. The composition of
the cosmic rays is uncertain, in particular above the knee at an
energy of about 3 PeV. Models are based on the superposition
of Galactic cosmic-rays with rigidity-dependent cut-offs and an
emerging extragalactic component. Since conventional and
prompt atmospheric neutrinos are produced by cosmic-ray
interactions within the atmosphere, the uncertainty on the
cosmic-ray spectrum also affects the expectation of these
neutrinos. The effect of different cosmic-ray models is
parameterized by lCR as a function of the muon energy proxy
and the cosine zenith angle similar to the discrete ice models.
Here, a linear combination between Hoerandel (2003) and
Gaisser (2012), which are the extreme cases, is used. In
addition to the effects between different cosmic-ray models an

overall change in the cosmic-ray spectral index affects the
expectation of atmospheric neutrinos. Therefore, a shift of the
cosmic-ray spectral index gD CR is implemented as a nuisance
parameter representing the uncertainty on the cosmic-ray
spectral index. The uncertainty is estimated to be of the order
of 4% based on differences between the aforementioned
cosmic-ray models. A positive gD CR corresponds to a softer
energy spectrum.
Kaon-to-pion ratio. Conventional atmospheric neutrinos are

produced by decays of pions and kaons which are themselves
produced in air showers. The relative contribution of kaons and
pions pK to the production of conventional atmospheric
neutrinos affects their zenith angle distribution. In this analysis
it is defined by the ratio of the integrated neutrino fluxes from
kaon and pion decays. Using the neutrino flux parameterization
from Gaisser (1990) fitted to the conventional atmospheric
neutrino prediction from Honda et al. (2007) between 1 and
10 TeV, the kaon-to-pion ratio is implemented as a nuisance
parameter where the uncertainty is estimated to be of the order
of 10%.
Atmospheric temperature effects. The expected number of

conventional atmospheric neutrinos is directly connected to the
number of pion and kaon decays in the atmosphere. A denser
atmosphere will increase the interaction probability for pions
and kaons relative to the decay probability, which reduces the
overall neutrino flux. Thus, annual temperature fluctuations
influence the expectation of conventional atmospheric neutri-
nos. Since the prediction of conventional atmospheric neutrinos
from Honda et al. (2007) is based on the standard US
atmosphere, the expectation is corrected for annual temperature
fluctuations. This is done using the formalism reported in
Desiati et al. (2014) and data measured by the instrument AIRS
installed on the AQUA satellite (AIRS Science Team/Joao
Texeira 2013). The effect of this correction is estimated to be of
the order of 2% with an uncertainty of about 0.1%.
With the goal of achieving a unbiased result for the signal

parameters, we note that many nuisance parameters were
deliberately chosen correlated (see Figure 3). For example, the
optical detector efficiency is correlated to the Cherenkov light
yield uncertainty and to the effects of the uncertainties in the
muon energy loss cross sections. In cases where the effects of
one uncertainty are fully absorbed by other nuisance para-
meters only one parameter has been implemented for better
numerical stability of the fit. A list of the implemented
parameters is given in Table 2. In order to obtain an unbiased
result the nuisance parameters are implemented without priors
which is tested to have no effect on the sensitivity for an
astrophysical or prompt flux.
The fit procedure was tested by generating pseudo experi-

ments where the input parameters were varied. The fit of the
signal parameters was found to be robust and unbiased against
the choice of nuisance parameters.
Since IceCube’s MC simulations have evolved and

improved from year to year, the default expectations for each
nuisance parameter have changed for simulated data sets year
by year. In order to avoid a tension in the fitted nuisance
parameters induced purely by the differences of the simula-
tions, two methods were tested: the implementation of
individual nuisance parameters for each year, and the alignment
of all nuisance parameters to a common baseline. We found
that the two methods give similar sensitivities both for the
astrophysical and the prompt flux parameters, and the
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alignment method is chosen since the time consumption for the
fit is much lower. The alignment is done by fitting the nuisance
parameters in a predefined background region for each year
individually. The resulting best-fit values for the nuisance
parameters, summarized in Table 2, define the default values
for each year. In the combined likelihood fit of all six years
these default values are then scaled by global nuisance
parameters. The scaling can be either an absolute or relative
change with respect to the aligned default values.

The flavor composition at Earth is not identical to the flavor
composition at an astrophysical source due to neutrino
oscillations. For a source dominated by gp pp-interactions,
the initial flavor ratio of 1:2:0 (ne:nm:nt) is transformed to be
approximately equally partitioned among the flavors (Learned
& Pakvasa 1995; Athar et al. 2006). Therefore, it is necessary
to take into account the muonic decay of taus originating from
charged current nt interactions by combining it with the
astrophysical muon neutrino flux. A fit of the data with and
without this contribution shows that accounting for it leads to a
decrease in the astrophysical normalization of about 5% and
has no effect on the spectral index. In the rest of the paper we
account for the contribution of nt assuming equal partitioning.
The astrophysical normalization for other expected flavor
compositions of astrophysical neutrino sources can be obtained
by rescaling.

3.3. Parametric Unfolding

The best-fit result for the neutrino energy spectrum measured
by this analysis can be used to determine for each event a
neutrino energy probability density function nP E E i

reco( ∣ ) with
respect to its muon energy proxy E i

reco. These functions depend
on the assumption for the neutrino energy spectrum and are
therefore model-dependent. In particular, for the astrophysical
neutrino flux an unbroken, single power law is assumed. For
the full six-year data sample the neutrino energy distribution is
given by the sum over the probability density function of all
events å nP E Ei

i
reco( ∣ ) where each function is normalized to an

event count of one. Since this approach is model-dependent it is
called parametric unfolding in the following. Note that this
method cannot replace a model-independent unfolding as done
in Boerner et al. (2015) for different IceCube data samples.

4. RESULTS OF THE SPECTRAL LIKELIHOOD FIT

4.1. Fit Result

The result of the fit is presented as a set of one-dimensional
projections of energy and zenith in Figure 4 separately for each
contributing data sample. The experimental data are shown as
black crosses, and the best-fit expectations for astrophysical
and conventional atmospheric neutrinos are shown as red and
blue bands, respectively. An excess of high-energy events
consistent with an astrophysical signal above the atmospheric
background is visible for each data sample. The overall
agreement between the data and the MC of the full data set is
good for all energies and zenith angles. We have tested quality
of the fit based on the two-dimensional distributions using the
ratio between the likelihood (Equation (1)) and the saturated
likelihood as test-statistic (Olive et al. 2014). The test-statistic
distribution was generated via pseudo experiments based on the
best fit. The resulting p-value is 95.4%, indicating a very good
agreement between data and MC. All nuisance parameters are
fitted to values consistent with their uncertainty (Table 2).
Note that the data sample taken with the 79-string

configuration contains roughly twice as many high-energy
events above a reconstructed muon energy of 100 TeV than
other years (see Figure 4). Nevertheless, the result of the fit
for all years is consistent with the fits for individual years.
Visual inspection and other cross checks of these events
revealed no indication of any time-dependent detector effects.
A dedicated analysis searching for time-dependent neutrino
sources (Aartsen et al. 2015e) has found no indication of a
signal. Therefore, the observations are consistent with a
statistical fluctuation.

4.2. Astrophysical Flux

The best fit for the unbroken power-law model of the
astrophysical flux results in

F =n n n+ -
+ - E0.90 100 TeV 30.27

0.30 2.13 0.13( ) · ( ) ( )( )

in units of - - - - -10 GeV cm sr s18 1 2 1 1. The statistical signifi-
cance of this flux with respect to the atmospheric-only
hypothesis is 5.6 standard deviations. The fit results are shown
in Figure 5 and summarized in Table 3. The quoted errors are
based on the profile likelihood using Wilks’ theorem (Wilks
1938) and include both statistical and systematic uncertainties.
No contribution from prompt atmospheric neutrinos is
preferred by the best-fit spectrum, and an upper limit, based
on the profile likelihood, is shown in Figure 5. For more
information about the upper limit for prompt atmospheric
neutrinos see Section 6.
The two-dimensional contours of the profile likelihood as a

function of the signal parameters are shown in Figure 6. While
the fitted astrophysical flux normalization is strongly correlated
with the astrophysical spectral index, these astrophysical signal
parameters are found to be largely independent of the prompt
flux normalization.
The model assumes an unbroken power law for the

astrophysical signal. We estimate that neutrinos in the

Figure 3. Correlation matrix of signal and nuisance parameters. lice1 describes
the linear combination between SpiceMie (Aartsen et al. 2013b) and WHAM
(Ackermann et al. 2006) for IC59, lice2 describes the linear combination
between SpiceMie (Aartsen et al. 2013b) and SpiceLea (Chirkin 2013a) for
IC2011.labs scat describes the relative change of the ice properties for IC79 and
labs, lscat describes the relative change of the ice properties for IC2011-14.
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experimental data sample with energies mainly between
194 TeV and 7.8 PeV contribute to this observation. This
energy range is shown in Figure 5. It defines the central range
of neutrino energies that contribute 90% to the total observed
likelihood ratio between the best fit and the conventional
atmospheric-only hypothesis. Note that this definition is
different from Aartsen et al. (2015b, 2015c).

4.3. Multi-PeV Track-like Event

The selected data include one exceptionally high-energy
muon event that is shown in Figure 7 (Schoenen & Raedel
2015). The deposited energy has been measured to 2.6 0.3( )

PeV of equivalent electromagnetic energy Aartsen et al.
(2014a). Assuming the best-fit atmospheric energy spectrum
from this analysis (see Figure 5) the p-value of this event being
of atmospheric origin has been estimated to be less than
0.005%, strongly suggesting an astrophysical origin.

The segmented energy loss reconstruction described in
Aartsen et al. (2014a) can be used to reconstruct the direction
of through-going muons. This includes the timing of not only
the first photon but all photons as well as the total number of
photons. The reconstructed direction of the event is given in
Table 4 and discussed in Section 5.1.
In order to estimate the angular uncertainty and the most

likely muon and neutrino energy we have simulated events
with energies according to our best-fit energy spectrum with
directions varying by 1° around the best-fit direction.
Additionally, the position where the muon enters the
instrumented volume has been varied within 10 m. Systematic
uncertainties due to the lack of knowledge of the optical ice
properties are taken into account by varying the ice model
parameters within their uncertainties during the simulation.
Based on these simulations we evaluate the muon energy at

the point of entrance into the instrumented volume, that results
in the observed deposited energy. The obtained median muon
energy is 4.5 1.2 PeV( ) where the error range corresponds to
68% C.L.

Figure 4. Distributions of the experimental data for the muon energy proxy (top) and reconstructed zenith (bottom) for each contributing data sample (left: 59-string,
center-left: 79-string, center-right: 86-string (2011–2012), right: 86-string (2012–2015)). Note that IC2011 is different from the later years due to changes in the data
processing. The best-fit model for astrophysical and atmospheric neutrinos is superimposed. Only statistical errors are shown.

Figure 5. Best-fit neutrino spectra for the unbroken power-law model. The
width of the line corresponding to conventional atmospheric neutrinos (blue)
represents the one-sigma error on the measured spectrum. The width of the line
corresponding to astrophysical neutrinos (red) shows the effect of varying both
of the astrophysical parameters within one-sigma of the best fit values, without
accounting for correlation. The green line represents the upper limit on the
prompt model (Enberg et al. 2008). The horizontal width of the red band
denotes the energy range of neutrino energies which contribute 90% to the total
likelihood ratio between the best-fit and the conventional atmospheric-only
hypothesis. The black crosses show the unfolded spectrum published in Kopper
et al. (2015).

Table 3
Best-fit Parameter Values for the Unbroken Power-law Model

Parameter Best-Fit 68% C.L.

Fastro 0.90 0.62–1.20
gastro 2.13 2.00–2.26

Fprompt 0.00 0.00–0.19

Note. Fastro is the normalization of the astrophysical neutrino flux at 100 TeV
and is given in units of - - - - -10 GeV s sr cm18 1 1 1 2. Fprompt is given in units of
the model in Enberg et al. (2008). The normalizations correspond to the sum of
neutrinos and antineutrinos.
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For the estimation of the median expected neutrino energy
we have taken into account that high-energy muons arise not
only from nm charged-current interactions but also from muonic
decay of charged-current nt interactions and muonic -W decays
in n + - -e Wē interactions. Here, we assume the best-fit
astrophysical spectrum and an equal flux of all flavors but
include the effects of the Earth’s absorption for the specific
decl. of the event. Under these assumptions, we find 87.7%
probability of a primary nm,10.9% for a primary nt and1.4% for
a primary nē. The respective probability distributions of primary
neutrino energy are shown in Figure 8. The expected neutrino
energy depends on the primary flavor. The median expected
muon neutrino energy is 8.7 PeV for the above assumptions.
The angular reconstruction uncertainty including systematic

uncertainties of the Antarctic ice (see Section 3.2) can be
estimated from the aforementioned dedicated simulation.
Figure 9 shows the angular reconstruction uncertainty for an
ensemble of events with similar deposited energy, direction and
entry point into the fiducial volume. The angular reconstruction
uncertainty is given by the angular distance between the true
and the reconstructed muon direction. The median angular
uncertainty is 0.23° and the 99% containment is 0.9°. Details of
the studies of the multi-PeV track-like event are shown in L.
Rädel (2016, in preparation).

4.4. Test for a Spectral Cut-off

The default hypothesis of an unbroken power law is tested
against the hypothesis of a spectral cut-off. For this, an
exponential energy cut-off n

-E cut off is added to the astro-
physical neutrino flux:

⎜ ⎟
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠F = F -n n

n

n

n
g

+ -

-E

E

E
exp

100 TeV
. 4astro cut off

astro

· · ( )

In the fit the spectral index gastro is highly degenerate with an

exponential energy cut-off n
-E cut off , therefore two scenarios

with fixed spectral indices have been tested. For the spectral
indices the benchmark model with g = 2astro and the best-fit
value g = 2.13astro are chosen. Figure 10 shows the two-
dimensional contours of the profile likelihood as a function of
the signal parameters Fastro, n

-E cut off and Fprompt. For the
benchmark model a cut-off is slightly preferred at the level of
one standard deviation. This is an expected behavior as the
actual best-fit spectral index is softer. Thus, fixing the spectral
index to a harder spectrum will result in a slight deficit at the
highest neutrino energies. When fixing the spectral index to the
best-fit value for an unbroken power law, this slight preference
for an exponential cut-off disappears. These results are nearly
independent of the prompt flux normalization.

4.5. Unfolded Astrophysical Spectrum

The best-fit results for the neutrino energy spectrum as
quoted in Table 3 and the knowledge of the connection
between the reconstructed muon and true neutrino energy can
be used to unfold a neutrino energy distribution for the six-year
sample (see Section 3.3). The results of this parametric
unfolding are shown in Figure 11 as a cumulative energy
distribution of the number of neutrinos with energies greater
than Eν. The statistical error band is given by the square root of
this number. The error band that corresponds to the uncertainty

Figure 6. Two-dimensional profile likelihood scans of the astrophysical
parameter Fastro, gastro and the prompt normalization Fprompt in units of the
model in Enberg et al. (2008). The contours at 68%, 95%, and 99% CL
assuming Wilks’ theorem are shown.
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on the astrophysical flux is determined by varying the
astrophysical spectrum within the measured uncertainties on
the astrophysical flux parameters. Based on the per-event
probability density function nP E E i

reco( ∣ ) the median neutrino
energy for each event can also be calculated. Figure 12 shows
the distribution of the median neutrino energies for the six-year
sample.

In both distributions a clear excess above approximately
100 TeV in neutrino energy is visible, and is not compatible
with the atmospheric background expectation. Although only a
single event with energy greater than a PeV has been observed,
we can infer from our fit and from the relation between muon
energy and energy of the parent neutrino that there are most
likely several neutrinos with energies above a PeV in the six-
year sample.

4.6. Discussion

This analysis found an astrophysical spectral index of
g = 2.13 0.13, which is harder than previously reported
measurements, see e.g., Kopper et al. (2015), Neiderhausen
et al. (2015) and Aartsen et al. (2015f). We refer to these
analyses in the rest of the section as starting event analysis,
cascade analysis and combined analysis, respectively. Figure 13
compares the measured astrophysical neutrino flux normal-
ization and spectral index with these results and the previous
measurement using through-going muons Aartsen et al.
(2015c).

While the sample used in the cascade analysis is completely
statistically independent, the starting event analysis and global
fit have an overlap in events. The combined fit includes three
years of muon data from 2009 to 2012 based on Aartsen et al.
(2014c, 2015c). The starting event analysis includes a small
fraction (6%) of up-going muons that start within the detector,
that are also included here. However, these three analyses are
strongly dominated by independent cascade-like events of
which a large fraction originates from the Southern Hemi-
sphere. For the starting event analysis 73% of the events above
100 TeV are down-going and 93% of these are cascade-like.
For the investigation of the tension in the observed energy
spectrum of astrophysical neutrinos, the assumption of
statistical independence is reasonably well justified but will
result in a lower limit on the tension.
The combined analysis finds the smallest confidence region

of the three aforementioned results. The p-value for obtaining
the combined fit result and the result reported here from an
unbroken powerlaw flux is s3.3 , and is therefore in significant
tension. For the discussion, it is important to highlight the
systematic differences between these measurements. The
threshold for the up-going muon signal is a few hundred TeV
while astrophysical starting events are detected above a few
times 10 TeV. It should be noted that for the overlapping
energy region>200 TeV the measured fluxes for the cascade-
dominated channels are in good agreement with the results
reported here, as shown in Figure 5. As a conclusion, we

Figure 7. Event view of the PeV track-like event recorded by IceCube on 2014 June 11. Left: top and two side views. Right: perspective view. Shown are the IceCube
DOMs as black dots. The colors indicate the photon arrival time from red (early) to green (late) and the size of the sphere the amount of measured charge. Note that the
scaling is nonlinear and a doubling in sphere size corresponds to one hundred times the measured charge. The blue line shows the reconstructed particle track. The
reconstructed equatorial coordinates of this event are = decl. 11 . 42 and = R.A. 110 . 63. This event deposited an energy of 2.6 0.3 PeV within the detection volume.
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confirm for the Northern Hemisphere a flux of muon neutrinos
that is generally consistent with the observed all flavor flux in
the Southern Hemisphere, but which is in tension with the
assumption of a single power law describing this and previous
observations with a lower energy threshold at the same time.
It is expected that for a Galactic origin the neutrino flux

should be correlated with the Galactic plane. It is generally
assumed that the contribution from the Galactic plane and
Galactic sources is stronger in the Southern Hemisphere, which
e.g., includes the Galactic center. The measured astrophysical
flux is not strongly affected by a split in right ascension (see
Section 5.2), where one region includes the part of the Galactic
plane which is visible in the northern sky and the other does
not. This can be interpreted as an indication that the flux
observed here is mostly of extragalactic origin.
The observed tension may arise either from a spectral break

at lower energies for the same sources or from an additional
flux component, e.g., expected from Galactic sources or the

Table 4
Summary of Highest Energy Events above 200 TeV in All Years

ID MJD Signalness Energy Proxy (TeV) Decl. (deg) 50% C.L. 90% C.L. R.A. (deg) 50% C.L. 90% C.L.

1 55056.70a 0.78 480 1.23 -
+

0.08
0.08

-
+

0.22
0.18 29.51 -

+
0.17
0.15

-
+

0.38
0.40

2 55141.13a 0.52 250 11.74 -
+

0.18
0.10

-
+

0.38
0.32 298.21 -

+
0.22
0.17

-
+

0.57
0.53

3 55355.49b 0.65 340 23.58 -
+

1.18
0.91

-
+

4.13
2.31 344.93 -

+
1.04
1.14

-
+

2.90
3.39

4 55370.74b 0.54 260 47.80 -
+

0.22
0.25

-
+

0.48
0.56 141.25 -

+
0.16
0.23

-
+

0.45
0.46

5 55387.54b 0.49 230 21.00 -
+

0.59
0.57

-
+

1.56
2.25 306.96 -

+
1.12
0.94

-
+

2.28
2.70

6 55421.51b 0.89 770 15.21 -
+

3.10
3.02

-
+

7.41
9.35 252.00 -

+
6.48
4.63

-
+

16.65
9.56

7 55464.90b 0.77 460 13.40 -
+

0.15
0.24

-
+

0.45
0.52 266.29 -

+
0.23
0.22

-
+

0.62
0.58

8 55478.38b 0.86 660 11.09 -
+

0.19
0.18

-
+

0.49
0.41 331.08 -

+
0.35
0.18

-
+

0.80
0.49

9 55497.30b 0.92 950 0.50 -
+

0.10
0.10

-
+

0.21
0.25 88.95 -

+
0.25
0.18

-
+

0.53
0.48

10 55513.60b 0.80 520 3.15 -
+

0.25
0.33

-
+

0.63
0.70 285.95 -

+
0.42
0.58

-
+

1.50
1.29

11 55589.56b 0.52 240 1.03 -
+

0.08
0.07

-
+

0.21
0.19 307.71 -

+
0.08
0.08

-
+

0.44
0.52

12 55702.77b 0.60 300 20.30 -
+

0.62
0.44

-
+

1.43
1.00 235.13 -

+
0.55
0.89

-
+

1.76
2.70

13 55722.43b 0.47 210 35.55 -
+

0.29
0.28

-
+

0.69
0.69 272.22 -

+
0.38
0.50

-
+

1.19
1.23

14 55764.22b 0.46 210 5.29 -
+

1.96
1.87

-
+

4.72
4.85 315.66 -

+
1.39
2.37

-
+

5.35
5.91

15 55896.86b 0.59 300 1.87 -
+

0.37
0.57

-
+

1.18
1.25 222.87 -

+
1.14
0.90

-
+

7.73
1.95

16 55911.28b 0.86 660 19.10 -
+

0.77
0.54

-
+

2.21
2.21 36.65 -

+
0.56
0.61

-
+

1.71
1.85

17 56062.96 0.45 200 31.96 -
+

0.37
0.30

-
+

0.85
0.81 198.74 -

+
0.18
0.49

-
+

1.09
1.44

18 56146.21 0.55 260 1.57 -
+

0.18
0.22

-
+

0.42
0.46 330.10 -

+
0.36
0.24

-
+

0.82
0.65

19 56211.77 0.46 210 −2.39 -
+

0.19
0.18

-
+

0.51
0.42 205.11 -

+
0.24
0.17

-
+

0.66
0.54

20 56226.60 0.88 750 28.04 -
+

0.23
0.31

-
+

0.66
0.67 169.61 -

+
0.48
0.45

-
+

1.11
1.16

21 56470.11c 0.87 670 14.46 -
+

0.39
0.40

-
+

0.94
0.86 93.38 -

+
0.34
0.33

-
+

0.90
0.83

22 56521.83 0.71 400 −4.44 -
+

0.39
0.42

-
+

0.94
1.21 224.89 -

+
0.32
0.33

-
+

1.19
0.87

23 56579.91 0.49 390 10.20 -
+

0.15
0.15

-
+

0.49
0.34 32.94 -

+
0.27
0.20

-
+

0.62
0.63

24 56666.50 0.90 850 32.82 -
+

0.14
0.16

-
+

0.41
0.39 293.29 -

+
0.40
0.18

-
+

1.08
0.55

25 56799.96 0.73 400 18.05 -
+

0.63
0.75

-
+

1.80
1.94 349.39 -

+
1.75
1.13

-
+

4.12
2.89

26 56817.64 0.66 340 1.29 -
+

0.29
0.33

-
+

0.74
0.83 106.26 -

+
0.74
0.86

-
+

1.90
2.27

27 56819.20 0.995 4450 11.42 -
+

0.08
0.07

-
+

0.17
0.17 110.63 -

+
0.28
0.16

-
+

0.55
0.46

28 57049.48 0.46 210 4.56 -
+

0.12
0.19

-
+

0.50
0.68 100.48 -

+
0.34
0.23

-
+

1.87
0.95

29 57157.94 0.52 240 12.18 -
+

0.18
0.19

-
+

0.35
0.37 91.60 -

+
0.37
0.10

-
+

0.74
0.16

Notes. The horizontal lines separate the different data sets IC59, IC79, IC2011 and IC2012-2014. The signalness is defined as the ratio of the astrophysical
expectation over the sum of the atmospheric and astrophysical expectations for a given energy proxy and the best-fit spectrum. The signalness decreases up to about
10% when taking into account a prompt flux at the conservative upper limit of ´1.06 ERS (see Section 6). The angular errors are statistical errors only and do not
include systematics.
a These events were included in Aartsen et al. (2014c).
b These events were included in Aartsen et al. (2015c).
c This event is identical to Event 38 in Kopper et al. (2015).

Figure 8. Probability distribution of primary neutrino energies that could
result in the observed multi-PeV track-like event. The total probabilities for
the different flavors are 87.7%, 10.9% and 1.4% for nm, nt, and nē,
respectively.
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Galactic plane, that is sub-dominant at the high energies to
which this analysis is sensitive.

Figure 14 compares the measured diffuse astrophysical
muon neutrino flux to theoretical flux predictions corresp-
onding to different source types. The measured flux is within its
uncertainties slightly below the Waxman–Bahcall upper bound
(Waxman 2013). Senno et al. (2016) predict a diffuse neutrino
flux originating from gamma-ray bursts, which is currently not
ruled out (Aartsen et al. 2015d, 2016). A flux of cosmogenic
neutrinos as predicted by Kotera et al. (2010) would only
contribute subdominantly to the measured astrophysical
neutrino flux. Neutrino fluxes from blazars and star-forming
galaxies are predicted by e.g., Murase et al. (2014) and Bechtol
et al. (2015), respectively. Glüsenkamp (2016) already
constrains this blazar model. These fluxes are of the same
order of magnitude as the measured flux within the given
uncertainty band. However, due to the small statistics at high
energies we cannot differentiate if the measured astrophysical
neutrino flux corresponds to a neutrino flux originating from a
specific source type or if it is a combination of different source
types.

5. ANALYSIS OF ARRIVAL DIRECTIONS
AND SEARCH FOR ANISOTROPIES

5.1. Arrival Directions of Highest-energy Events

The multi-PeV event discussed in Section 4.3 has a high
probability of being astrophysical. Therefore, it is particularly
interesting to correlate such an event with potential sources.

Figure 15 shows the direction of the event with its angular
uncertainty and nearby high-energy gamma-ray sources from
Nolan et al. (2012), Acero et al. (2015), Wakely & Horan
(2007) in a window centered around the arrival direction. The
closest source is multiple degrees away which is much larger
than the angular error estimate.

For events that have a muon energy proxy above 200 TeV
we expect roughly twice as many events with an astrophysical
origin than with an atmospheric origin, assuming the best-fit

Figure 9. Angular reconstruction uncertainty of the multi-PeV track-like event.
The estimate is based on an ensemble of simulated events with similar
deposited energy, direction and entry point into the fiducial volume. The
simulation takes into account the ice uncertainties (see Section 3.2). Including
statistical and systematic uncertainties, 50% (99%) of the events are
reconstructed better than 0 . 23 ( 0 . 90).

Figure 10. Two-dimensional profile likelihood scans of the astrophysical
parameters Fastro, n

-E cut off and the prompt normalization Fprompt in units
of the model in Enberg et al. (2008). The contour lines at 68%, 90%
and 95% CL assume Wilks’ theorem. For the top and middle figure
the spectral index is fixed to g = 2astro , while in the bottom figure it is fixed
to the best-fit value g = 2.13astro . The white dots indicate the best-fit
values.
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spectrum. Figure 16 shows the arrival direction of these events.
Most events are located relatively close to the horizon where
the Earth is not yet opaque to high energy neutrinos. Table 4
summarizes the per-event information. No obvious correlation
with gamma-ray sources in the catalogs of Nolan et al. (2012),
Acero et al. (2015), or Wakely & Horan (2007) were found.
However, event 10 is close to the extended TeV source HESS
J1857+026 (Wakely & Horan 2007).

A dedicated analysis searching for clusters in the neutrino
arrival directions has been performed and found no evidence
for a neutrino point source (M. G. Aartsen et al. 2016, in
preparation).

5.2. Test for Anisotropies Related to the Galactic Plane

As discussed in Section 4.6 the measurement in this paper
confirms the observation of an all-sky diffuse high-energy
astrophysical neutrino flux. However, a tension exists between
the measured spectral index of this analysis with the starting
event data which originate mostly from the Southern Hemi-
sphere. Furthermore, Neronov & Semikoz (2016) claim
inconsistency of the previously published starting event data

Figure 11. Cumulative distribution of the parametric unfolded neutrino energy
spectrum for the six-year data sample assuming the best-fit spectrum as given
by this analysis. Blue/red corresponds to the conventional atmospheric/
astrophysical expectation weighted to the best-fit spectrum. Orange represents
the sum of both expectations. The parametric unfolded data are shown as a
hatched band where the gray band shows the statistical uncertainty and the
white band additionally the effect of the uncertainties on the fitted astrophysical
flux parameters.

Figure 12. Distribution of the median expected neutrino energy assuming the
best-fit spectrum as given by this analysis. The black crosses corresponds to
experimental data and blue/red to the conventional atmospheric/astrophysical
expectation weighted to the best-fit spectrum.

Figure 13. Results of different IceCube analyses measuring the astrophysical
flux parameters Fastro and gastro. The contour lines show the 90% CL. The result
of this analysis (IC tracks, 6yr) is shown by the red solid contour line. The
contour obtained by the previous measurement using through-going muons
(Aartsen et al. 2015c) (IC tracks, 2yr) is the red dashed line. In addition, the
results for the most recent analysis of starting events (Kopper et al. 2015) (IC
HESE, 4yr), the complementary cascade channel (Niederhausen et al. 2015)
(IC cascades) and an analysis combining different IceCube results (IC
combined, Aartsen et al. 2015f) are shown. The result of this analysis (red,
solid) and IC combined are incompatible at s3.3 (two-sided significance).

Figure 14. Comparison of the measured diffuse astrophysical muon neutrino
flux (see Figure 5) with theoretical neutrino flux predictions corresponding to
different source types (Kotera et al. 2010; Murase et al. 2014; Bechtol et al.
2015; Senno et al. 2016). Since Murase et al. 2014 predicts a lower and upper
flux bound for neutrinos originating from blazars the central line between both
bounds is shown. The purple line shows the Waxman–Bahcall upper bound
(Waxman 2013).
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with an isotropic signal with a preference of a Galactic latitude
dependency. As the comparison to the Southern Hemisphere is
subject to different energy thresholds and detector systematics,
we perform a simple, self-consistent test for a dominant signal
from the Galactic plane.

We split the sample into two right ascension regions,
one containing the main parts of the Galactic plane:

Èa Î    0 .0, 108 .9 275 .0, 360 .0[ ) [ ) and one excluding it:
a Î  108 .9, 275 .0[ ). These intervals are chosen such that the
two split samples are of similar statistics, resulting in 162363
and 189931 events respectively. Both samples are fitted
independently and the aforementioned systematics can be
considered identical as they are equalized by the daily Earth
rotation.

The fit result, shown in Figure 17, is a small but not
statistically significant larger flux and softer spectrum from the
region including the Galactic plane. The p-value for both
results being compatible is at about 43%. In conclusion, the
observed flux is not dominated by the Galactic plane. However
a small, sub-dominant contribution cannot be excluded.

6. SEARCH FOR A SIGNATURE OF PROMPT
ATMOSPHERIC NEUTRINOS

The expected prompt neutrino flux provides a background
for the measurement of the astrophysical flux. However, a flux
of prompt neutrinos is interesting by itself and can be
constrained by the present analysis.

The prompt flux predicted by Enberg et al. (2008) is sub-
dominant to the conventional flux at low energies and the
astrophysical flux at high energies. Nevertheless, the correla-
tion of the energy spectrum and arrival directions of neutrinos
at the detector lead to a clear signature. Figure 18 shows the
pulls for simulated data corresponding to six years of live time
and based on the IC2012-2014 event selection. Here, signal is
defined as the prompt expectation and background is the sum of
the conventional and astrophysical flux. The main effect of a
prompt neutrino flux on the two observables will be visible for
muon energy proxy values between 1 and 100 TeV in the fairly

up-going directions. However, a large part of this signature is
absorbed within the uncertainties represented by the imple-
mented nuisance parameters (see Section 3.2).
The overall best-fit prompt normalization is zero. Figure 19

shows the best-fit prompt normalization as a function of the
astrophysical normalization and spectral index. Additionally,
the two-dimensional confidence contours for the astrophysical
parameters are shown. In the region where our experimental
data are compatible with our single power-law model, the best-
fit prompt normalization does not deviate from zero. Only for
strong deviations from the best-fit astrophysical spectrum is a
non-zero prompt normalization fitted, but this is strongly
disfavored with respect to the best fit. Such behavior is
expected. If the astrophysical flux decreases, the measured
high-energy events need to be explained by another comp-
onent. Assuming an unbroken power-law model for the
astrophysical flux, the sensitivity for the prompt neutrino flux,
taking into account the systematic uncertainties, is estimated to
be ´1.5 ERS. Note that the sensitivity (median expected upper
limit in the absence of a prompt neutrino flux) on a prompt
neutrino flux depends on the chosen input values for the
astrophysical flux.
In the absence of an indication of a non-zero prompt

contribution an upper limit is calculated. Based on the profile
likelihood for the prompt normalization, the upper limit at 90%
confidence level is ´0.50 ERS. The more stringent limit
compared to the sensitivity is caused by an under-fluctuation of
the conventional atmospheric and astrophysical background by
about one standard deviation.
For this reason we scan the resulting limit on the prompt flux

as a function of the astrophysical signal parameters.
Figure 20 shows the joint three-dimensional 90% confidence

region for the prompt flux and the astrophysical parameters. It
was obtained using Wilks’ theorem, and is bound by the
surface for which - D L2 log is 6.25 higher than the best-fit
value. The maximum prompt flux in the three-dimensional
confidence region is ´1.06 ERS. We take this as a
conservative upper limit on the prompt flux. Further tests have
shown that reasonable changes to the astrophysical hypothesis,
such as the introduction of a high-energy cut-off, have only
small effects on this limit.
Several more recent calculations of the prompt flux have

been published: GMS (H3p) (Garzelli et al. 2015), BERSS
(H3p) (Bhattacharya et al. 2015) and GRRST (H3p) (Gauld
et al. 2016). Figure 21 shows multiple predictions for the
prompt flux as well as the upper limit calculated here using the
prediction from Enberg et al. (2008) and taking into account a
more realistic cosmic-ray model (Gaisser 2012). Since nuisance
parameters describing the uncertainties of the cosmic-ray
model, e.g., the cosmic-ray spectral index, are implemented,
the upper limit curve slightly deviates from the ERS prediction
including the knee. The energy range has been calculated such
that the limit increases by 10% if only neutrinos with energies
in that range are taken into account. For the sensitive region
which is between 9 and 69 TeV the effect of the prompt
predictions is only a change in normalization and it is therefore
appropriate to convert the limit obtained with the ERS
prediction to the other predictions. Also, the cosmic-ray
composition only changes the normalization in this energy
range. The values are summarized in Table 5.

Figure 15. Window centered around the arrival direction of the multi-PeV
track-like event. The solid (dashed) black line shows the 50% (99%) error
circle for the angular reconstruction. The orange line indicates the Galactic
plane. Additionally, the gamma-ray sources of the catalogs Wakely & Horan
(2007), Acero et al. (2015), Nolan et al. (2012) within the window are shown.
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7. SUMMARY AND CONCLUSIONS

In this paper we have presented the result of analyzing six
years of up-going muon data measured with the IceCube
neutrino telescope. We measure an astrophysical flux of
F =n n+ -

+ - - - - -0.90 10 GeV cm sr s0.27
0.30 18 1 2 1 1( ) ·

n
- E 100 TeV 2.13 0.13( ) ( ) with a statistical significance of 5.6

standard deviations with respect to only being of atmospheric
origin. With this result we have further established the
observation of an astrophysical neutrino signal (Aartsen
et al. 2013a, 2014b, 2015c) in a second, largely independent
detection channel. The detection channel used here is of great
interest because of the good directional reconstruction of

detected muons and a large signal efficiency with an estimated
number of about 500 astrophysical neutrinos included in this
data sample.
The data include an exceptionally high-energy muon with

(2.6± 0.3)\PeV deposited energy, which is the highest-energy
lepton that has been reported to date.
A parametric unfolding of neutrino energies shows that the

spectrum extends to about 10 PeV in neutrino energy with no
significant spectral break or cut-off.
The measured hard spectral index of g = 2.13 0.13 is in

tension with complementary measurements of IceCube, which

Figure 16. Arrival directions of events with a muon energy proxy above 200 TeV. Given the best-fit spectrum the ratio of astrophysical to atmospheric events is about
two to one. The horizontal dashed gray line shows the applied zenith angle cut of 85°. The curved gray line indicates the Galactic plane and the dashed black line the
supergalactic plane (Lahav et al. 2000). The multi-PeV track event is shown as a red dot and the energy proxy value listed in Table 4.

Figure 17. Two-dimensional profile likelihood scans of the astrophysical
parameters Fastro and gastro for the two disjoint right ascension regions, one
containing the Northern Hemisphere part of the Galactic plane (red) and the
other not (black). The contour lines at 68% and 90% CL assume Wilks’
theorem.

Figure 18. Signal over square root of background for the reconstructed muon
energy vs. zenith angle corresponding to six years of IceCube data after
applying the event selection for the 86-string configuration (IC2012-2014).
Here, background is defined as the sum of the conventional atmospheric
(Honda et al. 2007) and astrophysical ( ´- -E10 8 2) n n+m m¯ flux. The prompt
atmospheric (Enberg et al. 2008) n n+m m¯ flux is defined as the signal. The
numbers in each bin correspond to the expected number of background events
in six years.
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have a lower energy threshold by about one order of magnitude
and are predominantly sensitive to the Southern Hemisphere.
However, the consistency of the observed fluxes at high
energies may be interpreted as indication of a spectral break or
additional astrophysical component at lower energy to which
this analysis is not sensitive.

For the highest-energy events no correlation with known
high-energy gamma-ray sources or other astrophysical objects
could be identified.

By splitting the data in right ascension, we find no significant
correlation with the orientation of the Galactic plane and
conclude that the dominant fraction of the flux is largely all-sky
and isotropic.

The present analysis is also sensitive to a flux of prompt
neutrinos which are expected from the decay of heavy mesons
in the atmosphere. We find no indications for such a signal.
However, because the prompt flux is subdominant to the

astrophysical and conventional atmospheric neutrino flux, the
exclusion depends on the assumed astrophysical model
parameters. Variations of the astrophysical flux uncertainties
lead to a conservative exclusion limit of approximately at the
level of the mean expected flux normalization from Enberg
et al. (2008). For the first time, it is possible to constrain such a
flux in this range of theoretical predictions. However, recent
perturbative QCD calculations from Garzelli et al. (2015),
Bhattacharya et al. (2015) and (Gauld et al. 2016) predict lower
prompt neutrino fluxes which are not yet constrained by the
upper limit.
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Gauld et al. 2016) in comparison to the constraint on the prompt flux given by
this analysis. The shaded area shows the uncertainty band corresponding to the
prediction in Gauld et al. (2016). Besides the ERS (H3p) predicition this is the
closest band to the prompt flux constraint. For better readability the uncertainty
bands of the other models are not shown. The black solid line shows the
neutrino energy region where the prompt neutrino flux based on the model in
Enberg et al. (2008) is constrained. The black dotted line indicates the model
behavior including the best-fit nuisance parameters beyond the sensitive energy
range. All flux predictions are based on the cosmic-ray model from
Gaisser (2012).
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are based on the cosmic ray model from Gaisser (2012).
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1 Introduction

The lack of new physics at the Large Hadron Collider (LHC) and the lack of direct detec-

tion signal of dark matter (DM) at present experiments make it necessary to rethink the

theoretical questions in the SM from a wider viewpoint and trigger broader experimental

searches for new physics (NP). In this paper we make a step in this direction by presenting

a NP case for flavor factories at the intensity frontier. These are light resonances below

the EW scale which are neutral under the SM gauge group and couple to both gluons and

photons. We show that flavor experiments have an unexploited potential to probe these

states in a complementary mass range to previously proposed low-mass resonance searches

at ATLAS and CMS [1]. Pointing out these gaps in the search program at flavor facilities

is now a particularly important question in view of the upcoming LHCb upgrade and the

Belle II data taking.

The possibility we consider here is that the new physics scale MNP lies beyond the reach

of the LHC. If that is the case, NP signals might still arise from pseudo-Nambu-Goldstone

bosons (pNGBs) associated to spontaneously broken approximate symmetries. These are

often called axion-like particle (ALP) in the literature, they can be sensibly lighter than

the NP scale (ma ≪ MNP) and their couplings to the SM are controlled by the inverse of

– 1 –
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the decay constant 1/f . Generically, one has MNP = g∗f with g∗ being the typical size of

the couplings in the NP sector, so that probing weak enough couplings of the pNGB gives

an indirect probe of the scale of new physics.

The focus of this paper will be on pNGBs with ma between 2 and 20GeV, a mass

window within the reach of flavor experiments. The driving question is whether flavor

experiments can be sensitive to couplings of pNGBs small enough to probe new physics

beyond the LHC reach. This question has been partially addressed for ALPs which couple

to the SM by mixing with the Higgs sector [2, 3] but it is surprisingly unexplored for ALPs

with only gluon and photon couplings.

In the large theory space of all the possible couplings of the ALP to the SM, having a

non-zero coupling to gluons is particularly well motivated from the theory perspective. In

this paper we will discuss in detail two particularly compelling examples: “heavy” QCD

axions [4–16] and the R-axion [17–19] in low energy SUSY-breaking. As we will show,

in these two classes of models the gluon coupling is unavoidable, the photon coupling

generic, the mass range of interest for this paper can be easily achieved. A TeV decay

constant is theoretically favoured by ensuring the quality of the axion potential [20–23] or

by explaining the DM relic abundance via thermal freeze out. Besides these two examples,

ALPs with both gluon and photons couplings arise for instance as new pions in Composite

Higgs models [24–26], in theories with vector-like confinement [27] or in models of EW

baryogenesis [28].

The first observation of this paper is that many existing search strategies for light

resonances in the 2–20GeV range [29–35] lose sensitivity as soon as the gluon coupling

is switched on. The main reason is that the decay width into gluons dominates over the

one into photons unless a non-generic hierarchy of couplings is assumed, therefore strongly

suppressing the signals expected in the existing strategies.

The dominant di-jet final states are much more difficult to distinguish from the SM

background than diphotons.1 As a way to overcome this issue, we show that the large

production rate in pp collisions induced by the non-zero gluon coupling can be exploited at

LHCb, which already has a low mass diphoton trigger designed to look for the rare decay

Bs → γγ. To substantiate this point, we use 80 pb−1 of public LHCb diphoton data [38]

around the Bs mass to derive a limit of O(100) pb on the signal strength of new diphoton

resonances. This limit already constitutes the strongest existing probe for ALPs in the

mass range between 4.9 and 6.3GeV and motivates a dedicated LHCb search for diphoton

resonances in a broader mass range. We estimate the sensitivity of such a search and show

that decay constants at around the TeV scale are within reach of the high-luminosity phase

of LHCb. This extends the coverage of low-mass resonance searches down to masses as low

as 2GeV and constitutes a new probe of multi-TeV scale NP which could be difficult to

produce directly at the LHC. A similar point was made in ref. [1] with ATLAS, CMS, and

Tevatron diphoton searches, that are however limited by trigger issues to masses roughly

above 10GeV.

1As an example the LEP limit on BR(Z → γa) is 1.7 · 10−5 from 36.9 pb−1 of data if a is a diphoton

resonance [36] and 4.7 · 10−4 from 5.5 pb−1 of data if a is a dijet resonance [37].
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We finally discuss bounds on light resonances produced from SM meson decays. We

estimate the BABAR constraint on Υ(1, 2, 3S) → γa(jj) and assess the future Belle-II

sensitivity. This production channel currently constitutes the best probe of ALPs below

∼ 3GeV.

2 Results

We consider a spontaneously broken approximate U(1) symmetry in the UV. Integrating

out the new physics sector at the scale MNP, we write down the effective interactions

between the pNGBs and the SM

Leff =
1

2
(∂µa)

2 − 1

2
m2

aa
2 +

a

f

3∑

i=1

ci
αi

4π
Fi,µνF̃

µν
i , (2.1)

where i runs over the hypercharge, weak and strong gauge groups, F̃µν
i = ϵµνρσFi,ρσ/2,

αi = g2i /4π and α1 is GUT-normalised (α1 = 5αy/3). The constants ci are anomaly coeffi-

cients which depend on the number of degrees of freedom chiral under the U(1) symmetry

and carrying a non-zero charge under the SM gauge group.2

In the NP sector, the strength of the interaction g∗ generically limits the maximal

number of degrees of freedom to be below ≈ (4π)2/g2∗. Therefore, a lower g∗ allows for

large couplings of the ALP to the SM but at the same time it lowers the scale of new

physics MNP ≃ g∗f .

For ma ! MZ , we can write the ALP couplings to photons and gluons below EWSB

using the same notation of the QCD axion

Leff ⊃ Nα3

4π

a

f
GµνG̃

µν +
Eαem

4π

a

f
FµνF̃

µν , (2.2)

where we have

N = c3 , E = c2 + 5c1/3 , gaγγ =
αem

πf
E , (2.3)

where gaγγ agrees with the standard formula for the QCD axion after normalizing the decay

constant with respect to the QCD coupling f = 2NfPQ. The relevant decay widths of the

pNGB are

Γγγ =
α2
emE

2

64π3
m3

a

f2
, Γgg = Kgg

α2
sN

2

8π3
m3

a

f2
, (2.4)

where we include NNLO corrections to the gluon width [42] in Kgg (see appendix A for

more details). Note that (0.1 mm)−1 ≪ Γtot = Γgg + Γγγ ≪ mbin
γγ over the mass range of

our interest. The new resonance decays promptly and has a very narrow width compared

to its mass.

The LHCb constraint and sensitivities derived in section 4 are displayed on the ALP

parameter space in figure 1, for the benchmark c1 = c2 = c3 = 10. We compute σ(pp → a)

with ggHiggs v4 [43–46] using the mstw2008nnlo pdf set. We compare it with that obtained

2If the SM fermions and the Higgs doublet are uncharged under the U(1) symmetry, the couplings of

the pNGB to them arise only from loops of SM gauge bosons and can safely be neglected.
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Figure 1. Limits (shaded regions) and sensitivities (colored lines) on the ALP parameter space
described in eq. (2.1). The bounds from Babar and LHCb are first derived here from data in [31, 38],
projections are given for Belle II and future LHC stages. Details are given in section 4. The other
bounds are derived from Z width measurements [29, 39], heavy ion collisions [40, 41], Z → γa(jj)
decays at LEP I [30] and diphoton cross section measurements at CDF (relevant only for ma ≃
10GeV), CMS and ATLAS [1]. For the latter we also give sensitivities up to the HL stage as
derived in ref. [1]. The thin dashed lines indicate theory benchmarks motivated by heavy QCD
axion models and by ALP-portal Dark Matter described in section 3. New coloured and EW states
are expected to have masses of order g∗f , where g∗ = 4π/

√
Nmess = 4π/

√
2 ci.

by the use of different pdf sets and of MadgraphLO v2 6 [47, 48] upon implementing the

ALP model in FeynRules [49], finding differences from 20% at ma = 20GeV to a factor of

2 or larger for ma < 5GeV. As detailed in appendix A, a more precise determination of

the signal would be needed, especially for ma ! 5 GeV.

In figure 1 we also show

i) the 2σ constraint ΓZ − ΓSM
Z < 5.8MeV [29, 39];

ii) the LEP limit BR(Z → γa(jj)) < 1–5× 10−4 [30];

iii) the constraint derived in [1] from the ATLAS [50, 51], CMS [52], and CDF [53] inclu-

sive diphoton cross section measurements, corresponding to σ(pp/pp̄ → X a(γγ)) <

10–100 pb;

iv) the sensitivities derived in [1] from inclusive diphoton cross section measurements at

ATLAS and CMS. The HL-LHC reach assumes minimal photon pT cuts of 25 and

22GeV and minimal photon separation of ∆R = 0.4. These numbers correspond to

the 7TeV measurement in ref. [50]. Higher pT cuts would increase the minimal value

of the invariant mass within the reach of HL-LHC.

– 4 –
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v) the BABAR constraint BR
(
Υ2S,3S → γa(jj)

)
< 10−4−10−6 [31], where we compute

BR
(
Υ → γa

)

BR
(
Υ → µµ̄

) ≃ 8E2αem

4π

(
mΥ

4πf

)2(
1− m2

a

m2
Υ

)3

, (2.5)

where BR
(
Υ2S,3S → µµ̄

)
= 1.92%, 2.18%. The above expression corrects a factor

of 4 in the result of ref. [54].

vi) the Belle-II sensitivity in the same channel, that we determine simply by rescaling the

expected sensitivities in [31] by a factor of 10. This assumes that the Belle-II reach will

be statistics-dominated, and that it will be based on a factor of 100 more Υ(3S) than

the BABAR one (i.e. on ≃ 1.2×1010 Υ(3S) in total). The current Belle-II run plan for

the first years assumes only a factor of 10 for the above ratio [55, 56], corresponding

to a few weeks of dedicated run at the Υ(3S) threshold. An extra factor of 10

could be obtained in a comparable time with dedicated later runs, because a higher

instantaneous luminosity is foreseen [56]. An analogous search could be effectively

performed, at Belle-II, also analysing the decays of Υ(1S, 2S).

vii) limits from the diphoton final state from heavy ion collisions are extracted from the

recent CMS analysis in ref. [41] and the reinterpretation of the ATLAS light by light

scattering data [40] of ref. [57]. The lower reach of these measurements is set to

ma " 5 GeV as a consequence of the minimal cuts on the two photons transverse

momenta.

ATLAS limits from Z → γa(γγ) [58] are not displayed in figure 1. They imply BR(Z →
γa(γγ)) < 2.2 · 10−6 and turn out to be comparable to the heavy ions bound for our

benchmark in figure 1. Similar constraints can be derived from the ATLAS inclusive

search in pp → γa(γγ) [58]. The lower invariant mass reach of these ATLAS searches is set

by the diphoton isolation requirement of [58], ∆Rγγ = 0.15. This corresponds to an ALP

mass of 4GeV as discussed in ref. [59]. Notice that LEP searches for Z → γa(γγ) [32] are

weaker than the ATLAS bound. Future sensitivities from e+e− → γa(γγ) [34, 35] do not

reach values of f larger than ≃ 50GeV and are not shown. Finally, the proposed search in

B → K(∗)a(γγ)) [34] at Belle-II has some sensitivity in a very limited portion of our mass

range and it is not shown to avoid clutter.

In figure 2 we fix the ALP masses to two representative values ma = 5, 15 GeV and

show the impact of the various searches in the plane (N/f,E/f) which control the ALP’s

gluon and photon coupling respectively. As one can see from figure 2, diphoton searches

for a ALP produced in gluon fusion both at ATLAS/CMS (see ref. [1]) and at LHCb (see

section 4) can be sensitive to N/f as small as 10−4 GeV−1 as long as the coupling to the

photons is large enough. Moreover they can cover significant portion of the parameter

space where the couplings are of their natural size.

Searches taking advantage of uniquely the photon coupling such as the ones in refs. [33,

35, 58] become relevant only in the upper left corner of the plane where E/N " 50. Such a

hierarchy can be realized in clockwork constructions where the photon coupling is enhanced

with respect to the gluon one (see for example ref. [60]).

– 5 –
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HL ATLAS!CMS 3 ab!1

E$
8!

3N

E$
44!

3N

E$
1!

6N

ma$15 GeV

Figure 2. Constraints on the ALP parameter space for fixed masses ma = 5, 15 GeV in the up,
down panel respectively. We fix c1 = c2 so that E in eq. (2.3) controls both the Zγ and the γγ
coupling. The bounds are shown as shaded regions while the projections as dashed lines. The three
grey lines show the “axion window” obtained by integrating out fermions in different representations
of the SM gauge group, the central one E = 8N/3 corresponds to the choice of figure 1.

The ATLAS, CMS and LHCb limits and sensitivites shown in figure 2 are derived

assuming gluon fusion as the ALP production process, so they sharply stop at a given

small gluon coupling. If other production processes like vector-boson-fusion are taken into

account, the limits and sensitivities would be slightly improved in the upper left corner

of figure 2. Practically, the Heavy Ion results that we are including will always lead

to stronger constraint because of the enhanced photon-fusion production and the loop

suppressed background from light-by-light scattering.

The bottom right corner where the new resonance mostly couples to gluons is challeng-

ing to constrain in this mass range, even though boosted dijet searches at the LHC were

recently able to go down to invariant masses of 50GeV (see refs. [1, 61, 62]). Of course for

N/f " (100GeV)−1 one expects color states generating the ALP coupling to be within the

reach of the LHC.
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3 Physics cases

In this section we expand on the two theory lines displayed in figure 1. We would like to

motivate: 1) the coupling of the axion to gluons and photons, 2) the TeV decay constant,

3) the mass range considered here.

3.1 Heavy axions

As a first example, we consider a particular class of axion solutions to the strong CP prob-

lem in the SM. First of all, introducing a spontaneously broken Peccei-Quinn symmetry

U(1)PQ which is anomalous under QCD [63, 64] leads unavoidably to a light axion with

non-zero couplings to gluons [65, 66]. In this sense, the axion coupling to gluons is deeply

connected to its role in solving the strong CP problem. Taking the SM fields to be un-

charged under the U(1)PQ, the QCD anomaly is generated by heavy vector-like fermions

like in KSVZ type of models [67, 68]

LPQ ⊃ g∗Φψψ̃ + h.c., Φ =
f√
2
eia/f , (3.1)

where the fermion charges should satisfy |qPQψ − qPQ
ψ̃

| = qPQΦ and by writing eq. (3.1) we

take qPQΦ = 1. After U(1)PQ gets spontaneously broken by the VEV of Φ, the fermion

mass is at MNP = g∗f/
√
2. Below the PQ breaking scale we can integrate out the heavy

fermions and match to the effective Lagrangian in eq. (2.2):

N = qPQΦ

∑

ψ

C3(Rψ) E = qPQΦ

∑

ψ

Q2
em(Rψ) . (3.2)

The vector-like fermions are often assumed to carry a non-zero hypercharge in order to

allow a non-zero mixing with the SM quarks, to make them decay avoiding cosmological

problems. This induces an anomaly of U(1)PQ with respect to the hypercharge, which leads

to a non-zero coupling of the axion to photons: E ̸= 0. To fix a benchmark, we add Nmess

complete SU(5) fundamental representations, that lead to N = Nmess/2 and E = 4/3Nmess.

This is the scaling assumed in figure 1, where we also take Nmess = (4π/g∗)2 to ensure

calculability below MNP. In figure 2 we go beyond this benchmark and show how E/N can

be modified changing the SM representation of the fermions in eq. (3.1) (see ref. [69] for

a discussion).

Operators breaking U(1)PQ other than the QCD anomaly would in general spoil the

axion solution of the strong CP problem [20–23]. We can parametrize these contributions

as new terms in the potential for the scalar Φ:

∆V /PQ = λ∆
Φ∆

Λ∆−4
UV

+ h.c., λ∆ = |λ∆|eiα∆ . (3.3)

In the presence of these new contributions the axion potential below the QCD phase tran-

sition is

Va ≃ −Λ4
QCD cos

Na

f
+

1

2
∆
2 −1

|λ∆|f∆

Λ∆−4
UV

cos

(
α∆ +∆

a

f

)
. (3.4)
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Since the new phase α∆ is in general not aligned with the contribution given by the QCD

anomaly, the presence of the UV operator shifts the axion VEV away from the origin,

jeopardizing the solution to the strong CP problem. Note that this holds even if the

NP sector inducing eq. (3.3) preserves CP, because a new phase α∆ ∼ O(1) is induced

by rotating away the phase in the quark mass matrices. Requiring 2⟨Na/f⟩ ! 10−10 to

satisfy the present bound on the neutron dipole moment [70, 71] gives an upper bound on

the axion decay constant

f ! ΛUV

[
10−10 · N

∆
·
(
ΛQCD

ΛUV

)4
]1/∆

, (3.5)

where we have assumed |λ∆| ∼ α∆ ∼ O(1) and neglected other O(1) factors for simplicity.

The upper bound on f depends on the scale of the UV completion ΛUV " g∗f and on the

“quality” of the U(1)PQ, i.e. the dimension ∆ of the lowest dimension operator breaking

the symmetry.

In the best case scenario, first discussed in refs. [20–23], the U(1)PQ is only broken

by Planck suppressed operators3 but, more generally, one might argue that all the global

symmetries should be an accidental consequence of the gauge and matter content of the

theory, exactly like in the SM. In the latter case the ΛUV in eq. (3.5) will be below

MPl. Taking eq. (3.5) at face value, the most dangerous contribution comes from ∆ = 5

operators, that would require f ! O(10) GeV even for ΛUV = MPl. However, if operators

of dimension five are forbidden (for example by a discrete Z2-symmetry) then ∆ = 6

contributions give f ! O(10) TeV for ΛUV = MPl and f ! O(1) TeV for ΛUV = MGUT,

motivating the ranges of decay constant of interest for this paper. Having f around the

TeV scale would lead to axion solutions relying on U(1)PQ with the same quality of the

baryon number in the SM.

In the usual QCD axion where ma ≃ 6 keV ·TeV/f (see e.g. [74]), values of the decay

constant motivated by the axion quality problem are abundantly excluded by star cooling

bounds [75] and K → πa transitions [3, 76]. A common solution to this problem is to go to

higher values of f and require a U(1)PQ with higher quality. Such a U(1)PQ can be made

accidental in extra-dimensions or with more complicated UV completions in 4 dimensions

(we refer to refs. [77–80] for an illustration of the challenges involved in constructing gauge

theories with a U(1)PQ with arbitrarily high quality).

Alternatively, one can construct QCD axion models where the axion mass is heavier

than its QCD value. The idea is to introduce new contributions to the axion potential

which are aligned to the QCD one, so that the axion mass gets larger without spoiling the

solution to the strong CP problem. A larger ma then relaxes the experimental constraints

on f , potentially allowing to satisfy eq. (3.5). There are several classes of models of this

type which differ from the way the alignment is achieved: mirror axion models with one

3Gravity is expected to break global symmetries at the non perturbative level via wormhole solutions

swallowing the PQ charge [72]. In this case the Wilson coefficient of the operators in eq. (3.3) can be very

suppressed for a large enough wormhole action: |λ∆| ∼ e−SEucl . The latter has been shown in ref. [73] to

be too small in the Einstein theory of gravity but large enough in theories where the Einstein theory is

suitably modified at Planckian distances.
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axion and two mirror QCD’s [4–8], models where the QCD running is modified at high

energies [9–14], and a more recent proposals [15] where the QCD group is embedded in

SU(3)N with N axions relaxing each one of the allowed θ-angles.

All the solutions of the strong CP problem mentioned above can easily achieve the

2–20GeV mass range, and result in an axion which generically couples to both gluons and

photons with a decay constant at the TeV scale or lower. These are a perfect benchmark for

the collider searches discussed here. For illustrative purposes we show in figure 1 the value

of f corresponding to a U(1)PQ broken by∆ = 6 operators generated atMGUT = 1015 GeV.

3.2 ALP-mediated dark matter

The second example of ALP with coupling and masses of interest for this study comes from

demanding it to be the mediator that couples the SM to fermion DM, singlet under the SM

gauge group. This possibility has particular interest for colliders because direct detection

constraints are totally irrelevant, see e.g. [81].

We write the ALP coupling to DM as in equation (3.1) and identify the DM as the

Dirac fermion (ψ, ψ̃†), so that mψ = g∗f/
√
2. The DM annihilation cross section into SM

particles, mediated by the ALP, is dominated by final state gluon pairs and reads

(σv)gg =
2

π

(c3 αs

4π

)2 g2∗
f2

, (3.6)

where αs is evaluated at the scale µ = 2mψ. The cross section for t-channel annihilation

into a pair of mediators is p-wave and reads [82]

(σvrel)aa =
v2rel
384π

g4∗
m2
ψ

, (3.7)

therefore it is negligible with respect to the annihilation into gluons for the parameter values

we are interested in, even for relativistic vrel. Requiring eq. (3.6) to match 4.8 × 10−26

cm3/sec, which is the value needed for heavy Dirac DM to reproduce the correct DM

abundance via thermal freeze-out [83], we find

mψ ≃ 4.6 TeV
c3
10

(g∗
3

)2
⇒ f ≃ 1.9 TeV

3

g∗
, (3.8)

where in the second equality we have assumed the scaling c3 ≃ 8π2/g2∗. This is the bench-

mark value we display in figure 1. It is interesting to note that indirect detection is still

far from probing thermal values of the annihilation cross section for DM in this mass range

(see e.g. [84–86]), thus adding further motivation to test this scenario with colliders.

Note that we have neglected the possible Sommerfeld enhancement from exchange of

the ALP in the initial state. The precise computation of this effect is still the object of

some debate, see e.g. [87] for a recent study with references, so that for simplicity we do

not include it here. Its inclusion would result in an O(1) change in the favoured value of

f , but would not affect our physics point that pseudoscalar mediated DM motivates ALP

searches at flavor factories.
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3.3 R-axion in supersymmetry

We finally notice that the simplified DM model presented above arises naturally in the-

ories of low-scale SUSY breaking. These predict that the lightest supersymmetric parti-

cle (LSP) is the Gravitino, whose mass m3/2 is generically too small to account for the

observed DM abundance. Indeed, using the power counting described in [19], one gets

m3/2 = F/(
√
3MPl) ≃ 11 meV · (g∗/3) · (f/4 TeV)2. While not reproducing the observed

value of DM, Gravitino masses in this ballpark are safe both from collider [88–90] and

cosmological [91] constraints.

In the absence of stable superpartners, the natural DM candidate in these SUSY

theories are particles belonging to the messenger or SUSY breaking sectors, see [92] for

a first study of this possibility. In this case, as first noted in [93] (see [94] for further

model building), the DM phenomenology may be dominated by its interactions with a

pseudoscalar that is naturally present in the theory, the R-axion.

This arises as the pNGB of the U(1)R symmetry, defined as the only abelian global

symmetry which does not commute with the SUSY generators. The spontaneous break-

ing of the U(1)R is intimately related to SUSY-breaking according to the general results

of [17, 95]. The R-axion couplings to gluons and photons are unavoidably generated by

loops of gauginos, whose Majorana masses are chiral under the U(1)R, and possibly by UV

messengers. Couplings to fermions and to the Higgs are less generic and can be suppressed

by suitable charge assignment (see [19] for more details). Under these circumstances, the

R-axion matches perfectly the Lagrangian in eq. (2.1).

For f = O(TeV), motivated here not only by DM but also by the naturalness of the

Fermi scale, i) its mass is expected to lie in the MeV range [96] or above [19, 95], thus

motivating searches at flavor factories, ii) superpartners can be taken outside the LHC

reach, thus making it potentially the first sign of SUSY at colliders [19].

4 Diphoton searches at LHCb

LHCb detects photons either as “unconverted”, i.e. they reach the electromagnetic

calorimeter (ECAL), or as “converted”, i.e. they convert to an e+e− pair upon interacting

with the detector material before reaching the ECAL. The public LHCb note [38] presents

the trigger and cut strategy that will be used to look for Bs → γγ, and classifies diphoton

events into two unconverted (0CV), one unconverted and one converted (1CV LL and DD,

corresponding to conversions occurring in the Vertex Locator region or after it) and two

converted (2CV) samples.

Searches for Bs → γγ benefit from requiring the γγ vertex to be displaced from the pp

interaction point, while the resonances we are interested in typically have a lifetime much

shorter than the Bs one. A displaced γγ vertex is however not imposed on the 0CV sample,

because the resolution on the directions of the photons does not allow for a precise enough

vertex reconstruction. Therefore this sample can be used to derive a bound on prompt

diphoton resonances.

Measured diphoton events that pass the cuts are reported in [38] for L = 80pb−1

of data, for each conversion category, in a diphoton invariant mass interval 4.9 GeV <
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mγγ < 6.3 GeV and in bins of 14.5MeV. No known QCD or SM resonance is expected

to give a signal within the LHCb reach, explaining why the event distributions in mγγ

are very smooth in all categories, so that they constitute an ideal avenue to look for BSM

resonances. Therefore, we place an upper limit on the signal cross section of a resonance a

decaying to diphotons as

Nsig(ma) < 2

√

Nbkg
mbin
γγ

14.5 MeV
, (4.1)

where

Nsig = ϵ× σfid × L, σfid = A× σ(pp → Xa(γγ)) , (4.2)

with A the geometrical acceptance of the signal in the LHCb detector and ϵ the total

efficiency of the cuts plus detector effects in a given diphoton category. We use

A = 0.15 , ϵ0CV = 0.142 , (4.3)

where the latter is given in [38] for the SM “signal” Bs → γγ, and we determine the former

by simulating the signal (see appendix D for details) and imposing 2 < η < 5 at truth level.

Coming to the right-hand side of eq. (4.1), Nbkg is the number of background events

in the 14.5 MeV bin reported in [38], which we take constant as the distribution in mγγ is

actually flat well within its statistical uncertainties.4 mbin
γγ is the size of the bin centered

on mγγ = ma that we expect to contain most of the signal from the resonance, which we

assume to be narrow. In practice we use

Nbkg = 8000× L

80 pb−1 , mbin
γγ = 4δmγγ , (4.4)

where δmγγ is the invariant mass resolution for the 0CV category which can be derived

from the energy resolution and the granularity of the LHCb ECAL (see appendix C). Fixing

for definiteness mbin
γγ /mγγ = 13%, we obtain

σ0CV
fid ! 106 pb ·

√
ma

5 GeV
·

√
80 pb−1

L
. (4.5)

The sensitivities that could be achieved by the current full dataset of ≃ 8 fb−1 and by the

High Luminosity phase of LHCb with ≃ 300 fb−1 of data can be easily obtained from the

above equation.5

We also extend the mass range of the search to 3 < mγγ/GeV < 20, where the

lower bound is chosen to make the computation of the signal strength reliable (see also

4While this holds for the 1CV and 2CV categories, the distribution in the 0CV category is flat up to

mγγ ≃ 5.7GeV, and then drops smoothly. A possible origin of this drop is the use of 2 × 2 ECAL cells to

measure the photon energy deposition at the first level of the software trigger (HLT1) [38]. In appendix B

we verified that imposing invariant mass cuts at HLT1 can cause a flat background at HLT1 to develop a

dropping shape at higher level, where the invariant mass is defined using 3 × 3 cells.
5Actually only ≃ 2 fb−1 have been recorded outside the Bs mass window, we neglect this drop in

luminosity for simplicity.
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appendix A) and the upper bound is chosen somehow arbitrarily at 20GeV, where the

reach of the current ATLAS/CMS inclusive diphoton dataset [1] is already stronger than

the projections of LHCb. For simplicity we take the signal acceptance and the efficiency to

be constant and equal to the ones in eq. (4.3). We discuss in appendix D the motivations

for this simplified assumption. Moreover we assume that the background is also constant

in the extended mass range and equal to the one in eq. (4.4). This simple procedure sets

a useful benchmark for the actual search, which is good enough for the purpose of this

paper. The resulting reach in the ALP parameter space is shown in figure 1.

We finally speculate about the limit and reach obtainable if the 1CV photon categories

could be used. To set an optimistic reach, we do not take into account the signal loss because

of the requirement of vertex displacement in present LHCb search. With this assumption,

we repeat the procedure described above, with constant background N1CV,DD
bkg = 1600

and N1CV,LL
bkg = 1300 and constant efficiencies ϵ1CV,DD = 1.35% and ϵ1CV,LL = 1.32% as

reported in ref. [38]. Concerning the mass resolution, we take the one of the 0CV category

divided by
√
2 to roughly account for the much better energy resolution of the converted

photon. With all these assumptions we combine in quadrature the exclusions from the LL

and DD single-converted categories and get

σ1CV
fid ! 283 pb ·

√
ma

5 GeV
·

√
80 pb−1

L
, (4.6)

which is almost a factor of 3 weaker than the 0CV bound. In more realistic conditions we

expect a sensible loss of signal from the requirement of displacement, although better back-

ground discrimination might be also achieved thanks to the converted photon. We do not

even study the 2CV photon category because it is plagued by a very small signal efficiency.

As a useful input for future more detailed studies, we collect here some considerations

about the LHCb reach outside the interval 4.9 GeV < mγγ < 6.3 GeV:

⋄ As far as the signal is concerned, we do not expect a significant drop in the efficiency

going at higher invariant masses. As detailed in appendix D at higher invariant masses

the diphoton final state will be less forward, reducing the geometric acceptance.

However, the decreasing boost of the produced particle is more than compensated

by the higher efficiency of the photon pT cuts. Practically, the ultimate high mass

reach of LHCb is not very relevant for the purposes of discovering new physics, since

above 10–20GeV it is likely to be superseded by the ATLAS/CMS diphoton searches

(see [1] for details).

⋄ The most stringent limitation for scanning masses above ∼12GeV at LHCb is the

current dynamic range of the ECAL. This range, which depends on the electronics

and not on the actual configuration of the detector, limits at the moment recon-

structing photons with ET above ∼10GeV (∼6GeV at the level of the first level of

the software trigger HLT1). Therefore, a potential increase in the dynamic range

of the ECAL after the LHCb Upgrade would be very benificial to increase LHCb’s

sensitivity to higher masses. For instance, modifying the electronics to increase the
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range to 15–20GeV would be enough to cover all the mass range for which ATLAS

and CMS have a poor sensitivity.

⋄ As already mentioned, the invariant mass distribution in the 0CV category from the

data in ref. [38] displays a drop for masses larger than approximately mγγ ≃ 5.7GeV.

In appendix B, we argue that such drop is a consequence of the use of 2 × 2 ECAL

cells to measure the photon energy deposition at HLT1. If our guess is correct there

should be another drop of the background at low invariant masses in a region not

showed by the plot of ref. [38].

⋄ Understanding the composition of the diphoton background given in ref. [38] would

require a detailed MC simulation, including detector effects, which is beyond the

scope of this paper. In appendix C we provide a simple kinematical argument which

shows that the background from boosted π0 faking photons is likely to dominate over

the one from real photons. A categorization of the data in different η regions would

help suppressing this background at small η. This could be used to maximize the

reach. A quantitative assessment of this is left for future studies.

⋄ The precise assessment of the 1CV limit and sensitivities would require a dedicated

search for promptly decaying resonances without the requirement of a displaced ver-

tex. In this case one could get an even better reach than the one presented here by

combining the 0CV and the 1CV category.

We hope that this work could provide enough motivation to explore further the open

issues described above and in general the possibility of performing bump hunts on the top

of the diphoton background at such low invariant masses.

5 Conclusions

The LHC has pushed the energy scale of many motivated SM extensions beyond the TeV

range. How to experimentally test NP models at and beyond those scales? A possibility is

to look for low energy remnants of such theories, like pseudo-Goldstone bosons (aka ALPs)

from an approximate global symmetry.

In section 3 we showed that ALPs with masses and decay constants of interest for

flavor factories arise as a solution to the strong CP problem (“heavy QCD axions”) and

in frameworks motivated by Dark Matter freeze-out and the Higgs hierarchy problem (e.g.

the SUSY R-axion as mediator of DM interactions). These scenarios share the prediction

of ALP couplings to gluons and photons, that are currently tested in a particularly poor

way for masses below O(10)GeV.

In section 4, we have used 80 pb−1 of public LHCb data to set a bound on diphoton

resonances of σ(pp → Xa(γγ)) ! 100 pb, and we have performed a first study to assess

future LHCb sensitivities. This bound is already the strongest existing one on the ALPs

discussed above, and shows that LHCb has a very promising potential to test unexplored

territory of well-motivated BSM extensions. Technical results that might be useful for

future LHCb studies are provided in appendices C and D. We have also recasted BABAR
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limits on Υ → γa(jj) on this model, and estimated the associated future capabilities of

Belle-II, finding they would be particularly relevant for masses below ≈ 3GeV. These

results are summarised in figure 1.

Our findings provide a strong motivation to pursue the phenomenological and exper-

imental program of testing this class of ALPs at LHCb and Belle-II, thus enriching the

physics case of both machines.
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A More on the signal

We compute the gluon fusion production cross section at N3LO using ggHiggs v4 [43–46]

and at LO using MadGraphLO. We compare the two predictions in figure 3 left, for different

choices of the pdf sets, and rescaling the ggHiggs cross section using that c3/f = 1/(
√
2 v)

with v ≃ 246GeV (anomaly coefficient coming from a top loop). The agreement between

these determinations goes from the 20% level at ma = 20GeV, down to a factor of 2 and

worse for ma ≤ 4GeV. We mention that at such low values the ggHiggs output should be

taken with extra care, as it also yields some negative LO and NLO cross sections. This

comparison underlines the need for a more precise determination of the production cross

section, especially for ALP masses below 5GeV or so. This task goes however beyond the

purpose of this paper. We use the ggHiggs prediction with the mstw2008nnlo pdf set for

all the LHC phenomenology in section 2.
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Figure 3. Left: production cross section of an ALP coupled to GG̃, as determined with Mad-
GraphLO and with ggHiggs at N3LO, for various choices of the pdf sets, fixing f = 1TeV and
c3 = 1. For ggHiggs we display the band enclosed by µf = µr = ma/2 and µf = µr = 2ma. Right:
ALP branching ratio into diphoton at LO, NLO and NNLO, and from MadGraphLO.

Coming now to the ALP branching ratios, we use the NNLO QCD correction to the

width of a pseudoscalar into gluons from [42]. In the notation of eq. (2.4), it reads Kgg =

1+α
(5)
s
π EA +

(α(5)
s
π

)2
EA

(
3
4 EA+

β1
β0

)
, where EA = 97

4 −
7
6Nf , β0 =

11
4 −

Nf

6 , β1 =
51
8 −

19
24Nf . In

figure 3 right we plot the resulting diphoton branching ratio together with its NLO and LO

value and with the one given by Madgraph. NNLO corrections to the diphoton branching

ratio reduce its LO value by a factor of ≃ 2, over the whole mass range we consider. We

use the NNLO expression for all the limits and sensitivities described in section 2.

B mγγ distribution of the 0CV category

In our analysis, we assume the background yield to be roughly constant with respect to

the diphoton invariant mass even outside the mass range reported in ref. [38]. This is

to provide an order-of-magnitude estimate of the background for the LHCb sensitivities

to ALPs. The flatness of the data is actually seen in the 1CV and 2CV categories of

figure 4(b–c) of ref. [38]. However, in the 0CV category (figure 4(a)), a kink is observed at

large invariant masses. In what follows, we argue that this is an artifact due to the trigger

level invariant mass cut.

In the invariant mass calculation at the trigger level of the 0CV category, two approxi-

mations are employed to speed up the calculation: 1) the photon energy is calculated from

the energy deposition in 2 × 2 ECAL cells, 2) the mass formula takes into account only

the leading order of the diphoton opening angle, mtrigger
γγ =

√
E(2×2)
γ1 E(2×2)

γ2 ∆θγ1γ2 . We

examined these two approximation and concluded that 1) could be the reason for the kink.

It is easy to show that the approximate mass formula is equivalent to the full mass

formula with O(0.01) accuracy. This comes from the fact that the diphoton events within

the LHCb fiducial volume have a small opening angle ∆θγ1γ2 = O(0.1), after the ET

trigger cuts are imposed. On the other hand one needs to use 3 × 3 cells to capture full

energy deposit of a photon, so the information based on 2 × 2 cells underestimates the

photon energy, which leads to the lower invariant mass, mtrigger
γγ < mfull

γγ . Because the first
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Figure 4. Left: ALP signal event with ma = mBs in diphoton invariant mass mfull
γγ (yel-

low) and trigger level diphoton invariant mass mtrigger
γγ (blue). Fraction of energy, E(2×2)

γ =
Efull

γ min[1,Pnormal(µ = 0.95,σ = 0.1)], is used for the calculation of trigger level invariant mass.
Right: SM diphoton event with a cut, 3.5 GeV < mtrigger

γγ < 6 GeV, in mfull
γγ (yellow) and in mtrigger

γγ

(blue). To demonstrate bin migration effect, the distribution in mtrigger
γγ is flat normalized.

invariant mass cut is made at the trigger level, 3.5 GeV < mtrigger
γγ < 6 GeV, bins with a

given mtrigger
γγ migrate to bins with mfull

γγ > mtrigger
γγ .This could explain why the reduction

of the yield appears above mfull
γγ ∼ 6GeV. This argument is confirmed by figure 1 bottom

of [38], that shows how the trigger level mass distribution of the Bs signal shifts to higher

values of off-line invariant mass.

We further validate the argument modelling the energy smearing of the LHCb ECAL.

For simplicity, we focus on the inner ECAL and approximate 2×2 cells as a circle of radius

4 cm. Because the Molière radius of a photon in the LHCb ECAL is 3.5cm,6 the energy

deposit inside the 2×2 cells is expected to be 95% of the total energy deposit on average.

In order to model a realistic environment we include a stochastic gaussian smearing from

the average value. We choose a standard deviation of 10%7 such that the shift of the signal

at ma = mBs reproduces figure 1 bottom of [38]. This result is shown in figure 4 left.

Then, we use the same prescription for the background-like events. The result is shown

in figure 4 right. The invariant mass distribution in terms of mtrigger
γγ is normalized to be

rectangular after the invariant mass cut. When the same dataset is plotted in terms of

mfull
γγ we can see that a kink is induced.

C Details on the LHCb calorimeter

The Electromagnetic Calorimeter (ECAL) of LHCb has three layers with different gran-

ularities and is placed vertically with respect to the beam axis at zEcal=12.52 m away

from the collision point. The ECAL square cells have side lengths of ∆xcell=4.04, 6.06cm,

12.12cm for inner, middle, and outer layer, respectively [97]. The photon reconstruction

6Inside the Molière radius, the energy deposit into the corresponding area is 90% of the total energy

on average.
7E(2×2)

γ = Efull
γ min[1,Pnormal(µ = 0.95,σ = 0.1)].
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algorithm uses patterns of 3× 3 cells in each layer. Therefore, the inner layer, where most

of the energy is expected to be deposited, has the best angular resolution.

Invariant mass resolution. The invariant mass can be written as

m2
γγ = 2Eγ1Eγ2(1− cos θγγ) , (C.1)

where Eγ1,2 are the energies of the two photons and θγγ is the angular separation between

them. Using the above formula, we can relate the invariant mass smearing to the photon

energy smearing and the ECAL granularity

δmγγ

mγγ
≃ 1

2

δm2
γγ

m2
γγ

=
1

2

(
δEγ1
Eγ1

⊕ δEγ2
Eγ2

⊕ sin θγγδθ

1− cos θγγ

)

≃ 1√
2

δEγ
Eγ

⊕ δθ

θγγ
= 6.4%

√
GeV

Eγ
⊕ 0.6%⊕ 0.3%

Eγ
mγγ

. (C.2)

In the second line we assumed for simplicity Eγ1 ≃ Eγ2 ≃ Eγ and approximated our result

at the first order in θ ≪ 1. To obtain the second expression in the second line, we used

the LHCb ECAL energy resolution δE/E ≃ 9%
√
GeV/E ⊕ 0.8% reported in ref. [98] and

the granularity of the inner layer of the ECAL δθ = ∆xcell/zEcal ≃ 0.003. Moreover, we

have approximated θγγ ≃ mγγ/Eγ to get an expression of the typical energy smearing as

a function of the typical photon energy. In computing the invariant mass resolution in the

text, we take Eγ = 50GeV. We believe this is a realistic benchmark value for this analysis

because Eγ = ETγ cosh η and the LHCb analysis in ref. [38] imposes ETγ > 3.5GeV and

ETγ1 + ETγ2 > 8GeV on 2× 2 cell clusters.

Background from π0 faking single photon. One of the advantages to study low

mass diphoton resonances at LHCb is that low energy fake photons from QCD can be

distinguished from real photon candidates. Here we focus on fake photons from π0 decays

whose collimated diphoton decay can mimick a single photon candidate.

Photon pairs from π0 decay have angular separation θπ
0

γγ ≃ mπ0/Eγ ≃ 2mπ0/Eπ0 . The

corresponding separation on a given ECAL layer is then

∆rπ
0

γγ ≃ zEcalθ
π0

γγ ≃ 2zEcalmπ0

Eπ0
. (C.3)

If the π0 is very energetic, the diphoton separation∆rπ
0

γγ is smaller than a single cell size and

the object is mostly misidentified as a single photon candidate of energy Eπ0 . Viceversa,

when a pion is less energetic and the diphoton separation is large, ∆rπ
0

γγ > O(2)∆xcell, two

photon clusters are separately formed and a pion is resolved. In a regime where 1.8∆xcell >

∆rπ
0

γγ " 0.5xcell, the shower shape information makes a single energy cluster identified as

a π0, which is called merged π0 [99]. The identification efficiency using both resolved and

merged π0 is O(50%) for pTπ0 ! 10GeV (figure 21 left of ref. [99]). As shown in figure 5,

the final energy thresholds vary depending on the ECAL layer. For example, in the inner

ECAL diphotons with Eπ0 < 28GeV corresponding to a large separation of ∆rπ
0

γγ > 3∆xcell
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Figure 5. Separation of photon pairs from π0 decay as a function of the pion total energy Eπ0 .
If this photon pair is misidentified as a single (fake) photon, Eπ0 is the energy of the fake photon.
Cases of inner, middle, and outer layers are plotted in blue, red and magenta respectively.

can be reconstructed as resolved π0s, while the ones with 46 GeV < Eπ0 ! 160GeV could

be seen as merged π0s.

The planned LHCb Bs → γγ analysis uses a photon energy threshold of ETγ >3.5GeV

which corresponds to Eγ = 13 (260)GeV at η =2 (5). Comparing with the threshold

determined above for the pions to be detected as fake photons, one learns that i) the

background to the current search contains a non-negligible amount of fake photons; ii) a

categorization in η of the data could help in reducing photon fakes.

D Signal acceptance and efficiency

In this appendix we discuss the strategy that we adopted to estimate the acceptance and

efficiency of the signal. As mentioned in the main text, we eventually consider a constant

value for the product of acceptance times efficiency on the mass range of interest for

this paper. As reference value, we have chosen the one at the invariant mass of 5GeV,

corresponding to the Bs signal considered in the LHCb note [38].

In order to estimate the acceptance and efficiency of the signal at LHCb, we implement

the axion model in FeynRules [49], we generate events with MadgraphLO v2 6 [47, 48] and

shower them with Pythia 8.1 [100, 101], matching up to 1 extra jets [102]. We then perform

a simple analysis of the resulting samples using MadAnalysis5 [103]. Note that the signal

events which are inside the acceptance of LHCb contain topologies where the axion has

acquired a significant longitudinal boost, without the need of extra hard radiation. As

a consequence the signal efficiency is essentially not changed by including extra jets (the

minimal ET cuts of the LHCb selection can be satisfied with just a small transverse boost).

This has to be contrasted with the low invariant mass searches at ATLAS/CMS where the

recoil of the resonance against the extra jet increases the signal efficiency of the pT cuts

significantly, as it was shown in ref. [1].
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ma[GeV] 5 7 9 11 13 15

A 0.15 0.15 0.14 0.13 0.12 0.12

ϵ 0.26 0.36 0.46 0.64 0.72 0.81

Table 1. Acceptance (D.1) and efficiency (D.2) for the axion signal in the LHCb anaysis, for
different mass values.

In table 1 we report the acceptance and the efficiency that we find in the mass range

5–15GeV by following the selection cuts of ref. [38], that is

A : 2 < η(γ) < 5 (D.1)

ϵ :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ET (γ) > 3.5 GeV,

Eγ1
T + Eγ2

T > 8 GeV

pT (γ1γ2) > 2 GeV

(D.2)

We first observe that the value we find for the product A× ϵ, though in the same ballpark

than the number reported by the LHCb note (see eq. (4.3)), differs by around a factor of 2

on the case of ma = 5GeV. In order to check wheter the discrepancy could be caused by

detector effects, we also processed the same samples using Delphes as fast LHCb detector

simulator, but we did not find a substantial improvement in the agreement.

However, besides the discrepancy on the benchmark of 5GeV, our simple analysis

provides indications on what could be the expected product of A × ϵ for the selection

cuts (D.2) for different mass values. As one can observe from table 1, increasing the mass

of the axion the acceptance generically decreases. This is due to the fact that a heavier

resonance will more likely be produced with less boost on the longitudinal axis, and hence

the resulting photons will be less into the forward region which is covered by the LHCb

detector. On the other hand, for larger values of the axion mass the outgoing photons will

be more energetic and will more likely pass the energy and pT cuts, hence resulting in an

increase in the signal efficiency. The combination of these two effects result in a product of

acceptance times efficiency which actually slightly grows along the mass interval 5–15GeV,

but does not changes significantly. This justifies the simplified choice that we have adopted

in the main part of the paper.
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We derive a new bound on diphoton resonances using inclusive diphoton cross section measurements at 
the LHC, in the so-far poorly constrained mass range between the ϒ and the SM Higgs. This bound sets 
the current best limit on axion-like particles that couple to gluons and photons, for masses between 10 
and 65 GeV. We also estimate indicative sensitivities of a dedicated diphoton LHC search in the same 
mass region, at 7, 8 and 14 TeV. As a byproduct of our analysis, we comment on the axion-like particle 
interpretation of the CMS excesses in low-mass dijet and diphoton searches.
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1. Introduction

Searches for two body decays of heavy resonances led to fun-
damental discoveries in the history of particle physics such as the 
J/ψ [1,2], the ϒ [3] and the Z boson [4]. An extensive program is 
currently looking for higher mass resonances at the LHC in various 
final states (see [5] for a complete list).

Despite the high background rates, advances in data-driven 
background estimates guarantee good sensitivities to discover/ex-
clude such peak signals. A marvelous proof of the high perfor-
mance of resonance searches at the LHC is the recent discovery 
of the Standard Model (SM) Higgs boson in the diphoton chan-
nel [6,7].

As a matter of fact, the current LHC search program is mostly 
tailored to probe new resonances of mass higher than roughly 
100 GeV. This is the result of a general theoretical bias towards 
heavy new physics (NP) and of the common belief that either pre-
vious collider experiments (UA1, UA2, LEP and Tevatron) and/or 
Higgs coupling fits (through the decay of the Higgs into two new 
particles) put constraints on lighter resonances that are stronger 
than the LHC capabilities. On the experimental side, going to low 
masses poses the challenge of looking for resonances with a mass 
below the sum of the cuts on the transverse momentum (pT ) of 
the decay products.

* Corresponding author.
E-mail address: filippo.sala@desy.de (F. Sala).
https://doi.org/10.1016/j.physletb.2018.06.039
0370-2693/© 2018 The Authors. Published by Elsevier B.V. This is an open access article
SCOAP3.
The aim of this letter is to go beyond these common beliefs and 
to motivate the LHC collaborations to look for resonances down 
to the smallest possible mass. We first derive a new bound (of 
10–100 pb) on the diphoton signal strength of a new resonance 
in the mass range between the ϒ and the SM Higgs. This new 
bound comes from inclusive diphoton cross section measurements 
at ATLAS [8,9] and CMS [10]. Assuming zero knowledge about the 
background, we simply impose that the NP events are less than 
the total measured events plus twice their uncertainty.

We show how this conservative procedure sets already the 
strongest existing constraint on axion-like particles (ALPs) with 
mass between 10 and 65 GeV. We finally estimate the indicative 
reaches on the diphoton signal strengths that could be attainable 
by proper searches at the LHC, up to its high luminosity (HL) 
phase, and interpret their impact on the ALP parameter space.

2. Axion-like particles in diphotons

When a U (1) global symmetry (which can be the subgroup of 
some larger global symmetry G) is spontaneously broken in the 
vacuum, then a massless Nambu–Goldstone boson (NGB) arises in 
the low energy spectrum. If the U (1) symmetry is only approxi-
mate, the NGB gets a mass ma and it becomes a pseudo-Nambu–
Goldstone boson (pNGB), often called axion-like particle (ALP). The 
mass ma of the pNGB is a technically natural parameter which de-
pends on the explicit breaking of the U (1) global symmetry, and 
is smaller than the associated NP scale MNP ∼ 4π fa , where fa is 
 under the CC BY license (http://creativecommons.org/licenses/by/4.0/). Funded by 
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the scale of spontaneous breaking. In particular ma can be smaller 
than the SM Higgs mass without any fine-tuning price.

The axial couplings of the pNGB to SM gauge bosons can be 
written as

Lint = a

4π fa

[
αsc3GG̃ + α2c2W W̃ + α1c1 B B̃

]
, (1)

where α1 = 5/3α′ is the GUT normalized U (1)Y coupling constant, 
a is the canonically normalized pNGB field, and the coefficients ci

encode the Adler–Bell–Jackiw (ABJ) anomalies of the global U (1)

with SU (3) and SU (2) × U (1)Y . Further couplings of the pNGB 
with the SM Higgs and/or with the SM fermions can be set to zero 
if these fields are not charged (or very weakly charged) under the 
global U (1).

As one can see from Eq. (1), the strength of the couplings of the 
pNGB is controlled by its decay constant fa . As we will show, the 
phenomenology of the pNGB becomes of interest for this study, 
and more in general for present colliders, for fa ∼ 0.1–10 TeV. De-
cay constants in this range are ubiquitous in popular theoretical 
frameworks addressing the naturalness of the EW scale, like low-
scale Supersymmetry (SUSY) and Compositeness.1 Note that gener-
ically we expect that other fields associated to the U (1) sponta-
neous breaking (e.g. the radial mode) should have a mass � 4π fa . 
Hence in the lower extreme of the range for fa other signatures 
associated to the BSM theory could be accessible at the LHC.

Supersymmetry (SUSY) and its breaking predict on general 
grounds the existence of an R-axion [20], pNGB of the U (1)R

symmetry, potentially accessible at the LHC if the SUSY scale is 
sufficiently low [21]. In this context the couplings to gauge bosons 
of Eq. (1) are realized naturally from ABJ anomalies between U (1)R

and the SM gauge group, while the couplings to SM fermions and 
Higgses can be set to zero with a well-defined R-charge assign-
ment (R H = 0 in the notation of [21]). In composite Higgs models, 
attempts of fermionic UV completions point to the need of non-
minimal cosets (see e.g. [22–24]), which in turn imply the exis-
tence of pNGBs lighter than the new confinement scale. See [25]
for recent work about these pNGBs, and [26] for a systematic clas-
sification of the cosets structures that give rise to pNGBs that cou-
ple to both gluons and EW gauge bosons.

A common feature of both SUSY and Composite Higgs mod-
els is that the QCD anomaly receives an irreducible contribution 
from loops of colored states, like gluinos and/or tops, which are 
generically chiral under the spontaneously broken U (1). As a con-
sequence one typically expects c3 �= 0, unless model dependent 
cancellations occur. In conclusion, fa ∼ 0.1–10 TeV and c3 �= 0 in a 
broad class of SUSY and Composite Higgs models, so that a is co-
piously produced in pp collisions at the LHC. For this reason we 
believe that our study applies to a wide range of theoretically mo-
tivated ALP models.

From a phenomenological point of view, ALPs of interest for 
this study have received much attention as mediators of simpli-
fied Dark Matter models (see for example the recent [27]). Finally, 
ALPs can exist if Strong Dynamics is present at some scale [28]. In 
such a case, having fa ∼ 0.1–10 TeV would be a phenomenological 
assumption not motivated by any naturalness consideration.

For ma � mh , the relevant two body decays of a are in dipho-
tons and dijets, with widths

1 String theory constructions could provide an extra motivation for ALPs. How-
ever, the expected values of fa in string models like [11–13] are order of mag-
nitudes too high for being phenomenologically interesting at colliders. Similarly, 
solutions of the strong CP problem based on a QCD axion [14–17] with a decay 
constant fa at the TeV scale are hard to conceive (see however [18,19]).
�gg = K g
α2

s c2
3

8π3

m3
a

f 2
a

, �γ γ = α2
emc2

γ

64π3

m3
a

f 2
a

, (2)

where cγ = c2 + 5c1/3, and where both αs and αem are computed 
at the mass of ma . We encode the higher-order QCD corrections 
in K g = 2.1 [29]. Unless c1,2 � 102c3, the width into gluons is the 
dominant one. The total width �tot is typically very narrow, for 
example for fa � 100 GeV and ci ∼ O (1) one obtains �tot/ma �
10−3.

For simplicity, we do not study the phenomenology associated 
to the Zγ decay channel, which is anyhow open only for ma > mZ , 
and phenomenologically more relevant than γ γ only for specific 
values of c1 and c2.

3. Current searches

A new resonance decaying in two jets or two photons is probed 
at colliders by looking at the related invariant mass distributions, 
possibly in addition with extra objects, either SM or BSM (see 
e.g. [30,31]) depending on the production mechanism. We sum-
marize and discuss here the most relevant searches for light reso-
nances at the LHC, and refer to the supplementary material for a 
more complete list and a discussion of the existing searches and 
of diphoton cross section measurements, at the LHC, Tevatron, LEP 
and Spp̄S.

� Dijet resonances down to 50 GeV have been recently looked 
for by CMS [32]. In order to overcome the trigger on the jet 
pT ’s, CMS has a strong cut on the total hadronic activity H T . 
Recoiling against the hard jet, the resonance is boosted and 
its decay products collimated. For this reason advanced jet 
substructure techniques were essential to reconstruct the di-
jet resonance inside a single “fat” jet [33,34].
The CMS low-mass dijet limits are given on the inclusive di-
jet signal strength of a qq̄-initiated resonance σ CMS

qq̄ . We recast 
them for a gluon initiated resonance as

σ our
gg = σ CMS

qq̄ · ε
qq̄
HT

ε
gg
HT

, (3)

where εqq̄
HT

and ε gg
HT

are the efficiencies of the cut in hadronic 
activity HT > 650 GeV.2 These are estimated from simula-
tions3 of a gg and a qq̄ initiated scalar signals (including 
matching up to 2 jets and detector simulation). We take the 
efficiency ratio in Eq. (3) to be constant and equal to 0.08, 
which is the value that we find at ma = 80 GeV. Accounting 
for the ma dependence introduces variations up to 20% within 
the mass range 50–125 GeV. The fact that the efficiency ratio 
is roughly constant in ma can be understood observing that √

ŝ is always dominated by the cut of H T > 650 GeV, which is 
much larger than any of the values of ma of our interest.

� Existing diphoton searches are inclusive and extend to a lower 
invariant mass of 65 GeV [43–46], where the two photons sat-
isfy standard isolation and identification requirements.
The ATLAS diphoton search at 8 TeV [43] is the one extending 
down to 65 GeV. The bound is given in term of the dipho-
ton “fiducial” cross-section σ fid = σ th · εS/C X . C X is a model 
independent number that we take from [43] and encodes the 

2 We thank Phil Harris for private communications on [32].
3 Throughout this paper we use FeynRules 2.0 [35], MadGraph 5 v2 LO [36,37]

with the default pdf set, Pythia 8.1 [38,39], DELPHES 3 [40] and MadAnalysis 5 [41]. 
The MLM matching [42] is performed to include matrix element correction to ISRs.
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Table 1
Signal efficiencies for the 7 TeV and 8 TeV cross-section measurements at the LHC [8–10] and at the Tevatron [8,9] for a resonance produced in gluon fusion.

ma in GeV 10 20 30 40 50 60 70 80 90 100 110 120

εS for σ7 TeV ATLAS [8] 0 0.008 0.022 0.040 0.137 0.293 0.409 0.465 0.486 0.533 0.619 0.637
εS for σ7 TeV CMS [10] 0 0.002 0.010 0.020 0.030 0.058 0.156 0.319 0.424 0.499 0.532 0.570
εS for σ8 TeV ATLAS [9] 0 0.0007 0.008 0.014 0.024 0.037 0.071 0.233 0.347 0.419 0.452 0.484
εS for σ2 TeV CDF [48,49] 0.001 0.007 0.026 0.143 0.212 0.241 0.276 0.275 0.283 0.3 0.319 0.327
εS for σ2 TeV D0 [50] 0 0.002 0.008 0.018 0.114 0.169 0.208 0.21 0.217 0.234 0.244 0.252
detector acceptance once the kinematical cuts are already im-
posed (C X � 0.6 in the mass range of our interest).4 To extract 
the efficiency εS we simulated the signal for the ALP model in 
Eq. (1) accounting for all the cuts of [43].
The CMS searches at 8 and 13 TeV [44,46] provide the bound 
on the theoretical signal strength for a resonance with the 
same couplings of the SM Higgs but lighter mass. Since gluon 
fusion is the dominant production mechanism for a SM Higgs 
in the low mass range [47], we take the CMS result as a bound 
on the theoretical diphoton signal strength of our ALP.

4. New bound and LHC sensitivities from γ γ cross-section 
measurements

Here we extract a new bound on diphoton resonances from in-
clusive diphoton measurements at the LHC and at Tevatron, and 
we present the projected LHC sensitivities.

New bound from measurements The papers [8–10,49] provide ta-
bles of the measured differential diphoton cross sections per in-
variant mass bin, dσγγ /dmγ γ , together with their relative sta-
tistical (
stat) and systematical (
sys) uncertainties. We derive a 
conservative bound on the theoretical signal strength σ th

γ γ of a 
diphoton resonance by imposing

σ th
γ γ (ma) �

[
mBin

γ γ · dσγγ

dmγ γ
(1 + 2
tot)

]
· 1

εS(ma)
, (4)

where 
tot =
√


2
sys + 
2

stat, mBin
γ γ is the size of the bin contain-

ing ma , and εS is the signal efficiency accounting for the kinemat-
ical and the isolation cuts of the photons.

At a given center of mass energy s, we derive εS as

εS(ma) = σ MCcuts
γ γ (ma, s)

Cs σ
LO
γ γ (ma, s)

. (5)

σ LO
γ γ (ma, s) is the LO gluon fusion cross section, derived using the 

gluon pdf from [51], multiplied by the LO branching ratio into 
γ γ computed from Eq. (1). We also compute a total “simulated” 
diphoton signal strength σ MCtot

γ γ , which includes matching up to 2 
jets, by a Monte Carlo (MC) simulation of the signal for the ALP 
model in Eq. (1). We find that σ LO

γ γ reproduces up to a constant 
factor Cs the shape of σ MCtot

γ γ for mγ γ � 60 GeV (i.e. sufficiently 
far from the sum of the minimal detector pT cuts on the pho-
tons). A constant factor Cs ≡ σ MCtot

γ γ (s)/σ LO
γ γ (s) is hence included in 

Eq. (5) and we obtain C7 TeV � C8 TeV � 0.85 while C2 TeV � 1 at 
the Tevatron center of mass energy. The signal strength after cuts 
σ MCcuts

γ γ is obtained by the MC simulations imposing on the events 
samples the relevant cuts for each of the experimental search.

To validate our procedure with a measured quantity, we simu-
late the SM diphoton background and verify that it reproduces well 
the experimental diphoton cross section measurements of [8,9]. 

4 We thank Liron Barak for private communications on [43].
Fig. 1. Bounds (shaded) and expected sensitivities (lines) on the diphoton signal 
strength of a resonance produced in gluon fusion, at 8 TeV. More details in the text.

We refer the reader to the supplementary material for more de-
tails on our derivation of εS(ma), including validations. We list in 
Table 1 the efficiencies as a function of ma for the various cross 
section measurements.

We stress that, for very light mass values, a NP resonance can 
pass the cuts on the photon pT ’s by recoiling against a jet, which is 
not vetoed since the cross section measurements are inclusive. This 
is reflected in the efficiencies of the signal which are non vanishing 
(thought small) also in the region of very low resonance mass.

Our final results are shown in Fig. 1, where the conserva-
tive bound extracted from 8 TeV ATLAS data [9] using Eq. (4) is 
compared against the existing 8 TeV searches at ATLAS [43] and 
CMS [44].

Sensitivities from measurements An expected sensitivity σ sens
γ γ can 

be derived by assuming the measured cross section to be domi-
nated by the SM diphoton background, and requiring the signal to 
be within the 2
tot variation of the background:

σ sens
γ γ (ma) =

[
mBin

γ γ · dσγγ

dmγ γ
· 2
tot

]
· 1

εS(ma)
. (6)

The sensitivities we present in Fig. 1 as thick continuous and 
dashed lines correspond to two different choices of mBin

γ γ , and both 
correspond to 8 TeV data with integrated luminosity 20.2 fb−1 [9].

The most conservative sensitivity between the two corresponds 
to the binning given directly in the ATLAS 8 TeV cross section mea-
surement [9], where the mass bins have a size of 30 to 10 GeV in 
the region of our interest. A better sensitivity is obtained by re-
ducing the bin size mBin

γ γ down to the invariant mass resolution 
obtained from the ATLAS and CMS ECAL energy resolution on a 
single photon, that we extract from [52] and [40], and which leads 
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to mass bins of size � 3 GeV for values of ma below the sum of the 
minimal pT cuts of the photons (see the supplementary material 
for more details). Since the signal is narrow, the number of signal 
events in the bin is not affected. The number of background Nbkg
events is instead reduced and the sensitivity increased assuming 
that the errors scale as 

√
Nbkg.5 This scaling holds for statistical

errors and we assume the same scaling for systematical ones. The 
assumption is motivated by the scaling of some of the systemat-
ics (e.g. those associated to poor statistics in control regions) and 
by the fact that the CMS cross section measurements [10] do not 
separate statistical from systematical uncertainties.

Sensitivities adding MC input, up to 14 TeV Now we discuss how 
to rescale the sensitivities from lower energies 

√
slow to higher 

energies 
√

shigh. To rescale the diphoton background we first ob-
tain, from MC simulations, σ MC

low and σ MC
high. These are the SM 

diphoton cross sections at 
√

slow and 
√

shigh after the cuts of the 
cross section measurements at 

√
slow are imposed. We then take 

σ
bkg
γ γ ,high = σ

bkg
γ γ ,lowσ MC

high/σ MC
low, where σ bkg

γ γ ,low is extracted from the 
experimental measurements. The total relative uncertainties for the 
background are rescaled as the squared root of the total number 
of events so that 
high = √

Llow/Lhigh

√
σ MC

low/σ MC
high 
low. Finally we 

also account for the different efficiencies for the signal going from √
slow to 

√
shigh. All in all, starting from Eq. (6) we get

σ sens
γ γ ,high(ma) =

√√√√ Llow

Lhigh
· σ MC

high

σ MC
low

· εlow
S

ε
high
S

· σ sens
γ γ ,low(ma) . (7)

We show it in Fig. 1 for the extrapolation of the ATLAS reach 
from 

√
slow = 7 TeV and 4.9 fb−1 of data to 

√
shigh = 8 TeV and 

20.2 fb−1 of data (thus with the cuts of the ATLAS7 measure-
ment [8]). The overlap (in the region where the difference in the 
cuts matters less) between the 8 TeV sensitivities and the rescaled 
ones from 7 TeV is a nice consistency check of our procedure. We 
find an analogous agreement between the two 14 TeV sensitivities 
derived from 7 and 8 TeV data, as shown in the supplementary 
material.

5. Discussion

Our sensitivities assume the uncertainties from MC modeling to 
be subdominant with respect to the ones associated to the mea-
surement. However, this might not be the case in the entire mass 
range (see e.g. [8–10]) and a better control on the MC model-
ing might be necessary. The current MC uncertainty can be read 
off e.g. [9], and can be as large as 40% for mγ γ below the mini-
mal pT cuts of the photons (see also [53] for a discussion of the 
challenges of background modeling in the context of high mass 
diphoton resonances). While the relatively good agreement of the 
MC modeling with the observed data would in principle make a 
discovery possible for large enough signal cross sections, the large 
MC uncertainties are a limiting factor to the discovery potential of 
a resonance search below the minimal pT cuts for the photons.

On the theory side this motivates an improvement in the dipho-
ton MC’s, while on the analysis side it pushes to extend the data-
driven estimates of the background to lower mγ γ , reducing further 

5 The CMS sensitivities using different binning in Fig. 1 are very close in the 
75–100 GeV range. This is because in this mass range CMS reports its measure-
ment in 5 GeV bins, comparable to the ECAL mass resolution of ∼ 2.5 GeV, while 
in other mass ranges (and in the ATLAS measurements) the bin sizes vary between 
10 and 40 GeV.
the associated uncertainties and thus improving the limits. Data-
driven estimates of the SM background were indeed used in the 
ATLAS 8 TeV analysis [43], and we believe their effectiveness is 
at the origin of the discrepancy between our 8 TeV sensitivities 
and the actual ATLAS limits. As shown in Fig. (1) the discrepancy 
amounts to a factor of ∼ 5.6

The experimental challenge of going to lower invariant masses 
is ultimately related to lowering the minimal cuts pmin

T 1,2 on the two 
photon pT ’s and/or relax the photon isolation requirement 
R �
0.4, where 
R ≡ √


φ2 + 
η2 is the photon separation. Indeed by 
simple kinematics we get the strict lower bound on mγ γ

mγ γ > 
R ·
√

pmin
T 1 pmin

T 2 , (8)

where we used m2
γ γ = 2pT 1 pT 2(cosh 
η − cos
φ) that for small 


φ and 
η is m2
γ γ � 
R2 · pT 1 pT 2. This absolute lower bound on 

mγ γ explains why in Fig. 1 the 8 TeV reach derived from ATLAS7, 
which has the lowest pmin

T 1,2, can reach lower mγ γ than the ones 
derived from ATLAS8 measurements.

From Eq. (8) we conclude that in order to extend the diphoton 
resonant searches to lower invariant masses one would have to 
lower either pmin

T 1,2 or 
R . Both these possibilities deserve further 
experimental study.

A first possible strategy would be to require a hard ISR jet in 
the diphoton analysis, along the way of what was done in the re-
cent CMS search for low-mass dijet resonances [32]. The hard jet 
requirement would raise the pT of the resonance recoiling against 
it, collimating the two photons and hence posing the challenge of 
going to smaller 
R . In this kinematical regime, the two photons 
would look like a single photon-jet [54,55] and it would be inter-
esting to study if substructure techniques similar to those used in 
[32] for dijet resonances can be applied to such an object.

A second strategy would be to lower the photon pmin
T 1,2. This, 

however, poses well-known problems with the SM background, 
like the larger backgrounds from QCD processes (see e.g. [56]) 
and the challenge of recording, storing, and processing so many 
events.7 One might handle the high data-rate and long-term stor-
age challenge with the data scouting/Trigger-object Level Analysis 
methods [57–61] where, rather than storing the full detector data 
for a given event, one stores only a necessary subset. Alternatively, 
one could accommodate lower trigger thresholds by recording full 
events for only a fixed fraction of the data [61,62], with prescaled
triggers, and/or setting aside these data for processing and analysis 
later [57,63] (data parking/delayed stream). Such techniques have 
already been used in searches for dijet signals [58–60,63], where 
one is similarly interested in localized deviations from smooth, 
data-driven background estimates.

The quantitative comparison of the reach of these different pos-
sibilities for low-mass diphoton resonances goes beyond the scope 
of this paper, but we do encourage the ATLAS and CMS collabora-
tions to take steps in these directions.

6. Impact on ALP parameter space

To determine the diphoton signal strength σ th
γ γ that enters the 

bound in Eq. (4) and that should be compared with the sensitivi-
ties in Eqs. (6) and (7), we multiply the tree level pp cross section 
by a constant K -factor Kσ = 3.7 (see the supplementary material 
for more details) and we use the widths of Eq. (2).

6 We checked further differences between Ref. [43] and the procedure used here, 
such as a finer categorisation of the diphoton final states as in [6], and a fully un-
binned analysis. We find that they can affect the sensitivity at most by 20–40%.

7 We thank Antonio Boveia and Caterina Doglioni for many clarifications on these 
matters.
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Fig. 2. Shaded: constraints on the ALP parameter space from existing collider 
searches at LEP [64] and the LHC [32,43,44,46] (see text for our rescaling of the 
CMS dijet bound [32]), and from the bound derived in this work using the data 
in [8–10]. Lines: our LHC sensitivities at 8 and 14 TeV.

In Fig. 2 we show how the different searches at the LHC, at 
Tevatron and at LEP constrain the ALP decay constant fa for a given 
value of the ALP mass ma . We fix for reference the anomalies to 
their GUT inspired value c1 = c2 = c3 = 10. On the right y-axes, 
we write the pNGB coupling to photons in a notation inspired by 
the QCD axion, as gaγ γ = αem

π fa

cγ

c3
.

Our conservative bound extracted from Eq. (4) by combin-
ing 8 TeV and 7 TeV LHC data together with Tevatron data sets 
the strongest existing limit on ALPs between 10 and 50 GeV: 
fa � 500 GeV, corresponding to gaγ γ � 10−5 GeV. This is a ma-
jor improvement with respect to the strongest existing bound in 
that range, which comes from measurements of Z → γ a( j j) at 
LEP I [64] giving BR(Z → γ + j j) < 1 − 5 · 10−4. We checked that 
the other LEP limits in [65–67] are not relevant for our choice of 
the anomalies. The limit from the boosted dijet search of CMS [32]
is the strongest one between 50 and 65 GeV, while above 65 GeV 
the ATLAS [43] and CMS [46] diphoton searches take over.

The LHC has the potential to probe values of fa much larger 
than 1 TeV, as shown by the sensitivities lines in Fig. 2. The solid 
line is obtained from Eq. (6) combining both 8 TeV and 7 TeV data 
with the finer possible binning. The dashed and dotted lines are 
the projected sensitivities respectively at LHC14 and HL-LHC, from 
8 TeV and 7 TeV data, based on Eq. (7). Notice that the HL-LHC pro-
jection is stronger than the future ILC [68] and FCC-ee [69] reaches. 
The latter is expected to probe BR(Z → γ + j j) � 1–5 ·10−7, which 
correspond to fa ∼ 1–3 TeV if O(1012) Z’s will be produced.

The relative importance of low-mass diphoton bounds and sen-
sitivities with respect to the other existing searches is robust with 
respect to choosing different values of the anomalies c1,2,3, as long 
as c3 �= 0. For c1,2 � 4c3, our conservative low-mass diphoton limit 
even overcomes the dijet exclusions between 50 and 65 GeV, while 
still doing largely better than LEP.

Other processes that could be relevant for an ALP with cou-
plings as in Eq. (1) and mass above 10 GeV, like Z → 3γ at LEP 
(see e.g. [56,70] for recent studies of this and other signatures), set 
limits that are too weak to even appear on the parameter space 
presented in Fig. 2. Analogously, the sensitivity of ALP searches in 
heavy ion collisions estimated in [71] is sizeably weaker than our 
conservative bounds. The obvious reason is the generic suppres-
sion of the photon width compared to the gluon one by (αem/αs)
2. 

If Higgs decays to ALP pairs were allowed by the UV charge as-
signments, then the related constraints [72–74] would apply. Their 
relative importance would be model dependent but in any case 
they would typically not probe fa values beyond a TeV, see [21]
for more details.

As an exercise to conclude this section, we comment on the 
ALP interpretation of the excesses recently reported (both at 2.9σ

local) by CMS in diphoton [46] and dijet [32] searches, at invariant 
masses of 95 and 115 GeV respectively. The ALP parameters that 
would fit each of them are

fa

cγ
� 470 GeV

√
50 fb

σ
sign
γ γ

, c3 � 2 · cγ , (9)

for the 95 GeV γ γ excess, and

fa

c3
� 310 GeV

√
300 pb

σ
sign
gg

, cγ � 0.8 · c3 , (10)

for the 115 GeV j j one. σ sign
γ γ ,gg are the theoretical signal cross sec-

tions of the excesses, whose normalization is chosen as follows. 
For the 95 GeV γ γ excess we use the expected sensitivity at that 
mass as reported in Ref. [46], for the 115 GeV j j we use the anal-
ogous sensitivity reported in [32] for a Z ′ , and rescale it to an ALP 
produced in gluon fusion using Eq. (3). Dijet bounds [32] on the 
95 GeV γ γ excess [46], and diphoton bounds [43] on the 115 GeV 
j j excess [32], give the second inequalities in Eqs. (9) and (10) re-
spectively.

Eqs. (9) and (10) allow to conclude that either of the two ex-
cesses, if coming from an ALP, could be interpreted in terms of 
reasonable values of fa and of the ABJ anomalies. Such an ALP 
could be the first sign of a NP scale not too far from a TeV, still al-
lowing the rest of the new states to be at MNP ∼ 4π fa and hence 
out of the current LHC reach.

7. Conclusions

Theoretical frameworks such as Supersymmetry and Compos-
iteness predict, on general grounds, the existence of pNGBs (ALPs) 
with couplings of relevance for colliders. Similar ALPs have also 
received much attention as mediators of Dark Matter interactions 
with the SM. The current experimental searches for these particles, 
however, still contain holes. In particular huge (> 104 pb) gluon fu-
sion cross sections at the LHC, for ALP masses below 65 GeV, are 
allowed by all existing constraints.

In this paper, we used public data from inclusive diphoton cross 
section measurements at the LHC [8–10] to put a new bound on 
diphoton resonances between 10 and 65 GeV. We showed how this 
bound sets the by-far strongest existing constraint on the param-
eter space of ALPs that couple to both gluon and EW boson field 
strengths, see Fig. 2. We have also derived indicative sensitivities 
that would be achievable by a proper LHC analysis, both with al-
ready existing 8 TeV data and at higher energies.

We hope that this work will motivate the LHC collaborations 
to extend the mass range of their diphoton resonant searches to 
lower values. Similar ideas could in principle be applied to probe 
light resonances decaying into other final states than diphotons. 
A great example is the current CMS search of boosted dijet reso-
nances [32]. Going to lower invariant masses in dijet—and perhaps 
in other—final states would certainly deserve further experimental 
effort.
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We study the effective theory of a generic class of hidden sectors where supersymmetry is broken
together with an approximate R-symmetry at low energy. The light spectrum contains the gravitino and the
pseudo-Nambu-Goldstone boson of the R-symmetry, the R-axion. We derive new model-independent
constraints on the R-axion decay constant for R-axion masses ranging from GeV to TeV, which are of
relevance for hadron colliders, lepton colliders, and B factories. The current bounds allow for the exciting
possibility that the first sign of supersymmetry will be the R-axion. We point out its most distinctive signals,
providing a new experimental handle on the properties of the hidden sector and a solid motivation for
searches of axionlike particles.

DOI: 10.1103/PhysRevLett.119.141804

In this Letter we argue that there are generic signs of
supersymmetry (SUSY) to be looked for at colliders that
have not yet been satisfactorily explored: those associated
with the R-axion, the pseudo-Nambu-Goldstone boson
(PNGB) of a spontaneously broken R-symmetry.
Although it is well known that supersymmetry must be

broken in a “hidden sector,” its dynamics is left unspecified
in the vast majority of phenomenological studies, which
instead focus on the “visible sector,” e.g., the minimal
supersymmetric standard model (MSSM). Here we point
out that in an extensive class of models the hidden sector
leaves its footprints in observables accessible to the current
experimental program. In particular, we perform a thorough
phenomenological study of the R-axion at high- and low-
energy hadron and lepton colliders.
The N ¼ 1 SUSY algebra contains a single Uð1ÞR

(“R-symmetry”) under which supercharges transform,
½R;Qα� ¼ −Qα, such that components of a given super-
multiplet have R charges r differing by one unit (e.g., gauge
fields carry no R charge while gauginos have rλ ¼ 1).
R-symmetry plays a crucial role in models of low-energy
dynamical SUSY breaking. According to the general result
of Nelson and Seiberg, an R-symmetry must exist in any
generic, calculable model which breaks SUSY with F

terms, and if the R-symmetry is spontaneously broken then
SUSY is also broken [1]. Spontaneous R-symmetry break-
ing often occurs also in incalculable models like in [2,3].
If the SUSY-breaking vacuum is metastable, like in
Intriligator-Seiberg-Shih (ISS) constructions [4], then an
analogue of the Nelson-Seiberg result holds for an approxi-
mate R-symmetry [5]. When Uð1ÞR is explicitly broken by
a suitable deformation of the hidden sector, the R-axion
gets a mass in addition to the irreducible contribution from
supergravity [6] but can remain naturally lighter than the
other hidden-sector resonances.
In light of the above observations, and contrary to what

previously explored in the literature, we treat the R-axion
mass ma as a free parameter, together with its decay
constant fa. Our analysis shows that such a particle could
well be the first sign of SUSY to show up in experiments.
We also derive model-independent bounds on the scale of
spontaneous R-symmetry breaking, opening a new obser-
vational window on the properties of the SUSY-breaking
hidden sector.
Setup.—We parametrize with m� the SUSY mass gap

of the hidden sector and with g� the coupling strength
between hidden-sector states at m�. The generic size of the
SUSY-breaking vacuum expectation value (VEV) is then
F ∼m2�=g�, an outcome of naive dimensional analysis
(NDA) with a single scale and coupling [7,8]. The R-axion
decay constant is fa ∼m�=g�, while the R-axion mass
should satisfy ma ≪ m� in order for the R-symmetry axion
to be a PNGB.
As a generic consequence of spontaneous SUSY break-

ing, a light gravitino is also present in the low-energy
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spectrum. In the rigid limit (i.e., MPl → ∞) the transverse
degrees of freedom of the gravitino decouple, leaving a
massless Goldstino in the spectrum. The effective action of
the Goldstino and the R-axion can be written using the
nonlinear superfield formalism of [9] and reads

Lhid ¼
Z

d4θ

�
X†X þ f2a

2
R†R

�

þ
Z

d2θðFX þ wRR2Þ þ c:c:

⊃ −F2þ iḠσ̄μ∂μGþ f2a
2
ð∂μaÞ2

−
wR

F2
ðiG2e−2ia□aþ c:c:Þ; ð1Þ

where X and R ¼ eiA carry R charge 2 and 1, respectively
(the R charge of a supermultiplet is identified with that of
its bottom component) and satisfy the nonlinear constraints
X2 ¼ 0 and XðR†R − 1Þ ¼ 0. The above constraints, in
combination with (1), give X ¼ G2=2F2 þ ffiffiffi

2
p

Gθ − Fθ2,
A ¼ aþOðaGÞ; see the Supplemental Material for more
details [10].
Since the R charge of R is 1, its effective action differs

from the one of a SUSYaxion in that a superpotential term
is allowed. This is controlled by the dimension-three
parameter wR, which is related to the VEV of the super-
potential and satisfies the inequality wR < faF=2

ffiffiffi
2

p
, under

the assumption of no extra light degrees of freedom other
than the R-axion and the Goldstino [11,12]. The super-
potential term induces cubic interactions between the
R-axion and two Goldstini, proportional to m2

a, that lead
to an invisible decay channel for the R-axion. The corre-
sponding decay rate of the R-axion into two Goldstini is

Γða → GGÞ ¼ 1

4π

�
m5

aw2
R

f2aF4

�
<

1

32π

m5
a

F2
ð2Þ

and it is bounded from above as a consequence of the upper
bound on wR, saturated only in free theories. Our power
counting gives wR ∼ Ffa, making the width within anOð1Þ
factor of the upper limit in Eq. (2). For ordinary axions, wR
would instead break explicitly the associated global sym-
metry, resulting in a suppression of the decay width into
Goldstini by extra powers of m2

a=m2�. Hence, a sizable
invisible decay width is a distinctive feature of the R-axion
compared to other axionlike particles.
The R-axion mass is generated by sources of explicit

R-symmetry breaking and can be parametrized as

m2
a ∼

ϵRF
f2a

r2ϵ ≪ m2� from LR ¼
Z

d2θ
1

2
ϵRXR

−rϵ ; ð3Þ

where rϵ is the R charge of the explicit-breaking spurion ϵR,
with ϵR=F ≪ 1 technically natural. Explicit examples of
this mass hierarchy arise by adding suitable R-symmetry

breaking deformations in calculable models of dynamical
SUSY breaking like the 3-2 model [1,13,14] or in SUSY
QCD at large N once the hidden gauginos and squarks get
soft masses [15,16]. Moreover, in SUSY-breaking models
like the one in [5], the explicit breaking of the R-symmetry
is generically bounded from above (ϵR=F ≪ 1) by requir-
ing the SUSY-breaking vacuum to be metastable.
The R-symmetry breaking contribution (3) can

well be expected to dominate over the unavoidable super-
gravity (SUGRA) contribution arising from the tuning of
the cosmological constant [6], which gives rise to m2

a ∼
ð10 MeVÞ2 ×m�=10 TeV ×m3=2=eV (we refer to the
Supplemental Material for its derivation [10]).
We now study the couplings of the R-axion with the

visible-sector fields, which we take to be the MSSM (with
matter or R parity). The superpartners get SUSY-breaking
masses msoft from their interactions with the hidden sector,
which are controlled by a perturbative coupling g. This
coupling is a proxy for the SM gauge coupling constants in
gauge mediation models [17,18] or for Yukawa-type
interactions in extended gauge mediation; see [19] for a
review. The scaling ofmsoft strongly depends on the type of
mediation mechanism. We can estimate it as

msoft ∼
�
g
g�

�
n
× g

F
m�

¼
�
g
g�

�
nþ1

×m�: ð4Þ

In this Letter we assume that gauginos get a mass via their
coupling to the hidden-sector global current, so that
msoft ∼ ðg=g�Þ2m�. Notice that if g� ¼ 4π=

ffiffiffiffiffiffiffiffiffiffiffi
Nmess

p
we

recover the ordinary gauge mediation scaling where
Nmess is the number of messengers. Other scaling, e.g.,
the one of [20] for Dirac gauginos (n ¼ 0), will be
discussed elsewhere. Besides, whatever the scaling in
Eq. (4), there is always a large portion of parameter space
where the R-symmetry axion is lighter than the super-
partners, which correspond to rϵ

ffiffiffiffiffiffiffiffiffi
g�ϵR

p
=m� ≲ ðg=g�Þnþ1. It

would also be interesting to depart from the NDA expect-
ation for the scales F and fa and explore models where a
large separation between the two is realized.
We consider in the following a small SUSY-breaking

scale
ffiffiffiffi
F

p
in the range from 1 to a few 100s of TeV.

This regime is welcome for fine-tuning and Higgs mass
considerations. The resulting gravitino mass lies in the
window 10−4 eV≲m3=2 ≲ 5 eV, where the upper limit
comes from cosmological and astrophysical bounds on
gravitino abundance [21–23], while the lower limit comes
from LEP [24] and LHC [25,26] bounds.
Since the visible sector feels the SUSY breaking only

through g=g� effects, we can treat the MSSM superfields
linearly and “dress” the R-charged operators with appro-
priate powers of the R-axion. We also neglect subleading
effects from explicit R-breaking terms, suppressed by
powers of ∼ma=m�. The interactions of the R-axion with
the MSSM gauge sector are then

PRL 119, 141804 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

6 OCTOBER 2017

141804-2



Lgauge ¼
Z

d2θ

�
−ig2i

chidi

16π2
A −

mλi

2F
XR−2

�
W2

i þ c:c:

⊃
g2i c

hid
i

16π2
a
fa

Fi ~Fi −
mλi

2
λiλi

�
e−2ia=fa þ g2i c

hid
i

4π2
i
a
fa

�

þ c:c:; ð5Þ
where W is the field strength superfield (rW ¼ 1) and i
labels the SM gauge group, where we defined g1 ¼ffiffiffiffiffiffiffiffi
5=3

p
gY and ~Fi;μν ¼ 1=2ϵμνρσFi

ρσ. The Majorana gaugino
masses are of order mλi ≈msoft by assumption. The
coefficients chidi encode the hidden-sector contributions
to the mixed anomalies of the Uð1ÞR with the SM gauge
groups. For example, we get chidi ¼ −Nmess for i ¼ 1, 2, 3,
for Nmess messengers chiral under Uð1ÞR and in the
5þ 5̄ of SUð5Þ with zero R charge [in our NDA,
Nmess ∼ ð4π=g�Þ2]. We encode the contributions to the
anomalies from the MSSM fields in the full loop functions.
The interactions in the Higgs sector can be written as

LHiggs ¼
Z

d4θ

�
μ

F
X†R2−rH −

Bμ

F2
jXj2R−rH

�
HuHd þ c:c:

⊃ μ ~hu ~hdeið2−rHÞa=fa − Bμhuhde−irHa=fa þ c:c:; ð6Þ
where ~hu;d are the Higgsinos and hu;d the Higgs doublets.
We have assumed the μ term, in addition to Bμ, is generated
by the hidden dynamics. The actual value of rH¼rHu

þrHd

thus depends on the charge assignments in the hidden
sector. The charge assignment of the visible sector fields is
modified by higher-dimensional operators in the Kahler
potential like jHu;dj2jRj2, etc., which lead to g=g�
suppressed effects that will be neglected in what follows.
The coupling to the MSSM Higgses proportional to Bμ

induces, after electroweak symmetry breaking, a small
mixing between a and the MSSM Higgs boson A [27]

δ ¼ rH
v
fa

s2β
2

1

1 −m2
a=m2

A
≃ rH

v
fa

s2β
2

: ð7Þ

If we assume the Yukawa interactions in the superpotential
are allowed in the limit of exact Uð1ÞR (rHu

þrQþrU¼2,
etc.), the mixing δ is the only source of couplings between
a and the SM fermions and we get

Lf ¼ irH
a
fa

½c2βmuūγ5uþ s2βmdd̄γ5dþ s2βmll̄γ5l�. ð8Þ

The same mixing induces

Lahh ¼
δ2

v
hð∂μaÞ2; ð9Þ

whereh is theSM-likeHiggs, aswell as extra interactionswith
the MSSMHiggses, whose phenomenological consequences
we leave for future work [14]. Finally, the a couplings to
sfermions also arise from its mixing with A and are propor-
tional to the A terms. Since we assume all the sfermions to be

heavy and theA terms to be small, these couplings do not play
any role in the R-axion phenomenology discussed here.
Phenomenology.—We focus on R-axion masses in the

range between 2 GeV and 2 TeV, and we refer to [28] for a
LHC study for masses ofOð100Þ MeV. For definiteness we
fix rH ¼ 2, which allows for anR-symmetric μ term and aBμ

term from spontaneous Uð1ÞR breaking. We will comment
on the phenomenological differences of the rH ¼ 0 case,
where the role of μ andBμ is reversed. TheMajorana gaugino
masses cannot be arbitrarily larger than the scale of sponta-
neous R breaking, so we take fa ≳ 0.3 TeV and fix for
illustrative purposes the gaugino masses to the grand unified
theory (GUT) universal values mλ1;2;3 ¼ 0.7, 1.4, 3.6 TeV
(different values do not change the R-axion phenomenology
as long as mλi > ma=2). For fa ≲ 1 TeV, obtaining such
heavy gauginos present model building challengeswhich are
beyond the scope of this Letter.
We now discuss the different production modes of the

R-axion. For the purposes of this Letter we ignore R-axion
production from SUSY decay chains. As for any axionlike
particle, the single production modes scale with 1=f2a and
double production ones with 1=f4a.
(i) At the LHC, the resonant a (þSM) production is

dominated by gluon fusion, which we determine using the
leading-order prediction multiplied by a constant K factor
of 2.4 [29] (see the Supplemental Material for details [10]).
(ii) Also at the LHC, we have double a production from

Higgs decays driven by the coupling in Eq. (9).
(iii) At lepton colliders the R-axion can be single

produced via its coupling to the Z, which is dominated
by the anomaly in Eq. (5).
(iv)At flavor factories we considerR-axion productionvia

B → Kð�Þa and ϒ → γa decays. The BRðB → Kð�ÞaÞ are
computed from the general result of [30], accounting for the
mixing of the R-axion with the CP-odd Higgs (7) [31], and
choosing for referencemH� ¼ 1 TeV (we take the form fac-
tor relevant forK� from [32]). TheBRðϒ→γaÞ=BRðϒ→ llÞ
is computed using the standard Wilczek formula [33].
The R-axion decays to pairs of gauge bosons and of SM

fermions, to Goldstini (invisible) and, if kinematically
allowed, to supersymmetric particles. We refer the reader
to the Supplemental Material for quantitative details [10].
In Fig. 1 we summarize the present constraints on the

R-axion in the ma-fa plane as well as the most promising
processes to search for it at future experiments. For
ma ≳mh=2, themost important bounds come from resonant
a production at the LHC. The most distinctive feature of the
R-axion is the invisible signal strength of Eq. (2), which is
important for large ma. This results in constraints from
monojet searches at 8 and 13 TeV [34,35]. To draw them, we
have determined the ratio of the a and aþ jetðsÞ production
cross sections via a MADGRAPH [56,57] simulation, for the
different missing energy cuts for which the bounds are given
in [34,35] (we believe this approximation to be sufficient for
our purposes).
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At ma > 1.4 TeV the decay into bino pairs opens up,
resulting in a γγ þMET final state via the prompt bino decay
to γ þ G. This is constrained by inclusive γγ þMETsearches
[36], which we translate in a bound σ8TeVgg→a→λ1λ1

< 0.3 fb.
For large anomalies, diphoton resonant searches [37–39] at

8 and 13 TeV dominate the collider phenomenology for
ma > 60 GeV [58]. Searches for a resonance decaying into
dijet [40–42], into tt̄ at 8TeV [43,44], and intoditau at 13TeV
[45,46] give complementary bounds for ma > 500 GeV,
ma > 2mt, and 100 GeV≲ma < 2mt, respectively.
For small anomalies the LHC constraints are sensibly

weakened by the reduced production cross section and by
the suppressed branching ratio in diphotons. A lower bound
on fa can still be derived from a combination of tt̄, ditau,
and monojet searches.
For ma ≲ 2mh, the major constraint comes from the

upper bound on BRðh → untaggedÞ < 32% [47]. This
bound depends only on the mixing in Eq. (7) and applies
to both cases with Nmess ¼ 10 and Nmess ¼ 0. We also
include constraints arising from exclusive Higgs decays
(e.g., h → aa → 4μ or h → aa → 2τ2μ) [48,49]. Finally,
LEP constraints [59–64] are not relevant for the fa
considered in this study.
For ma ≲ 9 GeV, stringent constraints on fa come from

BABAR searches ofΥ → aγ,witha decaying into tau ormuon
pairs [52,53] or hadrons [54]. For ma ≲ 4 GeV, we consider
LHCb [50,51] and Belle [55] bounds from B → K�μμ. In
particular, the recent LHCb limit BRðB→K�μμÞ≲2×10−9

[50] puts the strongest bound onfa, among all the searcheswe
considered, reaching fa ≳ 200 TeV for Nmess ¼ 0.
At large tβ, δ becomes smaller [see Eq. (7)], reducing

the bounds from Higgs branching ratio measurements and
B → K transitions. The couplings to quarks and leptons are
also tβ dependent; most importantly, the tt̄ signal strength is

reduced at large tβ. For rH ¼ 0 (and within our previous
assumptions) the R-axion does not couple to SM fermions
at the linear level. This makes it generically very difficult to
be constrained for ma < mh=2. For larger values of ma and
irrespective of the values of tβ and rH, diphoton constraints
give fa ≳ 10 TeV for large anomalies, while for small
anomalies a milder bound on fa is anyway given by
monojet and dijet searches.
Promising signatures for future experimental programs are

also shown inFig. 1. Themost distinctive one is thedecay into
two Goldstini, which gives a large invisible signal strength.
This will be probed by monojet searches at the LHC
(multijetþMET searches could also be relevant [65]) and
constitutes a very good motivation for the high-luminosity
LHC program. For large anomalies, the diphoton final state
will be the most promising one at the LHC, while for small
anomalies ditaus and tt̄ will be more important. For ma <
mh=2 we show how an improvement of the Higgs coupling
measurements down to 1%–2% (which is within the reach of
ILC [66])would probefa up to 1.5TeV.Evenbigger values of
fa are within the reach of machines like CLIC, CEPC, and
FCC-ee, which plan to probe Higgs coupling with a precision
of roughly 10−3 [66]. For large anomalies, an important probe
of a light R-axion would be Z → γa measurements at future
lepton colliders. A naive rescaling of the LEP I analysis [62]
indicates that Z → γaðjjÞ branching ratios in the ballpark of
10−7 could be probed at the FCC-ee, if Oð1012Þ Zs will be
produced. We notice that the mass window 10≲ma ≲
65 GeV is less constrained by the searches we considered.
This could be improved by extending the coverage of
resonance searches, in particular γγ, to lower invariant
masses.
To distinguish theR-axion fromother scalar resonances, a

jetþMET signal would certainly help in combination with

BABAR

FIG. 1. Shaded areas show LHC8 and LHC13 [34–49], LHCb [50,51], BABAR [52–54], and Belle [55] exclusions. Contours show
signal strengths at the LHC13 and Higgs and Z boson branching ratios. The tiny area in the lower right corner where ma ≈ 4πfa lies
beyond the regime of validity of our effective description.
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a pattern along the lines discussed above. Of course, to
reinforce theR-axion interpretation of a possible signal, one
would eventually need to find evidence for superpartners.
Conclusions.—The possibility that the R-axion could be

the first sign of SUSY at colliders is well motivated from
theoretical and phenomenological considerations, a fortiori
given the strong LHC bounds on sparticles.
In this Letter we have investigated the low-energy dynam-

ics of SUSY-breaking sectors with a light R-axion (and
gravitino) coupled to theMSSM.Our results are summarized
in Fig. 1, where we show how current and future colliders
probe the space of R-axion masses and decay constants. We
have also identified some promising signatures to cover the
currently unconstrained part of the parameter space.
The R-axion constitutes a very interesting prototype of

axionlike particles, with couplings that follow from well-
defined selection rules of the theory, and whose mass can
be safely considered a free parameter.
The rich phenomenology of the R-axion certainly

deserves further investigation. The R-axion can give rise
to nonstandard heavy Higgs decays or SUSY decay chains,
it can be a further motivation for high-intensity experiments
(in its light-mass window), and it could impact cosmo-
logical and astrophysical processes.
Finally, wewish to point out that other appealing features

of SUSY, such as unification and dark matter, might find an
interesting interplay with a light R-axion, opening new
model-building avenues. We leave the exploration of this
exciting physics for the future.

We thank Lorenzo Di Pietro, Zohar Komargodski, David
Shih, Riccardo Torre, and Lorenzo Ubaldi for useful dis-
cussions. The authors thank CERN and the LPTHE for kind
hospitality during the completion of this work. F. S. is
grateful to the Institut d’Astrophysique de Paris (IAP) for
hospitality. B. B. is supported in part by the MIUR-FIRB
Grant No. RBFR12H1MW, “A New Strong Force, the
Origin of Masses and the LHC.” A.M. is supported by
the Strategic Research Program High Energy Physics and
theResearchCouncil of theVrijeUniversiteit Brussel. F. S is
supported by the European Research Council (ERC) under
the EU Seventh Framework Programme (FP7/2007-2013)/
ERC Starting Grant No. 278234, “NewDark” project.

[1] A. E. Nelson and N. Seiberg, Nucl. Phys. B416, 46 (1994).
[2] I. Affleck, M. Dine, and N. Seiberg, Phys. Lett. 137B, 187

(1984).
[3] I. Affleck, M. Dine, and N. Seiberg, Phys. Lett. 140B, 59

(1984).
[4] K. A. Intriligator, N. Seiberg, and D. Shih, J. High Energy

Phys. 04 (2006) 021.
[5] K. A. Intriligator, N. Seiberg, and D. Shih, J. High Energy

Phys. 07 (2007) 017.
[6] J. Bagger, E. Poppitz, and L. Randall, Nucl. Phys. B426, 3

(1994).

[7] A. G. Cohen, D. B. Kaplan, and A. E. Nelson, Phys. Lett. B
412, 301 (1997).

[8] M. A. Luty, Phys. Rev. D 57, 1531 (1998).
[9] Z. Komargodski and N. Seiberg, J. High Energy Phys. 09

(2009) 066.
[10] See Supplemental Material at http://link.aps.org/

supplemental/10.1103/PhysRevLett.119.141804 for more
details on the constrained superfield formalism and on
our conventions, and for more quantitative considerations
on the R-axion mass and its phenomenology.

[11] M. Dine, G. Festuccia, and Z. Komargodski, J. High Energy
Phys. 03 (2010) 011.

[12] B. Bellazzini, J. High Energy Phys. 02 (2017) 034.
[13] I. Affleck, M. Dine, and N. Seiberg, Nucl. Phys. B256, 557

(1985).
[14] B. Bellazzini, A. Mariotti, D. Redigolo, F. Sala, and J. Serra

(to be published).
[15] S. P. Martin and J. D. Wells, Phys. Rev. D 58, 115013

(1998).
[16] M. Dine, P. Draper, L. Stephenson-Haskins, and D. Xu,

J. High Energy Phys. 05 (2017) 122.
[17] G. F. Giudice and R. Rattazzi, Phys. Rep. 322, 419 (1999).
[18] P. Meade, N. Seiberg, and D. Shih, Prog. Theor. Phys.

Suppl. 177, 143 (2009).
[19] J. A. Evans and D. Shih, J. High Energy Phys. 08 (2013) 093.
[20] T. Gherghetta and A. Pomarol, J. High Energy Phys. 12

(2011) 069.
[21] E. Pierpaoli, S. Borgani, A. Masiero, and M. Yamaguchi,

Phys. Rev. D 57, 2089 (1998).
[22] M. Viel, J. Lesgourgues, M. G. Haehnelt, S. Matarrese, and

A. Riotto, Phys. Rev. D 71, 063534 (2005).
[23] K. Osato, T. Sekiguchi, M. Shirasaki, A. Kamada, and N.

Yoshida, J. Cosmol. Astropart. Phys. 06 (2016) 004.
[24] A. Brignole, F. Feruglio, and F. Zwirner, Nucl. Phys. B516,

13 (1998); B555, 653(E) (1999).
[25] A. Brignole, F. Feruglio, M. L. Mangano, and F. Zwirner,

Nucl. Phys. B526, 136 (1998); B582, 759(E) (2000).
[26] F. Maltoni, A. Martini, K. Mawatari, and B. Oexl, J. High

Energy Phys. 04 (2015) 021.
[27] Equation (7) accounts for both mass and kinetic mixing

between A and a. In fact, in the limitma → 0, δ parametrizes
the misidentification of a as the R-axion after electroweak
symmetry breaking (given that for rH ≠ 0 the Higgs is R
charged, f2a → f2a þ rHv2s22β).

[28] H.-S. Goh and M. Ibe, J. High Energy Phys. 03 (2009) 049.
[29] T. Ahmed, M. C. Kumar, P. Mathews, N. Rana, and V.

Ravindran, Eur. Phys. J. C 76, 355 (2016).
[30] L. J. Hall and M. B. Wise, Nucl. Phys. B187, 397 (1981).
[31] M. Freytsis, Z. Ligeti, and J. Thaler, Phys. Rev. D 81,

034001 (2010).
[32] P. Ball and R. Zwicky, Phys. Rev. D 71, 014029 (2005).
[33] F. Wilczek, Phys. Rev. Lett. 39, 1304 (1977).
[34] G. Aad et al. (ATLAS Collaboration), Eur. Phys. J. C 75,

299 (2015); 75, 408(E) (2015).
[35] M. Aaboud et al. (ATLAS Collaboration), Phys. Rev. D 94,

032005 (2016).
[36] G. Aad et al. (ATLAS Collaboration), Phys. Rev. D 92,

072001 (2015).
[37] G. Aad et al. (ATLAS Collaboration), Phys. Rev. Lett. 113,

171801 (2014).

PRL 119, 141804 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

6 OCTOBER 2017

141804-5

https://doi.org/10.1016/0550-3213(94)90577-0
https://doi.org/10.1016/0370-2693(84)90227-2
https://doi.org/10.1016/0370-2693(84)90227-2
https://doi.org/10.1016/0370-2693(84)91047-5
https://doi.org/10.1016/0370-2693(84)91047-5
https://doi.org/10.1088/1126-6708/2006/04/021
https://doi.org/10.1088/1126-6708/2006/04/021
https://doi.org/10.1088/1126-6708/2007/07/017
https://doi.org/10.1088/1126-6708/2007/07/017
https://doi.org/10.1016/0550-3213(94)90123-6
https://doi.org/10.1016/0550-3213(94)90123-6
https://doi.org/10.1016/S0370-2693(97)00995-7
https://doi.org/10.1016/S0370-2693(97)00995-7
https://doi.org/10.1103/PhysRevD.57.1531
https://doi.org/10.1088/1126-6708/2009/09/066
https://doi.org/10.1088/1126-6708/2009/09/066
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.141804
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.141804
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.141804
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.141804
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.141804
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.141804
http://link.aps.org/supplemental/10.1103/PhysRevLett.119.141804
https://doi.org/10.1007/JHEP03(2010)011
https://doi.org/10.1007/JHEP03(2010)011
https://doi.org/10.1007/JHEP02(2017)034
https://doi.org/10.1016/0550-3213(85)90408-0
https://doi.org/10.1016/0550-3213(85)90408-0
https://doi.org/10.1103/PhysRevD.58.115013
https://doi.org/10.1103/PhysRevD.58.115013
https://doi.org/10.1007/JHEP05(2017)122
https://doi.org/10.1016/S0370-1573(99)00042-3
https://doi.org/10.1143/PTPS.177.143
https://doi.org/10.1143/PTPS.177.143
https://doi.org/10.1007/JHEP08(2013)093
https://doi.org/10.1007/JHEP12(2011)069
https://doi.org/10.1007/JHEP12(2011)069
https://doi.org/10.1103/PhysRevD.57.2089
https://doi.org/10.1103/PhysRevD.71.063534
https://doi.org/10.1088/1475-7516/2016/06/004
https://doi.org/10.1016/S0550-3213(97)00825-0
https://doi.org/10.1016/S0550-3213(97)00825-0
https://doi.org/10.1016/S0550-3213(99)00389-2
https://doi.org/10.1016/S0550-3213(98)00254-5
https://doi.org/10.1016/S0550-3213(00)00219-4
https://doi.org/10.1007/JHEP04(2015)021
https://doi.org/10.1007/JHEP04(2015)021
https://doi.org/10.1088/1126-6708/2009/03/049
https://doi.org/10.1140/epjc/s10052-016-4199-1
https://doi.org/10.1016/0550-3213(81)90469-7
https://doi.org/10.1103/PhysRevD.81.034001
https://doi.org/10.1103/PhysRevD.81.034001
https://doi.org/10.1103/PhysRevD.71.014029
https://doi.org/10.1103/PhysRevLett.39.1304
https://doi.org/10.1140/epjc/s10052-015-3517-3
https://doi.org/10.1140/epjc/s10052-015-3517-3
https://doi.org/10.1140/epjc/s10052-015-3639-7
https://doi.org/10.1103/PhysRevD.94.032005
https://doi.org/10.1103/PhysRevD.94.032005
https://doi.org/10.1103/PhysRevD.92.072001
https://doi.org/10.1103/PhysRevD.92.072001
https://doi.org/10.1103/PhysRevLett.113.171801
https://doi.org/10.1103/PhysRevLett.113.171801


[38] CERN Report No. ATLAS-CONF-2016-059, 2016, http://
cds.cern.ch/record/2206154.

[39] V. Khachatryan et al. (CMS Collaboration), Phys. Lett. B
767, 147 (2017).

[40] V. Khachatryan et al. (CMS Collaboration), Phys. Rev. Lett.
117, 031802 (2016).

[41] A. M. Sirunyan et al. (CMS Collaboration), Phys. Lett. B
769, 520 (2017).

[42] CERN Report No. ATLAS-CONF-2016-069, 2016, http://
cds.cern.ch/record/2206212.

[43] G. Aad et al. (ATLAS Collaboration), J. High Energy Phys.
08 (2015) 148.

[44] S. Chatrchyan et al. (CMS Collaboration), Phys. Rev. Lett.
111, 211804 (2013); 112, 119903(E) (2014).

[45] CERN Report No. ATLAS-CONF-2016-085, 2016, http://
cds.cern.ch/record/2206278.

[46] CMS Collaboration, Report No. CMS-PAS-HIG-16-037,
CERN, 2016.

[47] G. Aad et al. (ATLAS and CMS Collaborations), J. High
Energy Phys. 08 (2016) 045.

[48] V. Khachatryan et al. (CMS Collaboration), arXiv:
1701.02032.

[49] G. Aad et al. (ATLAS Collaboration), Phys. Rev. D 92,
052002 (2015).

[50] R. Aaij et al. (LHCb Collaboration), Phys. Rev. Lett. 115,
161802 (2015).

[51] R. Aaij et al. (LHCb Collaboration), J. High Energy Phys.
02 (2013) 105.

[52] J. P. Lees et al. (BABAR Collaboration), Phys. Rev. D 88,
071102 (2013).

[53] J. P. Lees et al. (BABAR Collaboration), Phys. Rev. D 87,
031102 (2013); 87, 059903(E) (2013).

[54] J. P. Lees et al. (BABAR Collaboration), Phys. Rev. Lett.
107, 221803 (2011).

[55] H. J. Hyun et al. (Belle Collaboration), Phys. Rev. Lett. 105,
091801 (2010).

[56] J. Alwall, M. Herquet, F. Maltoni, O. Mattelaer, and T.
Stelzer, J. High Energy Phys. 06 (2011) 128.

[57] J. Alwall, R. Frederix, S. Frixione, V. Hirschi, F. Maltoni, O.
Mattelaer, H. S. Shao, T. Stelzer, P. Torrielli, and M. Zaro,
J. High Energy Phys. 07 (2014) 079.

[58] Decays into dibosons and Zγ have a poorer reach for our
choice of the anomalies.

[59] P. Abreu et al. (DELPHI Collaboration), Phys. Lett. B 327,
386 (1994).

[60] M. Acciarri et al. (L3 Collaboration), Phys. Lett. B 345, 609
(1995).

[61] G. Rupak and E. H. Simmons, Phys. Lett. B 362, 155
(1995).

[62] O. Adriani et al. (L3 Collaboration), Phys. Lett. B 292, 472
(1992).

[63] M. Acciarri et al. (L3 Collaboration), Phys. Lett. B 346, 190
(1995).

[64] E. Anashkin et al. (DELPHI Collaboration), in Proceedings
of the International Europhysics Conference onHigh Energy
Physics (EPS-HEP 1999), Tampere, Finland, 1999, http://
cdsweb.cern.ch/search.py?sysno=000339520cer.

[65] O. Buchmueller, S. A. Malik, C. McCabe, and B. Penning,
Phys. Rev. Lett. 115, 181802 (2015).

[66] S. Dawson et al., in Proceedings of the 2013 Community
Summer Study on the Future of U.S. Particle Physics:
Snowmass on the Mississippi (CSS2013), Minneapolis, MN,
USA, 2013 (2013), https://inspirehep.net/record/1262795/
files/arXiv:1310.8361.pdf.

PRL 119, 141804 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

6 OCTOBER 2017

141804-6

http://cds.cern.ch/record/2206154
http://cds.cern.ch/record/2206154
http://cds.cern.ch/record/2206154
http://cds.cern.ch/record/2206154
https://doi.org/10.1016/j.physletb.2017.01.027
https://doi.org/10.1016/j.physletb.2017.01.027
https://doi.org/10.1103/PhysRevLett.117.031802
https://doi.org/10.1103/PhysRevLett.117.031802
https://doi.org/10.1016/j.physletb.2017.02.012
https://doi.org/10.1016/j.physletb.2017.02.012
http://cds.cern.ch/record/2206212
http://cds.cern.ch/record/2206212
http://cds.cern.ch/record/2206212
http://cds.cern.ch/record/2206212
https://doi.org/10.1007/JHEP08(2015)148
https://doi.org/10.1007/JHEP08(2015)148
https://doi.org/10.1103/PhysRevLett.111.211804
https://doi.org/10.1103/PhysRevLett.111.211804
https://doi.org/10.1103/PhysRevLett.112.119903
http://cds.cern.ch/record/2206278
http://cds.cern.ch/record/2206278
http://cds.cern.ch/record/2206278
http://cds.cern.ch/record/2206278
https://doi.org/10.1007/JHEP08(2016)045
https://doi.org/10.1007/JHEP08(2016)045
http://arXiv.org/abs/1701.02032
http://arXiv.org/abs/1701.02032
https://doi.org/10.1103/PhysRevD.92.052002
https://doi.org/10.1103/PhysRevD.92.052002
https://doi.org/10.1103/PhysRevLett.115.161802
https://doi.org/10.1103/PhysRevLett.115.161802
https://doi.org/10.1007/JHEP02(2013)105
https://doi.org/10.1007/JHEP02(2013)105
https://doi.org/10.1103/PhysRevD.88.071102
https://doi.org/10.1103/PhysRevD.88.071102
https://doi.org/10.1103/PhysRevD.87.031102
https://doi.org/10.1103/PhysRevD.87.031102
https://doi.org/10.1103/PhysRevD.87.059903
https://doi.org/10.1103/PhysRevLett.107.221803
https://doi.org/10.1103/PhysRevLett.107.221803
https://doi.org/10.1103/PhysRevLett.105.091801
https://doi.org/10.1103/PhysRevLett.105.091801
https://doi.org/10.1007/JHEP06(2011)128
https://doi.org/10.1007/JHEP07(2014)079
https://doi.org/10.1016/0370-2693(94)90745-5
https://doi.org/10.1016/0370-2693(94)90745-5
https://doi.org/10.1016/0370-2693(95)01612-T
https://doi.org/10.1016/0370-2693(95)01612-T
https://doi.org/10.1016/0370-2693(95)01152-G
https://doi.org/10.1016/0370-2693(95)01152-G
https://doi.org/10.1016/0370-2693(92)91205-N
https://doi.org/10.1016/0370-2693(92)91205-N
https://doi.org/10.1016/0370-2693(95)00023-E
https://doi.org/10.1016/0370-2693(95)00023-E
http://cdsweb.cern.ch/search.py?sysno=000339520cer
http://cdsweb.cern.ch/search.py?sysno=000339520cer
http://cdsweb.cern.ch/search.py?sysno=000339520cer
http://cdsweb.cern.ch/search.py?sysno=000339520cer
http://cdsweb.cern.ch/search.py?sysno=000339520cer
https://doi.org/10.1103/PhysRevLett.115.181802
https://inspirehep.net/record/1262795/files/arXiv:1310.8361.pdf
https://inspirehep.net/record/1262795/files/arXiv:1310.8361.pdf
https://inspirehep.net/record/1262795/files/arXiv:1310.8361.pdf
https://inspirehep.net/record/1262795/files/arXiv:1310.8361.pdf
https://inspirehep.net/record/1262795/files/arXiv:1310.8361.pdf


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

Published for SISSA by Springer

Received: December 20, 2020
Accepted: December 31, 2020
Published: February 22, 2021

Ripples in spacetime from broken supersymmetry

Nathaniel Craig,a Noam Levi,b Alberto Mariottic and Diego Redigolod,e
aDepartment of Physics, University of California,
Santa Barbara, CA 93106, U.S.A.
bRaymond and Beverly Sackler School of Physics and Astronomy, Tel-Aviv University,
Tel-Aviv 69978, Israel
cTheoretische Natuurkunde and IIHE/ELEM, Vrije Universiteit Brussel and
International Solvay Institutes,
Pleinlaan 2, B-1050 Brussels, Belgium
dCERN, Theoretical Physics Department,
Geneva, Switzerland
eINFN Sezione di Firenze,
Via G. Sansone 1, I-50019 Sesto Fiorentino, Italy
E-mail: d.redigolo@gmail.com, noam@mail.tau.ac.il,
amariotti.vub@gmail.com, ncraig@physics.ucsb.edu

Abstract: We initiate the study of gravitational wave (GW) signals from first-order phase
transitions in supersymmetry-breaking hidden sectors. Such phase transitions often occur
along a pseudo-flat direction universally related to supersymmetry (SUSY) breaking in
hidden sectors that spontaneously break R-symmetry. The potential along this pseudo-
flat direction imbues the phase transition with a number of novel properties, including a
nucleation temperature well below the scale of heavy states (such that the temperature
dependence is captured by the low-temperature expansion) and significant friction induced
by the same heavy states as they pass through bubble walls. In low-energy SUSY-breaking
hidden sectors, the frequency of the GW signal arising from such a phase transition is
guaranteed to lie within the reach of future interferometers given existing cosmological
constraints on the gravitino abundance. Once a mediation scheme is specified, the fre-
quency of the GW peak correlates with the superpartner spectrum. Current bounds on
supersymmetry are compatible with GW signals at future interferometers, while the ob-
servation of a GW signal from a SUSY-breaking hidden sector would imply superpartners
within reach of future colliders.

Keywords: Cosmology of Theories beyond the SM, Supersymmetry Breaking, Supersym-
metric Effective Theories, Thermal Field Theory

ArXiv ePrint: 2011.13949

Open Access, c© The Authors.
Article funded by SCOAP3. https://doi.org/10.1007/JHEP02(2021)184

mailto:d.redigolo@gmail.com
mailto:noam@mail.tau.ac.il
mailto:amariotti.vub@gmail.com
mailto:ncraig@physics.ucsb.edu
https://arxiv.org/abs/2011.13949
https://doi.org/10.1007/JHEP02(2021)184


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

Contents

1 Introduction 2

2 Detectable GW signals in low energy SUSY-breaking 6
2.1 Low-energy SUSY-breaking 6
2.2 First order phase transitions and SGWB 10
2.3 LESB in the future: GW interferometers vs. colliders 15

3 Anatomy of the SUSY-breaking phase transition 16
3.1 The SUSY-breaking pseudomodulus 17
3.2 First order phase transitions in the low-T expansion 19
3.3 α, βH and fine-tuning 22
3.4 A toy example: fine-tuning vs. single SUSY-breaking scale 23

4 Explicit models 24
4.1 Warm up: the O’Raifeartaigh model at finite temperature 25
4.2 O’Raifeartaigh model with explicit R-symmetry breaking 29

4.2.1 First order phase transition dynamics 30
4.2.2 Phenomenological challenges 32

4.3 O’Raifeartaigh model with gauge interactions 33
4.3.1 First order phase transition dynamics 37
4.3.2 Gravitational wave spectrum and phenomenology 38

5 Phenomenology 40
5.1 Gravitino cosmology vs future colliders 41
5.2 A complete model of gauge mediation 44

6 Conclusions 45

A The effective potential 47

B Bounce action computation schemes 48
B.1 Triangular barrier approximation of the bounce action 49

B.1.1 Optimized triangular bounce 51
B.1.2 Triangular bounce for the O’Raifeartaigh model with gauge interactions 52

B.2 Single field approximation of the multi-field bounce action 54

C Sensitivity of GW interferometers 55
C.1 PLI curves 56

C.1.1 Experimental parameters 57

– 1 –



J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

1 Introduction

If supersymmetry is a property of our universe, how will it be discovered? Conventionally,
searches for evidence of supersymmetry (SUSY) have focused on the Standard Model, look-
ing for supersymmetric partners of Standard Model particles in direct production at collid-
ers, scattering in dark matter experiments, and virtual effects in precision measurements.
Thus far, no evidence has emerged of supersymmetry as it relates to the Standard Model,
raising the prospect that it may lie outside the reach of the existing experimental program.
Although this would pose a challenge to supersymmetry as a fully natural explanation for
the scale of electroweak symmetry breaking, the abundance of remaining motivation (e.g.
gauge coupling unification, dark matter, and straightforward string-theoretic embedding)
favors continuing the search to shorter and shorter distances. While the LHC and pro-
posed future colliders are promising tools in this search, the immense technical challenges
of exploring energies far above the TeV scale in terrestrial experiments suggests casting a
broader net. It invites identifying both new ways of accessing shorter distances and new
sectors in which supersymmetry may be manifest.

A compelling avenue to shorter distances is to make use of the incredible energies
of the Big Bang, searching for the imprint of supersymmetric phenomena on the early
universe. In some sense, this is already the path taken by dark matter searches looking
for the population of stable superpartners produced in the early universe, but it is not
the only cosmological avenue for discovering SUSY. For example, spontaneous breaking
of supersymmetry during inflation raises the prospect of observing signals in the three-
point function of primordial curvature perturbations [1, 2], although the size of the signal
depends on the strength of couplings between SUSY multiplets and the inflaton.

As for new sectors, at least one is guaranteed to exist in a supersymmetric universe: the
sector responsible for breaking supersymmetry. Although there are many dynamical mecha-
nisms for breaking supersymmetry, they typically possess a number of generic or universal
features which can provide new ways of searching for supersymmetry even when super-
partners of the Standard Model are decoupled. These include the goldstino, a goldstone
fermion of spontaneous supersymmetry breaking (which becomes the longitudinal mode of
the gravitino, the supersymmetric partner of the graviton, once gravity is accounted for),
as well as a novel abelian global symmetry called the R-symmetry. The R-symmetry is
generically spontaneously broken by the same dynamics that breaks supersymmetry, giving
rise to a goldstone boson (the R-axion) and its scalar partner, a pseudo-modulus whose
flat potential is protected by supersymmetry. In theories with low-energy supersymmetry
breaking (LESB), in which the effects of SUSY breaking are communicated to the Standard
Model by forces stronger than gravitation, these states may be accessible on their own. For
example, the goldstino couples directly to Standard Model particles and may be produced
at colliders, although the current reach of the LHC makes these searches less promising
than continuing to look for Standard Model superpartners.

In this paper, we explore a new avenue for discovering supersymmetry in the physics of
the early universe: using the stochastic gravitational wave background (SGWB) produced
by a first-order phase transition to directly probe the sector responsible for breaking super-
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symmetry [3]. This makes use of the extraordinary opportunities afforded by the detection
of gravitational waves (GW) by the LIGO-Virgo collaboration [4], which has opened a
new era in the exploration of the early universe. Sensitivity of current and proposed GW
interferometers to stochastic gravitational wave backgrounds broadly motivates identifying
beyond-the-Standard Model (BSM) scenarios whose first-order phase transitions may gen-
erate such a signal and exploring the complementarity of GW interferometry with other
probes of new physics such as present and future colliders.1

Among the most compelling scenarios for SGWB are those in which a first order phase
transition (FOPT) is associated with the breaking of a global or gauge symmetry in the
early universe [7–13]. As we will show, the supersymmetry-breaking sector is a natural
candidate for such a phase transition because it generically possesses at least one pseudo-
flat complex scalar direction, the pseudomodulus. In our constructions, the phase of this
complex scalar direction is associated to the R-symmetry, which is in turn tied to the SUSY-
breaking dynamics by many known theorems about SUSY quantum field theories [14–16].
This complex scalar direction is lifted by quantum corrections and the resulting potential
is likely to possess a metastable minimum at the origin (where R-symmetry is preserved),
which will then decay to the true minimum through a FOPT in the early universe. At
the true minimum the R-symmetry is broken, consistently with a realistic SUSY spectrum
featuring Majorana masses for the fermionic partners of Standard Model gauge bosons.

In our framework, the SUSY-breaking scale
√
F correlates directly with the frequency

range of the SGWB, such that theories of low-energy SUSY breaking feature a peak
frequency accessible at LIGO-Virgo or proposed GW interferometers such as the Laser
Interferometer Space Antenna (LISA), Einstein Telescope (ET), Cosmic Explorer (CE),
DECi-hertz Interferometer Gravitational wave Observatory (DECIGO), and the Big Bang
Observatory (BBO). In fact, a consistent cosmological history (in which the production
of gravitinos in the early universe is consistent with the present dark matter abundance
and small-scale structure constraints) guarantees that low-energy supersymmetry-breaking
phase transitions produce a peak frequency in the range accessible to current and future
interferometers [17–20].

Once a mechanism is specified to mediate supersymmetry breaking to the Standard
Model, the scale

√
F is also correlated with the spectrum of Standard Model superpart-

ners, allowing the possibility of cross-correlating GW and collider signals. As we will see,
the non-observation of SUSY particles at the LHC leaves open the opportunity for seeing
SGWB signatures from low-energy SUSY breaking, making this a leading avenue for the
discovery of supersymmetry. In return, the observation of a SGWB signal from a low-energy
supersymmetry breaking phase transition would imply the SUSY spectrum to be within
the reach of future colliders such as FCC-hh, SPPC, or a high-energy muon collider, high-
lighting the strong complementarity between such SGWB signals and proposed colliders.

Along the way, we identify a qualitatively new class of natural potentials capable of
generating large GW signals from a first-order phase transition, corresponding to the scalar

1Note that the LIGO-Virgo collaboration already places direct constraints on SGWB [5, 6] beyond
existing indirect limits.
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potential along the pseudo-flat direction associated with SUSY breaking. The size of the
vacuum energy gap between the metastable and the true vacuum is set by the SUSY-
breaking scale

√
F , which is necessarily smaller than the SUSY masses of other heavy

fields in the sector in order to avoid tachyonic directions. As a consequence, the thermal
corrections to the potential along the pseudomodulus direction are well described by a low-
T expansion. Another distinctive feature of the pseudomodulus potential is the flatness
at large field values, which is ensured by SUSY cancellations independently of the nature
of SUSY-breaking deformations around the origin. These features combine to give strong
first-order phase transitions, with the strongest transitions arising most naturally in models
with two distinct SUSY-breaking scales. As we will discuss, a large amount of tuning would
be necessary to realize a similar situation in non-SUSY scenarios, which explains why this
possibility has not been explored so far in the literature (see for instance [21] for a collection
of potentials giving raise to FOPT for the SM Higgs).

The organization of our paper is intended to highlight the qualitative connections
between low-energy supersymmetry breaking, first-order phase transitions, and stochastic
gravitational wave signals before progressing into explicit examples, and does not presume
deep familiarity with spontaneous supersymmetry breaking. We begin in section 2 by giving
a broad overview of the phenomenology of low-energy SUSY breaking, the parametrics of
gravitational wave signals from first-order phase transitions, and the relationship between
the frequency of the SGWB signal and spectrum of SUSY particles. In section 3 we discuss
the general features of the pseudomodulus potential and the properties of a first-order phase
transition along this direction, highlighting their novelty compared to commonly-studied
potentials for FOPT. We present a simple toy model that captures the main features
of concrete SUSY potentials, showing how a promising GW signal from FOPT requires
multiple SUSY-breaking scales.

We then proceed to develop a series of increasingly realistic SUSY-breaking hidden
sectors featuring FOPT in section 4. In section 4.1, we derive the phase diagram of the
simple O’Raifeartaigh model. In section 4.2 we present the simplest single scale model
featuring a FOPT, which is a simple deformation of the O’Raifeartaigh model with explicit
R-symmetry breaking. Here, the FOPT takes place between the SUSY-breaking vacuum at
the origin (which enjoys an unbroken R-symmetry) and the R-symmetry breaking minimum
far away from the origin, where SUSY is restored unless coupled to an additional source
of SUSY-breaking. In section 4.3, we develop a fully realistic model by introducing gauge
interactions to the O’Raifeartaigh model, such that SUSY is broken in both the metastable
vacuum at the origin and true vacuum. The presence of both F -term and D-term SUSY-
breaking naturally gives rise to strong GW signals.

In section 5 we further comment on the phenomenology of our setup and the com-
plementarity between GW observatories and colliders, highlighting the sense in which the
observation of a SGWB signal in our models would ensure further evidence for SUSY at fu-
ture colliders. We summarize our qualitative conclusions and future directions in section 6.
Technical details are reserved for a series of appendices, including a review of the one-loop
thermal effective potential in appendix A, approaches to the calculation of the bounce
action in appendix B and inputs to our projections for GW interferometers in appendix C.
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Figure 1. Parameter space of low energy SUSY-breaking models in the (
√
F , βH) plane, with

α = 0.3 and Tr.h. =
√
F (see section (2.2) for definitions). The GW reach is computed by requiring

the strength of the SGBW signal at the peak frequency to intersect with the PLI curve of a
given GW interferometer (see appendix C.1 for details). The colored regions show the reach for
a signal generated from plasma waves which is generically the dominant one in our scenarios (see
section 2.2). The cyan region with βH < 10 imples a large fine-tuning in our setups (see discussion
around eq. (2.18), the parametric discussion in section 3 and the explicit evaluation in the models
of section 4). In the red shaded region gravitino pair production is excluded by a γ + MET search
at LEP with L = 0.24 fb−1 [22], the gray region is excluded by ATLAS bounds j + MET at√
s = 8 TeV and L = 10.5 fb−1 [23, 24]. The dotted gray and dotted red lines are the projection

of the γ + MET reach at FCC-hh with
√
s = 100 TeV and L = 30 ab−1 and a future high energy

lepton collider (HELC) with
√
s = 30 TeV and L = 100 ab−1. The dark green shaded region with

dark green arrows indicates the bound on the SUSY-breaking scale derived from the LHC bound
on gluinos mg̃ > 2 TeV, requiring the messenger sector to be perturbative. The two dark green
and light green bands show the impact of the present LHC bounds [25–28] and the future FCC-hh
reach on gluinos [29] for perturbative messenger sectors with gM ∈ (0.01, 0.1) (see eq. (2.10) for
a definition of gM ). The region between these two lines will be naturally populated by the model
discussed in section 4.3 and section 5.2. The dark blue arrows on the right hand side shows the
ultralight gravitino window where m3/2 ≤ 16 eV and the gravitino does not poses any cosmological
challenge with κ = 1 (see eq. (2.2) for a definition) and the gravitino dark matter window where
κ� 1 and the full gravitino mass is heavier than the gravitino mass contribution set by

√
F . The

dark cyan region marked as inaccessible in LESB is always excluded by a combination of gravitino
overabundance [30] and BBN constraints [31] (see section 5 for details).
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2 Detectable GW signals in low energy SUSY-breaking

In this section we illustrate the correlation between possible signals at present and future
GW interferometers and the phenomenology of low energy SUSY-breaking (LESB). The
underlying assumption is that the SGWB is produced through a first-order phase transi-
tion controlled by the SUSY-breaking hidden sector. As we will show, this connection is
relatively insensitive to the details of the dynamics in the hidden sector. In section 2.1 we
summarize the structure and the parametric predictions of LESB theories, while in sec-
tion 2.2 we go through the field theory inputs that are necessary to compute the spectrum
of GWs from a FOPT. In section 2.3 we combine the results of the preceding sections
to delineate the parameter space of possible gravitational wave signals from low-energy
supersymmetry breaking, illustrated in figure 1.

2.1 Low-energy SUSY-breaking

Here we briefly review the structure of LESB and its broad parametric predictions, remain-
ing agnostic as to the particular model realization. This general discussion is buttressed
by section 5, where we will present the predictions of a simple, explicit model which gives
rise to GW signals. For the purposes of this paper, we adopt a phenomenological defini-
tion of low-energy SUSY breaking: LESB models are those in which the gravitino is the
lightest supersymmetric particle (LSP). This requirement has deep implications for collider
searches, precision observables, and cosmology, which we summarize in turn.

The first ingredient in low energy SUSY-breaking scenarios is a hidden sector at a
high scale m∗, which breaks supersymmetry (and R-symmetry) spontaneously. At energies
much below m∗, the spontaneous breaking of both supersymmetry and the R-symmetry
can be encoded in a model-independent manner through the F - and scalar components of
a single chiral superfield

〈X〉 = fa√
2
e2ia/fa +

√
2θG̃+ θ2F , (2.1)

where fa is the order parameter for the R-symmetry breaking while
√
F is the SUSY

breaking scale, corresponding to an R-charge RX = 2 for the superfieldX. The parameter θ
is a constant, complex anti-commuting two-component spinor enabling component fields of
different spin to be united into a single superfield. The Majorana fermion in the multiplet is
the Goldstino G̃, the goldstone fermion associated with spontaneous SUSY-breaking, while
the compact scalar field a is the R-axion, the goldstone boson associated with spontaneous
R-symmetry breaking.

Switching on gravity, the Goldstino becomes the longitudinal component of the grav-
itino via the super-Higgs mechanism [32] while the R-axion is lifted by an unavoidable
explicit symmetry-breaking contribution arising from the fine-tuning of the cosmological
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constant [33, 34]. The gravitino and R-axion masses can be written as

m3/2 = F0√
3MPl

' 24 keV
(1
κ

)( √
F

107 GeV

)2

, (2.2)

mgrav.
a = m3/2

[
63/2MPl
fa

]1/2

' 5.2 GeV
(
m3/2

24 keV

)(107 GeV√
F

)(√
εR
1

)
, (2.3)

where MPl = 2.4 · 1018 GeV is the reduced Planck scale and we have defined

κ
def= F/F0 , εR

def= 2F/f2
a . (2.4)

This reflects the fact that the gravitino mass is set by the sum of supersymmetry-breaking
contributions from all sectors, corresponding to a total SUSY-breaking scale

√
F0 that may

be larger than the scale
√
F in the LESB sector under consideration (i.e. κ . 1). Similarly,

the R-symmetry breaking scale fa may exceed the scale of supersymmetry breaking
√
F (i.e.

εR . 1), as is often the case in calculable hidden sectors. In writing the gravity contribution
to the R-axion mass in eq. (2.3) we saturated the upper bound on the superpotential
vacuum expectation value (VEV) [35]. In the presence of a possible explicit R-symmetry
breaking term in the hidden sector ε/R, the R-axion mass will receive an extra contribution

m/R
a =

√
ε/RF ' 103 TeV

(
ε/R

0.01

)1/2
( √

F

107 GeV

)
, (2.5)

making the R-axion heavier than the superpartners of Standard Model fields and hence
phenomenologically irrelevant.

Most of the universal phenomenological predictions of low-energy SUSY breaking fol-
low from the gravitino’s role as the LSP [36]. First, the gravitino is the endpoint of every
superpartner decay. In particular, the lifetime of the next-to-lightest supersymmetric par-
ticle (NLSP) is determined by its decay into the gravitino plus a Standard Model state,

τNLSP = 48π
cNLSP

M2
Plm

2
3/2

m5
NLSP

' 102 sec
( 1
cNLSP

)(
m3/2

24 keV

)2 (500 GeV
mNLSP

)5
, (2.6)

where cNLSP is an O(1) coefficient which depends on the particulars of the NLSP. Second,
the gravitino may be directly produced in pairs with a rate controlled by dimension-eight
contact operators suppressed by 1/F 2 in the msoft � m3/2 limit [22, 37]. These operators
lead to a total cross section at lepton colliders for pair production in association with a
photon of the form

σ(e+e− → G̃G̃γ) ' αems
3

160π2F 4

[
247
60 + log

(
4E2

min
s

)]
log

(1− cos θmin
1 + cos θmin

)
, (2.7)

where
√
s is the beam energy, Emin is the minimal photon energy, and θmin is the minimal

photon angle with respect to the beam direction. Here we have expanded in Emin �
√
s (see

ref. [22] for the full formula). A similar formula can be derived for σ(pp→ G̃G̃j) as shown
in ref. [23]. Using these formulas and rescaling the Standard Model backgrounds to higher
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energies and luminosities, we may determine the sensitivity of missing energy searches at
future colliders gravitino pair production; see section 5 for details. These searches lead to
projected direct constraints on the SUSY-breaking scale

√
F as shown in figure 1.

Finally, the stability of the gravitino LSP typically results in a cosmological hazard.
This is the well known “gravitino problem” of LESB theories [38–40]. For sufficiently
high reheating temperature (i.e. Tr.h. > 45m2

3/2MPl/M
2
3 , where M3 is the soft mass of

the gluino), the gravitino is in thermal equilibrium with the Standard Model bath. At
freeze-out, the gravitino is still relativistic and its abundance is bounded from above by
small-scale cosmological observables [41, 42]. The latter imply m3/2 . 16 eV, which cor-
responds to

√
F < 260 TeV. Alternately, if the reheating temperature is low enough, the

gravitino is never in equilibrium with the Standard Model bath but is typically overpro-
duced by a combination of UV scattering contributions [43–47], freeze-in from the decays
of superpartners [48], and decay of the NLSP relic abundance after freeze-out [49, 50].

In order for SUSY-breaking sectors to generate sizable GW signals, the hidden sector
needs to be reheated after inflation. Fixing the reheating temperature Tr.h. =

√
F and

requiring the gravitino to not overclose the universe implies

CUV
M2

3Tr.h.
m3/2

+ CF.O.
m3/2mNLSP

α2
eff

. 0.27TeqMPl , (2.8)

where CUV = 45
√

5f3/(8π13/2g
3/2
∗ ) ' 4 · 10−5, g∗ ' 230, and f3 ' 18 encodes the thermal

corrections as computed in ref. [46]; CF.O. = xF.O./(4π
√
g∗) = 0.12 for xF.O. = 23, and

αeff ' 0.01 is chosen to match the correct dark matter relic abundance in the pure Hig-
gsino case [51]. Eq. (2.8) reflects a similar expression in ref. [30], although here we have
dropped the freeze-in contribution from superpartner decays because it is always subdom-
inant compared to UV scattering contributions.

For κ = 1, the only region where the gravitino is not overabundant for Tr.h. =
√
F

corresponds to
√
F < 260 TeV, while for κ � 1 one can decouple the gravitino mass and

push the SUSY-breaking scale to be as high as
√
F ' 5 · 107 GeV. In this case, the upper

bound is obtained by combining the overclosure bound, LHC bounds on Standard Model
superpartner masses, and the BBN bounds on NLSP decays into the gravitino through
the universal two-body decay in eq. (2.6) as derived in ref. [31]. This bound could slightly
vary depending on the NLSP type and the detailed features of the spectrum, but this does
not alter the primary message: requiring a reheating temperature Tr.h. =

√
F to obtain

sufficiently strong gravitational wave signals implies a quite stringent upper bound on
√
F

as long as the gravitino is required to be the LSP.
Thus far, our discussion has not correlated the scale

√
F of supersymmetry breaking

with the mass spectrum of Standard Model superpartners. Supersymmetry breaking in
the hidden sector is transmitted to the visible sector (which we will take to be the minimal
supersymmetric Standard Model, or MSSM, in this paper) through a mediation mechanism.
The simplest possibility is to assume that a certain number of messengers Nmess in a given
representation of the SM gauge group are coupled to the SUSY-breaking field X via the
superpotentialWmess = ymessXΦΦ̃. Given this coupling, the R-symmetry breaking scale fa
controls the masses of the fermionic messengers, while the SUSY-breaking scale

√
F gives
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an off-diagonal mass to the scalar messengers. The non-supersymmetric splitting between
scalar and fermionic messengers is then transmitted to MSSM superfields via Standard
Model gauge interactions. The resulting gaugino and squark masses are those of standard
gauge mediation [36],

MI = αINmesssM
4π

(√
2F
fa

)
, m2

f̃
=
∑
I

Cf̃ (I)
(
αINmess

4π

)2
(√

2F
fa

)2

, (2.9)

where Cf̃ (I) is the quadratic Casimir of the representation of the MSSM sfermion f̃ under
the Ith Standard Model gauge group and for simplicity we have considered messengers
in the 5 + 5̄ representation of SU(5). The additional coefficient sM . 1 appearing in
the gaugino masses accounts for the phenomenon of “gaugino screening” [16, 52, 53]. In
the simple scenarios discussed here, the ratio between the gluino and squark soft masses
M3/mq̃ '

√
NmesssM . 1, so that the most relevant collider bounds at current and future

colliders can be framed purely in terms of the gluino mass, assuming the squarks to be
decoupled and the lightest gaugino to be the next-to-lightest SUSY particle (NLSP).

Writing the R-symmetry breaking VEV as in eq. (2.4), the final gluino mass can be
simply written in terms of underlying parameters as

mg̃ ' 7 TeV
(
gM
0.1

) √
F

107 GeV , gM
def= Nmess

√
εRsM

[
1 + α3

4π

(
9 + 6 log Q

M3

)]
, (2.10)

where we have collected various coefficients into a model-dependent prefactor gM which
encodes i) the suppression of the gaugino masses due to fa �

√
F (i.e. √εR � 1), ii)

the enhancement for Nmess � 1, iii) the gaugino screening controlled by sM . 1, and iv)
the relation of the gluino soft mass to its pole mass, correctly accounting for the one loop
running of the gluino soft mass at low energies in the limit of heavy squarks [54, 55].

Broadly speaking, eq. (2.10) establishes an interesting relation between the SUSY-
breaking scale and the present and future collider bounds on the gluino. Given the current
LHC bound on gluino masses, which ranges between mg̃ & 2− 2.5 TeV [25–28], eq. (2.10)
indicates the lowest values of the SUSY-breaking scale

√
F consistent with data.

Depending on the model, gM can span many orders of magnitude, but there are three
parametric regimes of interest:

• 1� gM . 160, which is realized in strongly-coupled messenger sectors that are at the
boundary of perturbativity. The upper bound on gM is indeed obtained by requiring
the SM gauge couplings and ymess to be perturbative at the scale of the hidden sector.

• gM ' 1, which is realized in weakly-coupled messenger sectors if Mmess '
√
F and

the gaugino masses are not screened. The latter requirement requires non-trivial
dynamics in the hidden sector, as shown in ref. [16].

• gM � 1, which is typical of models where the soft masses are suppressed compared to
the SUSY-breaking scale because fa �

√
F and the gaugino masses may be further

screened compared to the squark masses. As we will show in section 5, this is the
typical situation in simple, explicit setups featuring SGWB signals.
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One of the most appealing features of LESB mediated via gauge interactions is the
flavor-preserving nature of the MSSM superpartner spectrum. This is because the flavor-
blind contributions to superpartner masses transmitted by gauge interactions vastly ex-
ceeds the omnipresent, flavor-violating “gravity-mediated” contributions. However, these
gravity-mediated contributions reflect all contributions to SUSY breaking, while the gauge-
mediated contributions reflect only the SUSY-breaking in the sector of interest. Thus when
the gravitino mass is enhanced by κ� 1, the contribution from gravity mediation increases
relative to the contribution from gauge mediation, and may eventually run afoul of bounds
on flavor violation. In particular, this implies that κ is bounded from below by bounds from
flavor-changing neutral currents (FCNCs). For instance, considering the slepton contribu-
tions to µ→ eγ [56, 57] and the squark contributions to ∆mK [58, 59] leads to the bounds

κ|µ→eγ & 10−9 ·
( 1
εR

)
, κ|∆mK & 10−9 ·

( √
F

107 GeV

)
·
( 1
εR

)3/4
, (2.11)

where κ and εR are defined in eq. (2.4) and we set BR(µ → eγ) < 4.2 · 10−13 and
∆mK = (3.479 ± 0.001) · 10−12 MeV, asking for the squark contribution to be less then
present experimental uncertainty. These constraints give a robust upper bound on the
gravitino mass in our framework. Finally, even in the absence of flavor violating effects,
the electric dipole moments arising from the relative phase between gaugino and higgsino
masses can be probed in precision experiments such as ACME [60, 61]. The current limit
are already challenging a CP-violating phase of order 10−2 with gauginos below the TeV
scale and the future experimental program will sensibly improve this reach making it one
of the most interesting indirect probes of LESB [62, 63].

2.2 First order phase transitions and SGWB

Phase transitions in field theory are triggered by the nucleation of vacuum bubbles and
their subsequent percolation in the space-time volume. The vacuum bubbles can be found
in Euclidean signature as the stationary minimum-energy bounce solutions interpolating
between the false and true vacuum [64, 65]. In all cases we consider here, the thermal fluc-
tuations will dominate so that the total decay rate per unit volume can be approximated as

Γ(T ) ' T 4
(
S3

2πT

) 3
2

exp (−S3/T ) , (2.12)

where S3 is the 3 dimensional Euclidean action for the O(3)-symmetric bounce [66, 67]. The
decay rate encodes the probability of true vacuum bubbles to be nucleated in a spacetime
region where the false vacuum dominates.

The time evolution of the phase transition can be described in terms of different tem-
peratures. First of all, a necessary condition for nucleation is that the universe reaches
temperatures below the critical temperature Tc, where the false and true vacuum are de-
generate. At the nucleation temperature Tn < Tc, one bubble will nucleate per Hubble

– 10 –



J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

volume, corresponding to2

Γ(Tn)
H(Tn)4 = 1 ⇒ S3(Tn)

Tn
' −9.2 log g∗

230 + 4 log MPl
Tn

+ 3
2 log S3(Tn)

Tn
, (2.13)

where we assumed that the phase transition happens during radiation domination so that
H2(T ) = π2g∗T 4

90M2
Pl

and normalized g∗ to the number of the degrees of freedom in the MSSM.
In all the cases we will consider, the last term in eq. (2.13) can be neglected together with
the constant term, so that solving

S3(Tn)
Tn

' C(Tn) , C(Tn) def= 104 log
(

107 GeV
Tn

)
(2.14)

is always a good approximation. Since C(T ) is a slowly-varying function of T , we can
further simplify this equation assuming C(Tn) ' C(Tc); this number is always going to be
O(102) in the temperature range of interest.

After one bubble per volume has been nucleated at Tn, the bubbles expand to fill the
space-time volume. The phase transition is considered to be completed at the percolation
temperature Tp, when a small fraction of the total volume remains in the false vacuum.
For fast phase transitions like the ones discussed here, one can show that Tp ' Tn so that
we can neglect this difference and take Tn as the temperature at which the phase transition
completes. This sets the relevant dimensionful scale controlling the frequency range of the
SGWB spectrum.

The shape and amplitude of the SGWB spectrum strongly depends on the amount
of energy released into GWs during the FOPT, the duration of the phase transition, and
the behavior of the bubbles in the cosmic fluid. The two first ingredients can be easily
quantified in terms of field theory data via the quantities

α(Tn) = 30
π2g∗T 4

n

(
∆V (Tn)− Tn

d∆V (T )
dT

∣∣∣∣
T=Tn

)
, (2.15)

βH(Tn) def= β(Tn)
H(Tn) = Tn

d

dT

(
S3
T

)∣∣∣∣
T=Tn

, (2.16)

where ∆V (Tn) is the potential energy difference between the true and the false vacuum at
Tn. The amount of energy released into GWs is quantified by α, the latent heat relative
to the radiation energy density ρR = π2g∗T 4

30 [68]. The duration of the phase transition
is quantified by βH , the inverse of the typical timescale of the transition normalized with
respect to Hubble; it is defined under the assumption that the nucleation rate rises expo-
nentially [66, 67] as S(t) = eβHH(t)(t−tn). Using the approximate nucleation condition in
eq. (2.14) we can write

βH(Tn) ' S′(Tn)− C , (2.17)

where S′(Tn) & C in order for the nucleation rate to rise as a function of time, and
βH & C ∼ 100 unless there is some measure of fine-tuning between the first and the second

2The nucleation temperature is formally defined by the integral 1 =
∫ Tc

Tn

dT
T

Γ(T )
H(T )4 , which is well approx-

imated by eq. (2.13) since Γ(T ) depends exponentially on the temperature.
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terms of the above expression. To evaluate the fine-tuning associated with βH in explicit
models, we define

∆βH
def= Max{pi}∆

pi
βH

= Max{pi}
∣∣∣∣d log βH
d log pi

∣∣∣∣ , (2.18)

where ∆pi
βH

are the individual tunings with respect to the underlying parameters of the
theory pi. As we will discuss in section 3, the parametric dependence of the fine-tuning
can be derived for our general class of models and then computed explicitly in the models
of section 4. As a result, obtaining βH < 10 would imply a large amount of fine tuning
(in the sense of being a non-generic prediction of a given model). This is illustrated in
figure 1, where it provides a meaningful bound on the parameter space of GW signals in
LESB . The dominant production mechanism of gravity waves during the first-order phase
transition depends on the dynamics of the bubbles in the cosmic fluid. If the mean free
path of the particles is much longer than the width of the bubble wall, the velocity of the
wall vw can be determined by equilibrating the pressure on the bubble wall induced by
the difference in potential energy ∆V with the friction forces exerted by the surrounding
plasma [69–71]. The latter are induced by states whose mass changes in passing from the
false to the true vacuum. For vw → 1, the total pressure can be derived in a quasi-classical
approximation [71–73] and reads

p = ∆V −∆PLO −∆PNLO , ∆PLO = ∆m2T 2

24 , ∆PNLO '
1

16π2 γg
2∆mV T

3 , (2.19)

where the Lorentz gamma factor is γ = 1/
√

1− v2
w and the leading-order plasma friction

PLO depends on the change in the masses-squared ∆m2 of all the states in the thermal
bath [72]. Since ∆m2 = m2

true − m2
false, the approximate expression in eq. (2.19) is only

valid when both γT & mtrue and T & mfalse. The first condition ensures that particles in
the false vacuum have enough energy to pass through the wall, while the second forestalls
Boltzmann suppression of the pressure [71]. The next-to-leading order radiation pressure
PNLO is instead induced by the change in mass of the vector bosons and it is γ-enhanced
for vw → 1, as first derived in [73].

The pressure in eq. (2.19) determines both how much the bubble wall accelerates as a
function of the bubble radius [74, 75], and the fraction of the FOPT energy which is in the
bubble wall at the time of collision T∗ (traditionally called kcoll). Since we will be dealing
with fast phase transitions, we take T∗ ' Tp ' Tn.

In the absence of friction, the acceleration of the bubble wall grows linearly with the
bubble radius until the gamma factor reaches a terminal value

γ∗ '
2
3
R∗
R0
' 2.6 · 108

√
230
g∗(Tn)

(100
βH

)(107 GeV
Tn

)(∆V (Tn)
T 4
n

)1/3
, (2.20)

where we took the initial radius to be R0 ' Rc =
(

3
2π

S3(Tn)
∆V (Tn)

)1/3
estimated in the thin

wall approximation [64], estimated R∗ as in ref. [76], and assumed radiation domination.
The last term is O(1) in phase transitions which do not have a supercooling phase since
∆V (Tn)/T 4

n < 75.6(g∗/230).
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In the FOPTs discussed here, the bubble growth is generically stopped by plasma
effects from heavy states. This is due to a novel effect in which the relevant energy scale for
particles interacting with the wall reaches values ∼ γTn much larger than the intrinsic scales
associated with the bubble. This is particularly relevant for SUSY-breaking hidden sectors,
where there is a large separation of scales that can be spanned by these ultra-relativistic
effects. In particular, the bubbles expand and accelerate linearly with the radius until the
boost factor is large enough to allow heavy states of mass mtrue � Tn to cross the bubble
wall. The significant mass change of these states induces a new source of LO friction,

∆P heavy
LO ' 1

24(m2
true −m2

false)2T 2
ne
−mfalse/Tn . (2.21)

If ∆V − ∆P heavy
NLO ≤ 0, the gamma factor of the bubble wall and the bubble radius at

equilibrium are approximately

γheavyeq ' mtrue
Tn

, Rheavy
eq ' 3

2γ
heavy
eq Rc . (2.22)

This effect is very similar to the pressure term from mixing discussed in ref. [77], but here
we typically pay the Boltzmann suppression of mfalse.

The resulting fraction of the energy in the bubble wall at the time of collisions is
generically very suppressed,

kcoll '
Req
R∗

(
1− ∆PLO

∆V

)
' 4 · 10−9γheavyeq

(
2.6× 108

γ∗

)(
1− ∆PLO

∆V

)
. (2.23)

As such, most of the energy released in the FOPT goes into the plasma, giving rise to sound
waves propagating through the cosmic fluid. These sound waves source gravitational waves
from the motion of the plasma with an efficiency determined by

ksw '
α

0.73 + 0.083
√
α+ α

, (2.24)

where we have expanded the general formula of refs. [78, 79] for kcoll � 1. The resulting
GW spectral density is

Ω∗sw = 3.8
(

1
β2
H

)(
κswα

1 + α

)3/2 ( f

f∗sw

)3 [
1 + 3

4

(
f

f∗sw

)2]− 7
2

, f∗sw = 1.2β∗HH∗ , (2.25)

where H2
∗ = π2g∗(T∗)

90
T 4

∗
M2

Pl
(1 + α) to account for the reheating of the plasma and β∗H is

normalized accordingly following eq. (2.16). The sound wave spectrum is a broken power
law which drops like Ω∗sw ∼ f3 for f � f∗sw, as expected from causality in a radiation
dominated universe, and as Ω∗sw ∼ f−4 for f � f∗sw. The high frequency behavior of the
spectrum is likely to be affected by the turbulence contribution, whose size is still subject
to large theoretical uncertainties [11, 80]. Here, we include for simplicity only the sound
waves contribution to the GW spectrum in eq. (2.25), which will mainly determine the
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Figure 2. The reach of future GW interferometers in the (α, βH) plane for two different scales of
FOPTs, assuming the signal is dominated by sound waves given by eq. 2.25. The shaded regions
are obtain by requiring the signal at the peak in eq. (2.28) to be inside the PLI curve of a given
experiment. Left: Tn = 105 GeV corresponds to LESB scenarios with an ultralight gravitino LSP
and κ = 1. Right: Tn = 107 GeV corresponds to LESB scenarios with gravitino DM and κ � 1.
We will exhibit calculable scenarios of this type in section 4.

detectability of a given GW signal. After redshift is taken into account, assuming that the
entropy per comoving volume remains constant [68], the GW spectrum today reads

Ω0
swh

2 =
(
a∗
a0

)4 (H∗
H0

)2
Ω∗sw = 2.8 · 10−5

(230
g∗

)1/3
Ω∗sw , (2.26)

where the peak frequency and the power at the peak frequency scale as

f0
sw = f∗sw

(
a∗
a0

)
= 1.1× 102 Hz

(
g∗

230

)1/6 (βH
50

)(
Tn

107GeV

)( 1.3
1 + α

)1/4
, (2.27)

Ωsw,0
GWh2 ' 10−10

(230
g∗

)1/3 ( 50
βH

)2 (κswα

0.08

)3/2 ( 1.3
1 + α

)3/2
. (2.28)

Here we have taken T∗ ' Tn and normalized the scalings for α = 0.3, βH = 100 and
Tn = 107 GeV, which will be the typical values for FOPTs related to fully calculable
SUSY-breaking hidden sectors explored in the following sections.

Having derived the expected GW spectrum, we can determine the region in the (α, βH)
plane where we expect the SBGW to be detectable at future interferometers. Given the
fraction of energy density in GWs today in eq. (2.26), the sensitivity of a given interferom-
eter is controlled by the time integrated signal-to-noise ratio

ρ2 = tobs

∫ fmax

fmin

[ΩGW(f, α, β, vw)
Ωnoise(f)

]2
, (2.29)
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where Ωnoise(f) is the effective noise of the interferometer within a given frequency band
(fmin, fmax) and tobs is the observation time. A detectable stochastic GW background is de-
fined to have ρ > 10. The Power Law Integrated (PLI) curves are generated by considering a
power law function of the frequency f for the GW signal shape in eq. (2.29). The PLI curves
for each GW interferometer considered here are given in appendix C for completeness.

In figure 2 we show the regions in the (α, βH) plane where the power at the peak
frequency in eq. (2.28) lies within the reach of future interferometers for two different
nucleation temperatures. Low nucleation temperatures such as Tn = 105 GeV can be
probed over a wide frequency range depending on βH (i.e. the duration of the FOPT) while
high nucleation temperatures such as Tn = 107 GeV will be accessible only at future high
frequency interferometers such as Advanced LIGO (A-LIGO) [17], the Einstein Telescope
(ET) [18] and the Cosmic Explorer (CE) [19, 20]. In the next section we show that Tn ∼

√
F

in our LESB scenarios, so that high nucleation temperatures in fully calculable SUSY-
breaking scenarios correspond to superpartners lying out of the reach of the LHC.

2.3 LESB in the future: GW interferometers vs. colliders

We are now ready to establish a connection between the SGWB signals and SUSY-breaking
phenomenology described in the previous two sections. The first step is to relate the
nucleation temperature relevant for the SGWB signal to the scales in a SUSY-breaking
hidden sector. As we will see, the nucleation temperature is essentially set by the SUSY-
breaking scale

√
F in our scenarios.

Focusing on FOPT where the barrier between the false and the true vacuum is present
at T = 0, S3 is bounded from below by a constant and we can define Tmin as the temperature
where

βH |T=Tmin = 0 ⇒ Tmin < Tn < Tc . (2.30)

If S3(T ) is monotonic for T > Tmin, the solution of the equation above is unique. The
nucleation temperature is then bounded from above by Tc, where βH → ∞ and α in
eq. (2.15) is suppressed and dominated by d∆V (Tn)

dT . It is further bounded from below by
Tmin where βH → 0 and α is dominated by ∆V (Tn).

More importantly, Tn can be directly related to the SUSY-breaking scale
√
F which

sets the size of the O(3)-symmetric bounce action. A simple way of seeing this is to note
that the bounce action at Tn is itself set by the scale of relevant features in the potential,

S3(Tn) ' c3
√
F ⇒ Tn = c3

C
√
F , (2.31)

where c3 is a model-dependent function of the parameters controlling the shape of the
potential which we assume to be temperature independent for simplicity (an approximation
that is certainly justified if Tn is close enough to Tmin). Here we assume that c3/C ∼ O(1),
an assumption that will turn out to be justified analytically in section 3 and numerically
in the explicit models of section 4.

Having established a relation between Tn and the SUSY-breaking scale
√
F , we identify

two different viable regions of the LESB parameter space satisfying the following simple
requirements:
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• the gravitino is the lightest supersymmetric particle (LSP) as required by LESB, and

• the reheating temperature Tr.h. is as high as
√
F to generate GW signals from the

hidden sector. We take Tr.h. =
√
F in figure 2.11 to maximize the allowed parameter

space.

The two viable regions satisfying the above requirements are

Gravitino dark matter window: where 260 TeV <
√
F . 50 PeV and κ � 1 so that

the gravitino mass is larger than the nominal value set by the F -term in Eq (2.1). The upper
bound on the SUSY-breaking scale is obtained by combining the constraints on gravitino
overabundance in eq. (2.8), BBN constraints on NLSP decays, and the LHC bound on the
gluino mass mg̃ > 2 TeV. The precise upper bound is potentially dependent on further
model-building epicycles; the value here is meant to be indicative. In this window, the
gravitino abundance can match the observed dark matter relic abundance today, while
the soft masses are still dominated by the gauge mediation contributions in eq. (2.9) so
that flavor constraints are under control when eq. (2.11) is satisfied. Perturbative gauge
mediation models with fa &

√
F and gaugino screening will naturally live in the upper end

of this window for
√
F ' 1− 50 PeV. As shown in figure 1, the future reach on gluinos at

FCC-hh [29] could provide a further direct test of these models. Future interferometers in
the LIGO frequency band such as A-LIGO [17], ET [18] and CE [19, 20] have the unique
opportunity to probe these scenarios as long as the thermal transition to the SUSY-breaking
vacuum is associated with a sufficiently strong FOPT (see figure 2). In the rest of the paper,
we discuss explicit scenarios of this type.

Ultralight gravitino window: where m3/2 < 16 eV and
√
F < 260 TeV. This region

has no cosmological issues for κ = 1, but it requires gM & 1 to satisfy the LHC bound
on the gluino mass given the low SUSY-breaking scale (see eq. (2.10) for definition and
comments). A lower bound on the gravitino mass can be derived from direct searches for
gravitino pair production at LEP in γ + MET and at the LHC in j + MET. As shown
in figure 1, present direct bounds on the gravitino are not competitive with the bound on√
F obtained by requiring mg̃ > 2 TeV and perturbativity in the messenger sector. The

HL-LHC will not improve much on that. Future colliders — in particular, high energy
lepton colliders (HELCs) — can drastically improve the reach on gravitino pair production
and meaningfully probe this window even if MSSM superpartners remain inaccessible. As
shown in figure 2, these scenarios can be probed across a wide frequency range by future
GW interferometers depending on the strength and the duration of the FOPT. Building
explicit calculable models in this window presents challenges [81, 82], and we leave a study
of possible GW signals for a future work.

3 Anatomy of the SUSY-breaking phase transition

In this section we describe the generic features of FOPT occurring in calculable SUSY-
breaking hidden sectors. First, we discuss how a large class of perturbative hidden sectors
can be encoded in the effective field theory of the universal pseudomodulus, which is the
scalar component x of the chiral superfield X in eq. (2.1), universally related to the spon-
taneous breaking of supersymmetry [14–16].
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Second, we show how the flatness of the pseudomodulus potential gives rise to a new
class of FOPTs with a very distinctive feature: the nucleation temperature is generically
small compared to the SUSY mass scale, Tn ≤ m∗, so that the thermal potential is well
approximated in the low-T expansion. As we will discuss, non-supersymmetric realizations
of this class of FOPT typically entail a large amount of fine-tuning.

Finally, we derive parametric estimates for Tn, α and βH for this new class of FOPTs
using the triangular barrier approximation [83, 84] and comment on a universal feature
of bubble dynamics in our FOPTs. The observations of this section will find a concrete
realization in the working examples of section 4.

3.1 The SUSY-breaking pseudomodulus

The existence of flat directions is a trademark of hidden sectors with spontaneous SUSY
breaking. Here we focus on a large class of SUSY breaking sectors where the dynamics
of both SUSY and R-symmetry breaking can be embedded in a single chiral superfield X
parametrized as in eq. (2.1)

X = x√
2
e2ia/fa +

√
2θG̃+ θ2F , (3.1)

where the R-charges of the components are respectively R[x] = 2, R[G̃] = 1, R[F ] = 0. The
scalar component x (the universal pseudomodulus) tracks the breaking of the R-symmetry,
while 〈F 〉 sets the SUSY breaking scale.3 The phase transition occurs along x from a local
minimum at the origin x = 0 (where R-symmetry is preserved) to the T = 0 vacuum of the
theory where 〈x〉 = fa and R-symmetry is broken. Hence 〈x〉 = fa is the order parameter
of the phase transitions of interest here, parameterizing the spontaneous breaking of the
R-symmetry.

In hidden sectors which admit a weakly coupled description, the phase transition can
be fully described by studying the effective potential of the pseudomodulus x, whose mass
is typically well below the mass m∗ of the heavy SUSY states in the hidden sector. As we
will see, the unique features of the pseudomodulus potential leave a strong imprint on the
properties of the phase transition. The full effective potential for the pseudomodulus can
be written as

Veff(x) = V0(x) + VT (x) , (3.2)

where V0(x) encodes the zero-temperature quantum corrections and VT (x) the thermal
ones.

The zero-temperature part of the effective potential V0(x) is flat at tree level, up to
explicit R-symmetry breaking effects. Along this so-called F -flat direction, the size of the
potential energy is set by supersymmetry breaking, V ∼ F 2. Interactions that explicitly
violate the R-symmetry typically destabilize the origin and give a slope to the pseudomod-
ulus potential at tree level, but these features are usually small compared to the scale

√
F .

At one loop, quantum corrections lift the pseudomodulus potential; these corrections are
3In more general scenarios there could be multiple different field directions associated to SUSY-breaking

and R-symmetry breaking [16] or even multiple pseudo-flat directions from multiple sources of F -term
SUSY breaking [85].
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Figure 3. Qualitative features of the pseudomodulus potential relevant to the FOPT in SUSY-
breaking hidden sectors. Left: sketch of the zero-temperature potential as described in section 3.1,
exhibiting the following features: i) the distance between the two minima is larger than their
potential difference, f4

a & ∆V , and ii) the height of the peak between the two minima is loop-
suppressed compared to the potential difference, VP � ∆V . An explicit realization of this potential
is presented in section 3.4. The tree level potential (dashed blue) generated by explicit R-symmetry
breaking destabilizes the origin, giving rise to a minimum at 〈x〉 = fa where the R-symmetry is
further spontaneously broken by the VEV of x. Quantum corrections (dashed red) generate a local
minimum at origin. Right: behavior of the temperature corrections described in eq. (3.5) at T = 0,
T = Tc, and T = Tn. The thermal corrections give a contribution to the potential at the origin
which at Tn is typically much smaller than F 2. The barrier and the true vacuum are essentially
unchanged. The approximations in section 3.2 are then justified.

present even in the absence of explicit R-symmetry breaking. The combination of tree-level
explicit R-symmetry breaking and one-loop quantum corrections give rise to the schematic
zero-temperature potential shown in figure 3. Assuming the quantum corrections exceed
the R-symmetry breaking effects, at zero temperature this creates a metastable vacuum
at the origin that is separated by a barrier from the true vacuum at 〈x〉true = fa. The
energy difference between the two vacua ∆V is proportional to the SUSY-breaking scale.
The barrier is located at a distance xP from the origin; at this point, the barrier height is
VP . The essential features characterizing the zero temperature potential are:

• The potential is flat. This means that the distance fa in field space between the false
vacuum and the true vacuum is larger than the size of the potential energy difference
∆V :

f4
a > ∆V , (3.3)

where this hierarchy assumes that R-symmetry breaking effects are parametrically
smaller than the loop corrections. This will be manifest in the toy model of section 3.4.
Under this assumption, the flatness of the potential is a direct consequence of the fact
that SUSY loop corrections asymptote to a logarithm at large field values (see for in-
stance [86]). Obtaining similar quantum corrections in non-supersymmetric theories
with a field-independent mass gap is notoriously difficult without fine-tuning.4

4A well studied example of a flat potential is that of the dilaton of spontaneously broken conformal
symmetry. Here, however, the mass gap is field-dependent and as a consequence the theory becomes
strongly coupled at the origin [87]. The features of the dilaton phase transition are consequently very
different from the one described here.
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• The barrier between the two vacua is small. Given that the potential is generated by
loop effects (and subleading R-symmetry breaking effects), the size of the barrier VP
is one-loop suppressed with respect to the energy difference between the true and the
false vacuum ∆V :

VP
∆V = λ2

eff
16π2 , (3.4)

where λeff ∼ O(1) should be thought of as the effective coupling determining the
height of the barrier. The position of the barrier xP is model-dependent, but will not
play a critical role in the determination of the bounce action as long as eq. (3.3) is
satisfied.

We now turn to the finite temperature corrections. First, as it is well known, finite
temperature effects break SUSY and thus significantly modify the pseudo-modulus poten-
tial. The thermal effects are dominated by the loops of heavy fields in the SUSY hidden
sector coupled to x, whose mass is of order m∗. Since m∗ is by construction larger than
the SUSY-breaking scale

√
F setting the zero-temperature potential, the relevant temper-

atures for the phase transition are smaller than the mass scale m∗ of the particles running
in thermal loops. This implies that the correct approximation of the thermal potential
is the low temperature expansion (see appendix A for explicit formulas). This makes the
finite-temperature potential of the pseudomodulus qualitatively different from ordinary
non-SUSY models, where the high temperature approximation applies since the typical
scalar potential curvature is of the same order of the highest mass scale in the theory.

The effect of thermal corrections on the pseudomodulus potential takes the schematic
form

VT (x) ' −N T 4
(
λ2x2 +m2

∗
(2πT )2

)3/4

e
−
√

λ2x2+m2
∗

T2 , (3.5)

where we assumed the presence of N degrees of freedom with masses-squared ∼ λ2x2 +m2
∗.

Notice that N counts all the heavy degrees of freedom, both bosonic and fermionic, which
contribute with the same sign to the thermal potential. This enhances the importance
of thermal effects compared to zero-temperature loops, where cancellations occur between
states of different statistics.

The thermal correction constitutes a negative contribution to the potential which is
maximal (in absolute value) at the origin of the pseudomodulus, when x ∼ 0 and the
Boltzmann suppression factor is minimized. As a consequence, thermal corrections in our
scenarios have an exponentially larger impact at the origin relative to the true vacuum or
the barrier. This behavior is explicitly shown in the right panel of figure 3. As we will
show in section 4 small deviations from this generic feature can be induced by heavy states
becoming lighter at large field values of the pseudomodulus.

3.2 First order phase transitions in the low-T expansion

Given the shape of our potential as shown in figure 3, we can approximate the bounce
action in the triangular barrier approximation [83, 84]. Within this approximation, we will
be able to capture the parametric behavior of the FOPTs analytically and in section 4 we
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will show how the full analytical solution in explicit models reflects the general features
explored here. A more in-depth discussion about the computation of the bounce action in
the various cases can be found in appendix B.

Taking the false vacuum to be at the origin of field space, we can write the bounce
action in the triangular barrier approximaton as

S3
T

= 144
√

2π
5

(VP − V+)5/2

(VP − V−)3
f3
a

T
f(rλ) , for fa

xP
> g(rλ) , (3.6)

where we have defined the variables

rλ
def= λ−

λ+
, λ−

def= VP − V−
fa − xP

, λ+
def= VP − V+

xP
, (3.7)

and the functions

f(rλ) = r3
λ(1 + rλ)

3
√

3(3 + 2rλ − 3(1 + rλ)2/3)3/2 '
rλ→0

1 + 5
3rλ , (3.8)

g(rλ) = 1 + rλ
3 + 2rλ − 3(1 + rλ)2/3 '

rλ→0

3
rλ

+ 7
3 . (3.9)

The expansion for rλ → 0 is justified as long as both eq. (3.3) and eq. (3.4) are satisfied
and the true vacuum VEV fa sets the largest scale in the pseudomodulus potential. The
triangular barrier approximation can be extended beyond the region set by fa/xP > g(rλ),
but the range of validity of eq. (3.6) is sufficient to capture the parametrics of the phase
transitions of interest. We give the full expression of the triangular barrier approximation
in appendix B.

The triangular barrier approximation depends in general on only five parameters char-
acterizing the potential: the three values of the potential at the critical points, V±, VP , and
the position of the two critical points, fa, xP . For a given theory we can compute these
temperature-dependent quantities explicitly, and find that the bounce action in eq. (3.6)
is an excellent match to the full numerical result.5

At the leading order in the rλ → 0 expansion, the bounce action is independent of
xP ; our analytical estimates will assume that this holds. To further simplify our analytical
treatment, we approximate the thermal potential in eq. (3.5) by only including thermal
corrections at x = 0, where the exponential suppression is minimized, and neglecting the
temperature dependence of V− and VP . Within this approximation we obtain

V+ = V 0
T , V 0

T
def= VT (x = 0) , V− = −∆V , (3.10)

where we set V+ to be exactly zero at zero temperature so that its (strictly negative) value
is purely controlled by the thermal corrections at the origin. The value of the potential at
the true vacuum is −∆V , and independent of temperature in this approximation.

With these approximations, the bounce action becomes simply

S3
T
' 144

√
2π

5T
(VP − V 0

T )5/2f3
a

(∆V )3 ,
3V 0

T

∆V + 1 > 0, (3.11)

5Throughout this paper we make use of the Mathematica package FindBounce [88] for our numerical
analysis, which we further validate using CosmoTransitions [89].
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and we are now ready to describe the shape of S3/T as a function of T . First we define
the critical temperature Tc, where the thermal corrections at the origin balance the zero-
temperature potential difference between the two minima:

|V 0
Tc | ' ∆V ⇒ Tc '

2
5

m∗

W
(

0.13
(
N m4

∗
F 2

)2/5
) , (3.12)

where W(x) is the Lambert function, defined as the solution to the equation W(x)eW(x) =
x. At large x the function W(x) behaves approximately like 3/4 log(1 +x), and this simple
approximation can be used for all practical purposes here (see appendix A for a short
summary of the properties of the Lambert function). Using this, the low-T expansion will
apply in regions of parameter space where

Tc . m∗ ⇒
√
F . 0.8

(
N

10

)5/8
m∗ , (3.13)

where we have normalized the number of degrees of freedom in the thermal loops to the
typical order of magnitude we will find in the explicit examples of section 4. The low-T ap-
proximation is then valid whenever eq. (3.13) is satisfied, making it a generic feature of the
pseudomodulus potential where the vacuum energy is protected from quantum corrections
induced by heavy SUSY states.

From the definition of Tc in eq. (3.12), we can immediately see that the triangu-
lar approximation in eq. (3.11) breaks down in this regime and should be extended (see
appendix B). However, the nucleation temperature in our setup is generically very far
from Tc, so that eq. (3.11) is always a good approximation at the temperatures relevant
for the FOPT. As the temperature decreases below T < Tc, S3/T decreases as long as
|V 0
T | > VP , since |V 0

T | decreases exponentially with the temperature. When the tempera-
ture approaches Tmin defined in eq. (2.30), then |V 0

T | ' VP and S3/T attains a minimum
value. As the temperature decreases further below Tmin, S3/T grows as 1/T .

Plugging the simplified bounce action in eq. (3.11) into the Tmin definition in eq. (2.30),
we can easily obtain an analytic expression for Tmin which reads

Tmin = 2m∗
3

1

W
(

52/3

3π

(
N m4

∗
VP

)2/3
) ⇒ Tmin

Tc
. 0.2 , (3.14)

where to obtain the first expression we assumed Tmin . 0.48m∗ and the second inequality
follows from approximating the Lambert function W (x) ' 3/4 log(x + 1), assuming N ∼
O(10) and using the eq. (3.4) for the scaling of VP with λeff ∼ O(1) and ∆V ∼ F 2. Higher
values of λeff or a suppressed value of ∆V will lead to a reduction of the hierarchy between
Tmin and Tc. The latter cases are less interesting from the point of view of the expected
GW signal.

We are now ready to verify that there exists a nucleation temperature Tn where S3/T

satisfies the nucleation condition eq. (2.14). As discussed in eq. (2.30), the nucleation
temperature is always within the interval (Tmin, Tc). Scenarios where Tn is closer to Tmin
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have a larger α (see eq. (2.15)) and a smaller βH (see eq. (2.16)), favorable for generating
an observable GW signal. Understanding the scaling of Tn with respect to Tmin and Tc
thus provides valuable information about the strength of the FOPT.

Even approximating the nucleation condition in eq. (2.14) with a constant C, solving
the equation analytically with respect to T using S3/T given by eq. (3.11) is not possible.
We may, however, expand in VP /|V 0

T | � 1 and solve for Tn order by order in this expansion.
This is always a good approximation as long as Tn does not approach Tmin too closely. At
first order, writing Tn = T 0

n(1 + δT 1
n) we find

Tn ' T 0
n

1− 7
C2/5

VP
m4
∗

(
T 0
n

m∗

)3/5(
fam

3
∗

∆V

)6/5
 , (3.15)

where
T 0
n = 0.48m∗

1

W
(

0.32
(
N5

C2

)2/21 (fam3
∗

∆V

)4/7
) , (3.16)

and we have again assumed T 0
n < 0.48m∗. Given that the argument of the Lambert function

is much larger than one, T 0
n depends only logarithmically on the parameters N, C, fa,∆V ,

and can be taken proportional to m∗ for simplicity.
The leading scaling of Tn with respect to the parameters shaping the potential is

captured by the leading corrections proportional to VP in (3.15). Indeed, we observe
that by increasing VP (i.e. the height of the barrier), or by increasing fa, the nucleation
temperature decreases, approaching the region of parameter space where nucleation does
not occur. The border between the nucleation and the non-nucleation areas is the portion
of parameter space which is optimal for gravitational waves, since it is where βH is minimal.
This behavior is in good agreement with the numerical results of section 4, and one can
verify that eq. (3.15) reproduces the behavior of the full numerical result when properly
matched to the models in section 4 up to an overall scaling of the bounce action.

3.3 α, βH and fine-tuning

Now we can use our prediction for Tn to compute the parameters characterizing the FOPT:

• Within our analytical approximation, the temperature corrections only affect the
potential at the origin of field space and are exponentially suppressed for T < m∗.
Therefore, we approximate α as

α ' 30
g∗(Tn)π2

∆V
T 4
n

, (3.17)

where the scaling of Tn can obtained by using (3.15). Within this approximation,
∆V is temperature-independent and the largest values of α correspond to Tn closer
to Tmin.

• The inverse time scale of the phase transition can be computed explicitly from (3.11),
giving

βH ' C

1.1N
C2/5 e

−m∗
Tn

(
Tn
m∗

)11/10
(
fam

3
∗

∆V

)6/5

− 1

 . (3.18)
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One can easily verify that if Tn = Tmin, then βH ' 1 within the small VP expan-
sion. Moreover, the exponential dependence on Tn makes βH very sensitive to the
underlying parameters.

We now use the approximate βH formula in eq. (3.18) to estimate the βH -tuning defined in
eq. (2.18). We compute first the tuning with respect to VP , which is encoded in eq. (3.18)
through the dependence of Tn on VP . At leading order in VP /m4

∗ � 1 we obtain∣∣∣∣d log βH
d log VP

∣∣∣∣ =
∣∣∣∣(1− β0

βH

)∣∣∣∣ & ∣∣∣∣4 CβH
∣∣∣∣ (3.19)

where in the last step we used the fact that

β0 ' C
(
−1 + 5

2
m∗
T 0
n

)
& 4C (3.20)

since T 0
n < 10

21m∗ and βH . C in the interesting region of parameter space. The tuning
associated with the barrier height is the dominant one, given that the tuning with respect
to vacuum distance fa is suppressed by an extra factor of T 0

n/m∗. As in eq. (2.17), we see
that the natural value of βH is βH ' C(Tn) ' 100 for the scales of interest in this study.
Smaller values of βH can be obtained at the price of fine-tuning the barrier height at the
percent level. This might imply an even larger tuning with respect to the fundamental
parameters of a given model, as we will show in a concrete example in section 4.2.

3.4 A toy example: fine-tuning vs. single SUSY-breaking scale

We now present a simple toy model which captures most of the features of the pseudomod-
ulus potential in the explicit SUSY-breaking hidden sectors we will encounter in section 4.
We take the zero-temperature potential to be

V0(x) = κ2
D

(
F − ε/Rx

2
)2

+ λ2

32π2 |F |
2 log

(
λ2x2 +m2

∗
m2
∗

)
, (3.21)

which reproduces the shape of the potential sketched in figure 3. The first term captures
tree-level effects, while the second term captures one-loop quantum corrections. The x
potential is flat at tree-level up to R-symmetry breaking operators parametrized by ε/R.6
SUSY-breaking corrections induced by heavy fields lift the x potential around the origin,
giving a mass to the pseudomodulus, but ultimately become subdominant for x �

√
F

where SUSY is restored in the direction associated to the F -term. This large-field behavior
is a unique characteristic of SUSY models.

As long as the explicit R-symmetry breaking is parametrically small, the position of
the true vacuum and the zero temperature difference energy between the true vacuum and
false vacuum are

〈x〉true = fa =
√
F

ε/R
, ∆V = (κDF )2 , (3.22)

6As shown in section 4.2, the potential controlled by ε/R can be obtained from a marginal operator break-
ing R-symmetry in the superpotential. Similarly, one could study explicit R-breaking operators of arbitrary
dimension in the superpotential W/R = ε/RX

n

nΛn−3 which correspond to tree level potentials of the form V (x) =(
F − ε/Rx

n−1

Λn−3

)2
. These types of operators would naturally be generated by UV dynamics as in ref. [90].
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where we have introduced the parameter κD to allow the scale controlling the difference in
vacuum energy to vary relative to the scale controlling the loop corrections along the pseu-
domodulus potential. We will exhibit a concrete realization of such a model in section 4.3.
Requiring the potential to be flat as in eq. (3.3) requires ε/R < 1/√κD.

Following the triangular barrier prescription, we need to find the position of the barrier
and the value of the potential at the barrier; for the toy model these take the form

xP '
λ

8πκD
fa , (3.23)

VP '
λ2F 2

32π2

(
2 log

(
λ2fa

8πκDm∗

)
− 1

)
. (3.24)

From the last equation we see that the loop suppression of the zero-temperature barrier
VP , as assumed in Eq (3.4), is here an automatic consequence of the fact that the pseudo-
modulus direction is lifted by quantum corrections. For a single-scale model (i.e. κD = 1)
the position of the peak xP is fixed in terms of the one of the true vacuum fa, while for a
two-scale model, κD � 1 can enhance the hierarchy between xP and fa.

We are now ready to use the triangular barrier approximation in eq. (3.6) to compute
the bounce action and the features of the FOPT between the origin and the true vacuum.
For ε/R < 1/√κD, fa is the largest scale in the problem and the approximation in eq. (3.11)
is justified. If the general features of the bounce action characterize the FOPT in the low-T
expansion discussed above, this simple toy model allows us to say something more precise
about the scaling of the energy released during the FOPT. From eq. (3.17) we have

α = 30
g∗(Tn)π2

(
κDF

T 2
n

)2
∼ 10−2κ2

D

(
F

m2
∗

)2 ( 230
g∗(Tn)

)
, (3.25)

where we normalized the number of relativistic degrees of freedom at Tn to be close to
the MSSM value and we substituted Tn ∼ T 0

n ∼ 0.5m∗, which is the natural value of the
nucleation temperature unless either VP or fa are tuned to suppress it (see eq. (3.15)). In a
single-scale model where κD = 1, tuning Tn �

√
F is the only way to enhance the strength

of the FOPT. The same tuning will allow βH to be small. Conversely, in a two-scale model
of SUSY-breaking, having κD � 1 can compensate the suppression in eq. (3.25) without
any tuning. We will show an explicit example of this class of hidden sectors in section 4.3.
These are clearly the best candidates to be probed by future GW interferometers.

4 Explicit models

In this section we provide two working examples of the general idea described in the previ-
ous sections. Both models are straightforward deformations of the minimal O’Raifeartaigh
model, which is the simplest theory of chiral superfields that breaks SUSY sponta-
neously [91]. The O’Raifeartaigh model involves three chiral superfields, namely the SUSY-
breaking field X containing the pseudomodulus and two messenger fields Φ1,2. The dynam-
ics are determined by three parameters: the SUSY-breaking scale

√
F , the SUSY-preserving

mass m of the messengers, and the coupling λ between the three fields. To set the stage
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for our analysis, we begin in section 4.1 by determining the phase diagram of the minimal
O’Raifeartaigh model which can be described as a function of the dimensionless parameter

yF
def= λF

m2 . (4.1)

The model exhibits a rich phase structure as a function of temperature and the underlying
parameters; for yF ∼ 1 the origin of the pseudomodulus is the global minimum at all T
and no interesting phase transitions occur, while for yF � 1 a second minimum develops
away from the origin that may become the global minimum at intermediate temperatures,
leading to a variety of phase transitions. Unfortunately, as we will see, none of these
phase transitions are sufficiently strongly first-order to generate an observable GW signal.
However, this minimal O’Raifeartaigh model serves as the foundation for SUSY-breaking
hidden sectors that do generate observable GW signals.

In section 4.2, we present the simplest SUSY-breaking hidden sector featuring a strong
FOPT like the ones describe in section 3. This hidden sector involves a marginal deforma-
tion in the superpotential of the minimal O’Raifeartaigh model, breaking the R-symmetry
explicitly and obtaining a pseudomodulus potential very similar to the one described in the
toy model in section 3.4. We show that in such a simple single-scale model, α will be gener-
ically suppressed as predicted in eq. (3.25), and discuss quantitatively the fine-tuning of
βH defined in eq. (2.18). Phenomenologically, this model is unsatisfactory since the global
minimum restores SUSY, although this may be remedied by the introduction of external
SUSY-breaking effects.

In section 4.3, we show how both the shortcomings of the simple model of section 4.2 are
resolved in hidden sectors with two SUSY-breaking scales, in keeping with our expectations
from section 3.4. We make this concrete by gauging a U(1) flavor symmetry of the mes-
sengers in the minimal O’Raifeartaigh model, which admits an additional source of SUSY
breaking via the Fayet-Iliopoulos term. This additional “D-term” supersymmetry breaking
provides a second SUSY-breaking scale, which both ensures that supersymmetry is broken
everywhere on the pseudomoduli space and increases α, leading to observable GW signals.

4.1 Warm up: the O’Raifeartaigh model at finite temperature

In the minimal O’Raifeartaigh model, the pseudo-modulus is stabilized at the origin by
quantum corrections. Since the R-symmetry is unbroken in the global minimum at T = 0,
one would expect that including finite temperature corrections will not induce any phase
transitions. Instead, the dynamics of the O’Raifeartaigh model at finite temperature
presents rich features that we discuss here in detail (see refs. [92, 93] for earlier works
on related issues).

Having in mind applications to gauge mediated SUSY breaking, we consider the vector-
like version of the minimal O’Raifeartaigh model, which is described by the superpotential

W = −FX + λXΦ1Φ̃2 +m(Φ1Φ̃1 + Φ2Φ̃2) , (4.2)

encoding the interactions of the SUSY-breaking chiral superfield X and two vector-like sets
of messenger superfields Φi, Φ̃i (i = 1, 2). The first term is a tadpole ensuring that super-
symmetry is broken at the scale

√
F , while the second term encodes interactions among the
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fields with strength λ. We take the masses of the two pairs of messengers to be equal for sim-
plicity. The superpotential above enjoys an unbroken R-symmetry under which X carries
R[X] = +2, as well as a U(1)D flavor symmetry under which the messengers Φ and Φ̃ have
opposite charges (see figure 4 right for a summary table with the full charge assignment).

The potential for the scalar components of the chiral superfields is

V = |F − λφ1φ̃2|2 + |λXφ̃2 +mφ̃1|2 + |λXφ1 +mφ2|2 + |mφ1|2 + |mφ̃2|2 , (4.3)

where X = x√
2 denotes the scalar component of the pseudomodulus in the notation of

eq. (3.1). For λF ≤ m2, the tree level vacuum of the theory is at φi = φ̃i = 0 with x

undetermined, and SUSY is broken at a scale
√
F . Radiative corrections from loops of the

messenger fields φ and φ̃ generate a potential for x that stabilizes it at the origin, and thus
the global vacuum at zero temperature lies at φi = φ̃i = 0 and 〈x〉 = 0. Note that the
one-loop corrections have the shape described in section 3, being polynomial close to the
origin of the pseudomodulus potential and logarithmic for large field values. Expanding
for yF ≡ λF

m2 ∼ 1 we obtain

V 1-loop
x→0 ' λ3F

16π2 (log 4− 1)x2 − λ4

384π2 (12 log 2− 7)x4 +O(x6) , (4.4)

V 1-loop
x→∞ ' λ2F 2

16π2 log
(
x2

m2

)
, (4.5)

where we have fixed the renormalization scale to the messenger mass m. The thermal
corrections to the x potential can be added with standard formulas that we review in the
appendix A.

The shape of the thermal corrections is set by the x dependence of the mass eigenvalues
for the scalar and fermionic components of the messengers. From (4.2) we can distinguish
two classes of mass-squared eigenvalues: i) the ones growing quadratically with x, and
ii) the ones decreasing as 1/x2 and asymptotically going to zero in the large-x region.
Specifically, the fermionic eigenvalues scale as

m2
± = m2 + λ2x2

4

1±

√
1 + 8m2

λ2x2

 =

 m for x→ 0
∼ x±2 for x→∞

, (4.6)

and the bosonic eigenvalues are split in pairs around the fermionic ones, e.g. at the origin
the bosonic eigenvalues are {m2,m2,m2 +λF,m2−λF}. The behavior of the full spectrum
as a function of x is shown in figure 4 (right). We also observe that at large x, the spectrum
asymptotes to a supersymmetric one.

For low temperatures (i.e. T < m), the induced thermal corrections are a decreasing
function of x, since they are mainly controlled by the lightest eigenstates. These corrections
are mildly Boltzmann suppressed at large x and modify the pseudo-modulus potential
as soon as T 4 ∼ λ2F 2

16π2 . For larger temperatures, the contribution from the other mass
eigenstates and in particular from the ones growing with x become relevant, and the thermal
potential is a growing function of x. Hence at temperatures T ∼ m we expect the global
minimum to be at the origin of the field space. However, for intermediate temperatures
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Figure 4. Left: behavior of the hidden sector spectrum in the simple O’Raifeartaigh model as a
function of the pseudomodulus direction x. The dashed dark red/blue line indicates the fermionic
eigenvalues growing/going to zero like x±2 (see eq. (4.6)). The two pink and light blue solid lines
indicate the scalar mass states splitted in pairs around the fermionic ones. The dashed light ma-
genta line indicates the states that remain independent on x. The dashed peach line shows T? for
this particular benchmark, where the new vacuum induced by thermal corrections becomes degen-
erate with the origin (see eq. (4.7)). Right: unbroken symmetries of the chiral superfields in the
O’Raifeartaigh model superpotential in eq. (4.2). The model enjoys a U(1)R symmetry and an
extra U(1)D flavor symmetry. The first will be explicitly broken in the model in section 4.2 while
the second one will be gauged in the model in section 4.3.

the thermal corrections can make the origin of the field space unstable, leading to a very
rich evolution of the potential with temperature.

The thermal corrections compete with the loop corrections in the large x region (see
eq. (4.5)), eventually leading to a minimum of the potential at

x? '
2
√

2πT
λyF

, T? ∼ 0.23√yFm, (4.7)

where x? is obtained using the high-T expansion for the thermal potential up to T 2, as-
suming 2 bosons and 2 fermions with masses-squared ' 2m4

λ2x2 , and T? is an estimate of the
temperature where the new minimum can be the global one. The latter is estimated by
requiring the temperature corrections at x? to be comparable to the height of the one loop
potential. If T? is close tom, then the neglected contributions from the states whose masses
grow with x2 lifts again the minimum at x?, which will then never be the global minimum
at any temperature. In conclusion, we expect that depending on the hierarchy between λF
and m2, the minimum at x? could become the global minimum in a certain temperature
range around T?. This complicated phase diagram is well summarized in figure 5, where
we have fixed the ratio F

m2 to a representative value and explore the dynamics of the model
as a function of the temperature and coupling λ.
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Figure 5. Phase diagram of the O’Raifeartaigh model at fixed F/m2 = 4. For large λ the quantum
corrections dominate and the origin is the global minimum at all temperatures. For small λ, at
T = T? a new vacuum develops as a consequence of the interplay between the thermal and the loop
corrections as shown in eq. (4.7). In dark red we show the range of temperatures where a barrier is
present between the origin and the true minimum, in light red we show the range of temperatures
where the barrier disappears. At lower temperatures, the origin again becomes the global minimum,
and the second minimum decays back into the origin. In blue we show the range of temperatures
where a barrier separates the two minima and in light blue the region when the barrier disappears.

For large λ, corresponding to yF ∼ 1, the minimum at X? is never the global minimum
of the scalar potential (green region in the plot). For small λ, i.e. yF � 1 two phase
transitions occur while lowering the temperature. Specifically, at very high temperature
the global minimum is at the origin, as explained above. At intermediate temperatures
the global minimum is at X?, and finally at zero temperature the global vacuum is again
at the origin. The corresponding two phase transitions can be first or second order. We
have explored the parameter space of the model for different values of yF and λ, and found
that these phase transitions are never strongly first order (i.e. small βH and large α) in the
regime of perturbative λ.

Although the minimal O’Raifeartaigh model is itself not a good candidate for a strong
FOPT, it nonetheless provides the foundation for simple variations that are. We explore
these variations in the following subsections, restricting our attention to the region of pa-
rameter space in which the minimal O’Raifeartaigh model exhibits a simple thermal history
corresponding to the green region in figure 5. Deformations of the minimal O’Raifeartaigh
model will endow this region with phase transitions as a function of temperature, while
avoiding the complications of new minima arising from the interplay of thermal and loop
corrections shown in the red and blue regions.
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4.2 O’Raifeartaigh model with explicit R-symmetry breaking

Now we turn to a simple, concrete realization of a SUSY-breaking hidden sector whose
pseudomodulus potential exhibits the properties exlpored in section 3. This model simply
amounts to deforming the minimal O’Raifeartaigh model studied in the previous section
with the following marginal, R-symmetry-breaking term in the superpotential:

W�R(X) = 1
3εX

3 . (4.8)

The complete tree-level scalar potential of the model is

V = | − F + εX2 + λφ1φ̃2|2 + |λXφ̃2 +mφ̃1|2 + |λXφ1 +mφ2|2 + |mφ1|2 + |mφ̃2|2 (4.9)

and assuming yF ≤ 1, the global minimum sits at 〈x〉true =
√

2F
ε and φi = φ̃i = 0.

In contrast to the minimal O’Raifeartaigh model, the R-symmetry-breaking deformation
destabilizes the origin at tree level and restores supersymmetry in the true vacuum.

The radiative corrections are identical to the ones in the O’Raifeartaigh at zeroth order
in ε, and they tend to stabilize the pseudo-modulus at x = 0, competing with the tree-level
contributions induced by the ε deformation. Close to the origin, the effective potential for
the pseudomodulus obtained by integrating out the φi and φ̃i fields reads (up to quartic
order)

V0(x) '
x→0

F 2 + m2
eff
2 x2 − λeff

4 x4 ,

 m2
eff =

(
λ3

8π2 (log 4− 1)− 2ε
)
F

λeff = λ4

96π2 (12 log 2− 7)− ε2
, (4.10)

where again we have approximated the loop corrections in the leading order in yF = λF
m2 ∼ 1.

For ε < λ3

16π2 (log 4− 1), the radiative corrections are sufficient to create a metastable
vacuum at the origin of x. In this regime, the ε contribution to the quartic is always
negligible. Along the pseudomodulus direction, there is now a true vacuum created by the
R-symmetry-breaking deformation and a false vacuum created by radiative corrections.
The height and location of the barrier between these two vacua may be approximated as

VP − V+ '
m4

eff
4λeff

∼ 24π2

λ4

(
λ3

8π2 (log 4− 1)− 2ε
)2

F 2 xP '
meff√
λeff

, (4.11)

This approximation is valid if xP . m
λ , that is if there is a cancellation between the two

terms in m2
eff such that m2

eff . λ3

96π2F . The global minimum far away from the origin is
not modified by the quantum corrections since SUSY is effectively restored there (we will
come back to this point in section 4.2.2) and stays at 〈x〉true =

√
2F
ε , so that ∆V = F 2.

In summary, this hidden sector provides a concrete realization of the toy model dis-
cussed in section 3.4. A direct consequence of having a single SUSY-breaking scale

√
F

is that the potential difference ∆V and the quantum corrections determining the barrier
are both controlled by the same scale. This corresponds to κD = 1 in the toy model of
section 3.4, and typically leads to suppressed α as we will show below. The formulae above
allow straightforward matching of the model parameters onto the variables entering in the
triangular barrier bounce action of section 3.2. In the following, we will compare our an-
alytical expectations with the full numerical analysis of the FOPT from the origin to the
〈x〉true vacuum.
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Figure 6. From the left to the right, we show the behavior of Tn/
√
F , βH and α in the

O’Raifeartaigh model with explicit R-symmetry breaking described in eq. (4.8). We fix yF = 3/4
and F = 30 PeV so that the entire parameter space of the model can be shown in the (λ, ε) plane.
The black dashed contours in the left plot show Tn/

√
F . The red-to-blue gradients show contours

of tn as defined in eq. (4.12) (left), of βH as defined in eq. (2.16) (center) and of α as defined in
eq. (2.15) (right). The GW signal weakens going from red to blue. Above the green dashed line,
the barrier separating the false and true vacua disappears at zero temperature. The grey regions
are not considered in our numerical scan because βH is too large (top left) or λ is non-perturbative.
In the white region the nucleation condition in eq. (2.13) cannot be satisfied.

4.2.1 First order phase transition dynamics

We now study the model at finite temperature with an eye towards the dynamics of the
phase transition associated to R-symmetry breaking. The thermal corrections to the X
potential are equivalent to the ones that we studied in the simplest O’Raifeartaigh model,
up to small corrections proportional to ε. The main difference is that the thermal effects
are added on top of a zero-temperature potential described in the previous section, where
the global minimum is far away from the origin. If we restrict to the parameter space
where λF/m2 ∼ 1 (the green region of figure 5), the role of the thermal corrections is to
stabilize the origin at high temperature. Lowering the temperature, the thermal history
is very similar to the one described in section 3: the negative thermal contributions at
the origin decrease in absolute value until we reach Tc, where the minimum at x = 0 is
degenerate with the minimum at xtrue. An analytic estimate of this temperature can be
obtained following eq. (3.12). By further lowering the temperature, the thermal corrections
become more and more negligible and one recovers the zero-temperature potential with a
local minimum at the origin separated from the true vacuum by a loop-induced barrier.

Bounce action and nucleation temperature. The next step in determining the phase
transition dynamics is to compute the bounce action and the nucleation temperature. In
the left panel of figure 6, we show the numerical result for the nucleation temperature Tn as
a function of the two dimensionless couplings of the model, having fixed yF ≡ λF/m2 = 3/4
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and the scale of SUSY breaking to
√
F = 30 PeV for concreteness. Numerically we see

that Tn ∼
√
F as assumed in the general discussion around eq. 2.31. As can be seen from

the explicit formula in eq. 3.15, this feature is a consequence of the fact that F cannot be
arbitrarily decoupled from m2 if we require yF ∼ 1 and perturbativity of λ.

Keeping ε fixed, we see that the nucleation temperature Tn decreases when λ increases,
up until reaching the no-nucleation zone. Indeed, increasing λ makes the barrier between
the two vacua higher, and the bounce action larger, decreasing the likelihood that the
phase transition completes. When the bounce action increases, the nucleation temperature
lowers, approaching Tmin at the border of the no-nucleation region. Conversely, decreasing
λ at fixed ε shifts the nucleation temperature towards Tc. In figure 6 we plot the quantity

tn
def= min

(
Tc − Tn
Tc

,
Tn − Tmin
Tmin

)
, (4.12)

which indicates whether Tn is closer to Tc or Tmin. As we will see this quantity is strongly
correlated with the strength of the signal.

The main effect of ε on the pseudomodulus potential is to set the distance in field
space between the origin and the true vacuum. The barrier is also ε-dependent, but away
from the region where the effective mass in eq. (4.10) changes sign, the effect of varying ε
is negligible. Decreasing ε makes xtrue = fa larger. From eq. (3.11) we see that the bounce
action grows, making it more difficult for the phase transition to occur. This explains why
lowering ε at fixed λ causes the nucleation temperature to decrease until the no-nucleation
region is reached.

The interesting area of the parameter space is the sliver between the no-nucleation
region and the region where there is not a barrier at T = 0. Within this sliver, λ3

16π2 ∼ ε

and the effective mass of the pseudomodulus in eq. (4.10) is small and positive (in units of√
F ∼ ∆V 1/4). The whole region shrinks for small ε because the true vacuum is pushed to

large field values, and there is no nucleation unless the effective mass at the origin is tuned
to be small.

The scaling of Tn/
√
F with the Lagrangian parameters can be captured by the analytic

approximations presented in section 3. We match the generic parameterization of section 3
using the expressions in (4.10) and (4.11), giving

Tn ∼
40
√
λF

63
1

log
(
1 + 0.76 λ6/7

C4/21ε2/7

)
1 − 0.015

(
λ9

C2ε3

)1/5
 , (4.13)

where we have approximated the radiative corrections for yF ∼ 1. This expression quali-
tatively reproduces the left panel of figure 6, up to an overall normalization of the bounce
action (corresponding to a shift in C).

For large ε, the rightmost term in parentheses in (4.13) is always O(1), and hence the
variation of Tn is largely controlled by the prefactor. The ∼

√
λ scaling of the numerator

is balanced by the log λ scaling in the denominator, and the resulting prefactor of Tn
is essentially flat in λ and only decreases with decreasing ε. In the small ε region, the
rightmost term in parentheses in (4.13) becomes smaller than 1 and controls the shapes of
the Tn contours, in agreement with the left panel of figure 6.
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α, βH and fine-tuning. The microscopic properties of the FOPT dynamics are encoded
in the two parameters α and βH , which correspond to the energy release and the duration of
the phase transition. In the central and rightmost panels of figure 6, we show the behavior
of βH and α in the (λ, ε) plane. Here the scaling of α is essentially dictated by the scaling
of Tn/

√
F , since α ∼ 30

g∗π2
∆V
T 4
n

and ∆V ∼ F 2. We see that in the parameter space explored
here, we cannot reach large values of α except in the thin sliver towards small ε and λ where
Tn ∼ Tmin and Tmin is minimized with respect to

√
F . This unfortunate feature is a generic

prediction of a single-scale SUSY-breaking hidden sector, as discussed in section 3.4.
As shown in figure 6, βH is small in the regions of the parameter space at the border

of the no-nucleation zone where Tn ∼ Tmin. Getting closer and closer to this boundary, one
can achieve βH . 100 at the price of a large tuning of the model parameters as discussed
in section 2.2. The fine-tuning is dominated by the tuning of the barrier VP between the
two minima. Substituting the dependence of VP on the Lagrangian parameters, we can
estimate the tuning of βH with respect to λ as

∂ log βH
∂ log λ & 8

(C(Tn)
βH

)
. (4.14)

The same fine-tuning can be computed numerically using the prescription of eq. (3.19).
We show the results in figure 7, where we see that βH . 100 corresponds to ∆βH ∼ 103,
which is larger than the estimate derived above. The numerical results also confirm our
expectation that the tuning associated with the λ parameter (setting the height of the
barrier) dominates relative to the tuning associated with the ε parameter (setting the
location of the true vacuum). Comparing the left and right panels in figure 7, it is apparent
that the tuning grows in the region of small ε, where α is larger.

4.2.2 Phenomenological challenges

As discussed in the previous section, the model presented here is not optimal for generating
a sizable SGWB signal. Indeed, by comparing the resulting values of α and βH in figure 6
to the values displayed in figure 2, it is clear that the typical value of α is too small to
lead to a detectable signal. Of course, this issue can be resolved by going in a tuned
region of the parameter space where a very small ε and an appropriately fine-tuned λ

give T ∼ Tmin and a suppressed Tmin compared to
√
F . However, it is fair to say that,

in general, a perturbative single-scale SUSY-breaking hidden sector cannot lead to strong
SGWB signals. For this reason, we do not display the SGWB for this model, although it
may easily be inferred from the α, βH , Tn plots in figure 6.

As shown in the simple toy model of section 3.4, the suppression of α is a consequence of
the fact that in a single-scale SUSY-breaking hidden sector one cannot significantly separate
∆V from T 4

n . Notice that this conclusion hinges on requiring yF ∼ 1, which is necessary to
avoid the region shown in figure 5 where thermal corrections at high temperatures induce
new minima. A more careful study of the dynamics of single scale models for yF � 1 is
left for future work.

In addition to the α suppression, the true vacuum in this model restores SUSY, so
that the phase transition is not genuinely a “SUSY-breaking phase transition”; this sector,
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Figure 7. Behavior of βH (black solid curve) and the associated fine-tunings defined in eq. (2.18)
as a function of λ for m2/F = 4 and

√
F = 30 PeV. The left and right plots correspond to two

different values of ε. The black dashed curve shows the fine tuning w.r.t. λ, which dominates over
the fine tuning w.r.t. ε shown as a red dashed curve. The λ fine-tuning corresponds to the total
fine-tuning ∆βH shown as a light blue solid line.

as presented, cannot be responsible for the SUSY breaking transmitted to the MSSM.
However, this is not a fatal obstruction, as the vacuum energy in the true vacuum far from
the origin can be easily lifted by coupling to another source of SUSY breaking, very much in
the spirit of [94]. If we require the new source of SUSY-breaking to not significantly affect
the dynamics of the phase transition, the parametrics of the model will not significantly
deviate from those presented here and the resulting α will be still suppressed. Interestingly,
our analysis seems to point towards SUSY-breaking hidden sectors with multiple dynamical
field directions and scales. In the next section, we will exhibit the simplest model of this
type, leaving a more thorough exploration of the different possibilities for future study.

4.3 O’Raifeartaigh model with gauge interactions

In the previous subsection we analyzed a simple model displaying a first order phase tran-
sition associated with the breaking of the R-symmetry. However, there were two aspects
that were not completely satisfactory: i) SUSY breaking in the global minimum had to
be added as a further deformation, and ii) the phase transition was generically not strong
enough to generate a sizable signal. Both issues were related to the fact that there was
only one SUSY breaking scale in the problem. In this subsection we resolve these issues
in a hidden sector where the global minimum breaks both SUSY and R-symmetry spon-
taneously and the presence of two SUSY breaking scales leads to a strong FOPT from the
origin to the true minimum.

It is well-known that adding gauge interactions to SUSY breaking models with chiral
superfields modifies the potential and typically leads to a new SUSY- and R-symmetry-
breaking vacuum at large field values (see e.g. [15]). As a prototype of this class of models
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we consider the simplest realization, which consists of the vector-like O’Raifeartaigh model
of the previous sections where the anomaly-free U(1)D flavor symmetry defined in the right
panel of figure 4 is gauged. The model we consider has been studied at zero temperature
in [95]. The qualitative features that we find here are generic to models where SUSY is
broken through the interplay of F - and D-term effects.

The field content and superpotential are the same as those introduced in (4.2). The
gauging of the U(1)D symmetry contributes new terms in the scalar potential from the
D-term contribution. The F - and D-term contributions to the potential together give

VF + VD = |F − λφ1φ̃2|2 + |λXφ̃2 +mφ̃1|2 + |λXφ1 +mφ2|2 + |mφ1|2 + |mφ̃2|2 +

+g2

2

(
D

g
+ |φ1|2 − |φ̃1|2 + |φ2|2 − |φ̃2|2

)2
, (4.15)

where g is the gauge coupling of the U(1)D symmetry and we have also included a UV
Fayet-Iliopoulos (FI) termD/g. This FI term contributes a second source of SUSY breaking
that will strengthen the GW signal. Note that the model contains, in addition to the
O’Raifeartaigh degrees of freedom, a gauge boson and gaugino associated with the U(1)D
vector multiplet. We focus on the regime where yF . 1 and we do not discuss the origin
of the FI term here.7

The scalar potential at zero temperature. As a first step, we analyze the zero-
temperature vacuum structure and map it onto the parameterization of section 3. Ne-
glecting the gauge dynamics, the tree-level potential has a minimum at φi = φ̃i = 0 where
SUSY is broken everywhere along the F -flat pseudomoduli space parameterized by X. In-
cluding the gauge interactions, the minimization of the D-term part of potential favors
configurations where the φ̃i fields acquire a VEV to compensate for the FI term D/g. This
results in a tension between the minimization of the F -term and D-term contributions to
the potential. While the F -term can never be set to zero, one can find a runaway direction
in field space which leads, asymptotically, to the vanishing of the D-term.

First, we can solve for the F -terms of Φ1 and Φ̃2 by taking

φ̃1 = − λ
m
Xφ̃2 , φ2 = − λ

m
Xφ1 . (4.16)

On this solution the scalar potential simplifies to

V = |F 2 − λφ1φ̃2|2 + |mφ1|2 + |mφ̃2|2 (4.17)

+ g2

2

[
|φ1|2

(
λ2|X|2

m2 + 1
)
− |φ̃2|2

(
λ2|X|2

m2 + 1
)

+ D

g

]2

. (4.18)

Note that φ1, φ̃2 have vanishing R-charge, so the only direction where the R-symmetry is
spontaneously broken is along x. In order to visualize the shape of the scalar potential

7The inclusion of a fundamental FI term is not strictly required to obtain a strong FOPT. A very similar
potential for the pseudomodulus can be obtained by considering two different masses for the messengers
and working in the regime where λF > m1m2. Models with multiple F -terms would also lead to similar
conclusions.
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and the approach to the runaway, we show in figure 8 the tree level scalar potential as a
function of x, as well as the values of φ1 and φ̃2 as a function of x.

The scalar potential is flat around the origin and then turns to the runaway direction
along which the D-term diminishes. The turning point along x is where the fields φ1 and
φ̃2 acquire a non-vanishing VEV. The VEV of φ1 is different from zero since the potential
energy is most efficiently minimized if φ1 partially cancels the first term in (4.18) as well as
minimizing the D-term. The VEV of φ1 is suppressed by a factor ∼ gF

λD with respect to the
VEV of φ̃2. An analytic estimate of the scalar potential can then be captured by working
at zeroth order in the VEV of φ1. In this approximation, and focusing on the parameter
region where gD/m2 < 1, the effective mass-squared for the φ̃2 field is X-dependent,

m2
φ̃2

= m2 − gD − λ2gD

2m2 x
2 ⇒ x2

trans '
2m2(m2 − gD)

λ2gD
(4.19)

and turns negative at the transition point xtrans where the field φ̃2 develops a VEV.
The potential for x is flat for x ≤ xtrans , while for x ≥ xtrans it can be obtained by

integrating out φ̃2,

Vtree(x) '

 F 2 + 1
2D

2 = V+ x < xtrans

F 2 + 1
2D

2 − λ4D2(x2−x2
trans)2

2(2m2+λ2x2)2 x > xtrans
. (4.20)

Since we work in the small-g regime, radiative corrections from the gauge sector may
be neglected, such that the 1-loop corrections are the same as the ones discussed in the
previous sections (see eq.s (4.4) and (4.5)). They have two effects, namely i) they create
a local minimum at the origin, and ii) they generate a global minimum at large x values
along the D-flat direction.

The barrier between the two vacua is approximately at x ' xtrans where we can
estimate the one-loop potential simply by the large field behaviour in (4.5), giving

VP − V+ '
λ2F 2

16π2 log
(
x2
trans
m2

)
, xP ' xtrans . (4.21)

Combining the approximate tree level potential in (4.20) with the loop corrections in (4.5),
we find that the true vacuum at large field values lies at

〈x〉true = fa '
4
√

2π
λyF

√
D

g
, ∆V ' 1

2D
2 , (4.22)

where the difference in potential energy between the two minima is dominated by the
D-term contribution. This completes the matching of the potential of this model to the
general discussion of section 3. Note that here the SUSY-breaking F -term controls the
height of the barrier in eq. (4.21), while the SUSY-breaking D-term sets the potential
energy difference as in eq. (4.22) . This implies that the phase transition can have sizable
values of α, as we will see in the numerical analysis.
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Figure 8. Left: tree level and one-loop scalar potential as a function of the pseudomodulus direction
x minimizing the directions φ1 and φ̃2. The dashed blue line shows the tree level potential which is
flat around the origin and develops a runaway at xP ' xtrans (see Eq, (4.19)). Quantum corrections
generate a local minimum at the origin as shown by the black solid line in the small quadrant and a
global minimum far away in field space indicated with a green dashed line. The difference in energy
density is ∆V ' 1

2D
2. Right: the VEVs of the fields φ1 and φ̃2 while moving along the x-direction.

Interestingly, both VEVS increase only at the barrier and they are otherwise quite small compared
to
√
F . For reference, the benchmark used in both plots has (F = 1 ,m = 2 , D = 6 , λ = 2.9 , g = 1).
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Figure 9. From the left to the right we show the behavior of Tn/
√
F , βH and α in the

O’Raifeartaigh model with gauge interactions described in eq. (4.18). We fix F = 30 PeV, yF = 3/4
and yD = 1/5 so that the entire parameter space of the model can be shown in the (λ, g) plane.
The black dashed contours in the left plot show Tn/

√
F . The red-to-blue gradients show contours

of tn as defined in eq. (4.12) (left), of βH as defined in eq. (2.16) (center) and of α as defined in
eq. (2.15) (right). The GW signal weakens going from red to blue. In the gray shaded region at
the bottom R1d/3d > 0.5 and as described in eq. (4.23) our 1d approximation is expected to break
down. The grey region on the left is excluded by the perturbativity of λ below m. In the white
region the nucleation condition in eq. (2.13) cannot be satisfied.
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4.3.1 First order phase transition dynamics

We now turn to the finite-temperature corrections and compute the parameters associated
with the phase transition. Note that the spectrum is similar to the O’Raifeartaigh model
with the addition of the gauge boson and the gaugino of the U(1)D symmetry. These
additional states are massless in the false vacuum and massive in the true vacuum, so they
contribute to making the origin the global minimum at high temperatures.

We numerically evaluate the one-loop and the thermal corrections to the scalar poten-
tial, and then compute the bounce action for tunneling from the false vacuum to the true
vacuum. In appendix B.1.2 we present the triangular barrier approximation for this model
and compare it with the full numerics. Even though the bounce profile in field space involves
three different fields, i.e. (x, φ1, φ̃2), in our numerical scan, we approximate the bounce as
one-dimensional, neglecting the contribution from the φ1, φ̃2 directions. As detailed in ap-
pendix B.2, we checked the single field approximation against the full 3d bounce action
computed numerically with both FindBounce [88] and CosmoTransitions [89]. As a result,
the single field approximation gives a good description of the bounce as long as φ1, φ̃2 are
smaller than X at the bounce release point (defined as the starting point of the tunneling
set at r = 0, where the kinetic terms of all the fields are exactly zero). In order to estimate
where we expect sizable deviations from the multidimensional contribution, we borrow some
intuition from the triangular barrier approximation, where S3/T scales as ∼ X3, and define

R1d/3d
def= X3(r)(

X2(r) + φ2
1(r) + φ̃2

2(r)
)3/2

∣∣∣∣∣∣∣
r=0

, (4.23)

where X(0), φ1(0) and φ̃2(0) are the field distances from the origin computed at the
release point r = 0. In figure 9 we show the region where R1d/3d > 0.5 and we expect
deviations of 50% or more from our one-dimensional estimate of the bounce action. As
we can see, this region is not phenomenologically relevant since it is quite far from the
interesting region for GW signals.

The parameter space of this model can be explored at fixed F , after fixing the two
ratios

yF
def= λF

m2 , yD
def= gD

m2 . (4.24)

In figure 9 we show the behavior of Tn, α, and βH in the (λ, g) plane, having fixed
√
F = 30

PeV and yF = 3/4 as in the previous model and set yD = 1/5. Keeping fixed the ratios in
eq. (4.24), the triangular barrier parameters scale as

fa ∼
1

g
√
λ
,

∆V
F 2 ∼

λ2

g2 ,
VP
F 2 ∼ λ

2 ,
m∗√
F
∼
√
λ . (4.25)

As a consequence of these scalings, using eq. (3.11) it is straightforward to see that for
fixed λ the boundary of the nucleation region is reached for large g, while for fixed g the
boundary lies at small λ. The shape of the nucleation temperature Tn can be captured by
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Figure 10. Same as in figure 9 but in the (λ,D/F ) plane, fixing F = 30 PeV, yF = 3/4 and
g = 0.1.

a simple analytic formula after rewriting eq. (3.15) in terms of the theory parameters:

Tn ∼ 0.73
√
λF

1
log

(
1 + 22.5

C4/21

( g
λ

)4/7)
1− 20.5

(
g6

C2λ6

)1/5
 . (4.26)

This expression reproduces the contours in figure 9 (left) up to overall normalization.
In the middle and right panels of figure 9 we show the contours for βH and α, respec-

tively. The main difference compared to the model in section 4.2 is that even if Tn ∼
√
F ,

it is possible to obtain sizable values of α because ∆V is here controlled by the D-term.
Approaching the boundary of the nucleation zone without fine-tuning the theory param-
eters by more than O(1) we can reach βH ∼ 100 and α ∼ 0.3 − 0.4, which we use as a
benchmark for our summary plot in figure 1.

The interplay of the two SUSY-breaking scales
√
F and

√
D is an essential ingredient

for a strong FOPT. This is illustrated in figure 10, where we show the behavior of Tn, α,
and βH in the (λ,D/F ) plane, having again set

√
F = 30 PeV and yF = 3/4, and now

fixing g = 0.1. In this scaling the FOPT is essentially independent of λ, and one can see
clearly that the separation of D from F is the crucial ingredient for a sufficiently strong
phase transition. Notice that the required separation is O(1) and therefore not obviously
in tension with theoretical bounds on large D-terms [96]. Strictly speaking, these bounds
do not apply to our simple model, where a tree level Fayet-Iliopoulos term makes the
Ferrara-Zumino multiplet not gauge invariant [97]. However they would have applied if
we were to UV complete this model to a full-fledged model of dynamical SUSY-breaking
or for instance if we were to explore the second branch of the model with two different
messengers masses and λF > m1m2.

4.3.2 Gravitational wave spectrum and phenomenology
Having shown that a strong FOPT can be achieved without fine-tuning in a SUSY-breaking
hidden sector with at least two SUSY-breaking scales, we now turn to the gravitational
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Figure 11. Predicted SGWB in the O’Raifeartaigh model with gauge interactions. We show the
prediction for various values of the SUSY-breaking scale

√
F = 1, 10, 30 PeV and choose the theory

parameters such that α ' 0.3 and βH ' 50. As discussed in the text, achieving these values does
not require any tuning in this model. The SUSY-breaking scale correlates with the peak frequency
of the GW spectrum, which is always dominated by sound waves as shown in eq. (4.28).

wave signal itself, again using the simple model presented in the previous section as a
benchmark. As discussed in section 2.2, computing the SGWB signal requires understand-
ing the macroscopic dynamics of the vacuum bubbles expanding in the plasma. This is
essentially determined by the balance of the energy ∆V released in the FOPT and the
pressure effects from the plasma (see eq. (2.19)). If pressure effects stop the bubbles before
they collide, most of the SGWB signal will be sourced by the energy released in the plasma.

In section 2.2 we described a quite unique friction mechanism at work in our class of
models. This mechanism is a direct consequence of two peculiar features of the pseudomod-
ulus potential: i) the nucleation temperature Tn ∼

√
F is set by exponentially suppressed

temperature corrections to be smaller than the typical scale of the heavy states in the
theory m, and ii) the true vacuum VEV is typically the larger scale in the problem and
controls the mass variation ∆m2/m2 ∼ λ2f2

a/m
2 � 1 of the heavy states from the false

to the true vacuum. These two properties together imply that when the vacuum bubbles
accelerate enough, γTn > mtrue and the heavy states can cross the bubble wall. Their cross-
ing switches on a new pressure effect which is generically larger than ∆V and immediately
stops the bubble runaway.
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This last statement can be checked explicitly with the parametric dependence of the
simple model described here. The heavy state pressure term in eq. (2.21) scales as

∆P heavy
LO ∼ 4π2

3y2
F g
FDe−mfalse/

√
F , (4.27)

where we used the scaling of the true vacuum as a function of the theory parameters in
eq. (4.22) and approximated Tn '

√
F for simplicity (this approximation is numerically

correct up to an O(1) factor as shown by the dashed contours in figure 9). Inside the
exponential, we should take the lightest heavy states in the plasma mfalse ∼

√
m2 − λF

which are of course less Boltzmann suppressed and dominate the friction. Comparing this
quantity with the energy released in the phase transition ∆V = D2/2 we can get the range
of the gauge coupling g such that this friction prevents the bubble runaway,

g .
8π2

3yF
F

D
e−mfalse/

√
F . (4.28)

Plugging in the typical numbers for our phase transition (F/D ∼ 1/5, yF ∼ 3/4 and
mfalse/

√
F .

√
λ . 2.5) indicates that the vacuum bubbles are always stopped in the

range of interest for the gauge coupling g for perturbative values of λ. The predicted boost
factor at equilibrium in this case is

γheavyeq = mtrue
Tn

∼ λfa√
F
, (4.29)

where again fa is defined in this model by eq. (4.22). As a final remark, we notice that
the NLO friction induced by gauge degrees of freedom radiated through the wall never
dominates over the one from heavy states in the interesting range of the gauge coupling g.

Given that the bubble runaway is always prevented, the dominant SGWB comes from
sound waves in the plasma. The predicted energy fraction as a function of frequency at GW
interferometers has been discussed in eq. (2.25) and below. Putting everything together,
in figure 11 we compare our model predictions with the PLI curves for future GW interfer-
ometers derived in appendix C.1. This clearly demonstrates that SUSY-breaking hidden
sectors with multiple SUSY-breaking scales can generate stochastic signals detectable at
future GW interferometers. Moreover, it makes explicit the expected correlation between
the SUSY-breaking scale and the peak frequency of the resulting SBGW. All that remains
is to explore the full range of viable SUSY-breaking scales (and hence signal frequencies),
as well as the correlation between signals at GW interferometers and other experiments.
In the next section, we will bound the SUSY-breaking scale from above around ∼few tens
of PeV by computing the gravitino cosmological abundance. By specifying a mediation
mechanism, we will also use the explicit hidden sector presented here to show how the
SUSY-breaking scale determines the spectrum of MSSM superpartners, thereby correlat-
ing signals at GW interferometers and future colliders.

5 Phenomenology

Having demonstrated that the first-order phase transition in a SUSY-breaking hidden sec-
tor can generate an observable GW signal, we now turn to complementary aspects of hidden
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sector phenomenology that shape the motivated parameter space and suggest additional
experimental tests in the event of a signal at GW interferometers. We begin with universal
features that are intrinsic to the hidden sector itself and independent of the mediation
mechanism that connects the hidden sector to the MSSM. This includes key aspects of
gravitino cosmology, where we will see that the requirement Tr.h. =

√
F implies an upper

bound on
√
F even if m3/2 receives extra contributiosn from other SUSY-breaking sectors

as in eq. (2.2). We also explore the prospects for collider searches for the gravitino (in-
dependent of the MSSM spectrum), finding that future high energy lepton colliders could
probe almost the entirety of the light gravitino window (i.e. m3/2 < 16 eV) by directly
producing gravitino pairs. We then relate the parameters of the hidden sector to the spec-
trum of the MSSM, which requires specifying details of the mediation mechanism. Here
we consider the prototypical example of gauge mediation via vector-like messengers, where
the parameter space for observable GW signals generates a superpartner spectrum within
reach of future proton-proton colliders such as FCC-hh.

5.1 Gravitino cosmology vs future colliders

The gravitino overabundance is a well known problem of LESB scenarios [38–40]. This
problem is exacerbated in our setup, because having sizeable GW signals from the SUSY-
breaking hidden sector requires the reheating temperature Tr.h. to be at least as high as
the SUSY-breaking scale, enhancing the gravitino production from scattering as detailed
in eq. (2.8). In light of this tension, here we delve into further detail about the two viable
scenarios sketched section 2.3. Since Tr.h. ∼

√
F , which is much larger than the scale of the

soft masses, the main player in determining the final gravitino abundance is the production
from UV scattering computed in [43–46]. The final yield can be written as

Y UV
3/2 = CUV

M2
3
√
F

m2
3/2MPl

, CUV = 45
√

5f3

8π13/2g
3/2
∗
' 4× 10−5 , (5.1)

where the production through gluon-gluino scattering dominates over the other channels
and we have substituted Tr.h. '

√
F , which is the lowest reheating temperature compatible

with our scenario. Following eq. (2.2), we assume that the gravitino mass m3/2 is set by
an independent SUSY-breaking scale F0 = F/κ, possibly higher than the one setting the
soft spectrum (i.e. κ� 1).

Ultralight gravitino window vs. pair production at future colliders. If the grav-
itino mass and the soft spectrum are set by the same SUSY-breaking scale

√
F , the yield

scales as Y UV
3/2 ∼ MPl/

√
F . For sufficiently low SUSY-breaking scales, the yield becomes

just the equilibrium one, Y UV
3/2 > Yeq, where Yeq = neq3/2/s = 1.8× 10−3. The gravitino is a

thermal relic as long as
√
F .

(
3
45MPlM

2
3

)1/3
, which corresponds to

√
F . 8.6× 107 GeV

for M3 = 2 TeV. Moreover, since
√
F � m3/2, the gravitino is relativistic at freeze-out

and its abundance today is constrained by measurements of the matter power spectrum at
short scales [41, 42]. The current bounds imply

m3/2 . 16 eV , F . 260 TeV . (5.2)
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Figure 12. Parameter space of low energy SUSY-breaking in the (m3/2,
√
F ) plane. The gray

shaded region is excluded by gravitino overabundance and the requirement m3/2 < mNLSP, having
fixed mNLSP = 500 GeV. The red dashed line shows the region where Ω3/2 = ΩDM for different
values of the gluino soft mass. The colored regions show the sensitivities of different GW interfer-
ometers to signals with fixed α = 1 and βH = 50. The two dark green and light green bands show
the impact of the present LHC bounds [25–28] and the future FCC-hh reach on gluinos [29] for
perturbative messenger sectors with gM ∈ (0.01, 0.1) (see eq. (2.10) for a definition of gM ). The
dark blue dashed lines show the values of κ = F/F0, the ratio between the total SUSY-breaking
scale F0 and one controlling the soft masses (see eq. (2.2)). As discussed in eq. (2.11), we expect
constraints on flavor changing neutral currents to exclude κ . 10−8 as indicated by the dark blue
arrows. The dark magenta thick line indicates the BBN bound on the higgsino NLSP decaying to
gravitino plus hadrons as obtained in [31].

The above requirement identifies the ultralight gravitino window. Although it is unquestion-
ably challenging to decouple the soft spectrum from the LHC in this window (see [81, 82]
for attempts in this direction), it is interesting to ask whether future colliders can test this
window in a model-independent fashion through direct pair production of the longitudinal
component of the gravitino, the goldstino. This production rate depends directly on

√
F

even when the MSSM superpartners are decoupled, and so provides a direct experimental
test of the SUSY-breaking sector.

The projected sensitivity to gravitino pair production at both hadron and lepton col-
liders is displayed in figure 1. For the bound at future lepton colliders, we consider a high
energy lepton collider operating at

√
s = 30TeV. Assuming minimal cuts on the photon
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kinematics (Eγ > 50GeV, |ηγ | < 2.4), the signal cross section from eq. (2.7) is

σ30TeV(`+`− → G̃G̃γ) ' 487 fb
(10TeV√

F

)8
. (5.3)

Applying the same minimal cuts on the photon, the SM background (estimated with Mad-
Graph5 [98, 99]) is σSM ' 2pb. In contrast to LEP, at high energy lepton colliders the SM
background is dominated by WW fusion while the Drell-Yan process with an ISR photon
is negligible. We can then derive a lower bound on the scale of SUSY breaking as displayed
in figure 1 given an assumed integrated luminosity, namely

√
F & 25TeV

( L
100 ab−1

)1/16
, (5.4)

which is still an order of magnitude away from entirely closing the ultralight gravitino
window. However, improved analyises and new cosmological data could strengthen the
gravitino mass bound by an order of magnitude, potentially closing the ultralight gravitino
window completely. For instance, ref. [100] already claims a bound on the gravitino mass of
m3/2 < 4.7 eV; although the robustness of this bound is subject to interpretation, improved
limits from Planck data are likely to be comparable.

In order to estimate the reach of future hadron colliders, we perform a rescaling of the
limits discussed in [24], based on the mono-photon search of ATLAS [101], which constrain√
F & 850GeV with 20.3fb−1 at

√
s = 8TeV.8 As at lepton colliders, the signal cross section

for gravitino pair production in association with a photon σ(pp→ G̃G̃γ) scales as s3/F 4 at
hadron colliders [23]. To estimate the limit attainable at

√
s = 100TeV, we first compute

the ratio of the signal cross sections at
√
s = 100TeV and

√
s = 8TeV, taking the partonic

signal cross section to scale as σsig ∼ ŝ3/F 4 and assuming that the pT,γ ≥ 125GeV cut at√
s = 8TeV is increased to pT,γ ≥ 1TeV at

√
s = 100TeV. We additionally compute the

ratio of background cross sections, assuming the partonic background cross section scales
as σbkg ∼ 1/ŝ. Using the

√
s = 8TeV signal and background predictions in [101] and the

above ratios, we find the expected limit at
√
s = 100TeV to be

√
F & 12TeV

( √
s

100TeV

)3/4 ( L
30 ab−1

)1/16
, (5.5)

which is the one displayed in figure 1. Even with this aggressive estimate, the reach of high
energy hadron colliders is limited compared to the reach of high energy lepton colliders
because the signal cross section at the former only grows with ŝ3, while at the latter it
grows as s3.

Gravitino dark matter window. If the SUSY-breaking scale
√
F0 setting the gravitino

mass exceeds the scale
√
F of the hidden sector, we can treat m3/2 as a free parameter and

access an interesting region where the gravitino is never in thermal equilibrium with the SM.
8The bounds from mono-jet searches are comparable [24], but involve backgrounds from a mix of both

quark- and gluon-initiated processes that are less amenable to simple rescaling. Thus we focus on the
mono-photon signal for simplicity.
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This could arise naturally from additional sequestered sectors that break supersymmetry
at higher scales. As shown in figure 12, we also require this new source of SUSY-breaking
to not spoil the defining phenomenological features of LESB, namely i) the gravitino is still
the LSP, and ii) the soft masses are dominated by the flavor-diagonal contribution from
gauge mediation.

Requiring the gravitino avoid thermalization, Y UV
3/2 < Yeq, we obtain an upper bound

on
√
F at fixed gravitino mass which can be cast as an upper bound on the ratio between

the two SUSY-breaking scales, κ = F/F0:

Y UV
3/2 < Yeq ⇒ κ < 0.02

(
F

107 GeV

)1/4 (0.1
gM

)
, (5.6)

Here we have used the expression for the gravtino mass in eq. (2.2) and the one for the
gluinos in eq. (2.10), where the parameter gM encodes the model-dependence of the latter.
If the gravitino is never in thermal equilibrium, we can assume (as usual in freeze-in sce-
narios) that the gravitino sector is not directly reheated after inflation and the gravitino
abundance is frozen-in through scattering of SM states with their superpartners. Setting
the gravitino abundance to explain the DM abundance today, we can predict the gluino
mass in the (m3/2,

√
F ) plane,

M3 ' 2 TeV
(

107 GeV√
F

)1/2 (
m3/2

2.5 GeV

)1/2
' 2 TeV

( √
F

107 GeV

)1/2(10−5

κ

)
, (5.7)

which corresponds to the red lines of figure 12 where the gravitino accounts for the total
DM abundance today at fixed gluino mass. The current LHC bounds on the gluino mass
set a boundary of our parameter space, which is shown in figure 12.9 The second scaling
in eq. (5.7) shows the value of κ required to achieve a given gluino mass. As shown in
figure 12, the parameter space of interest has κ between (10−8, 10−4), where smaller values
of κ would not open up more parameter space and in any event would be in tension with
FCNC constraints as discussed in eq. (2.11).

The bound at larger gravitino masses (the gray band on the r.h.s. on figure 12) is
given by the requirement that the gravitino be the LSP. A stronger bound is derived from
BBN constraints on the freeze-out abundance of the NLSP decaying into gravitinos. We
have computed the NLSP freeze-out abundance assuming the NLSP is a pure higgsino
NLSP and applied the BBN bound of ref. [31] given the NLSP lifetime in eq. (2.6). The
triangular-shaped region where the gravitino could be DM can be probed by both GW
interferometers and future colliders, as shown in figure 12. This highlights the potential
for future colliders to determine whether a SUSY-breaking phase transition is the source
of a SGWB signal observed at GW interferometers.

5.2 A complete model of gauge mediation

Finally, we can correlate the GW signals of the SUSY-breaking hidden sector with the
superpartner spectrum of the MSSM by specifying a mediation mechanism. In order to

9Strictly speaking, the gluino mass here is the soft mass at computed at the high scale; since the low-scale
pole mass will be larger, we generously show the parameter space up to M3 = 1 TeV.
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embed the model of section 4.3 into a successful model of gauge mediation, we work in
terms of a simple generalization of the gauged O’Raifeartaigh model which allows a natural
embedding of both the gauged U(1)D symmetry and the SM gauge group into the flavor
symmetry of the messengers. This requires M copies of the vector-like messengers Φ
and Φ̃ coupled to the singlet X, so that the superpotential is identical to the one of the
O’Raifeartaigh model in eq. (4.2), but where now the fields are intended as vectors with
M components. The minimal setup requires M = 6 so that the superpotential enjoys an
SU(6) symmetry, where a U(1) subgroup of the SU(6) is the gauged U(1)D with a non
vanishing Fayet-Ilipoulos term, while the SM gauge group lies inside the remaining global
SU(5) such that the messengers can be taken to transform in the 5 + 5̄ representation of
SU(5) as in standard gauge mediation scenarios [36].

The mass matrix of the messenger fields is

Mmess =

 λfa√
2 m

m 0

 , (5.8)

where fa is the VEV of the pseudomodulus given in eq. (4.22). Integrating out the messen-
gers, one can compute the soft masses for the MSSM following the general formulas in [102].
The scalar masses follow the standard gauge mediation scaling discussed in eq. (2.9), while
it is worth explicitly writing the parametric dependence of the gluino soft mass in the
notation of eq. (2.9):

M3 = α3
4π

√
2F
fa

sM , sM = y2
F

6 . (5.9)

Here we have expanded in λfa � m & F and identified the gaugino screening factor sM in
this model. Since we typically have yF ∼ 1 in our scenarios (in order to remain in the green
region of figure 5) the gaugino screening factor does not provide significant suppression,
but interestingly it is generic for models like ours where the messengers mass matrix is
never singular along the pseudomodulus direction [16, 53]. Abandoning this requirement,
one could avoid gaugino screening at the price of opening up messenger field directions
where the SM gauge group is spontaneously broken in the UV [103].

Substituting the value of fa in eq. (4.22) and taking as benchmark values a typical
point with α ∼ 0.3 and βH ∼ 100 from figure 9, the gaugino pole mass is

mg̃ ' 2 TeV
(

F

30 PeV

)1/2 ( yF
0.75

)3 ( F

2.5D

)1/2 (λ
4

)(
g

0.4

)
. (5.10)

This shows that the band between the present exclusion at the LHC and the future reach
of FCC-hh can be populated with simple, concrete models featuring strong SGWB signals
within the reach of future high-frequency interferometers such as A-LIGO, ET and CE.

6 Conclusions

We began by asking if future gravity wave detectors could provide a new window into
supersymmetry by probing SUSY-breaking hidden sectors in a region not yet excluded by
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LHC searches. The answer to this question is well summarized in figure 1, which shows
the complementarity of future gravitational wave interferometers and colliders in probing
scenarios of low-energy supersymmetry breaking (LESB). Fortuitously, the cosmological
history of the gravitino — a key degree of freedom in LESB scenarios — bounds the
SUSY-breaking scale from above, so that the viable parameter space lies within reach of
both high-frequency GW interferometers and high-energy colliders.

The underlying assumption in figure 1 is that the SUSY-breaking hidden sector ac-
tually undergoes a strong first-order phase transition. The remainder of the paper has
been devoted to demonstrating, on general grounds, the circumstances under which strong
FOPTs can be produced in SUSY-breaking hidden sectors. We have focused on phase
transitions along the pseudomodulus direction, which as a universal feature of spontaneous
SUSY-breaking is guaranteed to exist in a vast class of SUSY-breaking hidden sectors. Re-
markably, the generic features of the pseudomodulus potential gave rise to a parametrically
new way of realizing strong first-order phase transitions in field theory.

The novelty of the pseudomodulus FOPT is a consequence of the flatness of the tree-
level potential accompanied by the presence of a mass gap for the heavy states, which makes
the theory calculable everywhere in field space. Since the mass gap is supersymmetric, it
does not destroy the flatness of the potential at large field values. The two resulting features
of this setup are that i) the nucleation temperature is well below the scale of the heavy
states, so that the low-T expansion applies, and ii) the pressure from Boltzmann-suppressed
heavy states in the plasma is responsible for stopping the vacuum bubble runaway. The
dominant GW signal then comes from the energy released in the plasma during the phase
transition.

The strength of the GW signal depends on finer details of the hidden sector dynamics.
However, we found that multiple SUSY-breaking scales in the hidden sector are a necessary
condition for generating strong GW signals without fine tuning of the theory parameters.
This result is quite general and can be obtained analytically without reference to a specific
model. For the sake of concreteness, we presented an explicit model for a hidden sector
generating a strong GW signal, where SUSY is broken by both an F -term and a D-
term. Detailed predictions for the GW signal and superpartner spectrum in this model
substantiate the general phenomenological observations of figure 1.
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A The effective potential

The effective scalar potential is given by a sum of quantum and thermal contributions

Veff(x, T ) = V0(x) + VT (x, T ). (A.1)

The temperature independent potential can be written as V0(x) = Vtree(x)+VCW(x), where
VCW(x) is the one loop Coleman-Weinberg potential at zero temperature which in the MS
scheme is given by

VCW(x) =
∑
i

(−1)F gim
4
i (x)

64π2

(
log m

2
i (x)
m2

0
− ci

)
, (A.2)

where F = 1 (0) for fermions (bosons), the number of degrees of freedom associated with
the particle i is gi = 1/2/3 for real scalars, fermions and vectors, respectively, and ci = 3

2 (5
2)

for scalars/fermions (vectors). The thermal one-loop potential is given by

VT (x, T ) = T 4

2π2

∑
i

(−1)F giJB/F

(
m2
i (x)
T 2

)
, (A.3)

where the thermal functions for both species are

JB/F
(
z2
)

=
∫ ∞

0
dxx2 log[1∓ exp(−

√
x2 + z2)], (A.4)

with zi ≡ mi/T . These functions can only be fully evaluated numerically, but admit
analytical approximations for large and small |z2|. In the high-temperature limit,

∣∣z2∣∣� 1
and the thermal functions are

JB
(
z2
)
≈ Jhigh−T

B

(
z2
)

= −π
4

45 + π2

12z
2 − π

6 y
3 − 1

32z
4 log

(
z2

ab

)
, (A.5)

JF
(
z2
)
≈ Jhigh−T

F

(
z2
)

= 7π4

360 −
π2

24z
2 − 1

32z
4 log

(
z2

af

)
, for

∣∣∣z2
∣∣∣� 1,

where ab = π2 exp (3/2− 2γE) and af = 16π2 exp (3/2− 2γE). The low temperature limit
(i.e.

∣∣z2∣∣� 1) can be approximated in terms of modified Bessel functions of the second kind

JB
(
z2
)

= J̃
(m)
B

(
z2
)

= −
m∑
n=1

1
n2 z

2K2(zn), (A.6)

JF
(
z2
)

= J̃
(m)
F

(
z2
)

= −
m∑
n=1

(−1)n
n2 z2K2(zn), for

∣∣∣z2
∣∣∣� 1 ,
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where m is high enough such that the series converge. For T low enough, we can take only
the first term in the series and further expand the modified Bessel function to the leading
order Kν(z) '

z→∞

√
π
2z e
−z to get

JB
(
z2
)

= −JF
(
z2
)
'

z→∞
−
(
πz3

2

)1/2

e−z . (A.7)

Within this approximation we can obtain a simple expression for Vth(x, T ) which is valid
at the leading order in the low-T expansion:

VT (x, T ) ' −T 4 ∑
B/F

gi

(
mi(x)
2πT

)3/2
e−mi(x)/T , (A.8)

where it is important to notice that bosons and fermions contribute with the same
(negative) sign to the effective potential. The approximation above is used in section 3 to
derive an analytical scaling of the dynamics of FOPTs.

Lambert function. As a consequence of the low-T expansion the equations we will be
dealing with have the typical form

Az−ae−z −B = 0 , z = aW
[

1
a

(
A

B

)1/a
]
, (A.9)

where W(z) is the Lambert function, which is defined such that W(z)eW(z) = z. Without
entering into the details of the interesting properties of this function, we restrict our interest
to finding a good approximation for it using simpler functions. First, we will consider
W(z) for strictly positive arguments. Second, we note that W → 0 for z → 0 and that
W(z) ∼ log z for z → ∞. By inspection one finds that a good approximation of W(z) is
given simply by

W(z) ' 3
4 log (1 + z) . (A.10)

The relative difference between the Lambert function and the approximation with the
logarithm in (A.10) is at most ∼ 1/4 (for z → 0 and z → ∞) and smaller (in absolute
value) in intermediate regions. For practical purposes in analytic estimations of relevant
quantities, we will hence often consider the approximation in (A.10).

B Bounce action computation schemes

The transition of a quantum system from a meta-stable vacuum state to the true vacuum
can be driven either by quantum tunneling or by thermal fluctuations. In the FOPTs
describe in this paper the latter are always dominant. The probability of thermal tunnelling
is described semi-classically by eq. 2.12 and it is exponentially dependent on the classical
O(3)-symmetric bounce solution [66, 67]. In this appendix we review both the analytical
and the numerical approaches we used to study the behavior of the O(3)-symmetric bounce
in our FOPTs.
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First, in section B.1, we describe in detail the triangular barrier approximation in-
troduced in ref. [83] and its generalization to the O(3)-symmetric case [84]. We compare
this approximation with the behavior of the full bounce action computed numerically with
the FindBounce package [88, 104] and the CosmoTransitions code [89]. In section B.1.1
we discuss an optimization of the triangular barrier approximation which leads to excel-
lent agreement with the full numerical computation. In section B.1.2 we consider the
O’Raifeartaigh model with gauge interactions of section 4.3 as our main case study.

Second, in section B.2 we discuss the single field approximation of the bounce action
in the model of section 4.3. We study numerically the behavior of the bounce action in
the full three-dimensional field space and compare it with the single field approximation,
deriving where we expect the latter to deviate sensibly from the full solution.

B.1 Triangular barrier approximation of the bounce action

The d-dimensional Euclidean action for n scalar fields φi is

Sd = Ωd

∑
i

∫ ∞
0

rd−1dr

[1
2 φ̇i

2 + V (φi)
]
, (B.1)

where Ωd = 2πd/2/Γ(d/2) and the equations of motion for φi are

φ̈i + (d− 1)
r

φ̇i = V ′(φi) . (B.2)

The boundary conditions defining the bounce solution are

φ̇i(r = 0) = 0, φi(r →∞) = φif and φ̇i(r →∞) = 0 , (B.3)

where the conditions at r → ∞ ensures that the solution starts with zero kinetic energy
from the false vacuum and stops at r = 0 with zero kinetic energy. Here, we are interested
in solving this equation for a single field (n = 1) and in d = 3.

The idea behind the triangular barrier approximation is to approximate the potential
as a piecewise linear function anchored at three points: the false vacuum, the top of the
barrier and the true vacuum. In the following, we review in some details the derivation of
the 3d bounce action in the triangular barrier approximation, and we refer to the original
paper [83] for more details and to [105] for the derivation in arbitrary dimensions.

Following the notation of [83], we define the false vacuum to be at the field position
φ+ with potential V+; the peak of the triangular barrier to be at φP with potential VP ;
and the true vacuum to be at φ− with potential V−. It is then convenient to define the
magnitudes of the gradients of the potential by

λ±
def= ∆V±

∆φ±
, (B.4)

so that V ′(φ) = ±λ± on either side of the barrier, precisely

V (φ) =

 V+ + λ+(φ− φ+) for φ < φP

V− + λ−(φ− − φ) for φ > φP
(B.5)
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In order to solve the equation of motions we have to specify the boundary conditions.
At a large radius R+ the field attains the false vacuum, so we have

φ (R+) = φ+ φ̇ (R+) = 0 , (B.6)

Then, we have to specify the boundary conditions at the start of the tunneling. There are
two possibilities:

1. The field immediately start to roll at r = 0 and hence we impose

φ(0) = φ0 φ̇(0) = 0, (B.7)

where the initial field value φ0 is the undetermined release point. This is the valid
regime if one finds that φ0 ≤ φ−.

2. Otherwise, the field sits in the true vacuum for r < R0 and then starts rolling. In
this second case the boundary conditions are

φ(r) = φ− 0 < r < R0 (B.8)
φ(R0) = φ− φ̇(R0) = 0, (B.9)

We begin with the analysis of the first case. Imposing the previous boundary conditions
one finds the following solutions for the equations of motion in the different radius intervals

φ(r) =


φR(r) = φ0 − λ−

6 r
2 0 < r < RP

φL(r) = φ+ + λ+
6

(
r2 − 3R2

+ + 2R
3
+
r

)
RP < r < R+

(B.10)

Then we impose that the two solutions match at RP and also that their first derivatives
match at RP , obtaining the following conditions

φ0 = φP + λ+R
2
P

6 (B.11)

R3
F = (1 + rλ)R3

P (B.12)

R2
P = 6∆φ2

+[
3 + 2rλ − 3 (1 + rλ)2/3

]
∆V+

(B.13)

where we have introduced rλ ≡ λ−
λ+

. Then we insert into the action the solutions (B.10)
and we integrate from r = 0 to r = R+ with the appropriate potential (see (B.5)). From
this computation we have to subtract the action for the case in which the field sits at the
false vacuum from r = 0 to r = R+, that is we compute all in all

STBA3 = S3[φ(r)]− S3[φ+] (B.14)

Using the equations in (B.13) we can rewrite the result as a function of the parameters of
the potential to obtain(

S3
T

)
TBA

= 16
√

6π
5

1
T

(1 + rλ)[
3 + 2rλ − 3 (1 + rλ)2/3

]3/2
(

∆φ3
+√

∆V+

)
, (B.15)
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The condition to select the first case (i.e. φ0 > φ−) can also be rewritten by employing
again formula (B.13) as

∆φ−
∆φ+

≥ rλ

3 + 2rλ − 3 (1 + rλ)2/3 . (B.16)

We then analyse the second case. Imposing the boundary conditions we get the solu-
tions

φ(r) =


φR(r) = φ− 0 < r < R0

φR(r) = φ− − λ−
6

(
r2 − 3R2

0 + 2R
3
0
r

)
R0 < r < RP

φL(r) = φ+ + λ+
6

(
r2 − 3R2

+ + 2R
3
+
r

)
RP < r < R+

(B.17)

By imposing matching of the fields and the derivative at R = RP we get the following
equations for the unknown parameters R0, RP , R+

R3
P = rλR

3
0 +R3

+
1 + rλ

(B.18)

∆φ− = rλλ+(R0 −RP )2(2R0 +RP )
6RP

(B.19)

∆φ+ = λ+(R+ −RP )2(2R+ +RP )
6RP

(B.20)

We then compute the bounce action by inserting the solutions and integrating from r to
R+, and after some rearrangements we get(

S3
T

)
TBA

= 8π
15

1
T

(
R3

+∆φ+ − rλR3
0∆φ−

) ∆V+
∆φ+

(B.21)

where R+ and R0 are functions of parameters of the scalar potential through the implicit
equations (B.20).

So we conclude that in both possible cases, the computation of the bounce action in
the TBA approximation only needs to specify the critical points of the potential, that is
the metastable vacuum, the peak of the barrier and the true vacuum. For the scenarios
studied in this paper the first case (B.15) is the relevant one, and the validity condition
is reported also in (3.6) (note that in the conventions in the main text we always choose
the metastable vacuum to be at the origin of the field space). In this appendix we have
nevertheless reviewed both cases for completeness.

In the following we will compute the TBA bounce action by both evaluating the poten-
tial numerically and approximating it analytically. These approximations can be compared
with the results of the full-fledged numerical bounce action computation.

B.1.1 Optimized triangular bounce

Studying the evolution of the bubble profiles for the actions computed numerically we note
that the release point φ0 is typically closer to the potential barrier than to the true vacuum
at φ− in our setups. Therefore, we introduce here a modified version of the TBA that
takes into account this feature, leading to a better agreement with the full numerics than
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the analytic formulas presented above. The idea is to allow the minimum of the potential
to be a free parameter rather than to fix it at the true vacuum, allowing the TBA to more
closely represent the shape of the potential, where the slope is closer to linear.

The TBA bounce action is computed by replacing φ− → φ0 and V−(φ−) → V−(φ0),
where φ0 is now an arbitrary point along the potential in the interval φeq < φ0 < φ− (here
φeq > φP is the point after the potential barrier where V (φeq) = V+). This procedure
defines a function S3/T (φ0) that we can minimize over φ0 in the allowed interval. The
resulting minimum is the sought bounce action, that we have dubbed the optimal TBA.

B.1.2 Triangular bounce for the O’Raifeartaigh model with gauge interactions

In this section, we specify the discussion to the triangular barrier approximation for the
model of section 4.3 and compute the inputs needed for the TBA bounce action. We denote
the usual combination of parameters as yF ≡ λF

m2 and yD ≡ gD
m2 .

The local minimum at the origin is approximated as

φ+ = 0 , (B.22)

V+(T ) = F 2 + 1
2D

2 − 3T 5/2e−
m
T
(
128m2 + 240mT

)
128
√

2π3/2√m
(B.23)

+ m4

32π2

[
(1 + yF )2 log (1 + yF ) + (1− yF )2 log (1− yF )− 3y2

F

]
,

The peak of the barrier is located at

φP '
F

m

√
2− 2yD
yF
√
yD

, (B.24)

VP (T ) ' F 2 + 1
2D

2 + m4

16π2 y
2
F log

(1− yD
yD

)
− T 5/2e−

m
T
(
128m2 + 240mT

)
32
√

2π3/2√m
, (B.25)

Finally, the true vacuum location and energy are given by

φ− '
F

m

4π
g

√
2yD
y2
F

, (B.26)

V− ' F 2 + m4

16π2 y
2
F log

(
16π2

g2
yD
y2
F

)
, (B.27)

where we set the renormalization scale µ = m. Within our approximation the thermal
effects only enter at the origin, and at the top of the barrier, where they act to lower the
potential relative to the true vacuum, and the potential difference between the top of the
barrier and origin, respectively.

In figure 13 we consider two benchmarks with very different rλ at Tn and show the
bounce action S3/T as a function of the temperature, computed in different approximations.
The black line is computed using the fully numerical thermal effective potential and the
mathematica package “FindBounce” [88]. The blue line is obtained with the TBA evaluated
on the full-numerical scalar potential and optimized with the procedure explained above.
The red line is the TBA (as computed in appendix B.1) evaluated on the full-numerical
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Figure 13. Bounce action computed using different approximations in the O’Raifeartaigh
model with gauge interactions of section 4.3. The benchmarks on the left and on the right are
distinguished by the size of rλ. The black lines are the full numerical computation of the bounce
action. In blue we show the TBA computed using the numerical scalar potential and optimized
with the procedures explained in the text. The red lines are the standard TBA approximations
as described in appendix B.1. The green line is the standard TBA evaluated on the analytic
approximation of the scalar potential (as detailed in the text) and taking only the zeroth order
term in the expansion for small rλ (as in eq. (3.6)). This last approximation is the one used in
section 3 to derive analytic estimates.

scalar potential. Finally, the green is the TBA evaluated on the analytical approximation
of the critical points of the scalar potential as explained above, and moreover keeping only
the leading order term in the small rλ expansion in eq. (3.6). This is the approximation
used to derive the analytic formulas in section 3.

First, we see that the optimal TBA reproduces almost perfectly the numerical bounce
computation. The standard TBA can predict well the location of Tmin but the overall
normalization can be off up by a factor of ∼few, and in particular it does not agree with
the numerical result in the vicinity of Tc. However, the different trend in the overall shape
of the bounce action in the two benchmarks (e.g. very flat around Tmin in the left one) is
also captured in the standard TBA approximation.

Then, we note that the simplest approximation of the standard TBA reproduces very
well the TBA when rλ is small. This was not obvious a priori since, besides expanding the
TBA at leading order in small rλ, we have: i) assumed that the only temperature depen-
dence is in the height of the potential at the origin; ii) employed the low-T approximation
of the scalar potential to estimate it. The agreement between the red and green curve in the
left panel of figure 13 hence confirms the fact that low-T is the correct approximation to em-
ploy, as discussed at length in section 3. When rλ is larger (right plot) the simplest approxi-
mation (green line) clearly deviates from the standard TBA (red line), but nevertheless cap-
ture approximately the location of Tmin and the shape of the numerical results. It is impor-
tant to observe that even if the normalization of the bounce action and its raising towards Tc
are not exactly reproduced by the approximations employed, they can still track the changes
of the bounce action (shape deformations and overall size) as a function of the fundamental
parameters of the model. This elucidates why the analytic estimates obtained in section 3
can capture the scaling of Tn in the different models as discussed in section 4.2 and 4.3.
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Figure 14. Left: bubble profiles for the single field and three field bounce actions as a function of
the bubble radii. The release point for the single field (pseudo flat) direction is practically identical
in both schemes, while the contribution coming from motion along the other field directions is
generally small, but non-zero. Right: the bubble trajectory in field space for the single field and
three field bounce action. The x-axis represents motion along the pseudo flat direction while the
y-axis represents motion along the larger of the other two field directions (φ̃2). It is clear from both
plots that the motion along the pseudo flat direction is mostly unaffected by the motion along the
other directions, and therefore the single field path approximation is viable.

B.2 Single field approximation of the multi-field bounce action

As discussed previously, the model presented in section 4.3, contains more than one dynam-
ical degree of freedom that actually enters into the bounce action computation. Namely, the
fields X,φ1 and φ̃2 vary along the minimal potential energy trajectory in field space which
connects the two minima of the potential. This implies that the full bounce solution is that
of a three field problem, which is in general only solvable numerically. In this appendix we
explain why in the model under study the bounce action can be effectively approximated
with a one field problem and what is the regime of validity of such approximation.

The bounce action involving the three fields is

S3 = 2π3/2

Γ(3/2)
∑
i

∫ ∞
0

r2 (Ti + V (φi)) (B.28)

= 2π3/2

Γ(3/2)

∫ ∞
0

r2
(1

2Ẋ
2 + 1

2 φ̇1
2 + 1

2
˙̃φ2
2 + V (X,φ1, φ̃2)

)
,

where Ti is the kinetic energy associated with each field, which is an additive quantity. In
our analysis we approximate this action by minimizing V (X,φ1, φ̃2) along all three direc-
tions and by solving the bounce equation only for X. This corresponds to neglect the con-
tribution from the kinetic energy of the other two fields φ1 and φ̃2. Since the kinetic energy
of these fields is related to the potential energy along the same directions by the equation
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of motion, we expect that the kinetic energy contributions of φ1 and φ̃2 can be consistently
neglected if their VEVs along the bounce trajectory are small compared to the one of X.

This is typically what happens in this model as we show in the left panel of figure 14,
where we plot the bubble profiles of the full three field problem computed using FindBounce
(red, blue and green line). We also show for comparison (in dashed black) the bubble profile
that we obtain for the single-field bounce solution for X, which is essentially identical to
the one in the three-field solution. In the right panel of figure 14 we show a two dimensional
slice of the field path along the bounce solution, in the X, φ̃2 plane (we show φ̃2 since the
φ1 vev is smaller and hence it has even a smaller impact on the value of the bounce action).
We see that the X trajectory is almost unchanged by the addition of the second field. We
hence conclude that it is typically a robust approximation in this model to neglect the
kinetic contribution of the fields φ1 and φ̃2 and to solve the one-field problem.

Nevertheless, we would like to estimate the range of validity of our approximation. As
mentioned, we expect the difference to come from the kinetic terms of φ1 and φ̃2, which will
be non negligible if the size of the φ1 and φ̃2 VEV’s compared to the one of X is not negligi-
ble. In particular, we would like to estimate the impact of this approximation in the overall
bounce action. We hence use intuition from the TBA where the size of the bounce action
is proportional to the cubic power of the field displacement. We define the following ratio

R1d/3d
def= X3(r)(

X2(r) + φ2
1(r) + φ̃2

2(r)
)3/2

∣∣∣∣∣∣∣
r=0

, (B.29)

where X(0), φ1(0) and φ̃2(0) are the field distances from the origin computed at the
release point r = 0. The ratio R1d/3d provides a measure of the relative error of the
single-field bounce action computation against the full three-field one. Indeed, we have
also cross-checked numerically in several benchmarks that the difference in the values of
the bounce action is negligible when R1d/3d is small. In the main body of the paper, we
will define the region where the 1-field approximation breaks down as when the quantity
R1d/3d > 0.5, corresponding approximately to a relative error of ∼ 50% of the single field
approximation compared to the full three field solution.

C Sensitivity of GW interferometers

In this section we briefly discuss the interpretation and generation of the sensetivity curves
used to define detection of a GW signal. We follow standard definitions and conclusions
obtained in [106–109], see also [110] and references therein. The detection sensitivity for
GW background for a given experimental setup, is given by the integrated signal-to-noise
ratio (SNR) over an observation time interval tobs as

ρ = 〈S〉
〈N1/2〉

=

ndettobs

∫ fmax

fmin
df

(
SS(f)
Seff

N (f)

)2
1/2

, Seff
N (f) = DN(f)

R(f) , (C.1)

where 〈S〉 is the mean signal, 〈N1/2〉 =
√〈

S2
IJ

〉
− 〈SIJ〉2 is the average noise, I, J = 1, 2

indicate coupled detectors, ndet distinguishes between experiments that aim at detecting
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the signal by means of an auto-correlation of a single detector (ndet = 1) or a cross-
correlation of a couple of detectors (ndet = 2) measurement. The effective noise strain can
be written in terms of the noise strain power spectrum DN(f) and the frequency dependent
detector response function R(f). The latter quantities are the ones typically reported by
the experimental collaborations. The detector response becomes more intricate in the case
of correlated detectors [109], where an overlap detection function must be computed. We
perform the appropriate procedure when computing the relevant SNR. The signal/noise
strains can be rewritten in terms of the signal/noise spectrum density as

ΩS/N(f) = 2π2f3

3H2
0
SS/N(f) , (C.2)

so that eq. (C.1) becomes

ρ =
[
ndettobs

∫ fmax

fmin
df

(ΩS(f)
ΩN(f)

)2]1/2

, (C.3)

where in this paper ΩS(f) will be the energy density of a SGWB produced by the SUSY-
breaking FOPT in the early universe redshifted till today (see eq. (2.26)). The frequency
interval (fmin, fmax) is determined by the bandwidth of each experiment, typically related
to the length scale of each detector. This integrated quantity will imply detection if it
surpasses a predefined threshold value ρ2 ≥ ρ2

thr set by baysian probabilistic measures [106],
usually taken between 3 and 10.

By defining a frequency dependent shape function which models the expected signal
one can define the sensitivity of a given experiment even though this procedure does not
provide a precise statistical indication of the expected sensitivity as the signal to noise
ratio in eq. (C.3). Depending on how well the signal shape is approximated, sensitivity
curve based on the shape function approximation can provide an instructive visual tool for
estimating detection in a frequency dependent way. In the following section we discuss the
most common method of generating sensitivity curves for 1OPT GW signal detection.

C.1 PLI curves

Power Law Integrated (PLI) curves are generated by considering a power law function of
the frequency f for the GW signal shape. The most common assumption, is a power law
of the form

h2ΩS(f) = h2Ω̃S,b(f̃)
(
f

f̃

)b
, (C.4)

where b is known as the spectral index. Taking this assumption we obtain the integrated
SNR as [111, 112]

h2Ω̃S,b(f̃) > h2Ω̃thr
GW,b(f̃) ≡ ρthr√

tobsndet

∫ fmax

fmin
df

(
(f/f̃)b
h2ΩN(f)

)2
−1/2

. (C.5)

Finally, we can define the PLI sensitivity curve by maximizing the integrated SNR over
the spectral index b, that is

h2ΩPLI(f̃) ≡ h2 max
b

[
Ω̃thr

S,b(f̃)
]
, (C.6)
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Figure 15. PLI curves for the different experiments considered here with the threshold value for
the signal to noise ratio is conservatively fixed to ρthr = 10. The required data to derive a PLI
curve for every experiment are collected in table 1.

which gives the threshold value for the signal at each frequency. A curve which crosses the
threshold value at a given frequency will therefore represent a detectable signal, assuming
an approximate power law behavior. Given that GW signals from FOPTs have a broken
power law shape, the method described here is typically appropriate to visualize the sen-
sitivity of a given experiment. In figure 15 we summarize the PLI curves for the different
GW interferometers considered here.

C.1.1 Experimental parameters

For completeness we recompute here the PLI curves as described in the previous section for
ground based interferometers such as The Laser Interferometer Gravitational Wave Obser-
vatory (LIGO) [17], the Einstein Telescope (ET) [18], the Cosmic Explorer (CE) [19, 20]
and the Atom Interferometer Observatory and Network (AION) [121], as well as for space
based detectors such as The Laser Interferometer Space Antenna (LISA) [113], the Big
Bang Observer (BBO) [116], the Deci-Hertz Interferometer Gravitational-Wave Observa-
tory (DECIGO) [122–124] and the Atomic Experiment for Dark Matter and Gravity Ex-
ploration (AEDGE) [120]. While many more experiments are planned in the future, such
as AIGSO [125, 126], AMIGO [127], Taiji [128], TianGO [129], TianQin [130, 131] and
more, we focus on the ones cited above as representatives of the potential detection range
in coming years.

In order to determine the reach of a given experiment, we need to know the frequency
band, the response function of the detector R(f) within this band, the measured noise
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ndet tobs(months) ∆f (Hz) R(f),ΓIJ(f), Dnoise(f), Snoise(f)
LISA 1 48 [10−5, 1] [11, 80, 113]

DECIGO 2 48 [10−3, 10] [114, 115]
BBO 2 48 [10−3, 10] [112, 116]
CE 1 60 [4.98, 5000] [19]
ET 2 60 [1.12, 7066.72] [18]

LIGO 2 20 [4.98, 4978] [17, 112, 117–119]
AEDGE 2 60 [0.006, 14.83] [120]
AION 1 60 [0.1, 1.84] [121]

Table 1. Summary of the experimental parameters used in generating PLI curves for GW detection
in this work. Auto/cross-correlation measurement is indicated by ndet = 1(2), the observation time
and bandwidth for each experiment are presented above. The detector response R(f), multiple
detector overlap function ΓIJ(f) and noise strain spectrum Dnoise(f), Snoise(f) are extracted from
the references herein.

at every accessible frequency DI
noise (f), the time of observation tobs and the number of

coupled detectors ndet. We report the extracted parameters for the various experiments in
the table 1.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.

References

[1] D. Baumann and D. Green, Signatures of supersymmetry from the early universe, Phys.
Rev. D 85 (2012) 103520 [arXiv:1109.0292] [INSPIRE].

[2] N. Craig and D. Green, Testing split supersymmetry with inflation, JHEP 07 (2014) 102
[arXiv:1403.7193] [INSPIRE].

[3] N.J. Craig, Gravitational waves from supersymmetry breaking, arXiv:0902.1990 [INSPIRE].

[4] LIGO Scientific and Virgo collaborations, Observation of gravitational waves from a
binary black hole merger, Phys. Rev. Lett. 116 (2016) 061102 [arXiv:1602.03837]
[INSPIRE].

[5] LIGO Scientific and Virgo collaborations, Constraints on cosmic strings using data
from the first advanced LIGO observing run, Phys. Rev. D 97 (2018) 102002
[arXiv:1712.01168] [INSPIRE].

[6] LIGO Scientific and Virgo collaborations, Search for the isotropic stochastic background
using data from advanced LIGO’s second observing run, Phys. Rev. D 100 (2019) 061101
[arXiv:1903.02886] [INSPIRE].

[7] E. Witten, Cosmic separation of phases, Phys. Rev. D 30 (1984) 272 [INSPIRE].

– 58 –

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1103/PhysRevD.85.103520
https://doi.org/10.1103/PhysRevD.85.103520
https://arxiv.org/abs/1109.0292
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1109.0292
https://doi.org/10.1007/JHEP07(2014)102
https://arxiv.org/abs/1403.7193
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1403.7193
https://arxiv.org/abs/0902.1990
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0902.1990
https://doi.org/10.1103/PhysRevLett.116.061102
https://arxiv.org/abs/1602.03837
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1602.03837
https://doi.org/10.1103/PhysRevD.97.102002
https://arxiv.org/abs/1712.01168
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1712.01168
https://doi.org/10.1103/PhysRevD.100.061101
https://arxiv.org/abs/1903.02886
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1903.02886
https://doi.org/10.1103/PhysRevD.30.272
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.%2CD30%2C272%22


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

[8] C.J. Hogan, Nucleation of cosmological phase transitions, Phys. Lett. B 133 (1983) 172
[INSPIRE].

[9] C.J. Hogan, Gravitational radiation from cosmological phase transitions, Mon. Not. Roy.
Astron. Soc. 218 (1986) 629 [INSPIRE].

[10] M.S. Turner and F. Wilczek, Relic gravitational waves and extended inflation, Phys. Rev.
Lett. 65 (1990) 3080 [INSPIRE].

[11] C. Caprini et al., Science with the space-based interferometer eLISA. II: gravitational waves
from cosmological phase transitions, JCAP 04 (2016) 001 [arXiv:1512.06239] [INSPIRE].

[12] M. Chala, V.V. Khoze, M. Spannowsky and P. Waite, Mapping the shape of the scalar
potential with gravitational waves, Int. J. Mod. Phys. A 34 (2019) 1950223
[arXiv:1905.00911] [INSPIRE].

[13] A. Mazumdar and G. White, Review of cosmic phase transitions: their significance and
experimental signatures, Rept. Prog. Phys. 82 (2019) 076901 [arXiv:1811.01948] [INSPIRE].

[14] A.E. Nelson and N. Seiberg, R symmetry breaking versus supersymmetry breaking, Nucl.
Phys. B 416 (1994) 46 [hep-ph/9309299] [INSPIRE].

[15] K.A. Intriligator, N. Seiberg and D. Shih, Supersymmetry breaking, R-symmetry breaking
and metastable vacua, JHEP 07 (2007) 017 [hep-th/0703281] [INSPIRE].

[16] Z. Komargodski and D. Shih, Notes on SUSY and R-symmetry breaking in Wess-Zumino
models, JHEP 04 (2009) 093 [arXiv:0902.0030] [INSPIRE].

[17] LIGO Scientific collaboration, Advanced LIGO, Class. Quant. Grav. 32 (2015) 074001
[arXiv:1411.4547] [INSPIRE].

[18] B. Sathyaprakash et al., Scientific objectives of Einstein telescope, Class. Quant. Grav. 29
(2012) 124013 [Erratum ibid. 30 (2013) 079501] [arXiv:1206.0331] [INSPIRE].

[19] LIGO Scientific collaboration, Exploring the sensitivity of next generation gravitational
wave detectors, Class. Quant. Grav. 34 (2017) 044001 [arXiv:1607.08697] [INSPIRE].

[20] D. Reitze et al., Cosmic explorer: the U.S. contribution to gravitational-wave astronomy
beyond LIGO, Bull. Am. Astron. Soc. 51 (2019) 035 [arXiv:1907.04833] [INSPIRE].

[21] D.J.H. Chung, A.J. Long and L.-T. Wang, 125GeV Higgs boson and electroweak phase
transition model classes, Phys. Rev. D 87 (2013) 023509 [arXiv:1209.1819] [INSPIRE].

[22] A. Brignole, F. Feruglio and F. Zwirner, Signals of a superlight gravitino at e+e− colliders
when the other superparticles are heavy, Nucl. Phys. B 516 (1998) 13 [Erratum ibid. 555
(1999) 653] [hep-ph/9711516] [INSPIRE].

[23] A. Brignole, F. Feruglio, M.L. Mangano and F. Zwirner, Signals of a superlight gravitino at
hadron colliders when the other superparticles are heavy, Nucl. Phys. B 526 (1998) 136
[Erratum ibid. 582 (2000) 759] [hep-ph/9801329] [INSPIRE].

[24] F. Maltoni, A. Martini, K. Mawatari and B. Oexl, Signals of a superlight gravitino at the
LHC, JHEP 04 (2015) 021 [arXiv:1502.01637] [INSPIRE].

[25] ATLAS collaboration, Search for photonic signatures of gauge-mediated supersymmetry in
13TeV pp collisions with the ATLAS detector, Phys. Rev. D 97 (2018) 092006
[arXiv:1802.03158] [INSPIRE].

[26] ATLAS collaboration, Search for squarks and gluinos in final states with hadronically
decaying τ -leptons, jets, and missing transverse momentum using pp collisions at√
s = 13TeV with the ATLAS detector, Phys. Rev. D 99 (2019) 012009

[arXiv:1808.06358] [INSPIRE].

– 59 –

https://doi.org/10.1016/0370-2693(83)90553-1
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB133%2C172%22
https://doi.org/10.1093/mnras/218.4.629
https://doi.org/10.1093/mnras/218.4.629
https://inspirehep.net/search?p=find+J%20%22Mon.Not.Roy.Astron.Soc.%2C218%2C629%22
https://doi.org/10.1103/PhysRevLett.65.3080
https://doi.org/10.1103/PhysRevLett.65.3080
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.Lett.%2C65%2C3080%22
https://doi.org/10.1088/1475-7516/2016/04/001
https://arxiv.org/abs/1512.06239
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1512.06239
https://doi.org/10.1142/S0217751X19502233
https://arxiv.org/abs/1905.00911
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1905.00911
https://doi.org/10.1088/1361-6633/ab1f55
https://arxiv.org/abs/1811.01948
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1811.01948
https://doi.org/10.1016/0550-3213(94)90577-0
https://doi.org/10.1016/0550-3213(94)90577-0
https://arxiv.org/abs/hep-ph/9309299
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9309299
https://doi.org/10.1088/1126-6708/2007/07/017
https://arxiv.org/abs/hep-th/0703281
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0703281
https://doi.org/10.1088/1126-6708/2009/04/093
https://arxiv.org/abs/0902.0030
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0902.0030
https://doi.org/10.1088/0264-9381/32/7/074001
https://arxiv.org/abs/1411.4547
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1411.4547
https://doi.org/10.1088/0264-9381/29/12/124013
https://doi.org/10.1088/0264-9381/29/12/124013
https://arxiv.org/abs/1206.0331
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1206.0331
https://doi.org/10.1088/1361-6382/aa51f4
https://arxiv.org/abs/1607.08697
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1607.08697
https://arxiv.org/abs/1907.04833
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1907.04833
https://doi.org/10.1103/PhysRevD.87.023509
https://arxiv.org/abs/1209.1819
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1209.1819
https://doi.org/10.1016/S0550-3213(97)00825-0
https://arxiv.org/abs/hep-ph/9711516
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9711516
https://doi.org/10.1016/S0550-3213(98)00254-5
https://arxiv.org/abs/hep-ph/9801329
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9801329
https://doi.org/10.1007/JHEP04(2015)021
https://arxiv.org/abs/1502.01637
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1502.01637
https://doi.org/10.1103/PhysRevD.97.092006
https://arxiv.org/abs/1802.03158
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1802.03158
https://doi.org/10.1103/PhysRevD.99.012009
https://arxiv.org/abs/1808.06358
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1808.06358


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

[27] ATLAS collaboration, Search for squarks and gluinos in final states with jets and missing
transverse momentum using 139 fb−1 of

√
s = 13TeV pp collision data with the ATLAS

detector, PoS(EPS-HEP2019)605 (2020) [arXiv:2010.14293] [INSPIRE].

[28] ATLAS collaboration, Search for squarks and gluinos in final states with an isolated lepton,
jets, and missing transverse momentum at

√
s = 13TeV with the ATLAS detector, Tech.

Rep. ATLAS-CONF-2020-047, CERN, Geneva, Switzerland (2020).

[29] N. Arkani-Hamed, T. Han, M. Mangano and L.-T. Wang, Physics opportunities of a
100TeV proton-proton collider, Phys. Rept. 652 (2016) 1 [arXiv:1511.06495] [INSPIRE].

[30] L.J. Hall, J.T. Ruderman and T. Volansky, A cosmological upper bound on superpartner
masses, JHEP 02 (2015) 094 [arXiv:1302.2620] [INSPIRE].

[31] K. Jedamzik, Big bang nucleosynthesis constraints on hadronically and electromagnetically
decaying relic neutral particles, Phys. Rev. D 74 (2006) 103509 [hep-ph/0604251] [INSPIRE].

[32] S. Deser and B. Zumino, Broken supersymmetry and supergravity, Phys. Rev. Lett. 38
(1977) 1433 [INSPIRE].

[33] J. Bagger, E. Poppitz and L. Randall, The R axion from dynamical supersymmetry
breaking, Nucl. Phys. B 426 (1994) 3 [hep-ph/9405345] [INSPIRE].

[34] B. Bellazzini, A. Mariotti, D. Redigolo, F. Sala and J. Serra, R-axion at colliders, Phys.
Rev. Lett. 119 (2017) 141804 [arXiv:1702.02152] [INSPIRE].

[35] M. Dine, G. Festuccia and Z. Komargodski, A bound on the superpotential, JHEP 03
(2010) 011 [arXiv:0910.2527] [INSPIRE].

[36] G.F. Giudice and R. Rattazzi, Theories with gauge mediated supersymmetry breaking, Phys.
Rept. 322 (1999) 419 [hep-ph/9801271] [INSPIRE].

[37] A. Brignole, F. Feruglio and F. Zwirner, On the effective interactions of a light gravitino
with matter fermions, JHEP 11 (1997) 001 [hep-th/9709111] [INSPIRE].

[38] T. Moroi, H. Murayama and M. Yamaguchi, Cosmological constraints on the light stable
gravitino, Phys. Lett. B 303 (1993) 289 [INSPIRE].

[39] M. Kawasaki and T. Moroi, Gravitino production in the inflationary universe and the effects
on big bang nucleosynthesis, Prog. Theor. Phys. 93 (1995) 879 [hep-ph/9403364] [INSPIRE].

[40] T. Moroi, Effects of the gravitino on the inflationary universe, Ph.D. thesis, Tohoku
University, Sendai, Japan (1995) [hep-ph/9503210] [INSPIRE].

[41] E. Pierpaoli, S. Borgani, A. Masiero and M. Yamaguchi, The formation of cosmic structures
in a light gravitino dominated universe, Phys. Rev. D 57 (1998) 2089 [astro-ph/9709047]
[INSPIRE].

[42] M. Viel, J. Lesgourgues, M.G. Haehnelt, S. Matarrese and A. Riotto, Constraining warm
dark matter candidates including sterile neutrinos and light gravitinos with WMAP and the
Lyman-α forest, Phys. Rev. D 71 (2005) 063534 [astro-ph/0501562] [INSPIRE].

[43] M. Bolz, A. Brandenburg and W. Buchmüller, Thermal production of gravitinos, Nucl.
Phys. B 606 (2001) 518 [Erratum ibid. 790 (2008) 336] [hep-ph/0012052] [INSPIRE].

[44] J. Pradler and F.D. Steffen, Thermal gravitino production and collider tests of leptogenesis,
Phys. Rev. D 75 (2007) 023509 [hep-ph/0608344] [INSPIRE].

[45] J. Pradler and F.D. Steffen, Constraints on the reheating temperature in gravitino dark
matter scenarios, Phys. Lett. B 648 (2007) 224 [hep-ph/0612291] [INSPIRE].

– 60 –

https://doi.org/10.22323/1.364.0605
https://arxiv.org/abs/2010.14293
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2010.14293
https://cds.cern.ch/record/2728057
https://doi.org/10.1016/j.physrep.2016.07.004
https://arxiv.org/abs/1511.06495
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1511.06495
https://doi.org/10.1007/JHEP02(2015)094
https://arxiv.org/abs/1302.2620
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1302.2620
https://doi.org/10.1103/PhysRevD.74.103509
https://arxiv.org/abs/hep-ph/0604251
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0604251
https://doi.org/10.1103/PhysRevLett.38.1433
https://doi.org/10.1103/PhysRevLett.38.1433
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.Lett.%2C38%2C1433%22
https://doi.org/10.1016/0550-3213(94)90123-6
https://arxiv.org/abs/hep-ph/9405345
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9405345
https://doi.org/10.1103/PhysRevLett.119.141804
https://doi.org/10.1103/PhysRevLett.119.141804
https://arxiv.org/abs/1702.02152
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1702.02152
https://doi.org/10.1007/JHEP03(2010)011
https://doi.org/10.1007/JHEP03(2010)011
https://arxiv.org/abs/0910.2527
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0910.2527
https://doi.org/10.1016/S0370-1573(99)00042-3
https://doi.org/10.1016/S0370-1573(99)00042-3
https://arxiv.org/abs/hep-ph/9801271
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9801271
https://doi.org/10.1088/1126-6708/1997/11/001
https://arxiv.org/abs/hep-th/9709111
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F9709111
https://doi.org/10.1016/0370-2693(93)91434-O
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB303%2C289%22
https://doi.org/10.1143/PTP.93.879
https://arxiv.org/abs/hep-ph/9403364
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9403364
https://arxiv.org/abs/hep-ph/9503210
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9503210
https://doi.org/10.1103/PhysRevD.57.2089
https://arxiv.org/abs/astro-ph/9709047
https://inspirehep.net/search?p=find+EPRINT%2Bastro-ph%2F9709047
https://doi.org/10.1103/PhysRevD.71.063534
https://arxiv.org/abs/astro-ph/0501562
https://inspirehep.net/search?p=find+EPRINT%2Bastro-ph%2F0501562
https://doi.org/10.1016/S0550-3213(01)00132-8
https://doi.org/10.1016/S0550-3213(01)00132-8
https://arxiv.org/abs/hep-ph/0012052
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0012052
https://doi.org/10.1103/PhysRevD.75.023509
https://arxiv.org/abs/hep-ph/0608344
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0608344
https://doi.org/10.1016/j.physletb.2007.02.072
https://arxiv.org/abs/hep-ph/0612291
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0612291


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

[46] V.S. Rychkov and A. Strumia, Thermal production of gravitinos, Phys. Rev. D 75 (2007)
075011 [hep-ph/0701104] [INSPIRE].

[47] H. Eberl, I.D. Gialamas and V.C. Spanos, Gravitino thermal production revisited,
arXiv:2010.14621 [INSPIRE].

[48] C. Cheung, G. Elor and L. Hall, Gravitino freeze-in, Phys. Rev. D 84 (2011) 115021
[arXiv:1103.4394] [INSPIRE].

[49] J.L. Feng, A. Rajaraman and F. Takayama, Superweakly interacting massive particles,
Phys. Rev. Lett. 91 (2003) 011302 [hep-ph/0302215] [INSPIRE].

[50] J.L. Feng, A. Rajaraman and F. Takayama, SuperWIMP dark matter signals from the early
universe, Phys. Rev. D 68 (2003) 063504 [hep-ph/0306024] [INSPIRE].

[51] N. Arkani-Hamed, A. Delgado and G.F. Giudice, The well-tempered neutralino, Nucl. Phys.
B 741 (2006) 108 [hep-ph/0601041] [INSPIRE].

[52] N. Arkani-Hamed, G.F. Giudice, M.A. Luty and R. Rattazzi, Supersymmetry breaking loops
from analytic continuation into superspace, Phys. Rev. D 58 (1998) 115005
[hep-ph/9803290] [INSPIRE].

[53] T. Cohen, A. Hook and B. Wecht, Comments on gaugino screening, Phys. Rev. D 85 (2012)
115004 [arXiv:1112.1699] [INSPIRE].

[54] S.P. Martin and M.T. Vaughn, Regularization dependence of running couplings in softly
broken supersymmetry, Phys. Lett. B 318 (1993) 331 [hep-ph/9308222] [INSPIRE].

[55] S.P. Martin, A supersymmetry primer, Adv. Ser. Direct. High Energy Phys. 18 (1998) 1
[Adv. Ser. Direct. High Energy Phys. 21 (2010) 1] [hep-ph/9709356] [INSPIRE].

[56] R. Barbieri, L.J. Hall and A. Strumia, Violations of lepton flavor and CP in supersymmetric
unified theories, Nucl. Phys. B 445 (1995) 219 [hep-ph/9501334] [INSPIRE].

[57] J. Hisano, T. Moroi, K. Tobe, M. Yamaguchi and T. Yanagida, Lepton flavor violation in
the supersymmetric standard model with seesaw induced neutrino masses, Phys. Lett. B 357
(1995) 579 [hep-ph/9501407] [INSPIRE].

[58] F. Gabbiani, E. Gabrielli, A. Masiero and L. Silvestrini, A complete analysis of FCNC and
CP constraints in general SUSY extensions of the standard model, Nucl. Phys. B 477
(1996) 321 [hep-ph/9604387] [INSPIRE].

[59] M. Ciuchini et al., ∆MK and εK in SUSY at the next-to-leading order, JHEP 10 (1998)
008 [hep-ph/9808328] [INSPIRE].

[60] ACME collaboration, Order of magnitude smaller limit on the electric dipole moment of
the electron, Science 343 (2014) 269 [arXiv:1310.7534] [INSPIRE].

[61] ACME collaboration, Improved limit on the electric dipole moment of the electron, Nature
562 (2018) 355 [INSPIRE].

[62] Y. Nakai and M. Reece, Electric dipole moments in natural supersymmetry, JHEP 08
(2017) 031 [arXiv:1612.08090] [INSPIRE].

[63] C. Cesarotti, Q. Lu, Y. Nakai, A. Parikh and M. Reece, Interpreting the electron EDM
constraint, JHEP 05 (2019) 059 [arXiv:1810.07736] [INSPIRE].

[64] S.R. Coleman, The fate of the false vacuum. 1. Semiclassical theory, Phys. Rev. D 15
(1977) 2929 [Erratum ibid. 16 (1977) 1248] [INSPIRE].

– 61 –

https://doi.org/10.1103/PhysRevD.75.075011
https://doi.org/10.1103/PhysRevD.75.075011
https://arxiv.org/abs/hep-ph/0701104
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0701104
https://arxiv.org/abs/2010.14621
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2010.14621
https://doi.org/10.1103/PhysRevD.84.115021
https://arxiv.org/abs/1103.4394
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1103.4394
https://doi.org/10.1103/PhysRevLett.91.011302
https://arxiv.org/abs/hep-ph/0302215
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0302215
https://doi.org/10.1103/PhysRevD.68.063504
https://arxiv.org/abs/hep-ph/0306024
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0306024
https://doi.org/10.1016/j.nuclphysb.2006.02.010
https://doi.org/10.1016/j.nuclphysb.2006.02.010
https://arxiv.org/abs/hep-ph/0601041
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F0601041
https://doi.org/10.1103/PhysRevD.58.115005
https://arxiv.org/abs/hep-ph/9803290
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9803290
https://doi.org/10.1103/PhysRevD.85.115004
https://doi.org/10.1103/PhysRevD.85.115004
https://arxiv.org/abs/1112.1699
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1112.1699
https://doi.org/10.1016/0370-2693(93)90136-6
https://arxiv.org/abs/hep-ph/9308222
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9308222
https://doi.org/10.1142/9789812839657_0001
https://doi.org/10.1142/9789814307505_0001
https://arxiv.org/abs/hep-ph/9709356
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9709356
https://doi.org/10.1016/0550-3213(95)00208-A
https://arxiv.org/abs/hep-ph/9501334
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9501334
https://doi.org/10.1016/0370-2693(95)00954-J
https://doi.org/10.1016/0370-2693(95)00954-J
https://arxiv.org/abs/hep-ph/9501407
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9501407
https://doi.org/10.1016/0550-3213(96)00390-2
https://doi.org/10.1016/0550-3213(96)00390-2
https://arxiv.org/abs/hep-ph/9604387
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9604387
https://doi.org/10.1088/1126-6708/1998/10/008
https://doi.org/10.1088/1126-6708/1998/10/008
https://arxiv.org/abs/hep-ph/9808328
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9808328
https://doi.org/10.1126/science.1248213
https://arxiv.org/abs/1310.7534
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1310.7534
https://doi.org/10.1038/s41586-018-0599-8
https://doi.org/10.1038/s41586-018-0599-8
https://inspirehep.net/search?p=find+J%20%22Nature%2C562%2C355%22
https://doi.org/10.1007/JHEP08(2017)031
https://doi.org/10.1007/JHEP08(2017)031
https://arxiv.org/abs/1612.08090
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1612.08090
https://doi.org/10.1007/JHEP05(2019)059
https://arxiv.org/abs/1810.07736
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1810.07736
https://doi.org/10.1103/PhysRevD.15.2929
https://doi.org/10.1103/PhysRevD.15.2929
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.%2CD15%2C2929%22


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

[65] C.G. Callan Jr. and S.R. Coleman, The fate of the false vacuum. 2. First quantum
corrections, Phys. Rev. D 16 (1977) 1762 [INSPIRE].

[66] A.D. Linde, Fate of the false vacuum at finite temperature: theory and applications, Phys.
Lett. B 100 (1981) 37 [INSPIRE].

[67] A.D. Linde, Decay of the false vacuum at finite temperature, Nucl. Phys. B 216 (1983) 421
[Erratum ibid. 223 (1983) 544] [INSPIRE].

[68] M. Kamionkowski, A. Kosowsky and M.S. Turner, Gravitational radiation from first order
phase transitions, Phys. Rev. D 49 (1994) 2837 [astro-ph/9310044] [INSPIRE].

[69] P.B. Arnold, One loop fluctuation — dissipation formula for bubble wall velocity, Phys. Rev.
D 48 (1993) 1539 [hep-ph/9302258] [INSPIRE].

[70] S. Balaji, M. Spannowsky and C. Tamarit, Cosmological bubble friction in local equilibrium,
arXiv:2010.08013 [INSPIRE].

[71] M. Barroso Mancha, T. Prokopec and B. Swiezewska, Field-theoretic derivation of
bubble-wall force, JHEP 01 (2021) 070 [arXiv:2005.10875] [INSPIRE].

[72] D. Bödeker and G.D. Moore, Can electroweak bubble walls run away?, JCAP 05 (2009) 009
[arXiv:0903.4099] [INSPIRE].

[73] D. Bödeker and G.D. Moore, Electroweak bubble wall speed limit, JCAP 05 (2017) 025
[arXiv:1703.08215] [INSPIRE].

[74] L. Darmé, J. Jaeckel and M. Lewicki, Towards the fate of the oscillating false vacuum,
Phys. Rev. D 96 (2017) 056001 [arXiv:1704.06445] [INSPIRE].

[75] J. Ellis, M. Lewicki, J.M. No and V. Vaskonen, Gravitational wave energy budget in strongly
supercooled phase transitions, JCAP 06 (2019) 024 [arXiv:1903.09642] [INSPIRE].

[76] K. Enqvist, J. Ignatius, K. Kajantie and K. Rummukainen, Nucleation and bubble growth in
a first order cosmological electroweak phase transition, Phys. Rev. D 45 (1992) 3415
[INSPIRE].

[77] A. Azatov and M. Vanvlasselaer, Bubble wall velocity: heavy physics effects, JCAP 01
(2021) 058 [arXiv:2010.02590] [INSPIRE].

[78] M. Hindmarsh, S.J. Huber, K. Rummukainen and D.J. Weir, Gravitational waves from the
sound of a first order phase transition, Phys. Rev. Lett. 112 (2014) 041301
[arXiv:1304.2433] [INSPIRE].

[79] M. Hindmarsh, S.J. Huber, K. Rummukainen and D.J. Weir, Numerical simulations of
acoustically generated gravitational waves at a first order phase transition, Phys. Rev. D 92
(2015) 123009 [arXiv:1504.03291] [INSPIRE].

[80] C. Caprini et al., Detecting gravitational waves from cosmological phase transitions with
LISA: an update, JCAP 03 (2020) 024 [arXiv:1910.13125] [INSPIRE].

[81] A. Hook and H. Murayama, Low-energy supersymmetry breaking without the gravitino
problem, Phys. Rev. D 92 (2015) 015004 [arXiv:1503.04880] [INSPIRE].

[82] A. Hook, R. McGehee and H. Murayama, Cosmologically viable low-energy supersymmetry
breaking, Phys. Rev. D 98 (2018) 115036 [arXiv:1801.10160] [INSPIRE].

[83] M.J. Duncan and L.G. Jensen, Exact tunneling solutions in scalar field theory, Phys. Lett.
B 291 (1992) 109 [INSPIRE].

– 62 –

https://doi.org/10.1103/PhysRevD.16.1762
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.%2CD16%2C1762%22
https://doi.org/10.1016/0370-2693(81)90281-1
https://doi.org/10.1016/0370-2693(81)90281-1
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB100%2C37%22
https://doi.org/10.1016/0550-3213(83)90293-6
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB216%2C421%22
https://doi.org/10.1103/PhysRevD.49.2837
https://arxiv.org/abs/astro-ph/9310044
https://inspirehep.net/search?p=find+EPRINT%2Bastro-ph%2F9310044
https://doi.org/10.1103/PhysRevD.48.1539
https://doi.org/10.1103/PhysRevD.48.1539
https://arxiv.org/abs/hep-ph/9302258
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9302258
https://arxiv.org/abs/2010.08013
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2010.08013
https://doi.org/10.1007/JHEP01(2021)070
https://arxiv.org/abs/2005.10875
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2005.10875
https://doi.org/10.1088/1475-7516/2009/05/009
https://arxiv.org/abs/0903.4099
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0903.4099
https://doi.org/10.1088/1475-7516/2017/05/025
https://arxiv.org/abs/1703.08215
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1703.08215
https://doi.org/10.1103/PhysRevD.96.056001
https://arxiv.org/abs/1704.06445
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1704.06445
https://doi.org/10.1088/1475-7516/2019/06/024
https://arxiv.org/abs/1903.09642
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1903.09642
https://doi.org/10.1103/PhysRevD.45.3415
https://inspirehep.net/search?p=find+J%20%22Phys.Rev.%2CD45%2C3415%22
https://doi.org/10.1088/1475-7516/2021/01/058
https://doi.org/10.1088/1475-7516/2021/01/058
https://arxiv.org/abs/2010.02590
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2010.02590
https://doi.org/10.1103/PhysRevLett.112.041301
https://arxiv.org/abs/1304.2433
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1304.2433
https://doi.org/10.1103/PhysRevD.92.123009
https://doi.org/10.1103/PhysRevD.92.123009
https://arxiv.org/abs/1504.03291
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1504.03291
https://doi.org/10.1088/1475-7516/2020/03/024
https://arxiv.org/abs/1910.13125
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1910.13125
https://doi.org/10.1103/PhysRevD.92.015004
https://arxiv.org/abs/1503.04880
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1503.04880
https://doi.org/10.1103/PhysRevD.98.115036
https://arxiv.org/abs/1801.10160
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1801.10160
https://doi.org/10.1016/0370-2693(92)90128-Q
https://doi.org/10.1016/0370-2693(92)90128-Q
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB291%2C109%22


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

[84] A. Amariti and M. Siani, R-symmetry and supersymmetry breaking in 3D WZ models,
JHEP 08 (2009) 055 [arXiv:0905.4725] [INSPIRE].

[85] D. Curtin, Z. Komargodski, D. Shih and Y. Tsai, Spontaneous R-symmetry breaking with
multiple pseudomoduli, Phys. Rev. D 85 (2012) 125031 [arXiv:1202.5331] [INSPIRE].

[86] E. Witten, Mass hierarchies in supersymmetric theories, Phys. Lett. B 105 (1981) 267
[INSPIRE].

[87] R. Rattazzi and A. Zaffaroni, Comments on the holographic picture of the Randall-Sundrum
model, JHEP 04 (2001) 021 [hep-th/0012248] [INSPIRE].

[88] V. Guada, M. Nemevšek and M. Pintar, FindBounce: package for multi-field bounce
actions, Comput. Phys. Commun. 256 (2020) 107480 [arXiv:2002.00881] [INSPIRE].

[89] C.L. Wainwright, CosmoTransitions: computing cosmological phase transition temperatures
and bubble profiles with multiple fields, Comput. Phys. Commun. 183 (2012) 2006
[arXiv:1109.4189] [INSPIRE].

[90] K.A. Intriligator, N. Seiberg and D. Shih, Dynamical SUSY breaking in meta-stable vacua,
JHEP 04 (2006) 021 [hep-th/0602239] [INSPIRE].

[91] L. O’Raifeartaigh, Spontaneous symmetry breaking for chiral scalar superfields, Nucl. Phys.
B 96 (1975) 331 [INSPIRE].

[92] N.J. Craig, P.J. Fox and J.G. Wacker, Reheating metastable O’Raifeartaigh models, Phys.
Rev. D 75 (2007) 085006 [hep-th/0611006] [INSPIRE].

[93] A. Katz, On the thermal history of calculable gauge mediation, JHEP 10 (2009) 054
[arXiv:0907.3930] [INSPIRE].

[94] M. McCullough, Stimulated supersymmetry breaking, Phys. Rev. D 82 (2010) 115016
[arXiv:1010.3203] [INSPIRE].

[95] T. Vaknin, New phases in O’Raifeartaigh-like models and R-symmetry breaking, JHEP 09
(2014) 004 [arXiv:1402.5851] [INSPIRE].

[96] T.T. Dumitrescu, Z. Komargodski and M. Sudano, Global symmetries and D-terms in
supersymmetric field theories, JHEP 11 (2010) 052 [arXiv:1007.5352] [INSPIRE].

[97] Z. Komargodski and N. Seiberg, Comments on the Fayet-Iliopoulos term in field theory and
supergravity, JHEP 06 (2009) 007 [arXiv:0904.1159] [INSPIRE].

[98] J. Alwall, M. Herquet, F. Maltoni, O. Mattelaer and T. Stelzer, MadGraph 5: going beyond,
JHEP 06 (2011) 128 [arXiv:1106.0522] [INSPIRE].

[99] J. Alwall et al., The automated computation of tree-level and next-to-leading order
differential cross sections, and their matching to parton shower simulations, JHEP 07
(2014) 079 [arXiv:1405.0301] [INSPIRE].

[100] K. Osato, T. Sekiguchi, M. Shirasaki, A. Kamada and N. Yoshida, Cosmological constraint
on the light gravitino mass from CMB lensing and cosmic shear, JCAP 06 (2016) 004
[arXiv:1601.07386] [INSPIRE].

[101] ATLAS collaboration, Search for new phenomena in events with a photon and missing
transverse momentum in pp collisions at

√
s = 8TeV with the ATLAS detector, Phys. Rev.

D 91 (2015) 012008 [Erratum ibid. 92 (2015) 059903] [arXiv:1411.1559] [INSPIRE].

[102] S.P. Martin, Generalized messengers of supersymmetry breaking and the sparticle mass
spectrum, Phys. Rev. D 55 (1997) 3177 [hep-ph/9608224] [INSPIRE].

– 63 –

https://doi.org/10.1088/1126-6708/2009/08/055
https://arxiv.org/abs/0905.4725
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0905.4725
https://doi.org/10.1103/PhysRevD.85.125031
https://arxiv.org/abs/1202.5331
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1202.5331
https://doi.org/10.1016/0370-2693(81)90885-6
https://inspirehep.net/search?p=find+J%20%22Phys.Lett.%2CB105%2C267%22
https://doi.org/10.1088/1126-6708/2001/04/021
https://arxiv.org/abs/hep-th/0012248
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0012248
https://doi.org/10.1016/j.cpc.2020.107480
https://arxiv.org/abs/2002.00881
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2002.00881
https://doi.org/10.1016/j.cpc.2012.04.004
https://arxiv.org/abs/1109.4189
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1109.4189
https://doi.org/10.1088/1126-6708/2006/04/021
https://arxiv.org/abs/hep-th/0602239
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0602239
https://doi.org/10.1016/0550-3213(75)90585-4
https://doi.org/10.1016/0550-3213(75)90585-4
https://inspirehep.net/search?p=find+J%20%22Nucl.Phys.%2CB96%2C331%22
https://doi.org/10.1103/PhysRevD.75.085006
https://doi.org/10.1103/PhysRevD.75.085006
https://arxiv.org/abs/hep-th/0611006
https://inspirehep.net/search?p=find+EPRINT%2Bhep-th%2F0611006
https://doi.org/10.1088/1126-6708/2009/10/054
https://arxiv.org/abs/0907.3930
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0907.3930
https://doi.org/10.1103/PhysRevD.82.115016
https://arxiv.org/abs/1010.3203
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1010.3203
https://doi.org/10.1007/JHEP09(2014)004
https://doi.org/10.1007/JHEP09(2014)004
https://arxiv.org/abs/1402.5851
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1402.5851
https://doi.org/10.1007/JHEP11(2010)052
https://arxiv.org/abs/1007.5352
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1007.5352
https://doi.org/10.1088/1126-6708/2009/06/007
https://arxiv.org/abs/0904.1159
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0904.1159
https://doi.org/10.1007/JHEP06(2011)128
https://arxiv.org/abs/1106.0522
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1106.0522
https://doi.org/10.1007/JHEP07(2014)079
https://doi.org/10.1007/JHEP07(2014)079
https://arxiv.org/abs/1405.0301
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1405.0301
https://doi.org/10.1088/1475-7516/2016/06/004
https://arxiv.org/abs/1601.07386
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1601.07386
https://doi.org/10.1103/PhysRevD.91.012008
https://doi.org/10.1103/PhysRevD.91.012008
https://arxiv.org/abs/1411.1559
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1411.1559
https://doi.org/10.1103/PhysRevD.55.3177
https://arxiv.org/abs/hep-ph/9608224
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9608224


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

[103] A. Riotto and E. Roulet, Vacuum decay along supersymmetric flat directions, Phys. Lett. B
377 (1996) 60 [hep-ph/9512401] [INSPIRE].

[104] V. Guada, A. Maiezza and M. Nemevšek, Multifield polygonal bounces, Phys. Rev. D 99
(2019) 056020 [arXiv:1803.02227] [INSPIRE].

[105] A. Amariti, Analytic bounces in d dimensions, arXiv:2009.14102 [INSPIRE].

[106] B. Allen, The stochastic gravity wave background: sources and detection, in Les Houches
school of physics: astrophysical sources of gravitational radiation, (1996), pg. 373
[gr-qc/9604033] [INSPIRE].

[107] B. Allen and J.D. Romano, Detecting a stochastic background of gravitational radiation:
signal processing strategies and sensitivities, Phys. Rev. D 59 (1999) 102001
[gr-qc/9710117] [INSPIRE].

[108] M. Maggiore, Gravitational wave experiments and early universe cosmology, Phys. Rept.
331 (2000) 283 [gr-qc/9909001] [INSPIRE].

[109] J.D. Romano and N.J. Cornish, Detection methods for stochastic gravitational-wave
backgrounds: a unified treatment, Living Rev. Rel. 20 (2017) 2 [arXiv:1608.06889]
[INSPIRE].

[110] K. Schmitz, New sensitivity curves for gravitational-wave signals from cosmological phase
transitions, JHEP 01 (2021) 097 [arXiv:2002.04615] [INSPIRE].

[111] N.J. Cornish, Detecting a stochastic gravitational wave background with the Laser
Interferometer Space Antenna, Phys. Rev. D 65 (2002) 022004 [gr-qc/0106058] [INSPIRE].

[112] E. Thrane and J.D. Romano, Sensitivity curves for searches for gravitational-wave
backgrounds, Phys. Rev. D 88 (2013) 124032 [arXiv:1310.5300] [INSPIRE].

[113] T. Robson, N.J. Cornish and C. Liu, The construction and use of LISA sensitivity curves,
Class. Quant. Grav. 36 (2019) 105011 [arXiv:1803.01944] [INSPIRE].

[114] K. Yagi, Scientific potential of DECIGO pathfinder and testing GR with space-borne
gravitational wave interferometers, Int. J. Mod. Phys. D 22 (2013) 1341013
[arXiv:1302.2388] [INSPIRE].

[115] S. Kuroyanagi, K. Nakayama and J. Yokoyama, Prospects of determination of reheating
temperature after inflation by DECIGO, PTEP 2015 (2015) 013E02 [arXiv:1410.6618]
[INSPIRE].

[116] K. Yagi, N. Tanahashi and T. Tanaka, Probing the size of extra dimension with gravitational
wave astronomy, Phys. Rev. D 83 (2011) 084036 [arXiv:1101.4997] [INSPIRE].

[117] KAGRA, LIGO Scientific and Virgo collaborations, Prospects for observing and
localizing gravitational-wave transients with advanced LIGO, advanced Virgo and KAGRA,
Living Rev. Rel. 21 (2018) 3 [arXiv:1304.0670] [INSPIRE].

[118] A. Nishizawa, A. Taruya, K. Hayama, S. Kawamura and M.-A. Sakagami, Probing
non-tensorial polarizations of stochastic gravitational-wave backgrounds with ground-based
laser interferometers, Phys. Rev. D 79 (2009) 082002 [arXiv:0903.0528] [INSPIRE].

[119] Y. Himemoto and A. Taruya, Impact of correlated magnetic noise on the detection of
stochastic gravitational waves: estimation based on a simple analytical model, Phys. Rev. D
96 (2017) 022004 [arXiv:1704.07084] [INSPIRE].

– 64 –

https://doi.org/10.1016/0370-2693(96)00313-9
https://doi.org/10.1016/0370-2693(96)00313-9
https://arxiv.org/abs/hep-ph/9512401
https://inspirehep.net/search?p=find+EPRINT%2Bhep-ph%2F9512401
https://doi.org/10.1103/PhysRevD.99.056020
https://doi.org/10.1103/PhysRevD.99.056020
https://arxiv.org/abs/1803.02227
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1803.02227
https://arxiv.org/abs/2009.14102
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2009.14102
https://arxiv.org/abs/gr-qc/9604033
https://inspirehep.net/search?p=find+EPRINT%2Bgr-qc%2F9604033
https://doi.org/10.1103/PhysRevD.59.102001
https://arxiv.org/abs/gr-qc/9710117
https://inspirehep.net/search?p=find+EPRINT%2Bgr-qc%2F9710117
https://doi.org/10.1016/S0370-1573(99)00102-7
https://doi.org/10.1016/S0370-1573(99)00102-7
https://arxiv.org/abs/gr-qc/9909001
https://inspirehep.net/search?p=find+EPRINT%2Bgr-qc%2F9909001
https://doi.org/10.1007/s41114-017-0004-1
https://arxiv.org/abs/1608.06889
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1608.06889
https://doi.org/10.1007/JHEP01(2021)097
https://arxiv.org/abs/2002.04615
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A2002.04615
https://doi.org/10.1103/PhysRevD.65.022004
https://arxiv.org/abs/gr-qc/0106058
https://inspirehep.net/search?p=find+EPRINT%2Bgr-qc%2F0106058
https://doi.org/10.1103/PhysRevD.88.124032
https://arxiv.org/abs/1310.5300
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1310.5300
https://doi.org/10.1088/1361-6382/ab1101
https://arxiv.org/abs/1803.01944
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1803.01944
https://doi.org/10.1142/S0218271813410137
https://arxiv.org/abs/1302.2388
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1302.2388
https://doi.org/10.1093/ptep/ptu176
https://arxiv.org/abs/1410.6618
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1410.6618
https://doi.org/10.1103/PhysRevD.83.084036
https://arxiv.org/abs/1101.4997
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1101.4997
https://doi.org/10.1007/s41114-018-0012-9
https://arxiv.org/abs/1304.0670
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1304.0670
https://doi.org/10.1103/PhysRevD.79.082002
https://arxiv.org/abs/0903.0528
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A0903.0528
https://doi.org/10.1103/PhysRevD.96.022004
https://doi.org/10.1103/PhysRevD.96.022004
https://arxiv.org/abs/1704.07084
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1704.07084


J
H
E
P
0
2
(
2
0
2
1
)
1
8
4

[120] AEDGE collaboration, AEDGE: Atomic Experiment for Dark matter and Gravity
Exploration in space, EPJ Quant. Technol. 7 (2020) 6 [arXiv:1908.00802] [INSPIRE].

[121] L. Badurina et al., AION: an Atom Interferometer Observatory and Network, JCAP 05
(2020) 011 [arXiv:1911.11755] [INSPIRE].

[122] N. Seto, S. Kawamura and T. Nakamura, Possibility of direct measurement of the
acceleration of the universe using 0.1Hz band laser interferometer gravitational wave
antenna in space, Phys. Rev. Lett. 87 (2001) 221103 [astro-ph/0108011] [INSPIRE].

[123] K. Yagi and N. Seto, Detector configuration of DECIGO/BBO and identification of
cosmological neutron-star binaries, Phys. Rev. D 83 (2011) 044011 [Erratum ibid. 95 (2017)
109901] [arXiv:1101.3940] [INSPIRE].

[124] S. Isoyama, H. Nakano and T. Nakamura, Multiband gravitational-wave astronomy:
observing binary inspirals with a decihertz detector, B-DECIGO, PTEP 2018 (2018)
073E01 [arXiv:1802.06977] [INSPIRE].

[125] D. Gao, J. Wang and M. Zhan, Atomic Interferometric Gravitational-wave Space
Observatory (AIGSO), Commun. Theor. Phys. 69 (2018) 37 [arXiv:1711.03690] [INSPIRE].

[126] G. Wang, D. Gao, W.-T. Ni, J. Wang and M. Zhan, Orbit design for space
atom-interferometer AIGSO, Int. J. Mod. Phys. D 29 (2020) 1940004 [arXiv:1905.00600]
[INSPIRE].

[127] W.-T. Ni, G. Wang and A.-M. Wu, Astrodynamical middle-frequency interferometric
gravitational wave observatory AMIGO: mission concept and orbit design, Int. J. Mod.
Phys. D 29 (2020) 1940007 [arXiv:1909.04995] [INSPIRE].

[128] W.-R. Hu and Y.-L. Wu, The Taiji program in space for gravitational wave physics and the
nature of gravity, Natl. Sci. Rev. 4 (2017) 685 [INSPIRE].

[129] K.A. Kuns, H. Yu, Y. Chen and R.X. Adhikari, Astrophysics and cosmology with a decihertz
gravitational-wave detector: TianGO, Phys. Rev. D 102 (2020) 043001 [arXiv:1908.06004]
[INSPIRE].

[130] TianQin collaboration, TianQin: a space-borne gravitational wave detector, Class. Quant.
Grav. 33 (2016) 035010 [arXiv:1512.02076] [INSPIRE].

[131] X.-C. Hu et al., Fundamentals of the orbit and response for TianQin, Class. Quant. Grav.
35 (2018) 095008 [arXiv:1803.03368] [INSPIRE].

– 65 –

https://doi.org/10.1140/epjqt/s40507-020-0080-0
https://arxiv.org/abs/1908.00802
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1908.00802
https://doi.org/10.1088/1475-7516/2020/05/011
https://doi.org/10.1088/1475-7516/2020/05/011
https://arxiv.org/abs/1911.11755
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1911.11755
https://doi.org/10.1103/PhysRevLett.87.221103
https://arxiv.org/abs/astro-ph/0108011
https://inspirehep.net/search?p=find+EPRINT%2Bastro-ph%2F0108011
https://doi.org/10.1103/PhysRevD.83.044011
https://arxiv.org/abs/1101.3940
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1101.3940
https://doi.org/10.1093/ptep/pty078
https://doi.org/10.1093/ptep/pty078
https://arxiv.org/abs/1802.06977
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1802.06977
https://doi.org/10.1088/0253-6102/69/1/37
https://arxiv.org/abs/1711.03690
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1711.03690
https://doi.org/10.1142/S0218271819400042
https://arxiv.org/abs/1905.00600
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1905.00600
https://doi.org/10.1142/S0218271819400078
https://doi.org/10.1142/S0218271819400078
https://arxiv.org/abs/1909.04995
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1909.04995
https://doi.org/10.1093/nsr/nwx116
https://inspirehep.net/search?p=find+J%20%22Natl.Sci.Rev.%2C4%2C685%22
https://doi.org/10.1103/PhysRevD.102.043001
https://arxiv.org/abs/1908.06004
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1908.06004
https://doi.org/10.1088/0264-9381/33/3/035010
https://doi.org/10.1088/0264-9381/33/3/035010
https://arxiv.org/abs/1512.02076
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1512.02076
https://doi.org/10.1088/1361-6382/aab52f
https://doi.org/10.1088/1361-6382/aab52f
https://arxiv.org/abs/1803.03368
https://inspirehep.net/search?p=find+EPRINT%2BarXiv%3A1803.03368


J
H
E
P
0
9
(
2
0
1
8
)
0
3
7

Published for SISSA by Springer

Received: June 21, 2018

Accepted: August 21, 2018

Published: September 7, 2018

Singlet-Doublet dark matter freeze-in: LHC displaced

signatures versus cosmology

Lorenzo Calibbi,a Laura Lopez-Honorez,b,c Steven Lowetted and Alberto Mariottic,d

aCAS Key Laboratory of Theoretical Physics, Institute of Theoretical Physics,

Chinese Academy of Sciences,

Beijing 100190, P.R. China
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1 Introduction

Compelling observational evidence supports the existence of dark matter (DM), the most

abundant form of matter in the Universe [1]. Yet, at present, the nature of the dark sec-

tor, possibly including dark matter particle(s) and new mediators driving the interactions

between dark matter and the Standard Model (SM), is still unknown. In the last decades

most of the attention has been devoted to the weakly interacting massive particle (WIMP)

paradigm, in which dark matter is a new type of elementary particle with weak-type in-

teractions with the SM. In WIMP models the abundance of the dark matter is obtained

through the freeze-out mechanism. The weak couplings involved typically imply a viable

— i.e. giving rise to the observed relic abundance — dark matter particle with mass of the

order of the electroweak (EW) scale. This remarkable coincidence — the so-called WIMP

miracle — has motivated a large effort in the study of WIMP dark matter scenarios both

– 1 –
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in top-down approaches, triggered by supersymmetry, and bottom-up approaches focusing

on effective theories and simplified models. In the latter framework, an important effort

has been deployed in the last years to characterise dark matter simplified model parameter

space, to search for the dark matter particle and the associated mediators at colliders, and

to explore the complementarity between the LHC, the direct and indirect detection experi-

ments, see e.g. [2–4]. The recurrent null results in the search for WIMPs (both at the LHC

and in direct/indirect detection experiments) provide good motivations though to take a

step back and to investigate alternative dark matter paradigms and to study thoroughly

their phenomenology.

Here we focus on the so-called freeze-in mechanism for producing a feebly coupled

dark matter candidate, i.e. particles that were not in thermal equilibrium with the SM

in the early universe, see e.g. [5–7]. Because of the very small coupling involved, these

models can give rise to displaced signatures at the LHC in terms of long-lived mediators

decaying into dark matter plus SM fields, as it has already been underlined in a number

of works [5, 8–11]. Long-lived particles and displaced signatures at colliders in relation to

dark matter simplified models have been discussed also in [12–18]. The requirement of a

viable frozen-in dark matter scenario giving rise to displacement at colliders of detector

size points directly towards light dark matter candidates, with a mass of the order of the

keV [5]. This is typically the mass scale currently tested by cosmology and astrophysics

probes in the framework of warm dark matter scenarios, see e.g. [19–21], that lead to the

suppression of the small scale structure formation and, by the same token, can help to

alleviate the small scale crisis [22–27] in the ΛCDM (the Standard Cosmological scenario)

see e.g. the discussion in [28–35]. On the other hand, due to the feeble coupling involved,

direct and indirect detection dark matter searches are challenging, see however e.g. [36–39].

In this paper we will study how the combination of collider and cosmological constraints

can probe a significant portion of the parameter space of frozen-in dark matter models.

First, note that the long-lived mediators typically possess sizeable couplings with the SM

particles that keep them in thermal equilibrium with the SM bath, and thus they can

copiously be produced at the LHC. Second, the reach of displaced vertex signatures at the

LHC can actually extend beyond the regime where the mean decay length of the heavy

mediator, cτ , is within the tracking detector with typical radius ' 1 m. This is because of

the background-free nature of displaced signatures and because of the exponential decay

distribution.1 In general, the study of displaced signatures with missing energy at the LHC

is thus a powerful probe of frozen-in dark matter in the small mass regime (keV to a few

MeV), complementing the existing constraints from astro-physics and cosmology on light

free-streeming DM candidates.

For concreteness, we focus here on the Singlet-Doublet dark matter model [41–52]. In

the Singlet-Doublet model, the SM is augmented with a pair of electroweak doublet Weyl

fermions and one Majorana singlet, interacting with the SM Higgs via Yukawa couplings.

The dark sector contains thus a charged fermion and three neutral fermions, whose lightest

1The latter is indeed such that a substantial fraction of the mediators produced at LHC would decay

within the detector even for cτ > 1 m, see e.g. [40].
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state constitutes a stable dark matter candidate. Within the freeze-in regime of such model,

the Yukawa couplings are feeble and thus the dark matter particle is mostly singlet while

the role of the long-lived mediators is played by the components of the electroweak doublets.

Two of them are neutral and hence a smoking-gun signature of this scenario at the LHC

consists of displaced Higgs bosons or Z-bosons plus missing momentum. We analyse the

LHC sensitivity on such interesting final states by recasting an existing ATLAS search

for displaced vertices and missing energy [53]. Making use of the large statistics already

collected, we show that the proper decay length that can be (will be) tested is actually

significantly larger than the detector size, reaching more than 10 (100) meters. In the

corresponding parts of the parameter space with the correct dark matter abundance, this

currently constrains the dark matter mass to be as large as 500 keV and could reach a few

MeV with 300 fb−1, hence well beyond the warm dark matter regime.

The rest of the paper is organised as follows. In section 2, we discuss the model in the

feeble-coupling regime and analyse the decay modes of the dark sector particles. Section 3

is devoted to the calculation of the abundance of dark matter produced through the freeze-

in mechanism. We then study the constraints on light dark matter from cosmology in

section 4. In section 5, we analyse in detail the main collider signatures — disappearing

charged tracks, as well as displaced Higgs or Z plus missing transverse momentum (E/ T )

— of our scenario and we present the recasting of the ATLAS search [53]. In section 6, we

combine the results of the previous sections and show the interplay between collider and

cosmological signatures in probing our model of freeze-in dark matter. We summarise and

conclude in section 7, while we present some technical details in the appendices.

2 The feebly-coupled Singlet-Doublet DM model

We perform our analysis within the Singlet-Doublet dark matter model [41], which consists

in adding to the SM a pair of Weyl doublet fermions, ψu and ψd, with opposite hypercharges

and one fermionic singlet, ψs:

(ψu)2, 1
2

=

(
ψ+

ψ0
u

)
, (ψd)2,− 1

2
=

(
ψ0
d

ψ−

)
, (ψs)1, 0 . (2.1)

The subscripts indicate the SU(2)L × U(1)Y quantum numbers and these new fields are

assumed to be odd under an unbroken Z2 symmetry, under which the SM fields are even,

so as to guarantee the stability of dark matter.

The mass terms and Yukawa interactions of the model read

− L ⊃ µ ψd · ψu + yd ψd ·H ψs + yu H
†ψu ψs +

1

2
ms ψsψs + h.c. , (2.2)

where H is the Higgs doublet (with hypercharge 1/2) and · indicates a contraction of the

SU(2)L indices through the antisymmetric tensor εab, see appendix A for more details.

For later convenience, we also define the following alternative parameterisation of the two

Yukawa couplings:

yu ≡ y sin θ, yd ≡ y cos θ. (2.3)
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As is apparent from the field content, the model is a generalisation of the “Bino-Higgsino”

system of supersymmetric models with free couplings yu and yd (whereas supersymmetry

would relate them to the SM gauge couplings).

2.1 The spectrum

Upon EW-symmetry breaking, the Lagrangian in eq. (2.2) leads to mixing among the

neutral components (ψs, ψ
0
d, ψ

0
u) of the Z2-odd fermions. The resulting mass matrix reads

M =

 ms
ydv√
2

yuv√
2

ydv√
2

0 µ
yuv√

2
µ 0

 , (2.4)

where v ' 246 GeV is the vev of the Higgs field. The above matrix is diagonalised by a

rotation matrix U , UMUT = M̂. The mass eigenstates are then given by

(χ1, χ2, χ3)
T = U

(
ψs, ψ

0
d, χ

0
u

)T
. (2.5)

We employ the convention |mχ1 | < |mχ2 | < |mχ3 |, thus our dark matter candidate is χ1.

The model has already been extensively investigated within the framework of the

freeze-out mechanism of dark matter production [41–52]. The latter requires the cou-

plings yu and yd to be of the order of 10−2 − 1 for the Yukawa interactions to drive the

relic abundance to the observed one. In that case the model is constrained by direct and

indirect detection experiments and also features interesting collider signatures, typically re-

sembling the Bino-Higgsino system of supersymmetric models (but with arbitrary Yukawa

couplings). In contrast, in this work, we focus on the freeze-in mechanism of dark matter

production associated to very feeble Singlet-Doublet interactions. As it will become clear

from the discussion in section 3, the typical Yukawa couplings of interest for our analysis

range from 10−9 to 10−6 and a large mass difference between the singlet and the doublet

mass-scales will have to be considered: |ms| � |µ|. As a result, the model features sup-

pressed mixing between the singlet and doublet and the singlet fermion ψs ' χ1 is the

lightest of the neutral fermions.

In the limit

|yu|, |yd| � 1, |ms| � |µ|, (2.6)

we can expand the mass eigenvalues at the first order in y2u,d and get2

mχ1 = ms +
v2

4

(yu − yd)2

µ+ms
− v2

4

(yu + yd)
2

µ−ms
, (2.7)

mχ2 = −µ− v2

4

(yu − yd)2

µ+ms
,

mχ3 = µ+
v2

4

(yu + yd)
2

µ−ms
.

From these expressions, we see that, in the feebly-coupled regime, there is one neutral

state of mass approximately ms (corresponding to χ1 ∼ ψs), two neutral fermions χ2,3

2An approximate expression of the corresponding rotation matrix U is given in appendix A.
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Figure 1. Mass spectrum of the Singlet-Doublet model considered here and possible decay modes.

with mass approximately µ (equal mixture of ψ0
u and ψ0

d), and one charged fermion with

mass mψ = µ, that we denote with ψ±.

The set of states with tree-level mass µ is further split by quantum corrections at one

loop, which increases the mass of the charged state. Using the results of [54], one finds

that the splitting between the charged and the neutral states is

∆M = |mψ| − |mχ2,3 | =
α2µ

4π
sin2 θW f

(
mZ

µ

)
, (2.8)

f(x) =
x

2

(
2x3 log x− 2x+

√
x2 − 4(x2 + 2) log

[
1

2
(x2 − 2− x

√
x2 − 4)

])
,

where α2 = g2/(4π) (with g being the SU(2)L gauge coupling) and θW is the weak mixing

angle. Considering |µ| > 100 GeV, ∆M spans the following range

250 MeV . ∆M . 350 MeV . (2.9)

A sketch of the spectrum of the model and the possible decay modes, described in the next

section, is shown in figure 1.

2.2 Decay modes and decay lengths

In this subsection we study the decay modes of the fermion mass eigenstates in the feeble

coupling regime that control the phenomenology of the model. General expressions for the

decay widths through the model’s Yukawa interactions can be found in the appendix of

ref. [47], while here we specialise to the regime of (2.6) making use of the expression for

the mixing matrix reported in appendix A.

Throughout this work, we consider |µ| > mW as a doublet mass lower than about

90 GeV is excluded by searches for charged fermions performed at LEP (see [55], for a

recent reassessment). In this regime, the heavy charged states ψ± can decay directly into

the lightest mass eigenstate, ψ± → W±χ1, via the suppressed Singlet-Doublet mixing,

or to the heavier neutral states (∼ neutral components of the doublet) and a soft pion,

ψ± → π±χ2,3, via gauge interactions. The latter decay mode occurs via an off-shell W

and, for the range of charged-neutral state mass splitting reported in eq. (2.9), it dominates

over possible leptonic modes involving `±ν instead of π±. Half of the decays into pions
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Figure 2. Left: branching ratios of the decay of the charged fermion into χ2,3 plus a pion. Right:

decay length (in cm) of the charged fermion; the shaded region is excluded by the ATLAS search

for disappearing tracks [57, 58]. The mass of the lightest neutral fermion is fixed to mχ1
= 10 keV.

plus neutral states go to π±χ2 and the other half to π±χ3, with the partial decay widths

given by [56]:

Γ[ψ± → π±χ2,3] =
G2
F

2π
cos2 θc f

2
π∆M3

√
1−

( mπ

∆M

)2
, (2.10)

where fπ ' 130 MeV, GF is the Fermi constant and θc the Cabibbo angle. As mentioned

above, this decay mode competes with the decay into the lightest fermion eigenstate W±χ1

induced by the small Singlet-Doublet mixing. At leading order in the Yukawa couplings,

taking tan θ = 1 (i.e. yu = yd = y√
2
), the decay width reads (for µ ≷ 0):

Γ[ψ± →W±χ1] =
α y2v2

32s2W

√
λ(m2

ψ,m
2
χ1
,m2

W ) ×(
(mψ ±mχ1)2 + 2m2

W

) (
(mψ ∓mχ1)2 −m2

W

)
m3
ψm

2
W (µ−ms)2

, (2.11)

where

λ(a, b, c) = a2 + b2 + c2 − 2ab− 2ac− 2bc,

α is the electromagnetic constant, and sW ≡ sin θW . It can be shown that Γ[ψ± →W±χ1]

has a negligible dependence on tan θ in the limit (2.6), and hence the formula (2.11) will

suffice to our purposes.

Making use of eqs. (2.10) and (2.11), we show in figure 2 the branching ratios for the

decay process ψ± → π±χ2,3 (left panel) and the contours for fixed values of the charged

fermion decay length cτψ (right panel) on the (mψ, y) plane in the custodial symmetry

limit yu = yd for mχ1 = 10 keV. We can see that for y ≤ 10−8 the decay mode into π±χ2,3

is the dominant one. Moreover, comparing the two panels of figure 2, we can see that, when

ψ± decays preferably into pions plus heavy neutral state, the decay length is about 1 cm
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that is approximately the minimal length, to which LHC searches for disappearing charged

tracks have sensitivity. For illustrative purposes, we thus also show, in the right panel of

figure 2, a purple region excluded by a recent ATLAS analysis [57, 58]. We will address

the collider constraints in more details in section 5. Let us mention that the overall picture

depends neither on mχ1 nor on tan θ in the limit (2.6) that we are interested in here.

The two neutral states χ2 and χ3 can decay either into Zχ1 or into hχ1 through the

Yukawa interactions. At leading order in yu and yd, the decay widths read (for µ ≷ 0):

Γ[χ2 → Zχ1] =
α (yu + yd)

2

64s2W c
2
W

√
λ(m2

χ2
,m2

χ1
,m2

Z) ×

v2
(
(mχ2 ±mχ1)2 + 2m2

Z

) (
(mχ2 ∓mχ1)2 −m2

Z

)
m3
χ2
m2
Z(µ−ms)2

, (2.12)

Γ[χ3 → Zχ1] =
α (yu − yd)2

64s2W c
2
W

√
λ(m2

χ3
,m2

χ1
,m2

Z) ×

v2
(
(mχ3 ∓mχ1)2 + 2m2

Z

) (
(mχ3 ±mχ1)2 −m2

Z

)
m3
χ3
m2
Z(µ+ms)2

, (2.13)

Γ[χ2 → hχ1] =
(yu − yd)2

64π

(mχ2 ∓mχ1)2 −m2
h

m3
χ2

√
λ(m2

χ2
,m2

χ1
,m2

h), (2.14)

Γ[χ3 → hχ1] =
(yu + yd)

2

64π

(mχ3 ±mχ1)2 −m2
h

m3
χ3

√
λ(m2

χ3
,m2

χ1
,m2

h), (2.15)

after having redefined the fermionic fields in order for mχi to be positive. Notice that, in

practice, in the regime of (2.6), the above decay widths are not affected by the sign of µ.

The typical decay lengths of χ2 (solid line) and χ3 (dashed line) are shown as a function

of their mass in figure 3 for two values of tan θ and ms = 10 keV. As can be seen, for a

y coupling of the order 10−7, the decay length is around 1 cm, while it exceeds 10 m for

y ∼ 10−9. In addition, the decay lengths of χ2 and χ3 appear to be essentially equal for

mχ1,2 & 300 GeV or for tan θ � 1. Let us also emphasize that, in the limit of eq. (2.6), the

decays χ3 → χ2 are not allowed due to the tiny mass splittings, as it can be verified by

inspecting the expressions in eq. (2.7).

3 Dark matter abundance from Freeze-in

In the feeble Yukawa coupling regime that we are considering, the dark matter candidate

χ1 ∼ ψs has strongly suppressed interactions with the SM particles. Hence it is not in ther-

mal equilibrium with the SM bath at the time of production. In contrast, the components

of the electroweak doublet are in thermal equilibrium because of their unsuppressed gauge

interactions. Assuming zero initial abundance of χ1, the dominant production mechanism

for the dark matter particle is through the decay of the heavy mediators (ψ± and χ2,3)

along the cosmological evolution.3 This production “freezes-in” when the abundance of

3In our model, the scattering processes with χ1 in the final state give definitely subdominant contri-

butions with respect to mediators’ decays, such as in e.g. [5]. Moreover, decays of SM particles into DM,

such as Z → χ1χ1 and h→ χ1χ1, also give negligible contributions, because doubly suppressed by the tiny

Singlet-Doublet mixing.
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Figure 3. Decay length of the two heavy neutral fermions, χ2 (solid lines) and χ3 (dashed

lines) for two different choices of tan θ = yu/yd. The mass of the lightest neutral fermion is set to

mχ1
= 10 keV.

the heavy mediators is Boltzmann suppressed, that is approximately when the tempera-

ture drops below their mass. This is the framework in which we carry out our analysis;

see e.g. [5–9, 11, 59, 60] for some previous examples. The DM comoving number density

induced through the decay of A→ B χDM simply reduces to [5]

YχDM =
135gA

(1.66)8π3g
3/2
∗

MPlΓA
m2
A

, (3.1)

where gA counts the spin degrees of freedom of the mother particle A, g∗ is the number

of degrees of freedom at the freeze-in temperature T ∼ mA, and MPl = 1.22 × 1019 GeV

is the Planck mass. This result is obtained making the following simplifying assumptions:

(i) the mother particle A and the daughter particle B are in thermal equilibrium with

the SM thermal bath; (ii) A follows a Maxwell-Boltzmann distribution function; (iii) we

can neglect the Pauli-blocking/stimulated emission effects associated to B. See also the

discussion in [61].

Let us notice that the freeze-in mechanism considered here — taking place through the

decay of a mediator that is in thermal equilibrium with the Standard Model sector in the

early universe — shares some similarities with the so-called superWIMP mechanism [62]. In

the latter case, the late decay of the WIMP mother particle — occurring considerably after

its freeze-out — give rise to the dark matter abundance. The main difference between the

two mechanisms is the life-time of the mother particle in thermal contact with the Standard

Model. In the superWIMP case, the life-time is typically much longer (τ ∼ 105 − 108 s)

and the scenario is subject to constraints from big bang nucleosynthesis [62, 63].
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3.1 Freeze-in: collider and cosmology interplay

In the context of the Singlet-Doublet model, three mass degenerate heavy states can decay

into dark matter, namely the charged fermion ψ± and the two neutral fermions χ2,3, giving

rise to the DM yield:

Yχ1 =
270MPl

(1.66)8π3g
3/2
∗

 ∑
B=Z,h

Γ[χ3 → Bχ1]

m2
χ3

+
∑
B=Z,h

Γ[χ2 → Bχ1]

m2
χ2

+ gψ
Γ[ψ+ →W+χ1]

m2
ψ

 ,

(3.2)

where gψ = 2 takes into account the number of degrees of freedom of the charged fermion.

Notice that the contributions of the heavy neutral fermions χ2,3 directly depend on the

total decay widths of χ2,3, which we will denote Γχ2,3 in the following, as the decays into

χ1 are the only available decay modes. On the other hand, for the charged fermion, only

the partial decay width into the W+χ1 final state appears since the ψ± decays into χ2,3 are

already accounted for by the two first contributions associated to the thermal equilibrium

abundances of χ2,3. We can now compute the DM relic density in terms of Yχ1 :

Ωχ1h
2 = mχ1

s0h
2

ρc
Yχ1 , (3.3)

where the present entropy density and critical density are respectively s0 = 2.8912×109 m−3

and ρc = 10.537h2 GeV/m3. Considering that, in our scenario, we have mχ2,3 ' mψ ' µ,

we obtain as a result

Ωχ1h
2 = 0.1

(
105

g∗

)3/2 ( mχ1

10 keV

)(1 TeV

µ

)2( ∑
ij gAiΓij

5× 10−15 GeV

)
, (3.4)

where gAi is the number of degrees of freedom of the mother particle Ai, Γij denotes the

decay width Γ[Ai → Bjχ1], with Ai = χ0
2,3 or ψ± decaying into χ1 plus a SM boson,

Bj = Z, h or W±.

Obtaining the dark matter yield on more general grounds, starting from Maxwell-

Boltzmann statistics, requires a fully numerical treatment of the evolution equations,

which makes the computation and the interpretation of the freeze-in mechanism less

straightforward. The authors of ref. [61] have however recently delivered the public code

micrOMEGAs5.0 that allows to easily handle such computations. We have explicitly checked

that the analytical results presented here are in excellent agreement with the ones obtained

with micrOMEGAs5.0 (employing the Singlet-Doublet model files from our implementation

in FeynRules [64]) in the Maxwell-Boltzmann limit.4 Beyond this simplifying assumption,

the full numerical treatment of the evolution equations gives rise to a moderate positive

correction to Ωχ1h
2 with respect to our analytical result (about 25%). In this paper, we

choose to discuss the results of our analysis with the Maxwell-Boltzmann approximation,

thus neglecting the above small correction, in order to have a fully analytical understanding

of the parameter space of the model yielding the observed DM abundance.

4See ref. [61] for a discussion on the relevance of the statistics in different dark matter scenarios.
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The result of eq. (3.4) is rather generic for the freeze-in scenarios, independently of

the underlying dark matter model, and indicates the typical order of magnitude of the

physical quantities involved, that is the dark matter mass, the mediator(s) mass, and the

mediator(s) widths. Note that the decay length of a particle is related to the total decay

width through

cτA =
10−15 GeV

ΓA
× 19 cm . (3.5)

Hence mother particles or equivalently mediators, A, with a total decay width allowing for

the dark matter density to be in agreement with the observed abundance Ωh2 ' 0.12, are in

the right ballpark to give rise to macroscopically long displacements at colliders. In order for

the mediators to be produced at the LHC, their mass cannot typically exceed the TeV scale.

For such mass scale, a DM mass in the heavy range 1 MeV . mχ1 . 1 GeV corresponds

to mediators escaping the detectors, while for light dark matter, 1 keV . mχ1 . 1 MeV,

the signature will be characterised by displaced vertices visible inside the detectors. This

highlights the natural interplay among LHC long-lived or displaced signatures, the freeze-

in mechanism, and cosmological or astrophysical probes of light (' keV) dark matter.

An important remark is that these considerations and correlations are strictly correct for

mediators that can decay into dark matter only, which is the case of χ2,3 here. We study

this complementarity in further detail in sections 5 and 6.

3.2 The viable dark matter parameter space

We can now employ the decay widths that we computed in section 2.2 to derive the pre-

dicted value of the dark matter relic abundance on the parameter space of the Singlet-

Doublet model. Expanding the expressions of the decay widths in the limit of small mχ1

one finds at leading order:

∑
i=2,3

Γ[χi → Zχ1] =
y2

32π

(
m2
Z − µ2

)2 (
2m2

Z + µ2
)

µ5
(3.6)

∑
i=2,3

Γ[χi → hχ1] =
y2

32π

(
m2
h − µ2

)2
µ3

(3.7)

Γ[ψ± →W±χ1] =
y2

32π

(
m2
W − µ2

)2 (
2m2

W + µ2
)

µ5
. (3.8)

These expressions show that the combinations of the decay widths entering in the com-

putation of the relic abundance do not depend on tan θ at zeroth order in mχ1 . Plugging

these expressions into eq. (3.3), we find the following approximate expression

Ωχ1h
2 ' 0.11

(
105

g∗

)3/2 ( y

10−8

)2 ( mχ1

10 keV

)(700 GeV

µ

)
, (3.9)

which accounts for the correct relic abundance up to a few percent level error when µ &
400 GeV. Eq. (3.9) shows how the dark matter relic abundance via freeze-in scales with the

different parameters of the model. The results of the dark matter calculations presented

in what follows always make use of the full expressions of eqs. (3.2), (3.3) with g∗ = 105.
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Figure 4. Left: contours of Ωh2 for mχ1
= ms = 20 keV. Right: contours of the values of y on

the (mχ2,3 ,mχ1) plane required to get the observed DM relic abundance.

In the left panel of figure 4, we show the dependence of the dark matter abundance

through the freeze-in mechanism on the parameters of the model for a fixed DM mass

mχ1 = 20 keV on the (mχ2,3 , y) plane, or equivalently (µ, y) plane. It appears that, for

mχ1 ∼ few tens of keV, the coupling should be y = O(10−8) in order to reproduce the

observed dark matter density. In the right panel of figure 4 instead, we show on the (mχ2,3 ,

mχ1) plane contours of the values of the coupling y that yield Ωχ1h
2 = 0.12. We can see

that, for mχ1 in the [100 MeV, 1 keV] mass range and a µ scale of relevance for colliders,

the required size of the Yukawa coupling is in the range

10−8 . y . 10−10 . (3.10)

The largest values of the coupling y ∼ 10−8 allow for very light dark matter candidates

(few keV) to account for all the dark matter while heavier particles of hundreds of MeV

requires even more suppressed Yukawa interactions with y ∼ 10−10. This observation will

be relevant when comparing the reach of collider experiments to the one of cosmology

probes on the frozen-in Singlet-Doublet dark matter parameter space.

4 Cosmology probe of light dark matter

Dark matter candidates with non negligible velocity dispersion deep in the radiation domi-

nated era can leave a distinctive imprint in cosmology and astrophysics observations due to

their free-streaming that delays the structure growth. Overdensities are suppressed below

the comoving free-streaming horizon given by

λfs =

∫ 1

0

〈v〉
a2H

da (4.1)

where a is the scale factor and H is the Hubble rate and 〈v〉 is the velocity dispersion of the

dark matter (〈v〉 is given by the velocity of light for relativistic dark matter). For example,
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thermal warm dark matter (WDM), which was in thermal equilibrium and relativistic until

decoupling at temperature TD, has a free-steaming length of λfs ' Mpc (keV/mX)TD/Tν
where Tν is the temperature of active neutrinos and mX is the WDM mass.5 Such a WDM

scenario has served as a benchmark for non-cold dark matter cosmology. In this work we

exploit the results of Lyman-α forest studies that have been used to set a lower bound on

the thermal WDM mass of

mWDM > 4.65 keV [thermal WDM] (4.2)

at 95% confidence level (CL) [20]. Notice that the above constraint can e.g. relax to

mWDM > 3.2 keV at 95% CL when the WDM makes only part (> 80%) of the total

DM content [65]. It has also been argued that considering a different thermal history in

the treatment of the Lyman-α forest data (especially the ones associated to high redshift

quasars), a few keV DM candidate could even provide a good fit to the data, see [19, 65, 66],

a possibility that is strongly challenged by X-ray constraints in the context of sterile neu-

trinos [65].

Thermal warm dark matter is not the only relic that would suppress small scale struc-

ture formation. Other DM candidates with non negligible velocity at the time of production

will give rise to similar effect.6 Among them, one finds (non-)resonantly produced ster-

ile neutrinos [78–82], sterile neutrinos from frozen-in scalars [83, 84], mixed dark matter

scenarios [85] and — of interest for this paper — other frozen-in particles [5, 86–89]. The

different mechanisms of production involved can typically give rise to distribution functions

that can differ from the (thermal) Fermi-Dirac distribution. As a result, the imprint on the

linear matter power spectrum should a priori be recomputed making use of the relevant

Boltzmann codes. Dedicated hydrodynamical simulations should then be performed so as

to extract the non-linear evolution of a baryon+DM population and properly compute the

observables relevant to estimate the Lyman-α flux power spectra within a given DM sce-

nario and compare with data. All this procedure is however beyond the scope of this paper.

Here we use the constraints that have been derived in refs. [86, 88] on keV dark matter

produced through the freeze-in from the decay(s) of some thermalised mother particle A

into the DM and another daughter particle B. In ref. [88], the suppression of the linear

matter power spectrum in the freeze-in scenario has been computed and compared to the

one of thermal WDM with a mass of 4.65 keV.7 This provided a constraint on the mass of

5The thermal abundance of WDM is given by ΩXh
2 ' (TD/Tν)3mX/94 eV where TD/Tν =

(g∗(Tν)/g∗(TD))1/3 for entropy conservation with g∗(T ) the effective number of relativistic degrees of free-

dom and g∗(Tν) = 10.75. All together, an injection of large number of relativistic degrees (> 104) of

freedom is needed, compared to the available ones in the SM g∗(T > TEW ) = 106.75, so as to be able to

get a thermal WDM of a still allowed few keV WDM [19–21].
6Notice that collisional or Silk damping (in contrast with free streaming ≡ collision-less damping) can

also give rise to a similar imprint in small scale structures. This would be typically the case of dark matter

interacting with relativistic species, see e.g. [67–77].
7In ref. [88], the transfer function of DM (associated to the ratio of cold DM and freeze-in DM linear

matter power spectra) produced through freeze-in from the decays of some thermalised mother particle

A → B+ DM always appear to have the very same spectral form as the one of thermal WDM. For other

references, estimating the range of viable non-cold dark matter candidates based on the derivation of the

linear matter power spectrum, see e.g. [71, 85, 87, 90–92].

– 12 –
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Figure 5. Bound on the DM mass from Lyman-α; the area below the curve is excluded.

the frozen-in dark matter particle that shows a dependence on the mass splitting between

A and B for compressed spectra. Within our framework, the resulting constraint on the

dark matter mass reads:

mDM > 12 keV

(∑
ij gAiΓij∆

η
ij∑

ij gAiΓij

)1/η

. (4.3)

where η = 1.9 (as obtained in ref. [88] from a numerical fit), and Γij is the decay width

Γ(Ai → Bjχ1), ∆ij = (m2
Ai
−m2

Bj
)/m2

Ai
with Ai = χ0

2,3 and ψ± denoting the mediators

that decay into the dark matter fermion χ1 and another SM final state Bj = Z, h or W±.

The results of ref. [88] imply thus that, in general, frozen-in DM, resulting from the decay

of a thermalised mother particle with mDM > 12 keV, evades the constraints from the

Lyman-α forest data derived in [20]. Lower DM masses can become allowed when ∆ij is

small, i.e. for small mass splittings between Ai and Bj (as pointed out in [86]). Our bound

is shown in figure 5 as a function of the doublet mass scale µ. As we can see, the lower

bound on the DM mass becomes weaker than mχ1 > 12 keV only for values of the doublet

mass µ approaching the mass of the decay products Bj = Z, h, W±.

Notice that astrophysics and cosmology already provide other complementary probes

of dark matter scenarios suppressing structure formation on small scales. Among them

one finds CMB fluctuations, galaxy clustering, galaxy satellite number count, etc., see

e.g. refs. [35, 71, 73, 76, 77, 93–97]; and also e.g. refs. [76, 77, 98–100] for future probes.

Currently, most (combinations of) probes tend to exclude a few keV thermal warm dark

matter scenarios, on a par with the results of the Lyman-α forest analysis considered here.

5 Signatures at the LHC

In the feebly-coupled regime of the Singlet-Doublet dark matter model, the mediators ψ±

and χ2,3 are essentially the charged and neutral components of the extra SU(2)L dou-

blets. As a result, they can be produced at the LHC through electroweak processes. These

– 13 –
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Figure 6. NLO production cross section of the states belonging to the fermion doublet pair at

the LHC with
√
s=13 TeV as computed by Prospino2 [101]. The solid red line indicates the sum

over all possible production modes, while the dashed blue line shows the production cross section

of the neutral states χ2χ3 only.

production processes are induced by gauge couplings only and thus the cross sections are in-

dependent of the couplings yu and yd. They are actually equal to those of a pure Higgsino in

supersymmetry (SUSY) that can be computed using public tools such as Prospino2 [101].

Referring to the SUSY nomenclature, the relevant production modes include neutralino

pair production, chargino pair production, and associated production of neutralino and

chargino:

pp→ χ2χ3 +X, pp→ ψ+ψ− +X, pp→ χ2,3ψ
± +X. (5.1)

Being substantially decoupled from the SM sector, the singlet dark matter χ1 can only be

produced at the last step of the decay chain, with the possible decay modes as illustrated

in figure 1. We report in figure 6 the total production cross section (obtained by summing

over all mediator pair and associated production modes) with a continuous red line, and

the production cross section of a χ2χ3 pair with a dashed blue line, as a function of the

doublet mass scale µ. The cross sections were computed by means of Prospino2 for pp

collisions with
√
s= 13 TeV at next-to-leading order (NLO).

In order to obtain the collider constraints, we first have to compute the typical decay

length of the heavy mediators in the viable dark matter parameter space, i.e. where Ωχ1h
2 =

0.12. In figure 7, we present the decay length of the mediators for the model parameters

accounting for the whole observed dark matter abundance. In the left panel, we show

contours for the decay length of the heavy neutral fermions, cτχ2,3 . On general grounds,

the results depend on tan θ but, as already noticed in figure 3, the tan θ dependence is

negligible as long as µ & 300 GeV or tan θ � 1. Also, as expected from the discussion

in section 3, the figure shows that decay lengths leading to displaced signatures within

the volume of LHC detectors correspond to the light dark matter regime, mχ1 . 1 MeV.

On the right panel of figure 7, the dashed orange contours indicate the branching fraction

of the ψ± decay into pions and χ2,3. We see that this decay mode is dominant except

in a small corner of the parameter space where mχ1 = O (1) keV and mψ = µ is larger

– 14 –
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Figure 7. Left: decay length of the neutral fermions χ2 (solid lines) and χ3 (dashed lines). Right:

branching ratio (orange dashed lines) and decay length (green solid lines) of ψ± → χ2,3π
±; the

shaded region is excluded by searches for disappearing tracks [57, 58]. The coupling y is set in both

plots by requiring Ωh2 = 0.12.

than about 1 TeV. The ψ± decay mode into W±χ1, driven by the Yukawa interactions

and contributing to the dark matter relic abundance, is typically subdominant, due to the

feeble couplings involved. As a consequence, the decay length of ψ± is always of the order

of 1 cm in the parameter region relevant for the freeze-in mechanism as shown by the green

solid lines in the right panel of figure 7.

We can now discuss the LHC signatures of our freeze-in Singlet-Doublet model.

• Disappearing tracks: independently of the final steps of the decay chain, the charged

fermions ψ± decay with a small displacement (of the order 1 cm at most, cf. figure 7)

leading to ‘disappearing’ charged tracks that can be searched for at the LHC. In fact, a

recent ATLAS analysis [57] (see also the similar search [102] from the CMS Collaboration),

reinterpreted in [58] in terms of pure Higgsino production (which is exactly our case),

excludes the regions shaded in purple in the right panels of figures 2 and 7. This search

constrains the mass of the charged fermions to be larger than about 150 GeV in the regime

in which ψ± → π±χ2,3 dominates. For future prospects of searches for disappearing tracks

and possible strategies to increase their sensitivity, see [103, 104], where Higgsino masses up

to approximately 400− 500 GeV are foreseen to be accessible at the future high-luminosity

run of the LHC (HL-LHC).

• Displaced h and/or Z + E/T : most of the mediator production modes will eventually

produce a pair of heavy neutral fermions (χ2χ2, χ2χ3 or χ3χ3), possibly with extra soft

objects that will go undetected. Indeed, as shown above, the relic abundance requirement

implies that the charged fermions decay dominantly into the heavy neutral ones, χ2,3,

plus soft pions. Given the possible decay modes of χ2,3, our key collider signature is

thus characterised by a final state with displaced ZZ, hh or Zh, plus missing momentum,
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Figure 8. Schematic representation of one of the processes leading to displaced Z or h bosons

plus missing energy at the LHC. The red lines denote long-lived particles. Similar final states arise

from χ2 or χ3 pair production. Note that we do not specify the production mechanism of the

pair of neutral heavy fermions since it could be produced directly through electroweak processes or

through the decay of the charged fermion.

as illustrated in figure 8. By summing all the possible production modes, the process is

symmetric in the χ2 ↔ χ3 exchange, since ψ± decays democratically into χ2,3, cf. eq. (2.10).

Hence, the precise signal yield in each of the three channels ZZ, hh and hZ is determined

by the branching fractions of the two neutral fermions χ2,3. In figure 9, we show the

branching fractions of the χ2,3 decays into hχ1 (dashed line) and Zχ1 (continuous line)

as a function of tan θ and for several benchmark masses. As we can see, for tan θ ≈ 1,

i.e. yu ≈ yd, one of the two heavy fermions decays predominantly into Z+χ1 and the other

one into h + χ1, independently of their mass. This leads to final states with a balanced

sample of hh (25%), ZZ (25%) and hZ (50%). The same is true for tan θ � 1 or tan θ � 1

and when the mass of the neutral fermions is much larger than the Higgs mass (where

effectively one has BR[χ2,3 → Zχ1] = BR[χ2,3 → hχ1] = 50%). The only configuration

where there is not a balance in h and Z is when the mass of the neutral fermions is close

to the Higgs mass. In this latter case, kinematics favor the decays into Z + χ1, and hence

final states with ZZ + E/ T are more probable.

In the next subsection, we will estimate the constraints on the three final states with

displaced ZZ+E/ T , hh+E/ T or hZ+E/ T that can be obtained from existing LHC searches

at 13 TeV for displaced signatures, and we will subsequently study the impact on the

parameter space of our model. Notice that searches performed at the LHC with
√
s= 8 TeV

can also be sensitive to the main signatures of our model, ZZ + E/ T , hh + E/ T or hZ +

E/ T . A number of such searches have been considered in ref. [105] and reinterpreted in

terms of supersymmetric models. In particular, our scenario is similar to the case of

Higgsinos decaying into gravitino in gauge-mediated SUSY models considered in [105],

which is constrained mainly by a search for displaced dileptons [106] and a search for

displaced jet pairs [107, 108], both performed by CMS. In the next subsection, we show

a comparison of the sensitivity of these searches with the 13 TeV analysis we are going

to recast. Note that our model and the Higgsino-gravitino scenario considered in [105]
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Figure 9. Branching ratios of χ2 (first row) and χ3 (second row) as a function of tan θ ≡ yu/yd,

for different choices of their mass. If tan θ < 0, χ2 and χ3 simply exchange role.

differ in an important aspect. The main difference is that the mass splitting between

the neutral components of the Higgsino multiplets in SUSY scenarios is typically sizeable

(& O(1) GeV) due to mixing with gauginos, even if such particles are substantially heavier

than the Higgsino (up to O(10) TeV). As a consequence, the heaviest neutral component of

the Higgsino decays mostly in the lightest component plus soft SM particles and the balance

among the hh, hZ, and ZZ final states only depends on the branching ratios of the lightest

neutral component of the Higgsino into the gravitino plus h or Z. In contrast, in the Singlet-

Doublet freeze-in model, the mass splitting between the heavy neutral components is so

small — as shown by the expressions in eq. (2.7) — that the two neutral fermions always

decay directly to χ1Z or χ1h with branching ratios as illustrated in figure 9.

• Searches for prompt decays: for small values of the decay length of the mediators

(corresponding to moderate/large values of y), we expect that limits from standard prompt

searches can be effective. A combination of recent searches at the LHC with
√
s = 13 TeV

for production of supersymmetric charginos and neutralinos can be found in ref. [109].

Possible final states are hh + E/ T , ZZ + E/ T and hZ + E/ T , which are typical signatures

of searches targeting Higgsino-like neutralinos in gauge mediated supersymmetry break-

ing [110], or Higgsinos decaying into light Bino, see e.g. [111]. In these final states, limits

to the Higgsino mass up to 600–700 GeV were obtained.8 A second type of relevant final

states are WZ + E/ T and Wh + E/ T , which are possible in our model for moderate/large

values of y, such that the charged fermions ψ± decay promptly into W±χ1, cf. figure 2.

8Searches performed with the dataset of the 8 TeV run of the LHC are comparatively much less sensitive,

constraining Higgsino masses up to around 250 GeV [111], so that we are not going to consider them here.
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Experiment Final state L,
√
s Ref.

ATLAS DV+E/ T 32.8 fb−1, 13 TeV [53]

ATLAS lepton-jets 3.4 fb−1, 13 TeV [118]

ATLAS jets 3.2 fb−1, 13 TeV [119]

CMS jets 2.6 fb−1, 13 TeV [120]

CMS µ, e 2.6 fb−1, 13 TeV [121]

Table 1. Summary of 13 TeV ATLAS and CMS searches for displaced signatures possibly relevant

for the final state under study.

Note that the configurations of the model giving rise to the observed relic abundance

through freeze-in considered in section 3 never give rise to prompt decays, i.e. the decay

length is always larger than about 1 mm. We discuss thus these prompt decay searches

briefly. For more detailed discussions of the prompt signatures of the Singlet-Doublet

model, see refs. [43, 47].

• Mono-X searches: in the region with very large decay length, where the neutral

fermions escape the detectors, mono-X searches could be the only strategy to look for

this model at the LHC (besides the disappearing charged tracks associated to the charged

fermion). In this regime the collider signature of our model is very similar to an Higgsino

dark matter scenario in which the mass splitting among the Higgsino components is tiny,

as already mentioned. There have been several investigations on this scenario and the

corresponding mono-X signatures, e.g. in [112–117]. Some of these investigations have

exploited the soft leptons that would be present for a mass splitting of the order of few

GeV, which is however not the case of our model. Instead, the case of a pure mono-jet

signal has been shown to be not promising, with an estimated reach on the Higgsino mass

of order 200 GeV at HL-LHC with 3000 fb−1 [115]. Hence we decide not to include these

signatures in our analysis.

5.1 Recasting strategy for displaced h and Z + E/ T

The aim of this subsection is to estimate the current LHC limit on displaced ZZ, Zh and

hh + E/ T using public information from ATLAS and CMS searches. In table 1, we report

on the relevant ATLAS and CMS searches for displaced signatures, focussing on the most

recent analyses at 13 TeV. Among these searches, we identify the recent ATLAS analysis

on displaced vertices (DV) with jets and E/ T [53] as the most promising for our scenario.

The motivation is manifold: (i) this analysis exploits the largest available dataset among

those listed in table 1; (ii) the large hadronic branching fractions of h and Z imply that

our model yields a sizeable production cross section in this channel; (iii) our final states

contain a relevant source of E/ T , and the analysis of ref. [53] is the only one targeting it

with a dedicated selection; (iv) and finally, detailed auxiliary material is provided with the

information needed for a recasting [122].
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The ATLAS DV+E/ T analysis [53] targets final states with at least one displaced vertex

with jets and large missing transverse momentum. The results are interpreted in a model

with long-lived gluinos decaying into jets and the lightest neutralino. In the auxiliary

material [122], the efficiencies for the missing momentum and the displaced vertex recon-

struction are provided. In particular, the efficiencies of the displaced vertex reconstruction

are given prior to detector simulation, as a function of the invariant mass of the vertex, of

the number of tracks and of the displacement.

In order to estimate the sensitivity of this search on our final states, we have first

implemented the model in FeynRules [64], and then simulated the relevant samples with

MadGraph5 [123], combined with Pythia8 [124] for the parton showering and the under-

lying pp collision, and Delphes3 [125] (with the standard ATLAS card) for the detector

simulation. The displacement is applied to the simulated events a posteriori, taking into

account the four momenta of the long-lived particle in order to properly compute the dis-

placement,9 which is obtained by sampling an exponential distribution with mean decay

length cτχ2,3 . In appendix B, we discuss the details of the selection and the validation of

our implementation. The latter was performed by reproducing the exclusion limits set by

the ATLAS search on the simplified model they considered with long-lived gluino.

After this validation, we can now estimate the efficiency of the ATLAS DV+E/ T analysis

in the final states we are interested in, which are ZZ + E/ T , hh + E/ T or hZ + E/ T .10 We

do this as a function of the lifetime τχ2,3 and of the mass of the long-lived particles, which

are simply the two neutral fermions χ2 and χ3 produced in pairs (cf. appendix B for plots

displaying the resulting efficiencies). The mass is important in order to determine the boost

factor in the displacement, as well as to get the correct pT distribution of the displaced

tracks. We can now use the obtained selection efficiencies to evaluate the reach of the

ATLAS analysis in three simplified models with fixed branching fractions, that serve for

illustrative purposes:

i) BR[χ2,3 → hχ1] = 100%;

ii) BR[χ2,3 → Zχ1] = BR[χ2,3 → hχ1] = 50%;

iii) BR[χ2,3 → Zχ1] = 100%.

In order to constrain the above simplified models, we consider the total production cross

section of the doublet fermions states, computed at NLO by Prospino2 [101], summing

all production modes shown in (5.1), corresponding to the solid red line in figure 6. With

no background in the signal region, the parameter configuration of a model is excluded

at 95% confidence level (CL) or more if it yields a number of selected events ≥ 3.0. The

resulting estimated exclusion is depicted in figure 10 by the three solid lines. As we can

see, the difference in the efficiencies among the three simplified models results in only a

9In this approach we neglected possible distortions of the kinematic distributions of the final state

charged tracks due to the displacement.
10If Z or h decay into bb̄, (some of) the resulting tracks may have an additional displacement, which makes

the reconstruction of the DV more involved, as discussed in more detail in appendix B. In the following, we

neglect possible issues related to this for the reasons discussed in the appendix.

– 19 –



J
H
E
P
0
9
(
2
0
1
8
)
0
3
7

Figure 10. Estimated exclusion curves from collider searches in the plane of the decay length

versus the mass of the heavy neutral fermions. Our recasting of the ATLAS DV+E/ T search,

associated to the final states of hh+E/ T , hZ+E/ T or ZZ+E/ T , for the simplified models i), ii) and

iii) (see the text for details) are shown with red, blue and green solid lines respectively. The orange

dashed line is the exclusion of displaced searches at 8 TeV LHC, as estimated in [105]. The purple

dashed-dotted line is our estimate of the impact of the prompt searches at 13 TeV performed by

CMS [109].

small impact on the sensitivity. Moreover, the largest doublet mass (about 1.3 TeV) is

probed for a decay length around cτ ≈ 5 cm. Also, the exclusion curves are not symmetric

in cτ with respect to this maximal reach. This is due to the fact that the exponential

distribution determining the displacement is falling very rapidly for a displacement larger

than a given cτ , while it goes to zero less steeply for displacement smaller than cτ . This

also explains why the reach of the analysis extends to regions with very large decay lengths,

up to cτ ≈ 50 m.

In figure 10, we also show for comparison the exclusion from the 8 TeV searches, as

reported by ref. [105]. This is depicted as a dashed orange line and includes both searches

targeting displaced leptons [106] and displaced di-jets [107, 108]. The displayed 8 TeV

limit has been obtained in ref. [105] in a simplified model with an Higgsino-like neutralino

undergoing displaced decays into gravitino plus Z or h in the large tan β regime, which

roughly corresponds to our simplified model ii).11 As we can see, in the region of low

doublet mass, the sensitivity of the ATLAS DV+E/ T analysis is diminished because the

spectrum is compressed and jet/E/ T cuts become more severe. This is where the 8 TeV

searches, in particular the one targeting displaced dileptons, become instead more efficient,

11The other simplified models considered in ref. [105], corresponding to our cases i) and iii), give very

similar exclusion power.
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despite the small leptonic branching fractions of the bosons.12 Finally, we also display

on the same plot an estimate of the reach of the prompt searches (as a purple dot-dashed

line), considering the BR[χ2,3 → Zχ1] = BR[χ2,3 → hχ1] = 50% case reported in [109]. We

stress that this limit will never be relevant in the parameter region leading to the correct

freeze-in dark matter abundance, but we report it here for illustrative purposes. In order to

draw this line, we have compared the cross section limits reported in ref. [109] to the total

production cross section of the doublets multiplied by the probability that both produced

particles decay promptly given a certain mean decay length cτχ2,3 .13

5.2 DV + E/ T constraints on the Singlet-Doublet model

We can now use the recasting presented above to provide estimates for the ATLAS exclusion

on the parameter space of the Singlet-Doublet freeze-in model. For this purpose, at each

point of the parameter space, we sum the production cross sections over the production

channels weighted by the appropriate branching fraction in order to determine the signal

strength for each of the possible final states. For instance, the signal cross section in

hh+ E/ T is given by

σ(pp→ hhχ1χ1) = σ(pp→ ψ+ψ−)× BR[ψ± → π±χ2,3]
2 × BR[χ2,3 → hχ1]

2+

σ(pp→ ψ±χ2,3)× BR[ψ± → π±χ2,3]× BR[χ2,3 → hχ1]
2+

σ(pp→ χ2χ3)× BR[χ2 → hχ1]× BR[χ3 → hχ1], (5.2)

and analogous expressions can be written for the hZ +E/ T and ZZ +E/ T . The production

cross section in each channel is hence a function of the parameter space of the model

through the branching fraction dependence on (yu, yd, µ,ms). We multiply these three

type of signal cross sections with the corresponding efficiencies (derived in appendix B)

to obtain the final estimate on the number of expected events. Each efficiency is also a

function of the parameters (yu, yd, µ,ms), since it depends on the mass of the long-lived

particle, which is simply µ, and on the decay lengths that follow from eqs. (2.12)–(2.15). For

simplicity, we take the average of the decay length of χ2 and χ3 as the mean decay length

setting the displacement. As we have discussed above, this is an excellent approximation as

long as tan θ � 1 or µ & 300 GeV (see figure 3). We neglect the extra displacement induced

by the decay of the charged fermion. Note that this is indeed typically a small fraction

of the overall displacement in the relevant portion of the parameter space, as illustrated

by the green contours in the right panel of figure 7. In our estimate we also consider the

same efficiency in the case in which the neutral heavy fermions are directly pair produced

as in the case in which the neutral fermions are produced through the decay of the charged

fermion. We checked this hypothesis on a few benchmark points and it induces an effect

of at most 20%, which is largely negligible for the purpose of our recasting. As for the

12We also remark that, as discussed in detail in the appendix B, our implementation of the ATLAS

DV+E/ T analysis tends to overestimate the exclusion in the compressed region (for mass splittings .
100 GeV). The complementarity with the 8 TeV searches is thus welcome.

13As a rough estimate, we consider to be prompt the events with a total displacement ≤ 0.5 mm that we

compute based on cτ only, without taking into account the boost factor.
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Figure 11. Exclusion capability of the 13 TeV ATLAS search for displaced jets + E/ T for the

Singlet-Doublet freeze-in model (cyan region labelled as “DV+MET”) on the plane (µ, y) with

mχ2,3 = mψ = µ. The dashed cyan line represents the prospected bound with 300 fb−1. The

dot-dashed purple line is our estimate of the limit set by LHC searches for the prompt signature

WZ + E/ T (see the text for details). The green contours indicate the average decay length of χ2

and χ3. The red line corresponds to the correct relic abundance for mχ1
= 12 keV.

case of the simplified models considered in section 5.1, we employ the NLO cross sections

computed by Prospino2 [101] and we calculate 95% CL cross section upper exclusion limits

assuming no background.

Under the above assumptions, we can assess the current limits on the Singlet-Doublet

parameter space from the ATLAS DV+E/ T search. The region excluded according to our

recasting is shown with filled cyan colour in figure 11. Its shape follows from combining

the excluded regions for the simplified models reported in figure 10 with the iso-contours

of the average cτχ2,3 (denoted as cτ). The latter are shown with green continuous lines in

figure 11 while the dashed cyan curve gives the estimated reach of an analogous DV+E/ T
search with a dataset of 300 fb−1.14 The red continuous curve shows the (y, µ) combinations

that account for all the DM for a 12 keV DM candidate. Going above the red line, i.e. to

larger values of the coupling y, induces an overabundant dark matter population, while

below the red line it is underabundant; see eq. (3.9). Finally, the dot-dashed line delimits

the region excluded by LHC searches for the prompt signature WZ + E/ T .

14The estimated curve for the DV+E/ T search with a dataset of 300 fb−1 results from simply rescaling the

luminosity and assuming the signal to remain background free. While this is an optimistic assumption, it

may not be unthinkable that backgrounds can continue to be suppressed at the cost of only a small signal

inefficiency.
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It is remarkable that the sensitivity of the ATLAS DV+E/ T search extends to heavy

electroweak states and to quite large values of the decay lengths. This is related to the

almost background-free nature of displaced vertices signatures which renders the search

very efficient even for small signal cross section. Note that the largest excluded mediator

mass is about 1.2 TeV, somewhat smaller than for the simplified model analysis of figure 10.

The reason is as follows. In the high mass region, when the lifetime, or equivalently the

coupling y, maximises the experimental sensitivity (y ≈ 10−8) the branching fraction of

the process ψ± → χ1W
± is not completely negligible (up to about 10%, see figure 2 left),

and hence the signal yield into long-lived neutral fermion pairs is slightly diminished. In

the case of the DV+E/ T analysis extrapolation to 300 fb−1, we expect to probe masses of

the neutral fermions up to 1.7 TeV and decay lengths as large as 100 m.

Let us add here a remark on the uncertainties on our recasting and their effects on

the estimated limits in figure 11. Given the steep fall of the production cross section as

a function of the mediators’ mass (see figure 6), we expect that even O (1) modifications

of our estimated efficiencies would have a small impact on the mass reach (for instance

a 50% change in the efficiency would only correspond to a change of around 10% in the

mediators’ mass limits).15

Let us stress that the collider bounds presented in figure 11 are expected to be inde-

pendent of the dark matter mass for mχ1 below the GeV scale. The only curve that is

affected by the mχ1 parameter is the relic abundance continuous red contour. Considering

larger values of the dark matter mass the red line would be shifted to lower values of y. As

a result, the dark matter candidates with mχ > 12 keV (i.e. compatible with the Lyman-α

bound discussed in section 4) are concerned with the excluded region below the red curve

of figure 11. For instance, from the right panel of figure 4, one can deduce that for e.g.

mχ1 ≈ 1 MeV the Ωh2 = 0.12 contour should appear at y ≈ 10−9 in figure 11. This corre-

sponds to larger values of cτ where the DV+E/ T search loses sensitivity in such a way that

no constraint can be set at present.

For completeness, let us briefly discuss the prompt decay constraints. In the upper

part of figure 11, the size of the coupling y is such that the mediators decays are prompt.

In particular, the charged fermion ψ± predominantly decays into W±χ1.
16 In order to

estimate the corresponding constraint, we have computed the WZ + E/ T production cross

section in the Singlet-Doublet model multiplied by the probability that both heavy particles

decay promptly, using the same approximations as for the prompt exclusion in figure 10.

Comparing the latter results with the limits on the cross section given in ref. [109] we

exclude the region delimited by the dot dashed purple line of figure 11. As discussed

above, such constraint lies however in a zone of the parameter space where the frozen-in

dark matter scenarios with masses above the Lyman-α bound give an overabundant dark

matter relic density.

15Note in particular that this applies to the possible issues associated with b-jets, discussed at the end of

appendix B, that would at most reduce the signal strength by ≈ 25%.
16The other prompt signatures discussed above are less sensitive as the production cross section is sensibly

lower for χ2, χ3 production only. The latter is indeed almost one order of magnitude smaller than the total

doublet production as seen in figure 6.
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Figure 12. Combined constraints on the mediator mass vs DM mass plane (mχ2,3
= mψ = µ).

Our estimate of the ATLAS DV + E/ T exclusion is shaded in cyan (“DV+MET”), the magenta

region is excluded by disappearing tracks (“DT”), the Lyman-α bound is shown in gray (“Ly-α”).

Green contours correspond to the average χ2,3 decay length. The cyan dashed line is the estimated

exclusion of LHC with 300 fb−1. The coupling y is fixed such that Ωχ1
h2 = 0.12 everywhere.

6 Displaced vertices vs cosmology for freeze-in DM

We can now combine the LHC limits and the cosmological bound derived in the previous

sections, in order to characterise the experimental sensitivity on the viable parameter space

of the freeze-in Singlet-Doublet model. As at the end of section 3, we present our results

in the DM mass vs mediator mass plane fixing in each point the coupling y to the value

that accounts for the observed relic abundance through the freeze-in mechanism. On the

same two dimensional plane, we can show the combination of the existing (and future)

constraints on the model. Our summary plot is shown in figure 12. As before, the green

lines indicate contours of fixed average decay length of the neutral fermions, which controls

the phenomenology at colliders. The magenta shading at low mediator masses represents

the region excluded by searches for disappearing charged tracks (DT) [57, 58]. It does

not depend on the DM mass (or equivalently on the value of the y coupling) since, in this

region, the decay length of the charged fermion is independent of mχ1 , as can be seen in

the right panel of figure 7. The cyan region and the dashed cyan line are the estimated

exclusion and future prospect of the ATLAS DV+E/ T search, discussed in section 5. The

gray region, finally, is excluded by the Lyman-α forest data, as discussed in section 4.

Figure 12 summarises the findings of this paper, as it nicely shows the interplay between

collider searches for displaced signatures and cosmological constraints in our freeze-in dark

matter model. On the one side, the observed DM abundance implies a relation among

the parameters of the theory, leaving only two free parameters (plus a third one, tan θ,

that affects the phenomenology of the model very mildly in our limit, as we discussed in
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the previous sections). On the other side, for the range of decay lengths that are a priori

optimal for studying displaced signatures at the LHC (O(10) cm) and µ scales within the

reach of the collider (µ . O(1) TeV), our dark matter model can leave a testable imprint

on small scale structures. In such a region, we have a complementary constraint from the

Lyman-α forest observations, which is essentially independent of the mediator mass. In

contrast, the reach of LHC searches is intrinsically limited by the production cross section

of the mediators, hence by their mass, and by the size of the detector. Due to the very

low background of the recast search and the large dataset available, the current LHC limit

actually extends to rather large values of the mediators’ lifetime and, likewise, it can probe

DM masses larger than those tested by cosmology, reaching up to mχ1 = O(1) MeV.

7 Summary and conclusions

Despite many experimental and theoretical efforts, the nature of dark matter remains a

mystery. It is thus timely to look for DM beyond the most popular paradigms. In this work,

we considered the case of a dark matter candidate with such a tiny coupling that it never

reaches thermal equilibrium with the SM in the early universe. It is well known that, despite

such suppressed interactions, the observed dark matter density can be accounted for by

the freeze-in mechanism, with the dark matter being produced, for instance, via the decay

of thermalised mediators. Within this context, we studied the case of the Singlet-Doublet

dark matter model that consists in extending the SM with a pair of Weyl electroweak

doublet fermions and a singlet Majorana fermion. The new fermions interact with the

SM through gauge interactions and/or the Higgs portal induced by Yukawa interaction

terms that couple the doublet and the singlet fermions to the Higgs particle. The Singlet-

Doublet model rests thus on 4 free parameters only: 2 new mass scales (the doublet mass

scale µ and the singlet mass scale ms), and two Yukawa couplings (yu and yd). We have

shown that, considering these couplings in the range [10−8, 10−10] together with a doublet

mass scale µ larger than the Higgs mass, the lightest neutral fermion, which is essentially

the singlet Majorana fermion, can account for the whole dark matter abundance via the

freeze-in mechanism. In this regime, the DM is light with a mass between a few keV up to

hundreds of MeV.

Such a dark matter scenario could seem hopelessly beyond the reach of any dark matter

experimental search. We show instead that the range of model parameters required for a

successful freeze-in naturally gives rise to long-lived/displaced collider signatures that are

already strongly bounded by the present LHC data. In addition, it is well know that

thermal warm dark matter candidates of a few keV are also constrained by cosmology

due to their free-streaming suppressing the growth of small scale structure. Even though

frozen-in dark matter was never in thermal equilibrium in the early universe, Lyman-α

bounds turn out to constrain the dark matter to be always heavier than 12 keV. In the low

dark matter mass region, the model features thus both exotic LHC signals and a testable

imprint on cosmology providing two complementary handles to probe the same scenario.

Concerning the collider searches, the relevant signatures of this model consist of disap-

pearing charged tracks, related to the production of the charged component of the doublet
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ψ±, and displaced h and/or Z + E/ T , associated to the decay of the two neutral fermions

χ2,3. In the first case, ψ± decays with a small displacement (about 1 cm) and our scenario

is essentially the case of pure Higgsino DM in supersymmetric models. Current searches

for disappearing tracks thus constrain the doublet mass scale µ to be larger than 150 GeV.

In the second case, the χ2,3 fermions decay with displacements in a wide range, from cen-

timetres to kilometres, depending on the point of the viable parameter space of interest

(i.e. for yu, yd giving rise to the right relic abundance through freeze-in). We have argued

that, at present, the most constraining search was provided by ATLAS in ref. [53] and we

have reinterpreted its results in the framework of the Singlet-Doublet dark matter model.

According to our recasting, this analysis can exclude scenarios with a decay length of the

heavy neutral mediators as large as ∼ 50 m, mediator masses as large as 1.2 TeV, and dark

matter candidates with masses as large as 500 keV.

In figure 12, we have brought together all the experimental signatures which can probe

the viable parameter space where the freeze-in production mechanism gives rise to the cor-

rect dark matter abundance. This nicely illustrates the interplay between collider searches

and cosmology for frozen-in dark matter.

An interesting extension of our work is to enlarge the experimental reach on the pa-

rameter space of the model. The LHC sensitivity, shown in figure 12, could be improved

towards large mediator masses, or towards small or large decay lengths. This is possible

on all these three fronts by exploiting the presence of a displaced Z or h resonance, both in

hadronic and leptonic decay channels, such that some of the event selection requirements

that currently limit selection efficiencies can be relaxed, while keeping backgrounds to a

negligible level. Also, at higher luminosities a dedicated event selection would help to sup-

press the increasing backgrounds. As a result of our study, we thus advocate dedicated

experimental searches for displaced Z + E/ T or h + E/ T signatures, potentially in associa-

tion with an extra identified Z or h boson. On the other hand, it would be interesting to

also probe the case with large/moderate dark matter mass and very long-lived mediators

(upper part of figure 12). For this purpose, one could for instance estimate the reach of

the proposed detector MATHUSLA [126] on this scenario.

Finally, we stress again that interplay between exotic collider signatures and cosmology

constraints go beyond the Singlet-Doublet model and apply to a large class of simplified

models of freeze-in dark matter where the production occurs through decays of heavy me-

diators in thermal equilibrium with the SM bath. From the model building perspective,

it would be interesting to investigate such complementarity in other models, also includ-

ing those where the freeze-in is not realised through the decays of heavy mediators, but

via scattering processes and/or via non-renormalisable interactions [127]. We leave these

interesting possibilities for future works.
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A Yukawa interactions and mixing matrix

A.1 Yukawa interactions

For the contraction of the indeces in the Lagrangian of eq. (2.2), we follow the conventions

of refs. [47, 50]. In particular, the Yukawa interactions

− yd ψd ·H ψs − yu H†ψu ψs + h.c. (A.1)

can be explicitly written as

− yd ψd iHjε
ij ψs − yu ψu iH∗ i ψs + h.c. , (A.2)

where i and j are SU(2)L indices.

A.2 Approximate expression of the rotation matrix

In the limit (2.6), the mass eigenvalues at the first order in the couplings y2u,d result as

shown in eq. (2.7). We report here the rotation matrix, defined as in eq. (2.5), at leading

order in yu and yd:

U =


1 − v

2
√
2

(
yu−yd
µ+ms

+ yu+yd
µ−ms

)
v

2
√
2

(
yu−yd
µ+ms

− yu+yd
µ−ms

)
v
2
yu−yd
µ+ms

− 1√
2

1√
2

−v
2
yu+yd
µ−ms − 1√

2
− 1√

2

 . (A.3)

We omit the O(y2u,d) terms that are needed in order to diagonalise correctly the mass matrix

M obtaining the eigenvalues shown in eq. (2.7). In fact, in our parameter regime, the above

expression suffices to reproduce the rotations resulting from numerical diagonalisation to

high accuracy. Hence, we employ it to derive the expressions for the decay widths of the

heavy particles reported in section 2.2.

B Recasting of the ATLAS search

In this appendix, we provide details about the recasting of the ATLAS search of ref. [53]

that we employed in order to set limits on the Singlet-Doublet model and in particular on

displaced neutral bosons + E/ T final states.

The signature that we consider both in the validation (gluino-neutralino simplified

model) and in the Singlet-Doublet model is constituted by a pair of heavy long-lived par-

ticles decaying into charged tracks plus missing energy. For the case of two neutral heavy

fermions, the process is depicted in figure 8, with the long-lived particle highlighted in red.

We first review the selection cuts of the search, we then validate our simulation with

the simplified model studied in the ATLAS analysis, and then we apply the same recasting

to our dark matter model.
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Selection criteria of the ATLAS DV+E/T search [53]. The ATLAS analysis [53] is

explained in detail in the auxiliary material in [122]. The search targets displaced vertices

and missing transverse momentum.

The displaced vertices are identified by analysing the associated displaced tracks. First,

a selected displaced track should satisfy the following requirements:

• The track is associated to a stable particle;

• The particle has a transverse momenta pT > 1 GeV;

• The transverse impact parameter d0 ≡ Rdecay sin ∆φ > 2 mm, where Rdecay is the

transverse decay length and ∆φ is the azimuthal angle between the heavy decaying

particle momentum and the track momentum.

With the following selected tracks, one can construct a candidate displaced vertex which

should satisfy the following criteria:

• The transverse displacement Rdecay should be within 4 and 300 mm;

• The longitudinal displacement should be smaller than |zdecay| < 300 mm;

• The number of associated charged tracks should be ntracks ≥ 5;

• The invariant mass of the vertex should be larger than 10 GeV (a pion mass for the

tracks is assumed).

Given the previous strategy to select displaced tracks and displaced vertices, events

are hence required to satisfy the following conditions.

1. E/ truth
T > 200 GeV where E/ truth

T is the missing energy at truth level, here interpreted

as the magnitude of the transverse component of the vector sum of the dark matter

momenta.

2. On 3/4 of the events, the ATLAS analysis also demands the presence of either

• One jet with pT > 70 GeV

• Two jets with pT > 25 GeV

These jets should satisfy the requirement that the scalar sum of the pT of the

charged particles that are not displaced (according to the previous selection) should

not exceed 5 GeV.

3. The events must contain at least one displaced vertex which has passed the selection.
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Figure 13. Comparison between the result of our simulation and the excluded cross section

reported in the ATLAS paper [53] for a long-lived gluino simplified model. The ATLAS results are

shown as red lines, while our analysis corresponds to the blue bands. In order to draw our bands,

we considered variation of the efficiency of ±50%. The upper plots show the excluded cross section

as a function of cτ for a fixed neutralino mass mχ = 100 GeV and two benchmark values for the

gluino mass, mg̃ = 1400, 2000 GeV. The lower plots show the excluded cross section as a function

of mχ fixing τ = 1 ns and the same two benchmarks for mg̃.

Recasting and validation. On the selected events, one can then apply the efficiency as

reported in the auxiliary material. Indeed, the ATLAS collaboration provides the efficiency

for reconstructing the displaced vertices as a function of the number of displaced tracks

and of their invariant mass. They also provides the efficiency tables as a function of the

missing energy at truth level.

In order to recast this analysis, we have simulated LO events of the new physics process

with MadGraph5 + Pythia8 + Delphes3 with standard minimal cuts, default parameters

for MC and detector simulator (we used the default ATLAS card), assuming prompt decays

of the heavy pair-produced particles. We employed generator level information in order to

extract the momenta of the two heavy particles and of their associated tracks and in order

to introduce the displacement by hand, including the boost factor of the heavy decaying

particle. The decay time was generated through an exponential distribution with a mean

lifetime τ . With this information we derived the impact parameter of each track and

the other relevant geometrical properties. Then we processed the output following the

ATLAS selection cuts strategy, including the reconstruction efficiencies. We first applied

this procedure to a simplified model analogous to the one considered in the ATLAS paper,

by considering gluino pair production followed by displaced decays into qq̄ plus neutralino.
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Figure 14. Efficiencies for the simplified final states with hh + E/ T , hZ + E/ T , ZZ + E/ T . Left:

efficiencies as a function of cτ for mχ2 = mχ3 = 300, 500, 1000 GeV. Right: efficiencies as a function

of the mass mχ2 = mχ3 for cτ = 1, 10, 100 cm.

In figure 13 we show our estimated cross section exclusion compared to the ATLAS

results. We find a good agreement in the region of un-compressed spectrum, while our

simulation overestimate the exclusion power in the compressed spectrum case. We argue

that this is due to our implementation of the jet cut (number 2. in the list above), for which

we have only a limited amount of information provided by the ATLAS documentation. The

plots of figure 13 shows that, on the other hand, our simulation consistently reproduces the

ATLAS analysis for a mass difference between the heavy particle and its decay products

larger than ≈ 100 GeV, taking into account an uncertainty of ±50% on the efficiency.

In figure 14 we display the result of our recasting: the efficiency curves for the final

states characterising the Singlet-Doublet model. The samples have been generated at LO

with MadGraph5 + Pythia3 + Delphes3 after implementing the model in FeynRules. We
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simulated the following three cases

pp→ χ2χ3 → ZZχ1χ1, pp→ χ2χ3 → hhχ1χ1, pp→ χ2χ3 → hZχ1χ1,

where the decay of the bosons is performed in Pythia. We then processed the output with

the selection procedures explained above to extract the efficiencies as a function of the

mean lifetime cτ and the mass of the decaying heavy particles mχ2 = mχ3 .

As a final remark, let us notice that the efficiencies displayed in figure 14 have been

obtained by treating displaced heavy flavour jets like light-flavour ones. However, the

case of Z or h decaying into bb̄ pairs requires in principle additional care, since the recast

DV+E/ T search associates tracks to a displaced vertex based on track-vertex compatibility

requirements, and merges displaced vertices if within 1 mm. For displaced b jets, these

requirements are difficult to recast. As we mentioned, we choose to neglect this possible

issue (an interesting discussion of which can be found in ref. [128]). We argue that this

simplification has a limited impact on our estimated exclusions (shown in figures 11 and 12)

for the following reasons: (i) Only one DV is enough to satisfy the analysis’ requirements,

thus there is no loss of sensitivity if at least one of the pair-produced heavy particles decays

into a Z decaying into light flavours (and the DV is reconstructed); (ii) Due to the gluons

radiated by the b quarks, a DV can still be formed on the tracks not coming from the

b-decay vertex; (iii) Part of the b decays will still happen within the required 1 mm.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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[67] A. Moliné, J.A. Schewtschenko, S. Palomares-Ruiz, C. Boehm and C.M. Baugh, Isotropic

extragalactic flux from dark matter annihilations: lessons from interacting dark matter

scenarios, JCAP 08 (2016) 069 [arXiv:1602.07282] [INSPIRE].

[68] J.A. Schewtschenko, C.M. Baugh, R.J. Wilkinson, C. Boehm, S. Pascoli and T. Sawala,

Dark matter-radiation interactions: the structure of Milky Way satellite galaxies, Mon. Not.

Roy. Astron. Soc. 461 (2016) 2282 [arXiv:1512.06774] [INSPIRE].

[69] J.A. Schewtschenko, R.J. Wilkinson, C.M. Baugh, C. Boehm and S. Pascoli, Dark

matter-radiation interactions: the impact on dark matter haloes, Mon. Not. Roy. Astron.

Soc. 449 (2015) 3587 [arXiv:1412.4905] [INSPIRE].

[70] R.J. Wilkinson, C. Boehm and J. Lesgourgues, Constraining Dark Matter-Neutrino

Interactions using the CMB and Large-Scale Structure, JCAP 05 (2014) 011

[arXiv:1401.7597] [INSPIRE].

[71] R. Murgia, A. Merle, M. Viel, M. Totzauer and A. Schneider, ”Non-cold” dark matter at

small scales: a general approach, JCAP 11 (2017) 046 [arXiv:1704.07838] [INSPIRE].

[72] M.R. Buckley, J. Zavala, F.-Y. Cyr-Racine, K. Sigurdson and M. Vogelsberger, Scattering,

Damping and Acoustic Oscillations: Simulating the Structure of Dark Matter Halos with

Relativistic Force Carriers, Phys. Rev. D 90 (2014) 043524 [arXiv:1405.2075] [INSPIRE].

[73] M. Vogelsberger, J. Zavala, F.-Y. Cyr-Racine, C. Pfrommer, T. Bringmann and

K. Sigurdson, ETHOS — an effective theory of structure formation: dark matter physics as

a possible explanation of the small-scale CDM problems, Mon. Not. Roy. Astron. Soc. 460

(2016) 1399 [arXiv:1512.05349] [INSPIRE].

[74] F.-Y. Cyr-Racine, K. Sigurdson, J. Zavala, T. Bringmann, M. Vogelsberger and

C. Pfrommer, ETHOS — an effective theory of structure formation: From dark particle

physics to the matter distribution of the Universe, Phys. Rev. D 93 (2016) 123527

[arXiv:1512.05344] [INSPIRE].

[75] F.-Y. Cyr-Racine, R. de Putter, A. Raccanelli and K. Sigurdson, Constraints on

Large-Scale Dark Acoustic Oscillations from Cosmology, Phys. Rev. D 89 (2014) 063517

[arXiv:1310.3278] [INSPIRE].

[76] M.R. Lovell et al., ETHOS — an effective theory of structure formation: Predictions for the

high-redshift Universe — abundance of galaxies and reionization, arXiv:1711.10497

[INSPIRE].

– 35 –

https://doi.org/10.1103/PhysRevD.68.063504
https://arxiv.org/abs/hep-ph/0306024
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0306024
https://doi.org/10.1016/j.cpc.2014.04.012
https://arxiv.org/abs/1310.1921
https://inspirehep.net/search?p=find+EPRINT+arXiv:1310.1921
https://doi.org/10.1088/1475-7516/2017/12/013
https://arxiv.org/abs/1706.03118
https://inspirehep.net/search?p=find+EPRINT+arXiv:1706.03118
https://doi.org/10.1016/j.physletb.2017.08.022
https://arxiv.org/abs/1510.07006
https://inspirehep.net/search?p=find+EPRINT+arXiv:1510.07006
https://doi.org/10.1088/1475-7516/2016/08/069
https://arxiv.org/abs/1602.07282
https://inspirehep.net/search?p=find+EPRINT+arXiv:1602.07282
https://doi.org/10.1093/mnras/stw1078
https://doi.org/10.1093/mnras/stw1078
https://arxiv.org/abs/1512.06774
https://inspirehep.net/search?p=find+EPRINT+arXiv:1512.06774
https://doi.org/10.1093/mnras/stv431
https://doi.org/10.1093/mnras/stv431
https://arxiv.org/abs/1412.4905
https://inspirehep.net/search?p=find+EPRINT+arXiv:1412.4905
https://doi.org/10.1088/1475-7516/2014/05/011
https://arxiv.org/abs/1401.7597
https://inspirehep.net/search?p=find+EPRINT+arXiv:1401.7597
https://doi.org/10.1088/1475-7516/2017/11/046
https://arxiv.org/abs/1704.07838
https://inspirehep.net/search?p=find+EPRINT+arXiv:1704.07838
https://doi.org/10.1103/PhysRevD.90.043524
https://arxiv.org/abs/1405.2075
https://inspirehep.net/search?p=find+EPRINT+arXiv:1405.2075
https://doi.org/10.1093/mnras/stw1076
https://doi.org/10.1093/mnras/stw1076
https://arxiv.org/abs/1512.05349
https://inspirehep.net/search?p=find+EPRINT+arXiv:1512.05349
https://doi.org/10.1103/PhysRevD.93.123527
https://arxiv.org/abs/1512.05344
https://inspirehep.net/search?p=find+EPRINT+arXiv:1512.05344
https://doi.org/10.1103/PhysRevD.89.063517
https://arxiv.org/abs/1310.3278
https://inspirehep.net/search?p=find+EPRINT+arXiv:1310.3278
https://arxiv.org/abs/1711.10497
https://inspirehep.net/search?p=find+EPRINT+arXiv:1711.10497


J
H
E
P
0
9
(
2
0
1
8
)
0
3
7

[77] M. Escudero, L. Lopez-Honorez, O. Mena, S. Palomares-Ruiz and P. Villanueva-Domingo,

A fresh look into the interacting dark matter scenario, JCAP 06 (2018) 007

[arXiv:1803.08427] [INSPIRE].

[78] S. Dodelson and L.M. Widrow, Sterile-neutrinos as dark matter, Phys. Rev. Lett. 72 (1994)

17 [hep-ph/9303287] [INSPIRE].

[79] X.-D. Shi and G.M. Fuller, A New dark matter candidate: Nonthermal sterile neutrinos,

Phys. Rev. Lett. 82 (1999) 2832 [astro-ph/9810076] [INSPIRE].

[80] A.D. Dolgov and S.H. Hansen, Massive sterile neutrinos as warm dark matter, Astropart.

Phys. 16 (2002) 339 [hep-ph/0009083] [INSPIRE].

[81] K. Abazajian, G.M. Fuller and M. Patel, Sterile neutrino hot, warm and cold dark matter,

Phys. Rev. D 64 (2001) 023501 [astro-ph/0101524] [INSPIRE].

[82] T. Asaka, M. Shaposhnikov and M. Laine, Lightest sterile neutrino abundance within the

nuMSM, JHEP 01 (2007) 091 [hep-ph/0612182]

[83] A. Merle, V. Niro and D. Schmidt, New Production Mechanism for keV Sterile Neutrino

Dark Matter by Decays of Frozen-In Scalars, JCAP 03 (2014) 028 [arXiv:1306.3996]

[INSPIRE].

[84] Z. Kang, Upgrading sterile neutrino dark matter to FImP using scale invariance, Eur.

Phys. J. C 75 (2015) 471 [arXiv:1411.2773] [INSPIRE].

[85] A. Boyarsky, J. Lesgourgues, O. Ruchayskiy and M. Viel, Lyman-α constraints on warm

and on warm-plus-cold dark matter models, JCAP 05 (2009) 012 [arXiv:0812.0010]

[INSPIRE].

[86] J. Heeck and D. Teresi, Cold keV dark matter from decays and scatterings, Phys. Rev. D 96

(2017) 035018 [arXiv:1706.09909] [INSPIRE].

[87] K.J. Bae, A. Kamada, S.P. Liew and K. Yanagi, Light axinos from freeze-in: production

processes, phase space distributions and Ly-α forest constraints, JCAP 01 (2018) 054

[arXiv:1707.06418] [INSPIRE].

[88] S. Boulebnane, J. Heeck, A. Nguyen and D. Teresi, Cold light dark matter in extended

seesaw models, JCAP 04 (2018) 006 [arXiv:1709.07283] [INSPIRE].

[89] V. Brdar, J. Kopp, J. Liu and X.-P. Wang, X-Ray Lines from Dark Matter Annihilation at

the keV Scale, Phys. Rev. Lett. 120 (2018) 061301 [arXiv:1710.02146] [INSPIRE].

[90] A. Merle, A. Schneider and M. Totzauer, Dodelson-Widrow Production of Sterile Neutrino

Dark Matter with Non-Trivial Initial Abundance, JCAP 04 (2016) 003 [arXiv:1512.05369]

[INSPIRE].

[91] A. Merle and M. Totzauer, keV Sterile Neutrino Dark Matter from Singlet Scalar Decays:

Basic Concepts and Subtle Features, JCAP 06 (2015) 011 [arXiv:1502.01011] [INSPIRE].

[92] J. König, A. Merle and M. Totzauer, keV Sterile Neutrino Dark Matter from Singlet Scalar

Decays: The Most General Case, JCAP 11 (2016) 038 [arXiv:1609.01289] [INSPIRE].

[93] M. Viel, J. Lesgourgues, M.G. Haehnelt, S. Matarrese and A. Riotto, Constraining warm

dark matter candidates including sterile neutrinos and light gravitinos with WMAP and the

Lyman-alpha forest, Phys. Rev. D 71 (2005) 063534 [astro-ph/0501562] [INSPIRE].

[94] U. Seljak, A. Makarov, P. McDonald and H. Trac, Can sterile neutrinos be the dark

matter?, Phys. Rev. Lett. 97 (2006) 191303 [astro-ph/0602430] [INSPIRE].

– 36 –

https://doi.org/10.1088/1475-7516/2018/06/007
https://arxiv.org/abs/1803.08427
https://inspirehep.net/search?p=find+EPRINT+arXiv:1803.08427
https://doi.org/10.1103/PhysRevLett.72.17
https://doi.org/10.1103/PhysRevLett.72.17
https://arxiv.org/abs/hep-ph/9303287
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9303287
https://doi.org/10.1103/PhysRevLett.82.2832
https://arxiv.org/abs/astro-ph/9810076
https://inspirehep.net/search?p=find+EPRINT+astro-ph/9810076
https://doi.org/10.1016/S0927-6505(01)00115-3
https://doi.org/10.1016/S0927-6505(01)00115-3
https://arxiv.org/abs/hep-ph/0009083
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0009083
https://doi.org/10.1103/PhysRevD.64.023501
https://arxiv.org/abs/astro-ph/0101524
https://inspirehep.net/search?p=find+J+%22Phys.Rev.,D64,023501%22
https://doi.org/10.1088/1126-6708/2007/01/091
https://arxiv.org/abs/hep-ph/0612182
https://doi.org/10.1088/1475-7516/2014/03/028
https://arxiv.org/abs/1306.3996
https://inspirehep.net/search?p=find+EPRINT+arXiv:1306.3996
https://doi.org/10.1140/epjc/s10052-015-3702-4
https://doi.org/10.1140/epjc/s10052-015-3702-4
https://arxiv.org/abs/1411.2773
https://inspirehep.net/search?p=find+EPRINT+arXiv:1411.2773
https://doi.org/10.1088/1475-7516/2009/05/012
https://arxiv.org/abs/0812.0010
https://inspirehep.net/search?p=find+EPRINT+arXiv:0812.0010
https://doi.org/10.1103/PhysRevD.96.035018
https://doi.org/10.1103/PhysRevD.96.035018
https://arxiv.org/abs/1706.09909
https://inspirehep.net/search?p=find+EPRINT+arXiv:1706.09909
https://doi.org/10.1088/1475-7516/2018/01/054
https://arxiv.org/abs/1707.06418
https://inspirehep.net/search?p=find+EPRINT+arXiv:1707.06418
https://doi.org/10.1088/1475-7516/2018/04/006
https://arxiv.org/abs/1709.07283
https://inspirehep.net/search?p=find+EPRINT+arXiv:1709.07283
https://doi.org/10.1103/PhysRevLett.120.061301
https://arxiv.org/abs/1710.02146
https://inspirehep.net/search?p=find+EPRINT+arXiv:1710.02146
https://doi.org/10.1088/1475-7516/2016/04/003
https://arxiv.org/abs/1512.05369
https://inspirehep.net/search?p=find+EPRINT+arXiv:1512.05369
https://doi.org/10.1088/1475-7516/2015/06/011
https://arxiv.org/abs/1502.01011
https://inspirehep.net/search?p=find+EPRINT+arXiv:1502.01011
https://doi.org/10.1088/1475-7516/2016/11/038
https://arxiv.org/abs/1609.01289
https://inspirehep.net/search?p=find+EPRINT+arXiv:1609.01289
https://doi.org/10.1103/PhysRevD.71.063534
https://arxiv.org/abs/astro-ph/0501562
https://inspirehep.net/search?p=find+EPRINT+astro-ph/0501562
https://doi.org/10.1103/PhysRevLett.97.191303
https://arxiv.org/abs/astro-ph/0602430
https://inspirehep.net/search?p=find+EPRINT+astro-ph/0602430


J
H
E
P
0
9
(
2
0
1
8
)
0
3
7

[95] M. Viel, J. Lesgourgues, M.G. Haehnelt, S. Matarrese and A. Riotto, Can sterile neutrinos

be ruled out as warm dark matter candidates?, Phys. Rev. Lett. 97 (2006) 071301

[astro-ph/0605706] [INSPIRE].

[96] P. Jethwa, D. Erkal and V. Belokurov, The upper bound on the lowest mass halo, Mon. Not.

Roy. Astron. Soc. 473 (2018) 2060 [arXiv:1612.07834] [INSPIRE].

[97] P. Villanueva-Domingo, N.Y. Gnedin and O. Mena, Warm Dark Matter and Cosmic

Reionization, Astrophys. J. 852 (2018) 139 [arXiv:1708.08277] [INSPIRE].

[98] M. Sitwell, A. Mesinger, Y.-Z. Ma and K. Sigurdson, The Imprint of Warm Dark Matter on

the Cosmological 21-cm Signal, Mon. Not. Roy. Astron. Soc. 438 (2014) 2664

[arXiv:1310.0029] [INSPIRE].

[99] I.P. Carucci, F. Villaescusa-Navarro, M. Viel and A. Lapi, Warm dark matter signatures on

the 21cm power spectrum: Intensity mapping forecasts for SKA, JCAP 07 (2015) 047

[arXiv:1502.06961] [INSPIRE].

[100] I.P. Carucci, F. Villaescusa-Navarro and M. Viel, The cross-correlation between 21 cm

intensity mapping maps and the Lyα forest in the post-reionization era, JCAP 04 (2017)

001 [arXiv:1611.07527] [INSPIRE].
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We report on a search for elementary particles with charges much smaller than the electron charge using
a data sample of proton-proton collisions provided by the CERN Large Hadron Collider in 2018,
corresponding to an integrated luminosity of 37.5 fb−1 at a center-of-mass energy of 13 TeV. A prototype
scintillator-based detector is deployed to conduct the first search at a hadron collider sensitive to particles
with charges ≤ 0.1e. The existence of new particles with masses between 20 and 4700 MeV is excluded at
95% confidence level for charges between 0.006e and 0.3e, depending on their mass. New sensitivity is
achieved for masses larger than 700 MeV.

DOI: 10.1103/PhysRevD.102.032002

I. INTRODUCTION

Over a quarter of the mass energy of the Universe is
widely thought to be some kind of nonluminous “dark”
matter (DM), however, all experiments to date have failed
to confirm its existence as a particle, much less its
properties. The possibility that DM is not a single particle,
but rather a diverse set of particles with as complex a
structure in their sector as normal matter, has grown in
prominence in the past decade, beginning with attempts
to explain observations in high-energy astrophysics
experiments [1,2].

Many experimental efforts have been launched to look
for signs of a dark sector, including searches at high-
energy colliders, explorations at low-energy colliders,
precision tests, and effects in DM direct detection
experiments (for recent reviews see Refs. [3–5]). Most
of these experiments target the dark sector via a massive
dark photon, in what we refer to as the “Okun phase”
[6,7]. An alternative assumption, which we call the
“Holdom phase” [7,8], results in massless dark photons.
In these models the principal physical effect is that new
dark sector particles that couple to the dark photon will
have a small effective electric charge. These are generi-
cally called millicharged particles since a natural value
for their electric charge of Q ∼ αe=π arises from one-
loop effects [9]. In this paper we use the symbol χ to
denote a millicharged particle. For a given mass and
charge, the pair production of millicharged particles at
the CERN Large Hadron Collider (LHC) is almost
model independent. Every standard model (SM) process
that results in dilepton pairs through a virtual photon
would, if kinematically allowed, also produce χþχ− pairs
with a cross section reduced by a factor of ðQ=eÞ2 and
by mass-dependent factors that are well understood.
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Millicharged particles can also be produced through Z
boson couplings that depend on their hypercharge [7].
Previous experiments have searched for millicharged

particles [10–17]. The parameter space spanned by the
mass and charge of χ is also constrained by indirect
observations from astrophysical systems [9,15,18–24],
terrestrial matter [25], the cosmic microwave background
(CMB) [26], big-bang nucleosynthesis [27], and universe
overclosure bounds [18]. While direct searches robustly
constrain the parameter space of millicharged particles,
indirect observations can be evaded by adding extra degrees
of freedom, which can readily occur in minimally extended
dark sector models [7]. In particular, the parameter space
1 < mχ < 100 GeV, an ideal mass range for production at
the LHC, is largely unexplored by direct (or indirect)
searches. Such a signature would not be detectable by the
CMS and ATLAS experiments at the LHC [28,29], as all
detector elements rely on the electromagnetic (EM) inter-
action of the millicharged particle with ordinary matter. For
a millicharged particle the interaction strength is reduced by
a factor of ðQ=eÞ2 with respect to that of a particle of the
same mass that has charge e. The detector signal is also
reduced by the same factor, and is typically too small to be
recorded by detectors designed for particles of charge e.
The production of millicharged particles in collider experi-
ments would result in events with missing transverse
momentum, however, SM processes with neutrinos as well
as instrumental effects tend to overwhelm their signatures.
No searches for particles with Q≲ 0.1e have been per-
formed at hadron colliders.
It is then clear that dedicated detectors are needed to

search for millicharged particles at a hadron collider. In
2016, we discussed the possibility to build such a detector
at the LHC, which we called milliQan [30], at the CMS
experimental site and aligned with the CMS interaction

point (IP). Since then we have installed and operated a
small fraction of such a detector (“milliQan demonstrator”)
to measure backgrounds and provide a proof of principle
and feedback for the full detector design. In 2018, the
demonstrator collected a dataset of proton-proton (pp)
interactions corresponding to an integrated luminosity
of 37.5 fb−1, at a center-of-mass energy of 13 TeV.
This corresponds to 86% of the total luminosity delivered
by the LHC in the period the demonstrator was opera-
tional. While the demonstrator is only ∼1% of the full
milliQan, the data collected already provides competitive
constraints on the existence of millicharged particles of
mass 20–4700 MeV=c2 and Q=e ∼ 0.01–0.3.

II. DETECTOR

A thick sensitive volume is required to be capable of
observing the small energy deposition of a particle with
Q≲ 0.1e. The milliQan demonstrator is, therefore, com-
posed of three layers of 80 × 5 × 5 cm scintillator bar
arrays pointing to the CMS IP, with each array consisting of
three pairs of bars, stacked on a 3.6 m long rectangular
aluminum tube, for a total of 18 bars. We label the closest,
middle and furthest layer from the CMS IP as layer 1,
layer 2 and layer 3, respectively.
The milliQan demonstrator is located in an underground

tunnel at a distance of 33 m from the CMS IP, with 17 m of
rock between the CMS IP and the demonstrator that
provides shielding from most particles produced in LHC
collisions. In the CMS coordinate system [29], the detector
is positioned at an azimuthal angle (ϕ) of 43° and
pseudorapidity (η) of 0.1. Diagrams of the detector’s
position are shown in Fig. 1. Located 70 m underground,
the muon flux from cosmic rays is reduced by a factor of
∼100 compared to the surface. The detector is aligned

Rock

CMS

To 
surface

FIG. 1. The position of the detector, shown as a blue rectangular volume, in an elevation view (left) and plan view (right). The dashed
lines represent the projection of the center of the detector to the CMS IP.
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using standard laser-based survey techniques such that the
center of the scintillator array projects a line to within 1 cm
of the CMS IP. This alignment is validated using muons
produced at the CMS IP, as discussed in Sec. IV C.
In addition to the scintillator bars, additional components

were installed to reduce or characterize certain types of
backgrounds. Lead bricks are placed between the layers to
prevent low-energy secondary particles from one layer
from entering another layer. Four scintillator slabs are
located along the length of the detector to tag throughgoing
particles, provide time information, and shield the bars
from neutron radiation. Thin scintillator panels cover the
top and sides, providing the ability to reject cosmic muons.
Lastly, hodoscopes consisting of 2 × 2 × 45 cm scintillator
volumes are used to identify the tracks of beam and cosmic
muons. A diagram of the detector components is shown
in Fig. 2, and a photograph of the installed detector is
shown in Fig. 3. All scintillator volumes are comprised of
Eljen EJ-200 [31].
Scintillator light in the bars, panels, and slabs is detected

by photomultiplier tubes (PMTs) coupled to the scintillator
volumes. Three types of PMTs are used in order to test
different manufacturers and gains: the Hamamatsu R878,
Hamamatsu R7725 [32], and Electron Tube 9814B [33].
Analog signals from each PMT are sent to two 16-channel
CAEN V1743 digitizers [34], operating at 1.6 × 109

samples per second with 12-bit resolution, providing
1024 samples within a 640 ns acquisition window. Each
scintillator volume with a PMT attached is referred to as a

“channel.” Since millicharged particles produced at the
CMS IP would traverse the full length of the detector in
Oð10Þ ns, tight timing requirements allow for a significant
reduction in combinatoric backgrounds by requiring the
coincidence of in time signals in all layers, as described in
Sec. V. The PMTs are powered by a CAEN SY5527 power
supply system [35]. The hodoscopes are readout with
silicon photomultipliers. Their data are triggered and stored
independently from the main data stream.
The dataset analyzed for this search was collected during

2018, including periods with the LHC beam providing pp
collisions (the “beam-on” dataset) and periods with no
collisions (the “beam-off” dataset). The beam-off dataset
provides a statistically independent sample to study back-
ground processes. The detector is located in an area in the
far fringe field of the CMS superconducting magnet, and
both beam-on and beam-off datasets were recorded with the
magnet at its nominal strength of 3.8 T. The actual magnetic
field in the milliQan cavern is measured by magnetic field
sensors installed in various positions around the detector.
We find this magnetic field to be under 2 mTwhen the CMS

FIG. 2. A diagram of the detector components. The PMTs are
not shown for the slabs or panels. All components are installed on
an aluminum tube.

FIG. 3. A photograph of the detector, with the panels removed
from layer 1 so that the bars may be seen.

SEARCH FOR MILLICHARGED PARTICLES IN PROTON- … PHYS. REV. D 102, 032002 (2020)

032002-3



magnet is at 3.8 T. Additional data samples were recorded
with the field at 0 T for PMT calibration.
Data is collected by triggering on the coincidence of at

least three channels (triple coincidence) within a window of
100 ns. A bar contributes to this coincidence if it has a
rising edge consistent with a single photoelectron thresh-
old, and the panels and slabs contribute to the coincidence
with more stringent thresholds appropriate for identification
of muons from cosmic rays (“cosmic muons”) and muons
from pp interactions (“beam muons”). The total trigger
live times were 1106 and 1042 hours for the beam-on and
beam-off datasets, respectively. The average trigger rate
was 14.4 Hz. Outside of the beam time, additional special-
ized runs were taken using single-channel and double-
coincidence triggers, with different thresholds and operating
voltage settings, in order to collect data samples for
calibrations and validation studies.

III. CALIBRATION

We first calibrate the size of the generated pulses in each
channel, which requires a measurement of the average
size of a pulse from a single photoelectron (SPE) in each
PMT, as well as the mean number of photoelectrons hNPEi
generated in each channel by a throughgoing muon. The
former is strictly a property of each PMT, while the latter
depends on each scintillator, its wrapping, its coupling to
the PMT, and the PMT quantum efficiency.
The SPE calibration is performed in situ by isolating

pulses from late-arriving scintillation photons, which
largely produce SPEs in the PMTs. The mean SPE area
is then found by locating the peak of the resulting pulse area
distribution. These measurements are cross-checked by
bench measurements of SPE waveforms generated by a
flashing LED, following the method outlined in Ref. [36].
In the following, the npe of a given pulse is defined as the
pulse area divided by this per-channel SPE calibration, and
represents an estimate of the true number of photoelectrons
that generated the pulse.
For panels and slabs, the hNPEi calibration is performed

directly based on throughgoing beam muons (slabs) and
cosmic muons (panels). The measured average pulse area is
scaled by the per-channel SPE measurement to calculate
the mean number of photoelectrons generated by a beam or
cosmic muon.
For the bars, we use cosmic ray muons for calibration.

Direct calibration with radioactive sources was not possible
because the detector could not be accessed during LHC
running. Since cosmic ray muons saturate the readout, we
take an indirect approach, using the fact that the PMT
response scales as a power law over a wide range of
operating voltages. First, the mean areas of cosmic muon
pulses are measured at 5–6 operating voltages, which are
low enough to ensure that the PMT signals do not saturate.
A power law function is then fit to these points, and
extrapolated to the nominal operating voltage. Finally, this

number is scaled by the per-channel SPE measurement to
arrive at an estimate of the number of photoelectrons
generated by a cosmic muon. The validity of the power
law assumption is confirmed by separately fitting a power
law function to the mean areas of SPE pulses over a range
of voltages near the nominal operating voltage. The fitted
exponent is found to be consistent with that from the fit to
the cosmic muon pulse areas for all bars. The calibrated
value of hNPEi for a beam muon traversing the full 80 cm
length of a bar varies from 22 000 to 82 000; this means
that hNPEi ¼ 1 is expected in the bars for particles of
charge Q=e ∼ 0.004–0.007.
The dominant source of uncertainty in each bar’s hNPEi

measurement is the statistical uncertainty from the power
law fit and extrapolation, which is 10%–20% depending on
the channel, and is uncorrelated between channels. Smaller
uncertainties, generally on the order of a few percent, come
from differences in the residual magnetic field between
calibration runs and data-taking runs; the effect of a
low-pass filter applied to the waveforms; and differences
between the in situ and lab-based SPE measurements.
These are correlated between bars with PMTs of the same
type. Time dependent drifts in the response, inferred from
variations in the dark count rate, are subdominant.
The timing of the PMTs must also be calibrated. The

calibration procedure is designed such that a particle
traveling near the speed of light through the detector from
the CMS IP should have the same time value in every bar,
panel and slab. This calibration is performed using both
beam and cosmic muons. Figure 4 shows the time differ-
ence between a muon pulse in layer 3 compared to a muon
pulse in layer 1, where the events have been categorized as
either beam or cosmic muons based on the timing of the
pulses in the slabs. The resolution in the time difference
between layers is approximately 4 ns for beam muons
which travel through the detector from the CMS IP. An
additional correction is applied to account for the depend-
ence of the timing of the pulses on their size. This
correction is derived using secondary particles that result
from the interactions of beam muons with the detector as
they traverse it. The timing resolution degrades as the
size of the pulses gets smaller; the resolution of the lowest
npe pulses passing the selection outlined in Sec. V is
∼15 ns. The modeling of the timing of these secondaries is
used to derive a systematic uncertainty in the timing in
simulation.
The trigger efficiency is measured as a function of npe for

each channel by comparing the rate between dedicated
triple-coincidence runs and double-coincidence runs. For
the triple-coincidence runs, the trigger decision is based on
coincident signals in two “tag-channels” and one “probe
channel,” whose trigger efficiency is to be measured. For
the double coincidence runs, the trigger decision involves
only the two tag channels. The trigger efficiency for each
channel is given by the ratio of the pulse rate when the
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probe channel is required in the trigger over the pulse rate
when the probe channel is not required in the trigger. This
efficiency is used to reweight the simulated samples of
signals from millicharged particles described in Sec. IV B.
The trigger efficiency is measured to reach 100% for
npe ≳ 2 for all channels.

IV. SIMULATION

A. Event generation

We generate pair production of millicharged particles in
13 TeV pp collisions through the Drell-Yan process, as well
as from ϒ, J=ψ , ψð2SÞ, ϕ, ρ, and ω decays into χþχ−, and
from Dalitz decays of π0, η, η0, and ω.
Drell-Yan events are generated assuming that χs are

isospin singlet fermions, using the Lagrangian of Ref. [37]
implemented in the MADGRAPH5_aMC@NLO [38] event
generator, with a minimum invariant mass requirement
on the millicharged pair of 2 GeV=c2. Because of the
limited integrated luminosity and the small size of the
demonstrator, there is essentially no sensitivity to Drell-Yan
production of millicharged particles in the dataset discussed
in this paper.
The production cross section and transverse momentum

pT distribution of J=ψ and ψð2SÞ in the central rapidity
y region is taken from calculations of charmonium
production from direct processes [39–41] and from
bottom hadron decays [42–44], including theoretical uncer-
tainties. Theoretical calculations of bottomonium produc-
tion [45] are not reliable at low transverse momentum
(pT < 15 GeV) [46], where most of the cross section lies.
As a result, for pT > 20 GeV we use the cross sections and
pT spectra measured at a center-of-mass energy of 13 TeV
[47]; at lower pT we use measurements from 7 TeV data

[48,49], rescaled using the measured ratio of 13 to 7 TeV
cross sections at slightly higher rapidity (2 < y < 2.5) [50].
All relevant light flavor mesons except ϕ mesons are

generated with the minimum bias PYTHIA8 generator [51]
with the Monash 2013 tune [52]. This is the tune that gives
the best agreement with several measurements of light
meson rates and pT spectra at the LHC, albeit in most cases
at center-of-mass energies lower than 13 TeV [53–56]. The
Monte Carlo spectra for ηðρ;ωÞ with pT < 3 (1) GeV are
scaled down by factors as large as 2, based on the
experimental results cited above. On the other hand, the
production of ϕ mesons is modeled with the minimum bias
PYTHIA6 generator [57] with the DW tune [58], since this
Monte Carlo setup best reproduces ϕ meson data [59]. All
PYTHIA Monte Carlo generations are normalized to a
minimum bias cross section of 80� 10 mb based on a
measurement by ATLAS [60], with an uncertainty taken to
cover the difference with respect to a similar CMS
measurement [61]. We assess an additional 30% uncer-
tainty in the overall rate of each process to account for
remaining differences between experimental measurements
and PYTHIA predictions of the rates of light mesons per
minimum bias event, based on the references cited above.
The branching fractions for all vector meson decays,

V → χþχ−, as a function of the χ mass are calculated using
the Van Royen-Weisskopf formula [62], normalized to the
PDG value of the branching fraction for V → eþe− [63],
and rescaled appropriately for the assumed charge of the χ.
The branching fractions for meson Dalitz decays, e.g., η0 →
χþχ−γ or ω → χþχ−π0, as well as the χþχ− invariant mass
distributions in these decays are modeled as a function of
the χ mass and charge using the partial width for decays
into photons, e.g., η0 → γγ or ω → π0γ [64], assuming a
vector dominance model for the form factors.
Production cross sections of millicharged particles

from different processes are summarized in Fig. 5. The
possible contribution from millicharged particle produc-
tion in EM showers in the CMS calorimeters generated
by particles from pp collisions is not considered in this
analysis.
We also generate inclusive muon events (pp → X → μ)

that are used for calibration and background studies. The
same theoretical calculation used to obtain the differential
cross sections of J=ψ and ψð2SÞ from bottom hadron
decays is also used to generate muons from bottom and
charm hadron decays, while muons from decays in flight of
pions and kaons are generated with PYTHIA8 using the
Monash 2013 tune. Muons from W and Z decays are taken
from MADGRAPH5, though these electroweak processes
contribute only ∼3% of the total muon flux. Finally, muons
are generated using an appropriate angular distribution to
simulate cosmic ray events. This angular distribution is
derived by assuming a cos2ðθzenithÞ distribution at the
surface and propagating the muons to the demonstrator
using the method described in Sec. IV B.
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FIG. 4. Time difference, measured in a combination of the
beam-on and beam-off datasets, between layer 3 and layer 1 for
beam (red) and cosmic (blue) muons that travel through the
detector.
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B. Detector response

Generated particles are propagated through a simplified
model of the material in the CMS detector, including the
magnetic field, and the 17 m of rock between the CMS
cavern and the demonstrator.
Propagation is performed with fourth-order Runge-Kutta

integration, incorporating the effects of the magnetic field,
multiple scattering, and energy loss. Particles are propa-
gated until 2 m before the face of the demonstrator, after
which they are fed into a full GEANT4 [65] simulation of the
remaining rock, the drainage gallery where the demon-
strator is located, and the demonstrator itself. Similarly,
muons from cosmic ray showers are propagated from the
surface of the earth to a plane 1 m above the top of the
cavern. Muon interactions in the cavern walls generate
showers of gamma rays and electrons that significantly
contribute to the cosmic ray background. A simulated
cosmic ray shower event is shown in Fig. 6.
The simulation parameters are nominally configured to

be consistent with EJ-200 scintillator and existing mea-
surements for Tyvek reflectivity and each PMT species’
quantum efficiency [66]. Overall photon propagation is
handled using GEANT4’s UNIFIED optical model [67].
Photon propagation is further calibrated by measuring
the effects of scintillator roughness and wrapping quality
on light attenuation in the scintillator bars and matching the
effect in simulation. These measurements indicated a
wrapping reflectivity R ¼ 0.97 and scintillator roughness
σ ¼ 1%, typical values for Tyvek and EJ-200 [68]. A per-
channel calibration is applied to each PMT quantum
efficiency so that the measured hNPEi values agree between
data and simulation.
The electronic response is simulated using SPE wave-

form templates measured on a test bench with an LED.
SPE templates for each GEANT4 photoelectron are added

together, with appropriate arrival times, and including
the individual PMT calibration described in Sec. III. The
resulting waveform is then added to a randomly selected
zero-bias data waveform to properly account for elec-
tronic noise.

C. Validation

The simulation is validated by studying beam muons as
well as cosmic ray events. The absolute rate of beammuons
passing through all four slabs is compared with the rate
predicted from a simulated sample of muon production
from heavy-flavor and electroweak decays, as well as
meson decays in flight, as described in Sec. IV B. We
measure a rate of 0.20� 0.01 muons=pb−1, based on a
sample of 7363 muons, in agreement with the prediction of
0.25� 0.08 muons=pb−1. The dominant uncertainties in
this prediction arise from the uncertainty in the bb̄ cross
section (21%) and from the modeling of the material
between the CMS IP and milliQan (25%). This last
uncertainty is derived from a 7% variation in the total
amount of intervening material, which is in turn due
primarily to uncertainties in both the thickness and density
of the rock layer. This 7% variation corresponds to a 25%
uncertainty in the muon rate because of the steeply falling
muon momentum distribution. This same variation is used
to derive a systematic uncertainty in the predicted signal
yields, though in that case the effect is much smaller
because of the smaller charge of the χ.
We additionally perform a comparison of the angular

distribution of beam muon trajectories, in order to probe the
scattering and magnetic field modeling in simulation and
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FIG. 6. Simulation of the milliQan demonstrator response to a
simulated cosmic ray shower event. The incident muon (red)
interacts with the cavern walls to produce a shower. Electrons
(black) and gamma rays (green) generated in the rock are a
significant background source. The interactions of muons and
shower particles with detector material produce scintillation
photons (cyan).
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validate the alignment of the detector. We compare rates of
muons passing through various subsets of bars that trace a
range of angles through the detector. The rates of these
paths in both the horizontal and vertical directions are
measured to be consistent within statistical uncertainties
between data and simulation.
Finally, the GEANT4 modeling is validated by compar-

ing distributions of photoelectron counts in bars near
either beam or cosmic muon trajectories. Hits are
expected from electrons and gamma rays produced as
the muon travels through the rock or nearby detector
material. An example comparison is shown in Fig. 7.
Here we show npe distributions in data and simulation in
events with a tagged beam muon, for bars that do not
contain a pulse consistent with originating from a muon
(npe < 750), and are not neighboring any such bars.
Contributions come primarily from electrons and gamma
rays produced in scintillator material, rock, or the lead
bricks. Good agreement is seen across a wide range of
npe levels.

V. SEARCH FOR MILLICHARGED PARTICLES

The search for millicharged particles looks for a signal
with the signature of a pulse in each of the three layers of
the demonstrator. A number of sources can produce such a
signature:

(i) Each PMT has a dark current arising from effects
such as the thermal emission of electrons from the
cathode. The simplest background source comes
from random overlap of three such dark rate pulses.

In addition, dark rate counts may overlap with two
correlated pulses from another source.

(ii) Cosmic muon showers may generate a large number
of gamma rays and electrons from an interaction of
one or more cosmic ray muons with the rock in the
milliQan cavern. This may cause a pulse in each
layer of the demonstrator. Such a background could
also be expected from a beam muon that travels
close to the demonstrator.

(iii) Radiation in the cavern, scintillator bars or surround-
ing material can cause correlated deposits in several
bars. The lead blocks placed between layers should
reduce the probability of deposit in multiple layers
arising from photons or electrons while the slabs
provide shielding of neutrons.

(iv) Afterpulses, which are small pulses caused by
positive ions generated by the ionization of residual
gases in the PMT, can appear several hundred
nanoseconds to over a few microseconds after the
initial pulse. The afterpulses from correlated depos-
its in several PMTs may overlap and produce a
signal-like signature in the demonstrator. For this to
occur, the interaction event that gives rise to the
afterpulses must not be triggered because, in this
case, the afterpulses will fall in the 125 μs readout
deadtime that follows each triggered event, and will
not be recorded.

Selections are applied in order to reject contributions
from these background sources. If there is a pulse within
the acquisition time window in any panel, or in more than
one bar in each layer, the event is rejected. These require-
ments reject backgrounds due to cosmic muon showers,
which are expected to cause deposits across the detector. In
addition, if there is a pulse in any slab within the acquisition
time window consistent with originating from a muon
(npe > 250) the event is vetoed. This requirement rejects
deposits due to beam and cosmic muons passing close to
the bars. The bars with reconstructed pulses are required to
be pointing to the CMS IP. This reduces the backgrounds
from neutrons, cosmic muon showers and random overlap,
while being efficient for signal, which typically has a small
angular spread. To mitigate backgrounds from afterpulses,
in each channel a requirement is made to reject the event if
a pulse occurs before the window in which the pulse may be
involved in the trigger decision. In addition, the first pulse
in each channel must have the largest npe value. Events that
contain initial pulses in the bars with a large spread in npe
(maximum npe/minimum npe > 10) are vetoed to reject
events containing contributions from different sources,
such as dark rate overlap with shower deposits or deposits
from two or more shower particles traveling through the
demonstrator. Finally, the maximum calibrated time differ-
ence between the first bar pulse in each layer (Δtmax) is
required to be less than 15 ns, which is efficient for signals
traveling through the detector from the CMS IP and forms a
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powerful rejection of backgrounds that have different paths
through the detector, such as cosmic muon showers, or that
have deposits in each layer that are uncorrelated in their
timing, such as dark rate overlap.
Selected events are subsequently categorized into five

signal regions (SRs) through requirements on both the
number of slabs that contain a pulse and the minimum npe
of the pulses in the three bars. This categorization allows
for sensitivity to a wide range of charge values in the signal
parameter space. The definitions of the five SRs are
summarized in Table I. For events with a pulse in each
of the three layers the selection criteria provide high
efficiency for the targeted models while rejecting the
background by more than 5 orders of magnitude.
Residual background passing selection is estimated for

each signal region by measuring the pass/fail ratio of the
timing requirement in events with a hit in each layer,
consistent with signal requirements except that the bars do
not form a pointing path towards the CMS IP, and then
multiplying it by the number of events failing the timing
selection that form a pointing path towards the CMS IP.
This prediction method relies on the independence of the
dominant backgrounds on the pointing path requirement.
This method is used rather than taking the prediction from
the beam-off dataset as it is robust against time dependent
drifts in the background rate. However, the beam-off
dataset provides a statistically independent sample to
validate the prediction without contamination from signal.
The results of the beam-off prediction for the SR are
summarized in Table II. The uncertainty in the prediction

reflects the limited statistics in the regions used to make the
prediction. The prediction is shown to be in agreement with
the observation for all validation regions. The level of
agreement between prediction and observation in each
validation region is used to derive a systematic uncertainty
in the prediction.
Given the validation of the background prediction

method with the beam-off dataset, the SR prediction is
made using the beam-on dataset. The background contri-
bution from beam processes is estimated from simulation to
be less than 2% for all regions. Results are given in
Table III. The predictions are seen to be consistent with
those from the beam-off dataset (taking the 6% difference
in collection time into account), which provides additional
confidence that the beam-based backgrounds are negli-
gible. The uncertainty in the prediction reflects both the
limited statistical power of the regions used for the

TABLE I. Sequential impact of each requirement on the number of events passing the selection criteria.

Selection

Data
beam-on

t ¼ 1106 h

Data
beam-off
t ¼ 1042 h

Signal
mχ ¼ 0.05 GeV
Q=e ¼ 0.007

Signal
mχ ¼ 1.0 GeV
Q=e ¼ 0.02

Signal
mχ ¼ 3.0 GeV
Q=e ¼ 0.1

Common ≥ 1 hit per layer 2 003 170 1 939 900 136.4 34.2 5.7
Selections Exactly one hit per layer 714 991 698 349 123.1 31.0 5.0

Panel veto 647 936 632 494 122.5 30.8 4.9
First pulse is max 418 711 409 296 114.3 30.6 4.8
Veto early pulses 301 979 295 040 113.9 30.6 4.8
max npe=min npe < 10 154 203 150 949 104.2 29.6 4.7
Δtmax < 15 ns 5 284 5 161 72.8 28.4 4.4
Slab muon veto 5 224 5 153 72.8 28.4 4.4
Straight path 350 361 68.4 28.1 4.2
Nslab ¼ 0 332 339 64.8 16.9 0.0
Nslab ≥ 1 18 22 3.6 11.2 4.2

SR 1 Nslab ¼ 0 and
min npe ∈ ½2; 20�

129 131 47.4 0.4 0.0

SR 2 Nslab ¼ 0 and
min npe > 20

52 45 0.0 16.5 0.0

SR 3 Nslab ¼ 1 and
min npe ∈ ½5; 30�

8 9 1.1 0.5 0.0

SR 4 Nslab ¼ 1 and
min npe > 30

4 4 0.0 8.7 0.0

SR 5 Nslab ≥ 2 1 1 0.0 2.0 4.2

TABLE II. Summary of the results of the validation using the
beam-off dataset. The systematic values are derived from the level
of agreement between the prediction and observation.

Region Nslab min npe Prediction Observation Systematic

1 0 [2,20] 121.2þ6.0
−5.9 131 8%

2 0 >20 47.4þ5.2
−4.8 45 5%

3 1 [5,30] 7.8þ2.5
−1.8 9 15%

4 1 >30 2.7þ2.1
−1.1 4 48%

5 ≥2 � � � 0.8þ1.4
−0.4 1 25%
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prediction as well as the systematic uncertainty derived
from the validation using the beam-off dataset. The
predictions are found to be consistent with the observations
in all SRs.

VI. INTERPRETATION

The search is interpreted using the signal model
described in Sec. IV. The full set of selection criteria
described in Sec. V is applied to each event. The efficiency
to pass these criteria for three benchmark χ masses and
charges is shown in Table I.
There are several sources of systematic uncertainty in

the number of signal events entering the SRs. These are
evaluated independently for each model point and are
summarized below:

(i) Signal cross section (described in Sec. IVA):
typically 15%–30% depending on the mass of the χ.

(ii) Material interactions (described in Sec. IV C):
typically 1%–5% depending on the charge and mass
of the χ.

(iii) Pulse timing (described in Sec. III): typically
1%–40% depending on the charge of the χ.

(iv) hNPEi calibration (described in Sec. III): 1%–50%
depending on the SR populated by the χ.

(v) Limited simulated sample size: up to 30%.
Under the signal plus background hypothesis, a modified

frequentist approach is used to determine observed upper
limits at 95% confidence level on the cross section (σ) to
produce a pair of χs, as a function of mass and charge. The
approach uses the LHC-style profile likelihood ratio as the
test statistic [69] and the criterion of the C.L. [70,71].
The observed upper limits are evaluated through the use of
asymptotic formulas [72]. Figure 8 shows the exclusion at
95% confidence level in mass and charge of the χ. The
exclusion is compared to existing constraints, showing new
sensitivity for χ masses above 700 MeV.

VII. FUTURE PLANS

In Refs. [30,37] we assumed the largest irreducible
background to the signal would come from dark-current
pulses in the PMTs. From experience gained by operating
the demonstrator, we now know that an equally important
background comes from correlated effects caused by

activity in the scintillator (from effects such as environ-
mental radiation or cosmic muon showers). This realization
prompted us to revisit the milliQan design, adding a fourth
layer in order to mitigate the contribution from these
correlated backgrounds.
We have studied the effect of adding a fourth layer with

the demonstrator. The demonstrator has three rather than
four layers so backgrounds are determined for threefold
coincidence and then extended to fourfold using an addi-
tional pulse in a slab. The results of this study indicate that
the contribution from pure dark-current overlap drops to a
negligible level for the case of fourfold coincidence, even
with the somewhat high-noise PMTs that are used in the
demonstrator. The calculations presented in Refs. [30,37]
remain a conservative estimate of the milliQan discovery
potential since the background with four layers as measured
with the demonstrator is significantly smaller than the
estimate used in those simulations.
Given the experience obtained from the demonstrator,

we are confident that the proposed full-scale detector will
perform as expected provided sufficient funding becomes
available.

VIII. CONCLUSIONS

We have deployed a prototype dedicated detector at the
LHC to conduct the first search for elementary particles
with charges much smaller than the electron charge at a
hadron collider. We analyzed a data sample of proton-
proton collisions collected at

ffiffiffi

s
p ¼ 13 TeV provided by

the LHC, corresponding to an integrated luminosity of
37.5 fb−1. The existence of new particles with masses
between 20 and 4700 MeV is excluded at 95% confidence
level for charges varying between 0.006e and 0.3e,

FIG. 8. Exclusion at 95% confidence level compared to existing
constraints from colliders, CMS, ArgoNeuT and SLAC MilliQ
[10–16,27] as well as the indirect constraint from the CMB
relativistic degrees of freedom [26].

TABLE III. Summary of the results of the signal region
prediction.

Region Nslab min npe Prediction Observation

1 0 [2,20] 124þ11
−11 129

2 0 > 20 49.9þ6.0
−5.4 52

3 1 [5,30] 10.7þ3.6
−2.6 8

4 1 >30 2.4þ2.1
−1.1 4

5 ≥2 � � � 0.0þ0.9
−0.0 1
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depending on mass. New sensitivity is achieved for masses
larger than 700 MeV. The successful operation of the
milliQan demonstrator and search carried out have shown
the feasibility of a dedicated detector for millicharged
particles at the LHC and provided important lessons for
the design of the full detector.
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A search is presented for a narrow resonance decaying to a pair of oppositely charged muons usingffiffiffi
s

p ¼ 13 TeV proton-proton collision data recorded at the LHC. In the 45–75 and 110–200 GeV resonance
mass ranges, the search is based on conventional triggering and event reconstruction techniques. In the
11.5–45 GeV mass range, the search uses data collected with dimuon triggers with low transverse
momentum thresholds, recorded at high rate by storing a reduced amount of trigger-level information. The
data correspond to integrated luminosities of 137 and 96.6 fb−1 for conventional and high-rate triggering,
respectively. No significant resonant peaks are observed in the probed mass ranges. The search sets the
most stringent constraints to date on a dark photon in the ∼30–75 and 110–200 GeV mass ranges.
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A large body of cosmological evidence points to the
existence of dark matter [1–4]. Unraveling its origin
remains one of the outstanding problems of particle physics
and cosmology. Dark matter is expected to interact very
weakly, if at all, with standard model (SM) particles. This
raises the possibility of a hidden, dark sector of particles
whose interaction with SM particles may be mediated by a
hypothetical dark photon (ZD) [5].
We present a search for a narrow resonance decaying to a

pair of oppositely charged muons using
ffiffiffi
s

p ¼ 13 TeV
proton-proton (pp) collision data recorded by the CMS
experiment at the CERN LHC. The search looks for a
narrow resonance in the 11.5–200 GeV mass range,
omitting the 75–110 GeV range where Z boson production
dominates. The results of this search are interpreted in the
context of a ZD that interacts with SM particles through the
kinetic mixing of its Uð1ÞD gauge field with the Uð1ÞY
hypercharge field of the SM [6–8]. The degree of mixing
and the strength of the coupling of ZD to SM particles is
determined by the kinetic mixing coefficient ϵ. A discus-
sion of the theory of kinetic mixing and its impact on
electroweak symmetry breaking and on the electroweak
precision variables can be found in Ref. [9]. Constraints
have been placed on visible ZD decays in direct searches by
beam dump [10], fixed-target [11], rare meson decay [12],
and collider [13–16] experiments.

The central feature of the CMS apparatus is a super-
conducting solenoid of 6 m internal diameter, providing a
magnetic field of 3.8 T. Within the solenoid volume are a
silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two end
cap sections. Forward calorimeters extend the pseudora-
pidity (η) coverage provided by the barrel and end cap
detectors. Muons are detected in gas-ionization chambers
embedded in the steel flux-return yoke outside the solenoid.
A detailed description of the CMS detector, together with a
definition of the coordinate system used and the relevant
kinematic variables, can be found in Ref. [17].
Events of interest are selected using a two-tiered trigger

system [18]. The first level (L1), composed of custom
hardware processors, uses information from the calorim-
eters and muon detectors to select events at a rate of around
100 kHz within a time interval of 4 μs. The second level,
known as the high-level trigger (HLT), consists of a farm of
processors running a version of the full event reconstruction
software optimized for fast processing. A set of triggers in
the HLT system reduces the event rate to around 1 kHz,
allowing data containing all the information necessary for
complete event reconstruction, ∼1 MB/event, to be trans-
ferred to storage. These triggers are termed “standard
triggers” in this Letter. The standard dimuon triggers have
transverse momentum (pT) requirements of 12–15 GeVon
the highest pT muon, and 5–7 GeV on the second-highest
pT muon reconstructed at L1. Requirements of pT > 17
and 8 GeV are imposed at the HLT on the highest and
second-highest pT muons, respectively. The standard
dimuon triggers collect data at a rate of around 30 Hz at
the peak instantaneous luminosity of 2 × 1034 cm−2 s−1.
These data are then fully reconstructed and used in the
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search for dimuon resonance masses greater than 45 GeV.
Dimuon events that do not pass the standard dimuon
triggers, but are selected by certain single-muon triggers
are also included. These required pT > 24 GeV in the 2016
and 2018 data taking periods, and pT > 27 GeV in 2017.
The data collected during the years 2016–2018 correspond
to an integrated luminosity of 137 fb−1.
For dimuon resonance masses below ∼40 GeV, the pT

thresholds in the standard dimuon triggers significantly
reduce the signal acceptance, thereby adversely affecting
the search sensitivity. Therefore, a dedicated set of
triggers with significantly lower muon pT thresholds were
implemented. Events selected with these triggers contain a
very limited amount of information about muons
reconstructed at the HLT. This includes the muon four
momenta, the number of hits left by each muon track in the
tracking system, the normalized χ2 of the muon track,
and the isolation around the muon computed as the scalar
sum of the pT of all additional tracks in a ΔR ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔηÞ2 þ ðΔϕÞ2

p
¼ 0.3 cone around the muon. The result-

ing event size is ∼4ð8Þ kB for data taken in 2017 (2018).
Consequently, these triggers can operate at significantly
higher rates compared to the standard triggers. We refer to
this approach as “data scouting” [19], and the high-rate
triggers are termed “scouting triggers.”
The scouting triggers include an L1 trigger requiring two

muons with opposite charge and pT > 4ð4.5Þ GeV for data
collected in 2017 (2018). An additional requirement of
ΔR < 1.2 is imposed on the two muons to reduce the
trigger rate. Furthermore, an L1 trigger requiring a pair of
oppositely charged muons with pT > 4.5 GeV and
jηj < 2.0, forming an invariant mass between 7 and
18 GeV, is added. These two L1 triggers collect most of
the events of interest in the dimuon mass range below
∼20 GeV. Events passing the standard L1 dimuon triggers
are also included, and collect a large fraction of events in
the dimuon mass range above ∼20 GeV. The two muons
are required to have pT > 3 GeV at the HLT. Lower muon
thresholds are used for the HLT to maximize efficiency for
events accepted by the L1 Trigger. The scouting dimuon
triggers were fully commissioned for 2017 and recorded
events at a rate of ∼2 kHz at the peak instantaneous
luminosity of 2 × 1034 cm−2 s−1. Data corresponding to
an integrated luminosity of 96.6 fb−1 were collected with
these triggers in 2017 and 2018.
The ZD signal is simulated at leading order (LO) using

the hidden Abelian Higgs model (HAHM v3) [9,20]
implemented with the MadGraph5_aMC@NLO2.2.2 (2.4.2) gen-
erator [21] for the 2016 (2017, 2018) data period. The
width and cross section of the signal process are directly
proportional to ϵ2. The analysis does not rely on simulation
for background estimation. However, simulations of certain
SM processes are used to evaluate data-to-simulation
corrections and corresponding uncertainties in the signal
prediction. The process involving the production of the

ϒð1SÞ resonance and its decay to a pair of muons is
simulated at LO with PYTHIA8.230 [22]. The Drell-Yan (DY)
background is simulated at LO and next-to-LO (NLO)
using MadGraph5_aMC@NLO, with up to four and two addi-
tional partons in the matrix element calculations,
respectively.
Events simulated at the matrix element level for the

signal and background processes are then interfaced with
PYTHIA in order to simulate the fragmentation, parton
shower, and hadronization of partons in the initial and
final states, along with the underlying event. This is done
using the CUETP8M1 (CP5) tune [23,24] in the simulation
for the 2016 (2017, 2018) data period. Jets from LO (NLO)
simulations obtained with MadGraph5_aMC@NLO are matched
to the parton shower produced by PYTHIA following the
MLM [25] (FxFx [26]) prescription. The 2016 (2017,
2018) era simulations use the NNPDF 3.0 (3.1) parton
distribution functions (PDFs) [27,28]. The interactions of
all final-state particles with the CMS detector are simulated
using GEANT4 [29]. Simulated events include the contri-
bution of particles from additional pp interactions within
the same or nearby bunch crossings (pileup), with the
multiplicity of reconstructed primary vertices adjusted to
match that in data.
Events selected with the standard muon triggers are

reconstructed using a particle-flow (PF) algorithm [30] that
aims to reconstruct and identify individual particles in an
event, with an optimized combination of information from
the various elements of the CMS detector. Muons are
reconstructed by associating a track reconstructed in
the tracking detectors with a track in the muon system.
The muon momentum is obtained from the curvature of the
corresponding track. The candidate vertex with the largest
value of summed physics-object p2

T is taken to be the
primary pp interaction vertex (PV). The physics objects in
this case are the jets, clustered using the jet finding
algorithm [31,32] with a distance parameter of 0.4, with
the tracks assigned to the candidate vertices as inputs, and
the associated missing transverse momentum, taken as the
negative vector sum of the pT of those jets. Jets arising from
b quark hadronization and decay (b jets) are identified
using a deep neural network algorithm termed “deepCSV,”
which takes as input tracks that are displaced from the PV,
secondary vertices, and jet kinematic variables [33]. A
working point on the output of the deepCSV algorithm is
chosen such that the efficiency of identifying a b jet is
∼65–75% and the probability of misidentifying a light-
flavor jet as a b jet is about 1%.
In the search performed using the standard triggers,

events are required to contain at least one well-
reconstructed PV and two oppositely charged muons that
are geometrically matched to the HLT muon candidates
within a cone ofΔR ¼ 0.1. The highest and second-highest
pT muons are required to have pT > 20 and 10 GeV,
respectively, and jηj < 1.9. The restriction on η is imposed
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to ensure optimal dimuon mass resolution without incur-
ring a significant loss in acceptance. In events selected with
the single-muon triggers, the muon pT threshold is set to
26 (29) GeV for data collected in 2016 (2017, 2018). The
muons are required to pass certain selection requirements
based on the quality of their reconstructed tracks. The
absolute values of the transverse and longitudinal impact
parameters of the muon tracks are required to be less than
0.2 and 0.5 cm, respectively. The muon isolation, computed
as the scalar sum of the pT of PF candidates (photons,
charged hadrons, neutral hadrons) within a cone ΔR ¼ 0.4
around the direction of the muon momentum, is required to
be less than 15% of the muon pT . Charged PF hadrons not
associated with the PV are ignored in this sum. The
contribution of neutral particles from pileup, estimated to
be one half of the scalar sum of the pT of charged PF
hadrons from pileup in the cone, is subtracted from this
sum. Events containing one or more b jets with pT >
30 GeV and jηj < 2.4 are rejected to suppress most of the
background from single and pair-produced top quarks.
In the search performed using the scouting triggers,

events are required to contain two muons of opposite
charge, with pT > 4 GeV and jηj < 1.9, that are consistent
with originating from the same vertex. The muons are
required to pass selection requirements based on the track
quality information available in the event. The muon
isolation is required to be less than 15% of the muon
pT . In order to suppress the background involving muons
from heavy flavor decays that typically have low pT, the
(second-) highest pT muon is required to have pT >
mμμ=ð4Þ 3, where mμμ is the dimuon invariant mass.
Figure 1 shows the mμμ distributions obtained with data

collected using the standard and scouting triggers. The mμμ

distribution of fully reconstructed events collected using the
standard triggers suffers from a significant acceptance loss
resulting in the structure visible for mμμ ≲ 40 GeV. The
loss of acceptance is due to the pT thresholds of 20 and
10 GeV on the two muons. The mμμ distribution of events
collected using the scouting triggers, however, continues to
rise steadily for masses lower than 40 GeV. For masses
lower than 20 GeV, an even steeper rise is observed. This is
the region where the L1 trigger with a requirement for mμμ

to be in the range 7–18 GeV contributes significantly.
Themμμ resolution depends strongly on the jηj of the two

muons. The pT resolution of muons with pT < 50 GeV is
∼1% in the central barrel region of the detector (jηj < 0.9),
and ∼3% in the end caps of the muon system (jηj > 1.2)
[34]. Therefore, events are divided in two categories. The
barrel category consists of events in which both muons
have jηj < 0.9, and the forward category contains events in
which at least one of the two muons has 0.9 < jηj < 1.9.
The intrinsic width of the signal resonance considered in

this search is assumed to be much narrower than the
detector resolution. The signal line shape is modeled using
a parametric shape called the double-sided crystal ball

(DCB) function [35]. The core of this function consists of a
Gaussian distribution of mean s and standard deviation σ.
The s and σ parameters represent the peak position and
resolution of the resonance, and are allowed to vary using
constrained nuisance parameters corresponding to the
muon momentum scale and resolution uncertainties. The
uncertainty in the mμμ resolution is estimated to be 10% of
σ. The uncertainty in the mass scale is 0.1% of the
resonance mass in the search performed using data from
standard triggers, while it varies in the range 0.06–0.1% for
the search performed using data from the scouting triggers.
There are several experimental sources of systematic

uncertainty in the estimation of the signal yield. The
measured integrated luminosity has an uncertainty of 2.3
(2.5)% for data collected in 2017 (2016, 2018) [36–38]. In
the search performed using the standard muon triggers,
uncertainties of 0.2 and 1.5–3.0% are ascribed to the
measurement of the trigger and muon selection efficiencies,
respectively. The uncertainty in the inefficiency caused by
the b jet rejection is 1%. In the search performed using
scouting data, the uncertainty in the muon selection
efficiency varies in the range 3–10%. The efficiency of
the scouting triggers is measured with respect to fully
reconstructed muons using events selected with indepen-
dent standard triggers. The average uncertainty in the
trigger efficiency is of order 5%, a value that takes into
account a small uncertainty associated with the requirement
that the muons be fully reconstructed, and a potential effect
arising from background contamination.
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FIG. 1. The mμμ distributions of events selected with the
standard muon triggers (maroon, darker), and the scouting
dimuon triggers (green, lighter). Events are required to pass all
the selection requirements. The inset is restricted to events in the
barrel category in the mass range 23.9–26.1 GeV. A function
describing the background is fit to these data, and a 25 GeV ZD

signal corresponding to ϵ2 ¼ 2 × 10−5 is added. The bottom
panel of the inset shows the bin-by-bin difference between the
number of events in data and the prediction from the background
fit, divided by the statistical uncertainty.
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In order to extract the signal from data, a simultaneous
binned maximum likelihood fit is performed to the mμμ

distributions in the barrel and forward event categories. A
parametric function is used to model the shape of the
background. The parameters of this function and the
background yield are allowed to float freely in the fit,
and are uncorrelated between the two event categories. In
the search using the standard triggers, the fit is performed in
a range of�7σ around the probed resonance mass, where σ
is the mass resolution parameter of the DCB function used
to model the signal. The background, which is dominated
by DYevents, is modeled in both event categories using the
product of a modified form of the Breit-Wigner function
[39] and a second-order Bernstein polynomial. In the
search using the scouting triggers, the fit is performed in
a range of �5σ around the probed resonance mass. The
background mass distribution is modeled using a fourth-
order Bernstein polynomial. The chosen background func-
tions, and the sizes of the mass windows maximize the
expected sensitivity while introducing only a small bias in
the measured signal yield. Figure 1 (inset) shows, as an
example, the mμμ distribution of events in the barrel
category in the 23.9–26.1 GeV window that is used to
search for a 25 GeV resonance. A fit performed to these
data assuming no signal is also shown along with the
expected signal contribution for a 25 GeV ZD with
ϵ2 ¼ 2 × 10−5.
In order to assess the possible bias in the measurement of

a signal due to the choice of the function used to model the
background distribution, we consider several alternative
functions to model the shape of the background. An
alternative test function is fit to the data in each event
category, and is then used to generate 2000 sets of
pseudodata. A certain amount of signal is injected in each
of the pseudodata sets. A signal-plus-background fit is

performed using the chosen background function to each of
the pseudodata sets with the signal yield allowed to float
freely. The bias is quantified as the ratio of the difference
between the measured and injected signals, and the
statistical uncertainty in the measured signal yield. The
bias is found to be less than 10% of the statistical
uncertainty in the measured signal yield for resonance
masses greater than 20 GeV, in both event categories. For
masses below 20 GeV, the bias is estimated to be less than
20 (30)% of the statistical uncertainty for the barrel (for-
ward) category. In order to account for this uncertainty, we
introduce an additional background in the fit. The shape of
the background is taken to be the same as that of the signal,
and its normalization is treated as a nuisance parameter
with mean value zero, whose variations are constrained by a
Gaussian distribution with standard deviation equal to the
bias found in the tests.
The statistical analysis is performed using a profile

likelihood ratio test statistic in which systematic uncertain-
ties are modeled as constrained nuisance parameters. The
nuisance parameters for the mμμ scale and resolution
uncertainties, and the bias due to the choice of the back-
ground fit function are modeled using the Gaussian
probability density function. All other sources of system-
atic uncertainty affect the signal yield, and are modeled
with nuisance parameters that are constrained using the log-
normal probability density function.
The data are found to be consistent with the background

expectation. Figure 2 shows the upper limits at 95% con-
fidence level (C.L.) on the product of the signal cross
section, branching fraction to a pair of muons, and the
kinematic and geometrical acceptance for a narrow reso-
nance using an asymptotic CLs criterion [40–42].
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FIG. 2. Expected and observed upper limits at 95% C.L. on the
product of the signal cross section (σ) for a narrow resonance,
branching fraction to a pair of muons (B), and acceptance (A) as a
function of the mass of a narrow resonance. Results obtained
using the scouting (standard) triggers are to the left (right) of the
vertical purple line.
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the square of the kinetic mixing coefficient, as a function of the
ZD mass. Results obtained using the scouting (standard) triggers
are to the left (right) of the vertical purple line. Limits at 90% C.L.
from the search performed by the LHCb Collaboration [16] are
shown in red, and constraints at 95% C.L. from the measurements
of the electroweak observables are shown in light blue [9].
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The results of this search are interpreted in the context of
a dark photon model. The signal is kinematically similar to
the SM DY process. Therefore, an NLO K factor has been
computed for the LO signal simulation by comparing the
NLO and LO DY cross sections, and is found to be 1.09
over the entire mass range under consideration.
Uncertainties due to the choice of the renormalization
and factorization scales (4.5%), and the modeling of the
PDFs (1%) are ascribed to the signal cross section. We set
upper limits at 90% C.L. on ϵ2 as a function of the ZD mass,
as shown in Fig. 3. These are compared with recent results
from the LHCb Collaboration [16,43] and indirect con-
straints at 95% C.L. from measurements of the electroweak
observables [9]. This search sets the most stringent limits to
date in the ∼30–75 and 110–200 GeV mass ranges.
Furthermore, limits from this search are competitive with
those obtained in Ref. [16] at lower masses.
In summary, a search has been presented for a narrow

resonance decaying to a pair of muons using proton-proton
collision data recorded by the CMS experiment atffiffiffi
s

p ¼ 13 TeV. The search in the 45–75 and 110–
200 GeV resonance mass ranges uses fully reconstructed
data containing a pair of muons with transverse momenta
greater than 20 and 10 GeV, corresponding to an integrated
luminosity of 137 fb−1. The search in the resonance mass
range of 11.5–45.0 GeV is performed using data collected
with high-rate dimuon triggers, corresponding to an inte-
grated luminosity of 96.6 fb−1. This is the first search that
uses data with reduced trigger-level muon information,
collected with dimuon triggers that have transverse
momentum thresholds of 3 GeV. The data are found to
be consistent with the background prediction. The search
sets the lowest upper limits to date on the kinetic mixing
coefficient of a dark photon in the ∼30–75 and 110–
200 GeV mass ranges.
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75bUniversità di Padova, Padova, Italy
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80cUniversità del Piemonte Orientale, Novara, Italy

81aINFN Sezione di Trieste, Trieste, Italy
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uuAlso at Università degli Studi di Siena, Siena, Italy.
vvAlso at INFN Sezione di Pavia, Università di Pavia, Pavia, Italy.
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Abstract
Particles beyond the Standard Model (SM) can generically have lifetimes
that are long compared to SM particles at the weak scale. When produced at
experiments such as the Large Hadron Collider (LHC) at CERN, these long-
lived particles (LLPs) can decay far from the interaction vertex of the pri-
mary proton–proton collision. Such LLP signatures are distinct from those of
promptly decaying particles that are targeted by the majority of searches for
new physics at the LHC, often requiring customized techniques to identify,
for example, significantly displaced decay vertices, tracks with atypical
properties, and short track segments. Given their non-standard nature, a
comprehensive overview of LLP signatures at the LHC is beneficial to
ensure that possible avenues of the discovery of new physics are not over-
looked. Here we report on the joint work of a community of theorists and
experimentalists with the ATLAS, CMS, and LHCb experiments—as well as
those working on dedicated experiments such as MoEDAL, milliQan,
MATHUSLA, CODEX-b, and FASER—to survey the current state of LLP
searches at the LHC, and to chart a path for the development of LLP searches
into the future, both in the upcoming Run 3 and at the high-luminosity LHC.
The work is organized around the current and future potential capabilities of
LHC experiments to generally discover new LLPs, and takes a signature-
based approach to surveying classes of models that give rise to LLPs rather
than emphasizing any particular theory motivation. We develop a set of
simplified models; assess the coverage of current searches; document known,
often unexpected backgrounds; explore the capabilities of proposed detector
upgrades; provide recommendations for the presentation of search results;
and look towards the newest frontiers, namely high-multiplicity ‘dark
showers’, highlighting opportunities for expanding the LHC reach for these
signals.

Keywords: beyond the Standard Model, long-lived particles, Large Hadron
Collider, high-luminosity LHC, collider phenomenology, high-energy collider
experiments

1. Introduction

Document editors: James Beacham, Brian Shuve
Particles in the Standard Model (SM) have lifetimes spanning an enormous range of

magnitudes, from the Z boson (τ∼2×10−25 s) through to the proton (τ1034 years) and
electron (stable), as shown in figure 1.

Similarly, models beyond the SM (BSM) typically predict new particles with a variety
of lifetimes. In particular, new weak-scale particles can easily have long lifetimes for
several reasons, including approximate symmetries that stabilize the long-lived particle
(LLP), small couplings between the LLP and lighter states, and suppressed phase space
available for decays. For particles moving close to the speed of light, this can lead to macroscopic,
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detectable displacements between the production and decay points of an unstable particle for
cτ10 μm129.

The experimental signatures of LLPs at the Large Hadron Collider (LHC) are varied and,
by nature, are often very different from signals of SM processes. For example, LLP signatures
can include tracks with unusual ionization and propagation properties; small, localized
deposits of energy inside of the calorimeters without associated tracks; stopped particles (SPs)
that decay out of time with collisions; displaced vertices (DV) in the inner detector (ID) or
muon spectrometer (MS); and disappearing, appearing, and kinked tracks. A schematic of a
sampling of the variety of LLP signatures that are different from both SM signatures and the
majority of BSM searches at the LHC is shown in figure 2.

Because the LLPs of the SM have masses  5 GeV and have well-understood
experimental signatures, the unusual signatures of BSM LLPs offer excellent prospects
for the discovery of new physics at particle colliders. At the same time, standard
reconstruction algorithms may reject events or objects containing LLPs precisely because
of their unusual nature, and dedicated searches are needed to uncover LLP signals. These
atypical signatures can also resemble noise, pile-up (PU), or mis-reconstructed objects in
the detector; due to the rarity of such mis-reconstructions, Monte Carlo (MC) simulations
may not accurately model backgrounds for LLP searches, and dedicated methods are
needed to do so.

Although small compared to the large number of searches for prompt decays of new
particles, many searches for LLPs at the ATLAS, CMS, and LHCb experiments at the LHC
have already been performed; we refer the reader to chapter 3 for descriptions of and
references to these searches. Existing LLP searches have necessitated the development of
novel methods for identifying signals of LLPs, and measuring and suppressing the relevant
backgrounds. Indeed, in several scenarios searches for LLPs have sensitivities that greatly

Figure 1. Particle lifetime cτ, expressed in meters, as a function of particle mass,
expressed in GeV, for a variety of particles in the Standard Model [1].

129 Recently, a comprehensive collection of the vast array of theoretical frameworks within which LLPs naturally
arise has been assembled as part of the physics case document for the proposed MATHUSLA experiment [2].
Because the focus of the current document is on the experimental signatures of LLPs and explicitly not the theories
that predict them, the combination of the MATHUSLA physics case document (and the large number of references
therein) and the present document can be considered, together, a comprehensive view of the present status of
theoretical motivation and experimental possibilities for the potential discovery of LLPs produced at the interaction
points (IPs) of the LHC.
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exceed the search for similar, promptly decaying new particles (as is true, for example, for
directly produced staus in supersymmetry [4]). The excellent sensitivity of these searches,
together with the lack of a definitive signal in any prompt channels at the LHC, have focused
attention on other types of LLP signatures that are not currently covered. These include low-
mass LLPs that do not pass trigger or selection thresholds of current searches, high multi-
plicities of LLPs produced in dark-sector showers, or unusual LLP production and decay
modes that are not covered by current methods. Given the excellent sensitivity of LHC
detectors to LLPs, along with the potentially large production cross sections of LLPs and the
enormous amount of data expected to be collected when the LHC switches to high-luminosity
running in the 2020s, it is imperative that the space of LLP signatures be explored as
thoroughly as possible to ensure that no signals are missed. This is particularly important
now, with the recent conclusion of LHC Run 2, as new triggering strategies for LLP sig-
natures in the upcoming Run 3 can be investigated with urgency. Moreover, decisions are
currently being made about detector upgrades for Phase 2 of the LHC, and design choices
should be made to ensure that sensitivity to LLPs is retained or possibly improved through
high-luminosity running, as may indeed be the case for many of the plans under consideration
by the main experiments.

The increased interest in LLP signatures at the LHC is naturally complementary to the
recognition that there are several BSM scenarios that give rise to particles difficult to opti-
mally detect at the LHC—either promptly decaying particles or those with naturally long
lifetimes—and that are searched for or planned to be searched for in fixed-target experiments,
B-factories, and beam dump experiments [5–7].

The growing theoretical and experimental interest in LLPs has been mirrored by an
increased activity in proposals for searches for LLPs produced at the main LHC IPs—either
within the existing ATLAS, CMS, and LHCb collaborations or with new, dedicated detectors
—new experimental analyses, and meetings to communicate results and discuss new ideas.

Figure 2. Schematic of the variety of challenging, atypical experimental signatures that
can result from BSM LLPs in the detectors at the LHC. Shown is a cross-sectional
plane in azimuthal angle, f, of a general purpose detector such as ATLAS or CMS.
From [3].
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Workshops focused on LLPs at the University of Massachusetts, Amherst130, in November of
2015; Fermilab; and KITP (UCSB)131 in May of 2016, among others, highlighted the need for
a community-wide effort to map the current space of both theoretical models for LLPs and the
atypical experimental signatures that could be evidence of LLPs, assess the coverage of
current experimental methods to these models, and identify areas where new searches are
required. Additionally, the work presented in these meetings underscored the importance of
presenting the results of experimental searches in a manner that allows for their application to
different models, and generated new ideas for designing analyses with the goal of minimizing
model dependence. Such largely model-independent presentation makes current searches
more powerful by increasing their applicability to new scenarios, while reducing redundan-
cies in searches and ensuring that gaps in coverage are identified and addressed. This task
extends beyond the purview of any particular theoretical model or experiment, and requires an
effort across collaborations to address the needs of the LLP community and illuminate a path
forward.

This flurry of activity eventually coalesced in the establishment of a more central and
regular platform—the LHC LLP Community—for experimentalists at the LHC and those in
the theoretical and phenomenological communities to exchange ideas about LLP searches to
ensure the full discovery potential of the LHC. This began with a mini-workshop at CERN in
May of 2016132 and has continued with workshops in April of 2017 at CERN133, October of
2017 at ICTP Trieste134, May of 2018 again at CERN135, at Nikhef, in Amsterdam, in
October of 2018136, May of 2019 at CERN137 and November of 2019 at Ghent University138

This is the work undertaken by the LHC LLP Community and presented in this docu-
ment. Based on the most pressing needs identified by the community, we organize the work
of this initiative into a few key realms:

• Simplified models:We seek to identify a minimal (but expandable) set of simplified
models that capture, with a very limited number of free parameters, the most important
LLP signatures motivated by theory and accessible at the LHC. The simplified models
approach has been successfully applied to models such as supersymmetry (SUSY) and
dark matter (DM), and proposals exist for LLP simplified models in particular contexts.
We aim to provide a basis of models that serves as a focal point for the other studies
performed by the community, as well as a library that can be used in simulating LLP
signal events, to allow for a common grammar to better understand how current and
future searches cover LLP signature space.

130
‘LHC Searches for Long-Lived BSM Particles: Theory Meets Experiment’,https://physics.umass.edu/acfi/

seminars-and-workshops/lhc-searches-for-long-lived-bsm%2Dparticles-theory-meets-experiment.
131

‘Experimental Challenges for the LHC Run II’,http://online.kitp.ucsb.edu/online/experlhc16/.
132

‘LHC Long-Lived Particle Mini-Workshop’,https://indico.cern.ch/e/LHC_LLP_2016.
133

‘Searches for LLPs at the LHC: First workshop of the LHC LLP Community’,https://indico.cern.ch/e/LHC_
LLP_April_2017.
134

‘Searches for LLPs at the LHC: Second workshop of the LHC LLP Community’,https://indico.cern.ch/e/
LHC_LLP_October_2017.
135

‘Searching for LLPs at the LHC: Third workshop of the LHC LLP Community’,https://indico.cern.ch/e/
LHC_LLP_May_2018.
136

‘Searching for LLPs at the LHC: Fourth workshop of the LHC LLP Community’,https://indico.cern.ch/e/
LHC_LLP_October_2018.
137

‘Searching for LLPs at the LHC: Fifth Workshop of the LHC LLP Community’, https://indico.cern.ch/e/
LHC_LLP_May_2019.
138

‘Searching for LLPs at the LHC: Sixth Workshop of the LHC LLP Community’, https://indico.cern.ch/e/
LHC_LLP_November_2019.

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

12

https://www.physics.umass.edu/acfi/seminars-and-workshops/lhc-searches-for-long-lived-bsm%2Dparticles-theory-meets-experiment
https://www.physics.umass.edu/acfi/seminars-and-workshops/lhc-searches-for-long-lived-bsm%2Dparticles-theory-meets-experiment
http://online.kitp.ucsb.edu/online/experlhc16/
https://indico.cern.ch/e/LHC_LLP_2016
https://indico.cern.ch/e/LHC_LLP_April_2017
https://indico.cern.ch/e/LHC_LLP_April_2017
https://indico.cern.ch/e/LHC_LLP_October_2017
https://indico.cern.ch/e/LHC_LLP_October_2017
https://indico.cern.ch/e/LHC_LLP_May_2018
https://indico.cern.ch/e/LHC_LLP_May_2018
https://indico.cern.ch/e/LHC_LLP_October_2018
https://indico.cern.ch/e/LHC_LLP_October_2018
https://indico.cern.ch/e/LHC_LLP_May_2019
https://indico.cern.ch/e/LHC_LLP_May_2019
https://indico.cern.ch/e/LHC_LLP_November_2019
https://indico.cern.ch/e/LHC_LLP_November_2019


• Experimental coverage:In spite of the many successful LLP searches undertaken by the
ATLAS, CMS, and LHCb experiments, there remains a need for a systematic study of the
complementary coverage of LLP searches to the parameter spaces of LLP models. Having
developed a simplified model basis, we provide a comprehensive overview of the
sensitivity of existing searches, highlighting gaps in coverage and high-priority searches
to be undertaken in the future.

• Backgrounds to LLP searches:We provide a summary and analysis of backgrounds for
LLP signals at the LHC, sources of which can be rare, unexpected, and largely irrelevant
for searches for prompt BSM particles, and thus not fully well understood. We assemble
the collected knowledge and experience of backgrounds to prior searches with the
intention of providing insight into the opportunities and challenges of searching for LLP
signatures.

• Upgrades and triggering strategies:We discuss the prospects for LLP searches with
upgraded detectors for Phase 2 of LHC running, with a focus on how upgrades can offer
new sensitivity to LLPs as well as mitigate the effects of PU. New opportunities for
improving sensitivity of triggers and searches to LLPs are additionally presented for the
upgrades planned for Run 3. This is tied to the crucial question of triggers for LLPs; we
discuss the performance of current triggers for LLPs, as well as the effects of future
upgrades to the trigger system. Most importantly, we identify a few concrete upgrade
studies that should be performed by the experiments that are of prime interest to the
community.

• Reinterpretation of LLP searches:Due to the non-standard nature of the objects used in
analyses, LLP searches are notoriously hard to reinterpret for models beyond those
considered by the experimental collaborations. Designing searches and presenting search
results in a way that is broadly applicable to current and yet-to-be-developed LLP models
is crucial to the impact and legacy of the LLP search program. We discuss the
reinterpretation of the LLP searches by means of concrete examples to illustrate specific
challenges and, based on the lessons learned from this procedure, we provide
recommendations on the presentation of LLP experimental search results.

• Dark showers:Current LLP search strategies have limited sensitivity to models where the
LLPs are very soft, highly collimated, and come in large multiplicities, as can occur in
models of dark-sector showers. We report on recent progress in theoretically
parameterizing the space of dark-shower models and signatures, as well as experimental
searches to uncover these signals.

Finally, we provide information about current and proposed experiments to search for LLPs at
the LHC via dedicated detectors. These include the MoEDAL monopole search, the milliQan
milli-charged particle (mCP) experiment, the MATHUSLA surface detector for ultra-LLPs,
the CODEX-b proposal for a new detector near LHCb, and the FASER proposal for a long,
narrow detector located in the forward direction well downstream one of the collision points.

This is the first report of the LHC LLP Community initiative, and is expected to be
followed by future reports as our collective understanding of these signatures as a means of
discovering new physics at the LHC evolves.

2. Simplified models yielding LLPs

Chapter editors: James Beacham, Giovanna Cottin, David Curtin, Jared Evans, Zhen Liu,
Michael Ramsey-Musolf, Jessie Shelton, Brian Shuve
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Contributors: Oliver Buchmueller, Alessandro Davoli, Andrea De Simone, Kristian
Hahn, Jan Heisig, Thomas Jacques, Matthew McCullough, Stephen Mrenna, Marco Trovato,
Jiang-Hao Yu

Long-lived particles (LLPs) arise in many well-motivated theories of physics BSM,
ranging from heavily studied scenarios such as the minimal supersymmetric SM (MSSM)
[8–12] to newer theoretical frameworks such as neutral naturalness [13–15] and hidden
sector DM [16–21]. Macroscopic decay lengths of new particles naturally arise from the
presence and breaking of symmetries, which can be motivated by cosmology (such as DM
and baryogenesis) [22–35], neutrino masses [36–52], as well as solutions to the hierarchy
problem [13–15, 53–61] or in asymptotically safe completions of the SM [62]; indeed,
LLPs are generically a prediction of new hidden sectors at and below the weak scale
[63–71].An extensive and encyclopedic compilation of theoretical motivations for LLPs has
already been performed for the physics case of the proposed MATHUSLA experiment [2],
and we refer the reader to this document and the references therein for an in-depth dis-
cussion of theoretical motivations for LLPs. Given the large number of theories predicting
LLPs, however, it is clear that a comprehensive search program for LLPs is critical to fully
leverage the LHC’s immense capability to illuminate the physics of the weak scale and
beyond.

The simplified model framework has proven to be a highly successful approach to
characterizing signals of BSM physics. Simplified models have driven the development of
searches for new signatures at the LHC and allowed existing searches to be reinterpreted for
many models beyond the one(s) initially targeted in the analysis. Comprehensive simplified
model programs exist for scenarios featuring prompt decays of new particles [72–78] or DM
produced at colliders [79–90]. Simplified models are so successful because the majority of
search sensitivity is driven by only a few broad aspects of a given BSM signature, such as the
production process, overall production rate, and decay topology. Meanwhile, the sensitivity of
searches is typically insensitive to other properties such as the spin of the particles involved
[91–94].

To extend the simplified model approach to LLP signatures in a systematic way, we
develop a proposal for a set of simplified models which aims to ensure that experimental
results can be characterized as follows:(i) powerful, covering as much territory in model
space as possible; (ii) efficient, reducing unnecessary redundancy among searches;
(iii) flexible, so that they are broadly applicable to different types of models; and (iv)
durable, providing a common framework for MC simulation of signals and facilitating the
communication of results of LLP searches so that they may be applied to new models for
years to come. We elaborate on these goals in section 2.1. This framework helps illu-
minate gaps in coverage and highlight areas where new searches are needed, and we
undertake such a study in chapter 3. Our efforts build on earlier work proposing simplified
model programs for LLPs motivated by particular considerations such as SUSY or DM
[95–100].

In our work, we concentrate on establishing an initial basis of simplified models
representative of theories giving rise to final states with one or two LLPs139. The simplified
model approach is very powerful for LLP signatures:the typically lower backgrounds for
displaced signatures allow searches to be highly inclusive with respect to other objects in the

139 Some models predict moderately higher LLP multiplicities, but the coverage of such signatures from 1-2 LLP
searches is good provided the LLPs do not overlap in the detector. Our proposed simplified models are not, however,
representative of high-multiplicity signatures such as dark showers (see section 2.6 and chapter 7).
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event or the identification of objects originating from the decay of an LLP. This enables a
single analysis to have sensitivity to a wide variety of models for LLP production and decay.

We organize our simplified models in terms of LLP channels characterized by a
combination of a particular LLP production mode with a particular decay mode. Because
the production and decay positions of LLPs are physically distinct140, it is often possible to
factorize and consider separately their production and decay141. For each LLP channel,
the lifetime of the LLP is taken to be a free parameter. We emphasize that the LLP
channel defined here is not the same as an experimental signature that manifests in the
detector:a single channel can give rise to many different signatures depending on where (or
whether)142 the LLP decays occur inside the detector, while a single experimental search for a
particular signature could potentially cover many simplified model channels. In this chapter,
we focus on the construction and simulation of a concrete basis of LLP simplified model
channels; a partial mapping of existing searches into our basis of simplified models is dis-
cussed in chapter 3, along with the highest-priority gaps in current coverage and proposals for
new searches.

As discussed in the existing simplified model literature, simplified models have their own
limited range of applicability [78, 86–88, 106]. For example, the presentation of search results
in terms of simplified models often assume 100% branching fractions into particular final
states. In a UV model where the LLP decays in a very large number of ways, none of the
individual simplified model searches may be sufficient to constrain it. Similarly, if the LLP is
produced in a UV model with other associated objects that spoil the signal efficiency (for
example, the production of energetic, prompt objects collimated with the LLP such that the
signal fails isolation or displacement criteria; this is particularly important for high-multi-
plicity or dark-shower scenarios, as discussed in chapter 7), then the simplified model result
does not apply and a more targeted analysis is required to cover the model. Nevertheless, the
simplified models framework allows us to organize possible production modes and signatures
in a systematic way and identify if there are any interesting signals or parts of parameter space
that are missed by current searches.Therefore, we present a proposal for simplified models
here with the understanding that there exist scenarios where UV models remain important for
developing searches and presenting results.

The basis of simplified models presented here is a starting point, rather than a final
statement. The present goal is to provide a set of simplified models that covers the majority
of the best-motivated and simplest UV models predicting LLPs, which we outline in
section 2.2. Many of these contain singly and doubly produced LLPs (or in some cases,
three-to-four relatively isolated LLPs, which are typically covered well by searches for 1−2
LLPs) and so we restrict our simplified model proposal to cover these multiplicities. By
design, simplified models do not include all of the specific details and subtle features that
may be found in a given complete model. Therefore, the provided list is meant to be

140 Indeed, the decay position may be so far from the collision point that external detectors can also be used to
search for ultra-long-lived neutral or mCPs [101–105].
141 In addition to production and decay, a third consideration is the propagation of particles through the detector.
While neutral LLPs undergo straightforward propagation, states with electric or color charge (e.g. SUSY R-hadrons),
or particles with exotic charges such as magnetic monopoles or quirks, typically engage in a more complicated and
often very uncertain traverse through the detector. This spoils the factorization of LLP production and decay. The
subtleties related to LLPs with electric or color charge is discussed more in section 2.4.3. A trickier question is how
to best simulate such states:since LLPs with electric or color charge interact with the detector material, there must be
an interface between the detector simulation software and the program implementing decay. This is discussed further
in section 2.5.2.
142 The case of detector-stable particles is understood to be included in the simplified models by setting t  ¥c . In
this case there is manifestly no dependence on the decay mode. See section 2.3.2 for further details.
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expanded to cover new or more refined models as the LLP-search program develops. For
instance, extending the simplified model framework to separately treat final states with
heavy-flavor particles is of great interest (in analogy with the prompt case [107–109]); see
section 2.6 for a discussion of this and other limitations of the current framework along with
future opportunities for expansion. High-multiplicity signatures such as dark showers or
emerging jets present different experimental and theoretical issues, which are discussed in
chapter 7. Finally, a broader set of simplified models may be needed to present the results of
experimental searches and to allow ready application of experimental results to UV models
of interest (see chapter 6).

2.1. Goals of the present simplified model framework

The purpose of the simplified model framework is to provide a simple, common language that
experimentalists and theorists can use to describe theories of LLPs and the corresponding
mapping between models and experimental signatures. We therefore want our simplified
model space to:

1. Use a minimal but sufficient set of models to cover a wide range of the best-motivated
theories of LLPs.

2. Furnish a simple map between models and signatures to enable a clear assessment of
existing search coverage and possible gaps.

3. Expand flexibly when needed to incorporate theories and signatures not yet proposed.
4. Provide a concrete MC signal event generation framework for signals.
5. Facilitate the reinterpretation of searches by supplying a sufficiently varied set of

standard benchmark models for which experimental efficiencies can be provided for
validation purposes.

Note that points #1 and #5 are somewhat in tension with one another:we wish to
have a compact set of models that can be the subject of systematic study in terms of
experimental signatures, but expressing experimental results in terms of only this set of
simplified models may make it challenging to reinterpret experimental searches for UV
models that are not precisely described by one of the simplified models. In this section,
we prioritize having a minimal set of simplified models for the purpose of
studying experimental coverages and generating new search ideas, while we defer a
discussion of simplified models in the presentation and reinterpretation of search results to
chapter 6 143.

In the remainder of this chapter, we construct a proposal for a minimal basis of simplified
models for events with one or two LLPs. We begin with a discussion of the well-motivated
UV theories that predict the existence of LLPs, and identify a set of umbrella models that
yield LLPs in section 2.2. We next identify the relevant (simplified) production and decay
modes for LLPs in section 2.3, emphasizing that each channel for production and decay has a
characteristic set of predictions for the number and nature of prompt accompanying objects
(AOs) producing along with the LLP. In section 2.4, we combine these production and decay
modes into our simplified model basis set and highlight how different umbrella models
naturally populate the various LLP channels. Section 2.5 and the appendix present a fra-
mework and instructions for how the best-motivated simplified model channels can be

143 We note that, in general, more benchmark models may be needed for enabling reliable reinterpretation than the
minimal set discussed here. An example where an extended set of simplified models is used can be seen in the heavy
stable charged particle (HSCP) reinterpretation in section 6.3.2 (table 5).
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simulated in MC using a new model library provided in the appendix. Finally, limitations of
the existing framework, along with opportunities for its further development are outlined in
section 2.6.

2.2. Existing well-motivated theories for LLPs

Here we provide a brief distillation of many of the best-motivated theories with LLPs into five
over-arching categories, focusing in particular on those that give rise to single and double
production of LLPs at colliders. We emphasize that each of these categories is a broad
umbrella containing many different individual models containing LLPs; in many cases, the
motivations and model details among theories within a particular category may be very
different, but tend to predict similar types of LLPs. Additionally, the categories are not
mutually exclusive, with several examples of UV models falling into one or more category. In
all cases, long lifetimes typically arise from some combination of hierarchies of scales in
interactions that mediate decays; small couplings; and phase space considerations (such as
small mass splittings between particles or large multiplicities of final-state particles in a
decay). Many of the broad theoretical motivations for LLPs have recently been summarized in
the literature [2].

The UV umbrella models we consider are:

• Supersymmetry-like theories (SUSY).This category contains models with multiple new
particles carrying SM gauge charges and a variety of allowed cascade decays. Here LLPs
can arise as a result of approximate symmetries (such as R-parity [55, 110, 111] or indeed
SUSY itself in the case of gauge mediation [112]) or through a hierarchy of mass scales
(such as highly off-shell intermediaries in split SUSY [113], or nearly-degenerate
multiplets [63, 64, 114], as in anomaly-mediated SUSY breaking [65]). Finally, models of
SUSY hidden sectors such as stealth SUSY [54] generically lead to LLPs. Our
terminology classifies any non-SUSY models with new SM gauge-charged particles, such
as composite Higgs or extra-dimensional models, under the SUSY-like umbrella because
of the prediction of new particles above the weak scale with SM gauge charges. In this
category, LLP production is typically dominated by SM gauge interactions, whether of
the LLP itself or of a heavy parent (HP) particle that decays to LLPs.

• Higgs-portal theories (Higgs).In this category, LLPs couple predominantly to the SM-
like Higgs boson. This possibility is well motivated because the SM Higgs field provides
one of the leading renormalizable portals for new gauge-singlet particles to couple to the
SM, and the experimental characterization of the Higgs boson leaves much scope for
couplings of the Higgs to BSM physics [115, 116]. The most striking signatures here are
exotic Higgs decays to low-mass particles [117] (as in many Hidden Valley (HV)
scenarios [66, 67]), which can arise in models of neutral naturalness [13, 14, 118] and
DM [119], as well as in more exotic scenarios such as relaxion models [120]. The Higgs
is also special in that it comes with a rich set of associated production modes in addition
to the dominant gluon-fusion process, with vector-boson fusion (VBF) and Higgs-
strahlung (VH) production modes allowing novel opportunities for triggering on and
suppressing backgrounds to Higgs-portal LLP signatures. Indeed, in many scenarios
where LLPs are produced in exotic Higgs decays, associated-production modes can be the
only way of triggering on the event.

• Gauge-portal theories (ZP).This category contains scenarios where new vector
mediators can produce LLPs. These are similar to Higgs models, although here the
vector mediator is predominantly produced from ¯qq initial states without other associated
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objects except for gluon initial-state radiation (ISR). Examples include models where
both SM fermions and LLPs carry a charge associated with a new ¢Z (for a review, see
[121]), as well as either Abelian or non-Abelian dark photon or dark Z models [122] in
which the couplings of new vector bosons to the SM are mediated by kinetic mixing.
Scenarios with LLPs coupled to new gauge bosons are well motivated by theories of DM,
particularly models with significant self-interactions [123–125] and/or sub-weak mass
scales [17, 18, 20, 126, 127].

• DM theories.Non-SUSY and hidden-sector DM scenarios are collected in this category,
which encompasses models where the cosmological DM is produced as a final state in the
collider process. Examples of multi-component DM theories include models of new
electroweak multiplets [64, 128–130], strongly interacting massive particles (SIMPs)
[131], iDM [132–135], models with DM coannihilation partners [98, 136–141] (including
scenarios where the coannihilation partners are out of chemical equilibrium, giving
distinctly predictions for the relic abundance [142–145]), and non-thermal ‘freeze-in’
scenarios [146–153]. In many of these models, the collider phenomenology and LLP
lifetime can be tied to the DM relic abundance [135, 146, 154]. For LLPs decaying inside
the detector, an important feature distinguishing this category from the Higgs and gauge
scenarios above is that an explicit detector-level signature of a DM candidate, i.e. missing
energy (E T), is a necessary and irreducible component [30, 66, 67, 100, 133, 135,
155–157].

• Heavy neutrino theories (RHν).The see-saw mechanism of SM neutrino mass
generation predicts new right-handed neutrino (RHN) states [158–162]. If the RHNs
have masses in the GeV to TeV range, they typically have a long lifetime and can be
probed at the LHC [38, 43–45, 48, 49, 163–174]. Examples of well-motivated, UV-
complete models with RHNs include the neutrino minimal SM (νMSM) [175, 176] and
the left−right symmetric model [177–180]. Characteristic features of models in this
category are LLPs produced singly via SM neutral- and charged-current (CC)
interactions, and lepton-rich signatures in terms of prompt and displaced objects (often
in association with quarks). For example, in extended scenarios like left−right symmetric
models, production through new right-handed W and Z bosons can result in between
one and four LLPs, and cascade decays between RHNs can lead to phenomena such as
doubly displaced decays. Additionally, RHNs can be produced via Higgs decays
[40, 41, 44, 170, 172, 181].

It is possible for a given model to fit into two or more of the umbrella UV model categories.
For example, a SUSY theory with a stable lightest SUSY particle (LSP) could have the LSP
serve as a DM candidate, while alternatively DM could be a new electroweak multiplet,
giving rise to SUSY-like signatures [64, 128–130]. In other models featuring particles
charged under a confining gauge group (such as ‘quirks’ [182]), there can exist many
production possibilities for the LLPs, including via the Higgs portal and the annihilation of
new TeV-scale states (see, for example, [183]). Thus, the umbrella models should not be
considered as exclusive categories, but rather as over-arching scenarios that motivate
particular classes of signatures (such as new SM gauge-charged particles in the SUSY-like
category, or presence of E T in DM models).

In developing our simplified model framework below, we construct maps between these
UV model categories and the simplified model channels to illuminate some of the best-
motivated combinations of production and decay modes for LLPs. This allows us to focus on
the most interesting channels and assess their coverage in chapter 3.
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2.3. The simplified model building blocks

As discussed above, production and decay can largely be factorized in LLP searches144. This
allows us to specify the relevant production and decay modes for LLP models separately; we
then put them together and map the space of models into the umbrella categories of motivated
theories.

2.3.1. Production modes. Motivated by our over-arching UV frameworks, we can identify a
minimal set of interesting production modes for LLPs. Schematic diagrams for each
production mode are shown in figure 3. These production modes determine LLP signal rates
both by relating the LLP production cross section to meaningful theory parameters such as
gauge charges or Higgs couplings, and by determining the kinematic distribution of the LLP.
Additionally, a given production mechanism also makes clear predictions for the number and
type of prompt objects accompanying the LLP(s). These prompt AOs can be important for
both triggering on events with LLPs and for background rejection, particularly when the LLP
has a low mass or decays purely hadronically, and they can be either SM states (leptons, E T,
tagging jets) or BSM objects such as ¢Z or dark photons [157, 184, 185].

Figure 3. Schematic illustrations of LLP production modes in our simplified model
framework. From top to bottom and left to right:direct pair production (DPP); HP;
Higgs modes (HIG), including gluon fusion and VBF production (not shown here is
VH production); heavy resonance (RES); charged current (CC).

144 Once again, we comment that non-factorization of production and decay due to LLP interaction with the detector
material and non-trivial propagation effects arise in models with LLPs with electric or color charge, and we discuss
these subtleties further in section 2.5.2.
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• Direct-pair production (DPP):Here the LLP is dominantly pair-produced non-resonantly
from SM initial states. This is most straightforwardly obtained when the LLP is charged
under a SM gauge interaction. In this case, an irreducible production cross section is then
specified by the LLP gauge charge and mass. Such continuum DPP can also occur in the
presence of a (heavy, virtual) mediator (e.g. an initial quark−antiquark pair may
exchange a virtual squark to pair produce bino-like neutralinos); in this case the
production cross section is essentially a free parameter, as it is determined by the
unknown heavy mediator masses and couplings.

• Heavy parent (HP):The LLP is produced in the decays of on-shell HP particles that are
themselves pair produced from the pp initial state. The production cross section is
essentially a free parameter, and is indirectly specified by the gauge charges and masses
of the HP particles. Heavy-parent production gives very different kinematics for the LLP
than DPP, and often produces additional prompt AOs in the rapid cascade decays of the
parents.

• Higgs (HIG):Here the LLP is produced through its couplings to the SM-like Higgs
boson. This case has an interesting interplay of possible production modes. The dominant
production is via gluon fusion, which features no AOs beyond gluon ISR. Owing to its
role in electroweak symmetry breaking, however, the Higgs has associated production
modes (VBF, VH), each with its own characteristic features. The best prospects for
discovery are for LLP masses below mh/2, in which case the LLPs can be in decays of the
on-shell SM-like Higgs boson. Higher-mass LLPs can still be produced via an off-shell
Higgs, albeit at substantially lower rates [26, 186]. The LLP can be pair produced or
singly produced through the Higgs portal depending on the model; an LLP X can also be
produced in association with E T via  +h XX E T or  +h X E T. The cross section
(or, equivalently, the Higgs branching fraction into the LLP) is a free parameter of the
model. The Higgs mass can also be taken as a free parameter:there exist many theories
that predict new exotic scalar states (such as the singlet-scalar extension to the SM [119]),
and these new scalars can be produced in the same manner as the SM Higgs.

• Heavy resonance (RES):Here the LLP is produced in the decay of an on-shell resonance,
such as a heavy ¢Z gauge boson initiated by ¯qq initial state. Note that production via an
off-shell resonance is kinematically similar to the DPP mode. As with HIG, the LLP can
be pair produced or singly produced (potentially in association with E T). In RES models,
ISR is the dominant source of prompt AOs. Models with new heavy scalars could
conceivably fall into either RES or HIG; the main determining factor according to our
organizational scheme is whether the scalar possesses Higgs-like production modes such
as VBF and VH. Note that heavy resonance decays to SM particles also occur in these
models, and searches for such resonances [187–193] may complement the sensitivity for
decays to LLPs.

• Charged current:In models with weak-scale RHNs, the LLP can be produced in the
leptonic decays of ¢W W . Single production is favored. Prompt charged leptons from the
CC interaction are typical prompt AOs.

It is important to note that each of the above production mechanisms has its own ‘natural’
set of triggers to record the signal. For example, HIG production can be accompanied by
forward jets or leptons that are characteristic of VBF or VH production. Similarly, CC
production often results in prompt charged leptons, while HP production comes with AOs
from the HP decay. However, the reader should be cautioned that this does not necessarily
mean that the ‘natural’ trigger is optimal for a particular signal. For example, the HIG modes
suggest the use of VBF- or VH-based triggers, but if the LLP decays leptonically, it might be

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

20



more efficient to trigger on the lepton from the LLP decay. Thus, the final word on which
trigger is most effective for a given simplified model depends on the production mode as well
as the nature and kinematics of the LLP decay. The prompt AOs of each production mode
could still, however, be used to extend sensitivity to the model (see section 6.3).

We also comment that some models may span several production modes. For example, a
charged LLP that is part of an electroweak multiplet and nearly degenerate with a stable,
neutral component [63–65, 99, 128–130, 194, 195] gives both DPP signatures (via

c c + -pp ) and CC production (via associated production c c pp 0). Comprehensive
coverage of each of the above production modes will allow for a conservative determination
of sensitivity for models that span many production modes.

2.3.2. Decay modes. We now list a characteristic set of LLP decay modes. As we attempt to
construct a minimal, manageable set of decay-mode building blocks, it is important to bear in
mind that a given experimental search for LLPs can frequently be sensitive to a variety of
possible LLP decay modes. As a result, it is not always necessary to perform separate
searches for each possible decay mode as might otherwise be needed for prompt signatures.

The fact that LLP searches can be sensitive to many LLP decay modes is, in part, because
LLPs that decay far from the collision point offer fewer avenues for particle identification. For
example, for an LLP decaying inside of the calorimeter, most decay products are
reconstructed as missing energy, or an energy deposition in the calorimeter. Consequently,
particle identification criteria are typically relaxed in comparison to requirements on searches
without displaced objects. Indeed, these ‘loose’ collider objects can differ significantly from
the corresponding ‘tight’ prompt objects. This leads to more inclusive analyses that can cover
a wider range of signatures with a single search.

Additionally, backgrounds for LLP searches are often small; for a comprehensive
discussion of backgrounds to LLP searches, see chapter 4. As a result, tight identification
and/or reconstruction criteria typically found in exclusive prompt analyses are no longer
needed to suppress backgrounds. For example, ATLAS has a displaced vertex (DV) search
sensitive to di-lepton and multi-track vertices that is relatively inclusive with respect to other
objects originating from near the DV [196]. Similarly, CMS has an analysis sensitive to
events with one each of a high-impact-parameter muon and electron without reconstructing a
vertex or any other objects [197]. For these examples, the backgrounds are sufficiently low
that other requirements may be relaxed and the specific decay mode of the LLP may not be
too important so long as certain objects (such as muons) are present or the decay occurs in a
specific location. An even more extreme example in this regard is the search for highly-
ionizing tracks sensitive to electrically and color-charged LLPs. While the searches are
primarily targeted to detector-stable particles (HSCPs or R-hadrons) they can also be used to
probe intermediate lifetimes for which only a certain fraction of LLPs traverse the tracker
before decaying (see e.g. [142]). Both because of low backgrounds as well as modified
particle identification criteria compared to prompt searches, LLP searches can often be
inclusive and therefore covered by a more limited range of simplified models.

In some cases, however, the topology of a decay does matter. One potentially important
factor that influences the sensitivity of a search to a particular model is whether the LLP
decays into two SM objects versusthree, because the kinematics of multi-body decay are
distinct from two-body decay and this may affect the acceptance of particular search
strategies. An additional simplified model featuring a three-body decay of the LLP may
consequently be needed to span the space of signatures.

Below, we describe an irreducible set of decay modes that can be used to characterize
LLP signatures for various LLP charges (including neutral, electrically charged, and color
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charged). For each, we also provide an explicit example for how the decay would appear in a
particular UV model. We emphasize that the following decay modes are loosely defined with
the understanding that their signatures are also representative of similar, related decay modes;
for example 2j or +j E2 T can also be proxies for 3j because searches for multi-body
hadronic LLP decays can be sensitive to both and typically do not require reconstruction of a
third jet. It should also be noted that we are not recommending searches to be optimized to the
exact, exclusive decay mode because that could suppress sensitivity to related but slightly
more complicated LLP decays.

• Di-photon decays:The LLP can decay resonantly to γγ (like in Higgs-portal models or
left−right symmetric models [198]) or to γγ+invisible (in DM models). This latter
mode stands as a proxy for other γγ+X decays where the third object is not explicitly
reconstructed, although whether X is truly invisible can influence the triggers used.
Example:a singlino decaying to a singlet (which decays to γγ) and a gravitino in Stealth
SUSY [54].

• Single-photon decays:The LLP decays to γ+invisible (like in SUSY models). The
SUSY model mandates a near-massless invisible particle, while other models (such as
DM theories [134, 156]) allow for a heavy invisible particle. Example:a bino decaying to
photon plus gravitino in gauge-mediated models of SUSY breaking [199].

• Hadronic decays:The LLP can decay into two jets ( jj) (like in Higgs and gauge-portal
models, or RPV SUSY), jj + invisible (SUSY, DM, or neutrino models), or j + invisible
(SUSY). Here, ‘jet’ ( j) means either a light-quark parton, gluon, or b-quark. This category
also encompasses decays directly into hadrons (for example, LLP decay into π+ plus an
invisible particle [63–65]). Example:a scalar LLP decaying to ¯bb due to mixing with the
SM Higgs boson, as in models of neutral naturalness [13, 14, 118].

• Semi-leptonic decays:The LLP can decay into a lepton + 1 jet (such as in leptoquark
(LQs) models) or 2 jets (like in SUSY or neutrino models). Example:a RHN decaying to
a left-handed lepton and an on- or off-shell hadronically decaying W boson (or ¢W boson
in a left−right symmetric model) [163].

• Leptonic decays:The LLP can decay into ( )++ -ℓ ℓ invisible , or +ℓ invisible (as in
Higgs-portal, gauge-portal, SUSY, or neutrino models). Here the symbol ℓ may be any
flavor of charged lepton, but the decays are lepton flavor-universal and (for + -ℓ ℓ decays)
flavor-conserving. Example:a wino decaying to a neutralino and an on- or off-shell
leptonic Z boson in SUSY [55].

• Flavored leptonic decays:The LLP can decay into ℓα+invisible, a b
+ -ℓ ℓ or

+a b
+ -ℓ ℓ invisible where flavors a b¹ (as in SUSY or neutrino models). Example:a
neutralino decaying to two leptons and a neutrino in R-parity-violating SUSY [55]; or a
RHN decaying to two leptons and a neutrino [200].

In all cases, both the LLP mass and proper lifetime are free parameters. Therefore, the
case of detector-stable particles is automatically included by taking any of the above decay
modes and taking the lifetime to infinity145. We emphasize that, depending on the location of
the LLP within the detector, these decay modes may or may not be individually
distinguishable:a displaced di-jet decay will look very different from a displaced di-photon
decay in the tracker, but nearly identical if the decay occurs in the calorimeter. The goal here
is to identify promising channels (as distinct from detector signatures).

145 As mentioned earlier, in the t  ¥c limit the decay mode becomes irrelevant. However, an exception is the
search for particles that are stopped inside the detector material and decay out of time, which are discussed in
section 3.5.3.
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As an example of how the above-listed decay modes cover the most important
experimental signatures, we consider a scenario of an LLP decaying to top quarks. This
scenario is very well motivated (for instance, with long-lived stops in SUSY) and might
appear to merit its own decay category of an LLP decaying to one or more top quarks.
However, the top quark immediately decays to final states that are covered in the above list,
giving an effective semileptonic decay mode ( n +t bℓ ) and a hadronic decay mode
( t bjj) of the LLP. Similarly, LLP decays to four or more final states are typically covered
by the above inclusive definitions of decay modes; this provides motivation not to over-
optimize experimental searches to the specific, exclusive features of a particular decay mode.

While it would be ideal to have separate experimental searches for each of the above
decay modes (when distinguishable), it is rare for specific models to allow the LLP to decay
in only one manner; as in the example of an LLP decaying to a top quark, a number of decay
modes typically occur with specific predictions for the branching fractions. As another
example, if the LLP couples to the SM via mixing with the SM Higgs boson, then the LLP
decays via mass-proportional couplings giving rise to b- and τ-rich signatures. If, instead, the
LLP decays through a kinetic mixing as in the case of dark photons or Z bosons, then the LLP
can decay to any particle charged under the weak interactions, giving rise to a relatively large
leptonic branching fraction in addition to hadronic decay modes. This allows some level of
prioritization of decay modes based on motivated UV-complete models; for example, the
Higgs-portal model prioritizes searches for heavy-flavor quarks and leptons in LLP decay,
while the gauge-portal model prioritizes searches for electrons and muons in LLP decay.
Ultimately, however, it is desirable to retain independent sensitivity to each individual decay
mode as much as possible. Indeed, for each decay mode listed above, models exist for which
the given decay mode would be the main discovery channel.

Invisible final-state particles:Where invisible particles appear as products of LLP
decays, additional model dependence arises from the unknown mass of the invisible particle.
The invisible particle could be a SM neutrino, DM, an LSP in SUSY, or another BSM
particle. The phenomenology depends strongly on the mass splitting, D º -M MLLP invisible.
If Δ = MLLP (i.e. MLLP∼Minvisible), the spectrum is compressed and the visible decay
products of the LLP are soft. This could, for instance, lead to signatures such as disappearing
tracks (DTs) or necessitate the use of ISR jets to trigger on the LLP signature. If the mass
splitting is large, M Minvisible LLP, then the signatures lose their dependence on the invisible
particle mass.

We suggest three possible benchmarks:a compressed spectrum with Δ = MLLP

(example: a nearly degenerate chargino-neutralino pair, giving rise to soft leptons or DTs
[63–65, 99, 128–130, 194, 195]); a massless invisible state, Δ=MLLP (example:a next-to-
lightest SUSY particle (NLSP) decaying to SM particles and a massless gravitino in gauge-
mediated SUSY breaking (GMSB) [112, 201–206]); and an intermediate splitting
corresponding to a democratic mass hierarchy, Δ≈MLLP/2 (example: NLSPs in mini-split
SUSY [57, 58, 96]).

2.4. A simplified model proposal

In this section, we present a compact set of simplified model channels that, broadly speaking,
covers the space of theoretical models in order to motivate new experimental searches. Such a
minimal, compact set may not be optimal for reinterpretation of results (where variations on
our listed production and decay modes may influence signal efficiencies and cross section
sensitivities), but rather provides a convenient characterization of possible signals to ensure
that no major discovery mode is missed. These models may therefore serve as a starting point
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for systematically understanding experimental coverage of LLP signatures and devising new
searches, but may need to be extended in future for the purposes of facilitating reinterpre-
tation. We undertake an in-depth discussion of these topics in section 6.

We classify LLPs according to their SM gauge charges, as these dictate the dominant or
allowed LLP production and decay modes, and can give rise to different signatures (for
example, DTs and hadronized LLPs). We separately consider LLPs that are:(a)neutral;
(b)electrically charged but color neutral; and (c)color charged. In the latter case, it is
important to distinguish between the long-lived parton (which carries a charge under quantum
chromodynamics, QCD) that hadronizes prior to decay, and the physical LLP, which is a
color-singlet ‘R-hadron’ (using the standard nomenclature inspired by SUSY). The decays of
the R-hadron are still dominated by the parton-level processes.

All of the following models have the LLP mass and lifetime as free parameters. For HP
production, the parent mass is an additional parameter, while for invisible decays, several
different benchmarks for mass splittings between LLP and invisible final state may have to be
separately considered as described in section 2.3.2. The cross section may have a theoretically
well-motivated target value depending on UV-model parameters, but phenomenologically can
generally be taken as a free parameter.

We emphasize that in spite of the many simplified model channels proposed below, a
small number of experimental LLP searches can have excellent coverage over a wide range of
channels (at least for certain lifetime ranges). The list is intended to be comprehensive in
order to identify whether there are new searches that could have a similarly high impact on the
space of simplified models, and identify where the gaps in coverage are.

2.4.1. Neutral LLPs. The simplified model channels for neutral LLPs are shown in table 1,
where X indicates the LLP.

In our initial proposal, which is the first iteration of the simplified model framework, it is
sufficient to consider as ‘jets’ all of the following:j=u, d, s, c, b, g. It is worth commenting
that b-quarks pose unique challenges and opportunities. Since b-quarks are themselves LLPs,
they appear with an additional displacement relative to the LLP decay location. They also
often give rise to soft muons in their decays, which could in principle lead to additional
trigger or selection possibilities. However, these subtleties can be addressed in further
refinements of the simplified models; we discuss this further in section 2.6. Similarly, we
consider e, μ, and τ to be included in the broad category of ‘leptons’, with the proviso that
searches should be designed where possible with sensitivity to each.

When multiple production modes are specified in one row of the table, this means that
multiple especially well-motivated production channels give rise to similar signatures.
Typically only one of these simplified model production modes will actually need to be
included when developing and assessing sensitivity of an experimental search, but we
sometimes include multiple different production modes as individuals may variously prefer
one over the other.

In each entry of the table, we indicate which umbrella category of well-motivated UV
models (section 2.2) can predict a particular ( ) ( )´production decay mode. An asterisk (*) on
the umbrella model indicates that E T is required in the decay. A dagger (†) indicates that this
particle production×decay scenario is not present in the simplest and most minimal
implementations or spectra of the umbrella model, but could be present in extensions of the
minimal models. While the HIG production signatures are best-motivated for the SM-like
125 GeV Higgs, exotic Higgses of other masses can still have the same production modes and
so mH can be taken as a free parameter.

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

24



Table 1. Simplified model channels for neutral LLPs. The LLP is indicated by X. Each row shows a separate production mode and each column
shows a separate possible decay mode, and therefore every cell in the table corresponds to a different simplified model channel of (pro-
duction)×(decay). We have cross-referenced the UV models from section 2.2 with cells in the table to show how the most common signatures of
complete models populate the simplified model space. The asterisk (*) shows that the model definitively predicts missing energy in the LLP decay.
A dagger (†) indicates that this particle production×decay scenario is not present in the simplest and most minimal implementations or spectra of
the umbrella model, but could be present in extensions of the minimal models. When two production modes are provided (with an ‘or’), either
simplified model can be used to simulate the same simplified model channel.

Decay

Production ( )gg +inv. g + inv. ( )+jj inv. jjℓ ( )++ -ℓ ℓ inv. ( )+a b a
+

¹
-ℓ ℓ inv.

DPP: sneutrino pair † SUSY SUSY SUSY SUSY SUSY
or neutralino pair
HP: squark pair, ˜ q jX † SUSY SUSY SUSY SUSY SUSY
or gluino pair ˜ g jjX
HP: slepton pair, ˜ ℓ ℓX † SUSY SUSY SUSY SUSY SUSY
or chargino pair, c̃  WX
HIG: h XX Higgs, DM* † Higgs, DM* RHν Higgs, DM* RHν*

or  +XX inv. RHν*

HIG:  +h X inv. DM*, RHν † DM* RHν DM* †

RES: ( )¢ Z Z XX ¢Z , DM* † ¢Z , DM* RHν ¢Z , DM* †

or  +XX inv.
RES: ( )¢  +Z Z X inv. DM † DM RHν DM †

CC: ( )¢ W W ℓX † † RHν* RHν RHν* RHν*
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We remind the reader that the production modes listed in table 1 encompass also the
associated production of characteristic prompt objects. For example, the Higgs production
modes not only proceed through gluon fusion, but also through VBF and VH production,
each of which results in associated prompt objects such as forward jets in VBF, and leptons or
E T in VH. All of the production modes listed in table 1 could be accompanied by ISR jets
that aid in triggering or identifying signal events. It is therefore important that searches are
designed to exploit such prompt AOs whenever they can improve signal sensitivity,
especially with regard to triggering.

To demonstrate how to map full models onto the list of simplified models (and vice-
versa), we consider a few concrete cases. For instance, if we consider a model of neutral
naturalness where X is a long-lived scalar that decays via Higgs mixing (for instance, X could
be the lightest quasi-stable glueball), then the process where the SM Higgs h decays via
h XX , ¯X bb would be covered with the HIG production mechanism and a di-jet decay.

Entirely unrelated models, such as the case where X is a bino-like neutralino with RPV decays
h XX , X jjj could be covered with the same simplified model because most hadronic

LLP searches do not have exclusive requirements on jet multiplicity. Similarly, a hidden-
sector model with a dark photon, ¢A , produced in  ¢ ¢h A A , ¯¢ A ff would also give rise to
the di-jet signature when f is a quark, whereas it would populate the + -ℓ ℓ column if f is a
lepton. Finally, a scenario with multiple hidden-sector states X1 and X2, in which X2 is an LLP
and X1 is a stable, invisible particle, could give rise to signatures like h X X2 2, X X jj2 1

that would be covered by the same HIG production, hadronic-decay simplified model;
however, we see how E T can easily appear in the final state, and that the LLP decay products
may not be entirely hadronic. Therefore, the simplified models in table 1 can cover an
incredibly broad range of signatures, but only if searches are not overly optimized to
particular features such as E T and LLPs decaying entirely visibly (which would allow
reconstruction of the LLP mass)146.

2.4.2. Electrically charged LLPs:∣Q∣ ¼ 1. For an electrically charged LLP, we need to
consider far fewer production modes because of the irreducible gauge production associated
with the electric charge. We still consider the additional possibility of a HP scenario where the
parent has a QCD charge, as this could potentially dominate the production cross section, see
e.g. [95]. We summarize our proposals in table 2.

Note that we group all resonant production into the ¢Z simplified model. The reason is
that the SM Higgs cannot decay into two on-shell charged particles due to the model-
independent limits from LEP on charged particle masses,M75−90 GeV (see, for example,
[207]); because of this lower limit on the LLP mass, it is less important to use AOs for
triggering and reconstructing charged LLP signatures than for neutral LLPs. Additionally,
there are fewer allowed decay modes because of the requirement of charge conservation.

For concreteness, we recommend using ∣ ∣ =Q 1 as a benchmark for charged LLPs for the
purpose of determining allowed decay modes. Although other values of Q are possible, these
often result in cosmologically stable charged relics or necessitate different decay modes than
those listed here. Additionally, LLPs with ∣ ∣ =Q 1 are motivated within SUSY [63–65,
208–210] and within Type-III seesaw models of neutrino masses [211–214]. We note that
there exist already dedicated searches for heavy quasi-stable charged particles with non-

146 This should not, of course, be interpreted as saying that searches shouldn’t be done that exploit these features.
Instead, our position is that experiments should bear in mind the range of topologies and models covered by each cell
in table 1 when designing searches, and that some more inclusive signal regions should be established where
possible.
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standard charges [215, 216]. Because such searches are by construction not intended to be
sensitive to the decays of the LLP, the existing models are sufficient for characterizing these
signatures and they do not need to be additionally included in our framework.

For massive particles with ∣ ∣ =Q 1 with intermediate or large lifetimes such that the LLP
traverses a significant part (or all) of the tracker, the highly ionizing track of the LLP provides
a prominent signature. This can be exploited for an efficient suppression of backgrounds
while keeping identification and/or reconstruction criteria as loose and, hence, as inclusive as
possible. In particular, for decay-lengths of the order of or larger than the detector size, the
signature of highly ionizing tracks and anomalous time of flight (TOF) (i.e. searches for
HSCPs; see sections 3.5 and 6.4.1) constitute an important search strategy covering a large
range of lifetimes present in the parameter space of theoretically motivated models. While the
searches for HSCPs are largely inclusive with respect to additional objects in the event, they
depend strongly on the velocity of the LLP. For β→1 one loses the discriminating power
against minimally ionizing particles, while for small velocities, β0.5, the reconstruction
becomes increasingly difficult due to timing issues. It is therefore important to include the HP
production scenario which covers a much larger kinematic range than direct production alone
and which may feature a much wider range of signal efficiencies than the DPP scenario [97].

While the signatures in table 2 form a minimal set, they also encompass some scenarios
that merit special comment. One of these is the DT signature [63–65, 99, 128–130, 194, 195],
in which a charged LLP decays to a nearly degenerate neutral particle. The lifetime is long in
this scenario due to the tiny mass splitting between the two states. Formally, these are
included in the chargino or slepton DPP modes in table 2 with decays to ℓ+inv. or

¯¢ +qq inv. taken in the limit where the splitting between the charged LLP and the invisible
final state is of ( ) 200 MeV . In the case of a hadronic decay, X decays to a soft pion that is
very challenging to reconstruct and so the track simply disappears. This is an important
scenario that is already the topic of existing searches [217, 218]. As the degeneracy between

Table 2. Simplified model channels for electrically charged LLPs such that ∣ ∣ =Q 1.
The LLP is indicated by X. Each row shows a separate production mode and each
column shows a separate possible decay mode, and therefore every cell in the table
corresponds to a different simplified model channel of (production)×(decay). We
have cross-referenced the UV models from section 2.2 with cells in the table to show
how the most common signatures of complete models populate the simplified model
space. The asterisk (*) shows that the model definitively predicts missing energy in the
LLP decay. A dagger (†) indicates that this particle production× decay scenario is not
present in the simplest and most minimal implementations or spectra of the umbrella
model, but could be present in extensions of the minimal models. When two production
modes are provided (with an ‘or’), both production simplified models can be used to
cover the same experimental signatures.

Decay

Production +ℓ inv. ( )+jj inv. jjℓ gℓ

DPP:chargino pair SUSY SUSY SUSY †

or slepton pair DM* DM*

HP: ˜ q jX SUSY SUSY SUSY †

DM* DM*

RES: ¢ Z XX Z′, DM* Z′, DM* Z′ †

CC: ¢  +W X inv. DM* DM* RHν †
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the charged LLP and the neutral state is relaxed, other signatures are possible; this parameter
range is well motivated both by SUSY and DM models with coannihilation [98, 136, 137].

Finally, we comment on the challenges of simulating the charged LLP simplified models.
Because the LLP bends and interacts with detector material prior to its decay, the simulation
of the LLP propagation is important in correctly modeling the experimental signature. The
subsequent decay of the LLP must either be hard-coded into the detector simulation, or allow
for an interface with programs such as Pythia 8 to implement the decays. We discuss the
challenges of simulating signals for LLPs with electric or color charge in section 2.5.2.

2.4.3. LLPs with color charge. An LLP charged under QCD is more constrained than even
electrically charged LLPs. Because of the non-Abelian nature of the strong interactions, the
gauge pair-production cross section of the LLP is specified by the LLP mass and its
representation under the color group, SU(3)C. We do not consider LLP production via a HP
particle because that cross section is unlikely to dominate the total production rate at the LHC
relative to DPP. The simplified model channels are provided in table 3.

A complication of the QCD-charged LLP is that the LLP hadronizes prior to its decay,
forming an R-hadron bound state. The modeling of hadronization and subsequent propagation
is directly related to many properties of the long-lived parton, such as electric charge, flavor,
and spin. Event generators such as Pythia 8 have routines [219, 220] to simulate LLP
hadronization, although it is unclear how precise these predictions are. For a point of
comparison, using the default settings of Pythia 8 yields an estimate of the neutral R-hadron
fraction from a gluino (color-octet fermion, g̃) of approximately 54%, while the neutral R-
hadron fraction for a stop (scalar top partner) is estimated to be 44% [96]. After hadronization,
the charge of the R-hadron may change as it passes through the detector. For instance, some
estimates [221, 222] suggest that heavy, color-octet gluinos g̃ would predominantly form
mesons (e.g. ( ˜ ¯)ugd ) at first. They eventually drop to the lower-energy neutral singlet baryon
˜ ( ˜ )L = guds state when interacting with the protons and neutrons within the calorimeters.

The modeling of LLP hadronization and propagation is crucial to designing searches for
color-charged LLPs and assessing their sensitivity. For example, only the charged R-hadrons
can be found in HSCP search; if the LLP charge changes as it passes through the detector,
HSCP searches may have limited sensitivity. To take this into account, the experimental
searches include both tracker-only or tracker+calorimeter signal regions [4, 223], which

Table 3. Simplified model channels for LLPs with color charge. The LLP is indicated
by X. Each row shows a separate production mode and each column shows a separate
possible decay mode, and therefore every cell in the table corresponds to a different
simplified model channel of (production)×(decay). We have cross-referenced the UV
models from section 2.2 with cells in the table to show how the most common sig-
natures of complete models populate the simplified model space. A dagger (†) indicates
that this particle production×decay scenario is not present in the simplest and most
minimal implementations or spectra of the umbrella model, but could be present in
extensions of the minimal models. When two production modes are provided (with an
‘or’), both production simplified models can be used to cover the same experimental
signatures.

Decay

Production +j inv. ( )+jj inv. jℓ gj

DPP: squark pair SUSY SUSY SUSY †

or gluino pair
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enhances sensitivity to the scenario in which R-hadrons lose their charge by the time they
reach the calorimeters.

Because no R-hadrons have been discovered to date and hence their properties cannot be
directly measured, R-hadron modeling in detector simulations is challenging. We discuss the
challenges of simulating the propagation and decays of LLPs with color charge in
section 2.5.2.

2.5. Proposal for a simplified model library

The simplified models outlined in the above sections provide a common language for the-
orists and experimentalists to study the sensitivity of existing searches, propose new search
ideas, and interpret results in terms of UV models. Each of these activities demands a simple
framework for the simulation of signal events that can be used to evaluate signal efficiencies
of different search strategies and map these back onto model parameters. Requiring individual
users to create their own MC models for each simplified model is impractical, redundant, and
invites the introduction of errors into the analysis process.

In this section, we propose and provide a draft version of a simplified model library
consisting of model files and MC generator cards that can be used to generate events for
various simplified models in a straightforward fashion. Because each experiment uses slightly
different MC generators and settings, this allows each collaboration (as well as theorists) to
generate events for each simplified model based on the provided files. Depending on how the
LLP program expands and develops over the next few years, it may become expedient to
expand the simplified model library to include sets of events in a standard format (such as the
Les Houches format [224]) that can be directly fed into event-generator and detector-simu-
lation programs. Given the factorization of production and decay of LLPs that is valid for
neutral LLPs, this could involve two mini-libraries:a set of production events for LLPs and a
set of decay events for LLPs, along with a protocol for ‘stitching’ the events together.

The current version of the library is available at the LHC LLP Community website147,
hosted at CERN. In appendix, we also provide tables that list how to simulate each LLP
simplified model channel with one of the specified base models. These proposals are based on
the models outlined in section 2.5.1 and often match the best-motivated simplified models
from section 2.4, and also building on the DM-inspired LLP simplified models proposed and
detailed in [100]. The library currently focuses on models of neutral LLPs; simulating the
propagation of charged LLPs along with the full range of decays listed in sections 2.4.2–2.4.3
requires more careful collaboration with detector simulation and other MC programs to ensure
that they can practically be used in experimental studies.

We provide model files in the popular universal Feynrules output (UFO) format [225],
which is designed to interface easily with parton-level simulation programs such as Mad-
Graph5_aMC@NLO [226]. The goal is to cover as many of the simplified models of
section 2.4 with as few UFO models as possible; this limits the amount of upkeep needed to
maintain the library and develops familiarity with the few UFO models needed to simulate the
LLP simplified models. We provide specific instructions for how to simulate each simplified
LLP channel along with the UFO models.

2.5.1. Base models for library. In order to reproduce the simplified model channels of
section 2.3, we need a collection of models that:

147 http://cern.ch/longlivedparticles
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• Includes additional gauge bosons and scalars to allow vector- and scalar-portal production
of LLPs (RES and HIG).

• Includes new gauge-charged fermions and scalars to cover direct and simple cascade
production modes of LLPs (DPP and HP).

• Includes a RHN-like state with couplings to SM neutrinos and leptons (CC).
• Recommended, but optional:Allows for the decays of the LLP particle through all of the
decay modes listed in section 2.3, either through renormalizable or higher-dimensional
couplings. If couplings that allow LLP decay are included in the UFO model, then the
decays can be performed directly at the matrix-element level in programs such as
MadGraph5_aMC@NLO [226] and accompanying packages such as MadSpin [227].
Alternatively, it is possible for neutral LLPs to simulate the production and decay as a
single process; in such cases, numerical instabilities sometimes arise, for which dedicated
event generators are needed [49]. If the couplings needed for LLP are not in the UFO
model, then LLPs can be left stable at the matrix-element level and decays implemented
via Pythia 8 [219, 220], which allows for the straightforward implementation of decays
according to a phase-space model, but does not correctly model the angular distribution of
decay products. Instructions for implementing decays in Pythia are included with the
model library files.

Fortunately, an extensive set of UFO models is already available for simulating the
production of BSM particles. We note that extensions or generalizations of only three already-
available UFO models are needed at the present time; the SUSY models in particular can
cover many of the simplified models since they contain an enormous collection of new
fermions and scalars. We also provide an optional fourth model, the Hidden Abelian Higgs
Model, that can be helpful to simulate HIG and ZP theories.

1. The MSSM:The use of this model is motivated by and allows for the simulation of
SUSY-like theories. The model contains a whole host of new particles with various
gauge charges and spins. Therefore, an MSSM-based model allows for the simulation of
many of the simplified model channels. In particular, we note that existing UFO variants
of the MSSM that include gauge-mediated supersymmetry breaking (GMSB) couplings
(including decays to light gravitinos), R-parity violation (making unstable the otherwise
stable LSPs [55, 110, 111]), and the phenomenological MSSM (pMSSM) [228, 229]
already cover most of the SUSY-motivated LLP scenarios. In some cases, the model is
modified to give direct couplings between the Higgs states and gluons/photons.

2. The left–right symmetric model (LRSM):This UFO model is best for simulating UV
theories with right-handed neutrinos (RHν). The UFO model supplements the SM by an
additional SU(2)R symmetry, which gives additional charged and neutral gauge bosons.
The model is available in the simplified models library and contains a RHN which is the
typical LLP candidate. The LLP can be produced via SM W, Z, or via the new gauge and
Higgs bosons (both charged and neutral) present in the theory148. The LRSM therefore
contains many of the charged and neutral current LLP production processes outlined in
section 2.4.1.

3. Dark-matter simplified models (DMSM):These UFO models are best for simulating UV
theories in the DM class. These UFO models have been created by the LHC DM working
group [86]. They typically consist of a new BSM mediator particle (such as a scalar of a
¢Z ) coupled to invisible DM particles. The UFO models can either be modified to include

an unstable LLP, or else the otherwise stable ‘DM’ particle can be decayed via Pythia.

148 Additional LRSM tools are available at https://sites.google.com/site/leftrighthep/.
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The utility and applicability of the DM simplified model framework to LLPs has already
been demonstrated with a detailed proposal and study of classes of DM simplified models
for LLPs [100]. These models are particularly good for simulating LLP production via a
heavy resonance (RES), and can also simulate continuum production of LLPs in the limit
where the mediator is taken to be light and off-shell (DPP).

4. (Optional) The hidden abelian Higgs model (HAHM):This UFO model contains new
scalars and gauge bosons and so can be used to simulate both Higgs-portal and gauge-
portal (ZP) theories. The model consists of the SM supplemented by a ‘hidden sector’
consisting of a new U(1) gauge boson and a corresponding Higgs field. The physical
gauge and Higgs bosons couple to the SM via kinetic and mass mixing, respectively. The
HAHM allows for straightforward simulation of Higgs-portal production of LLPs, as
well as ¢Z models and many hidden sector scenarios. The UFO implementation is
from [230].

If additional decay modes are needed beyond those in the specified simplified models, then
the library can be updated to include the new couplings mediating the decay. Alternatively,
the LLPs can be left stable at parton level and decayed in event generators such as Pythia.

A detailed list of processes that can be used to simulate each simplified model channel is
provided in the appendix. The primary purpose of the library is to be used to simulate events
for determining acceptances, and, as a result, the signal cross section is not important. Thus,
for example, SM gauge interactions can be used as proxies for much weaker exotic
interactions. Similarly, the spins of the particles are generally of subdominant importance:r-
eplacing the direct production of a fermion with the direct production of a scalar will not
fundamentally alter the signature. As long as results are expressed in terms of sensitivity to
cross sections and not couplings, the results can be qualitatively (and in many cases,
quantitatively) applied to any similar production mode regardless of spin. However, we
caution the reader that changing the spin of the LLP (or its parent) can change the angular
distribution, and since in some cases LLP searches are typically more sensitive to aspects of
event geometry than prompt searches, the second-order effects of spin could have more of an
effect than for prompt simplified models.

2.5.2. LLP propagation and interaction with detector material. Long-lived particles with
electric or QCD charges interact with the detector material prior to decay, and their
propagation through the detector must be correctly modeled. The propagation of both LLPs
with color charge (in the form of R-hadrons) and electrically charged LLPs can be
implemented in the Geant4 (G4) toolkit [231]. For example, routines exist to simulate the
propagation of color-charged LLPs [232, 233]. G4 also includes routines that can implement
N-body decays of LLPs using a phase-space model. This works fine for decays of LLPs to
leptons, photons, invisible particles such as neutrinos, as well as exclusive hadronic decays.

However, G4 cannot implement decays to partons that subsequently shower and
hadronize. One solution to this limitation is employed by CMS [234, 235] and ATLAS [236]
in their searches for stopped LLPs. In these analyses, the signal simulation proceeds in two
stages. During the first stage, the production of the LLP and its subsequent interactions with
the detector are simulated. Once the stopping point of the LLP is determined, a new event is
simulated including the LLP decay; the LLP decay products are then manually moved to the
stopping point from the first stage. G4 is then run a second time to determine the efficiency for
reconstructing the LLP decay signal.

It would be preferable to fully automate the simulation of decays of charged LLPs after
propagation in G4. There exists in G4 a class called G4ExtDecayer, which can be used to
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implement decays by interfacing with an external generator. This class has been used to
interface G4 with Pythia 6149. The interface with Pythia 6 has been used most recently to
model LLP gluino propagation and decay in a search for DV and missing energy in ATLAS
[237]. Work is ongoing to extend this functionality to Pythia 8 and to simplify the interface.

An additional challenge of simulating LLP decays is that, if the LLP undergoes a multi-
body decay, generators such as Pythia use a phase-space model to implement the decays. If
more accuracy is required, it may be preferable to use the full matrix element via generators
such as MadGraph5 [226, 238]. If the matrix element is important for computing the decay of
the LLP, then either an interface with MadGraph is needed to implement the decay prior to
passing the vertex back to Pythia 8 for showering and hadronization, or matrix-element-based
methods within the event generator itself must be used.

Because of the need to interface with G4 in simulating the decays of LLPs with electric
or color charges, we do not at this point include such decay modes in our simplified model
library. The decays of such LLPs will be most easily simulated via an interface with Pythia 8
once it is finalized.

Finally, we comment that LLPs can have even stranger propagation properties than LLPs
with electric or color charges. For example, quirks are LLPs that are charged under a hidden-
sector gauge interaction that confines at macroscopic scales [182]. Because the confinement
scale can be just about any distance, quirks can have very unusual properties; as a specific
example, if electrically charged quirk–antiquirk pairs are bound on the millimeter or
centimeter level, they behave as an electric dipole and therefore do not leave conventional
tracks that bend in the magnetic field. Other confinement scales give rise to different
behaviors, such as meta-stable heavy charged particles and non-helical tracks [239, 240]. In
scenarios where the quirks carry color charge, the quirks hadronize and can undergo charge-
flipping interactions as they move through the detector. These quirk scenarios can be
challenging to model, and no public code exists that allows for the propagation and
interaction of quirks with the detector material; we encourage the collaborations to validate
and release any internal software they may have to study the propagation of quirks (for more
discussion, see the discussion of quirks in section 3.5)150.

2.6. Limitations of simplified models and future opportunities

We conclude our discussion of simplified models with a more extensive discussion of the
limitations of the current simplified model proposal in its application to models of various
types, along with opportunities for future development. The presented framework is only the
first step of a simplified model program that is comprehensive in terms of generating LHC
signatures and allowing straightforward reinterpretation of experimental results for UV
models. The framework we have developed with separate, modular components for LLP
production and decay is amenable to expansion, and we encourage members of the theory and
experimental communities to continue to do so over the coming years to ensure maximal
utility of the simplified models framework.

One significant simplification we have undertaken in our framework is to define a ‘jet’ as
any of j=u, c, d, s, b, g. In reality, different partons give rise to different signatures,
especially when one of the ‘jets’ is a heavy-flavor quark. Jets initiated by b and c quarks have
some useful distinguishing features, such as the fact that the underlying heavy-flavor meson

149 See http://geant4-userdoc.web.cern.ch/geant4-userdoc/Doxygen/examples_doc/html/Exampledecayer6.html
150 Ideally, this software would be well-documented to facilitate sharing between experiments. A successful
example of readily shareable software between experiments is the G4 package for R-hadrons and other particles’
interaction with matter, found athttp://r-hadrons.web.cern.ch/r-hadrons/.
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decays at a distance slightly displaced from the proton interaction vertex and that there are
often associated soft leptons resulting from meson decays. In particular, it is possible that the
soft muons associated with B-meson decays could be used to enhance trigger and recon-
struction prospects for LLPs decaying to b-jets [241]. However, heavy quarks also constitute
an important backgrounds for LLP searches, and so LLPs decaying to b- and c-jets may
necessitate dedicated treatment in future. Similarly, LLP decays to τ leptons may merit further
specialized studies.

Another property of the current framework is that it is restricted to LLP signatures of low
multiplicity. By ‘low multiplicity’, we mean collider signatures with one or two LLPs.
Searches inspired by these models are also suitable for many scenarios with three or four
LLPs per event (which include models with dark-Higgs decays into lepton-jets (LJs) [155], or
left−right symmetric models [169]), since the LLP signatures are generally extremely rare
and so only one or two typically need to be identified in a given event to greatly suppress
backgrounds. Thus, as long as the search is inclusive with respect to possible additional
displaced objects, the signature can be covered with low-multiplicity strategies. As the LLP
multiplicity grows, however, the simplified model space we have presented requires mod-
ification. This is both because the individual LLPs grow softer, making them harder to
reconstruct on an individual level, and they become less separated in the detector, which
makes isolation and identification of signal a challenge. On the other hand, the high LLP
multiplicity may allow for new handles for further rejecting backgrounds, and the kinematics
can vary widely based on the model (for example, in some ‘quirky’ scenarios, LLPs can be
produced in a variety of ways with different kinematic distributions [120]). In extreme cases,
signals can even mimic PU [242]. High-multiplicity signatures therefore require dedicated
modeling, and we defer the study of these signatures to chapter 7.

Finally, we conclude by noting that simplified models are intended to provide a general
framework to cover a broad swath of models. Any simplified model set-up, however, cannot
cover every single UV model without becoming as complex as the UV model space itself. As
with the case of promptly decaying new particles, care must also be taken in the interpretation
of simplified models [78, 86–88, 106]:for example, constraints on simplified models
assuming 100% branching fractions of LLPs to a particular final state may not accurately
represent the constraint on a full model due to the large multiplicity of possible decay modes.
There will additionally always be very well-motivated models that predict specific signatures
that are challenging to incorporate into the simplified model framework outlined here.
Experimental searches for these signatures should still be done where possible, but we
encourage theorists and experimentalists alike to think carefully about how to design such
searches so as to retain maximal sensitivity to simplified models that may give rise to similar
signatures.

3. Experimental coverage of LLP signatures

Chapter editors: Juliette Alimena, Xabier Cid Vidal, Albert de Roeck, Jared Evans, Heather
Russell, Jose Zurita

Contributors: David Curtin, Alberto Escalante del Valle, Philippe Mermod, Antonio
Policicchio, Brian Shuve

A critical component of any discussion of LLP searches at the LHC is the comprehensive
review of the existing searches from ATLAS, CMS, and LHCb, and an assessment of their
coverage and any gaps therein. This is an inherently challenging task, given the varied and
atypical objects often defined and utilized in LLP analyses and the differences among the
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experiments. As such, the following discussion assumes little-to-no background on LLP
search strategies and includes a high level of detail regarding the current analyses. The focus
of the discussion is on the existing studies, while acknowledging that the landscape for new
physics models and LLP signatures can be broader than the ones described here.

Backgrounds to most of these studies are typically small, as most LLP signatures are not
naturally mimicked by any irreducible SM processeses. Backgrounds for LLP searches
typically include peripheral or machine effects, those rarely important for searches for prompt
physics, including cosmic muons, beam halo, detector noise, and cavern backgrounds. Such
backgrounds are discussed in detail in chapter 4. As rare as these backgrounds typically are,
their rates are not completely negligible, and particular, model-dependent selection require-
ments (based on, for instance, the LLP mass range or specific decay modes) must be made to
reduce backgrounds as much as possible and, in some cases, make the searches ‘background-
free’. Additionally, many default object reconstruction algorithms are not designed to detect
particles originating from decays of LLPs, and so dedicated reconstruction of tracks, jets,
leptons, or other objects may be required for LLP searches. Taken altogether, these factors
make LLP searches very different from searches for prompt objects, and the following
discussion additionally aims to collate and summarize the current techniques for LLP
reconstruction at the LHC.

A particular challenge for many LLP signatures is the trigger. With the exception of
certain dedicated ATLAS triggers in the calorimeters or MS, there are no Level-1 (L1)
triggers that directly exploit the displaced nature of LLP decays, and L1 trigger thresholds
must be surpassed by standard objects (such as leptons or high-energy jets) for the event to be
recorded151. Throughout this chapter, we highlight the role and limitations of the trigger(s)
employed in current searches, and the design of customized LLP triggers is to be encouraged
to probe new and otherwise inaccessible regions of parameter space.

A detailed review of all existing searches is presented in sections 3.1 through section 3.5.
This survey of the current experimental coverage aims to highlight the highest-priority
searches still yet to be performed, which we summarize in section 3.6. In all cases, we focus
on the latest version of each analysis. Notably we will typically present searches based on
data taken at a center-of-mass energy =s 13 TeV, and discuss searches using Run 1 data
only when the newer version is not yet available, or when there are conceptual differences
between two versions of the same analysis.

Because LLPs travel macroscopic distances in the detectors, many of the search strategies
rely on the identification of displaced objects, namely SM particles (charged leptons, photons,
hadrons, jets) that are produced at a location away from the primary vertex (PV) where the
hard pp collision takes place. The secondary vertex at which the decay of the LLP occurs is
referred to as a DV. As far as possible, our classification of searches is linked to the parton-
level objects produced in LLP decays, which allows a relatively straightforward linkage to
LLP models (as well as simplified models; see chapter 2). Borrowing the terminology from
prompt searches, we consider the following categories for the analogous displaced objects
produced in LLP decays: all-hadronic (jets), leptonic, semi-leptonic, and photonic. However,
we caution the reader that these ‘jets’ or ‘photons’ may not be of the standard type, and so
other objects may pass the selections of these analyses. The remaining searches fall in the
‘other long-lived exotics’ category, mostly consisting of non-standard tracks (DTs, HSCPs,
quirks, etc), but also including some trackless signals, such as SPs and SIMPs. These

151 It is true that, depending on the signature, some of these caveats can be circumvented by a sensible use of
existing prompt triggers. For example, photon triggers will collect displaced electrons, calorimeter/jet triggers will
record displaced hadronic vertices, etc.
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categories are not to be interpreted as exclusive; many models and searches could fit into
several categories152. For example, [243–245] show how searches for different signatures and
LLP lifetimes can be combined to cover large parts of the parameter spaces of particular UV
models.

3.1. All-hadronic decays

ATLAS has several searches for displaced decays with hadronic objects, including searches
for two objects decaying in the hadronic calorimeter (HCAL) [246, 247]; decays within the
muon system (MS) or ID [248]; ID decays in association with large E T [237]; and ID decays
in association with large E T, jets, or leptons [196]. CMS has inclusive searches for displaced
jets using 13 (8) TeV data [249, 250] [251]. Moreover, the CMS displaced jets searches are
relatively inclusive and so also cover LLPs with semi-leptonic decays despite having no
specific lepton requirements. CMS also has a search for DV in multijet events [252]. LHCb
has searches for both one [253] and two [254] all-hadronic DVs in their detector. Here the
discussion is restricted to summarizing the hadronic channels, while those studies including
leptons [196, 249] will be revisited in sections 3.2 and 3.3 for the fully-leptonic and semi-
leptonic cases, respectively.

3.1.1. ATLAS searches. The reconstruction of displaced tracks in the ATLAS ID [255]
follows a two-step procedure. In the first iteration, the default track identification algorithm is
applied, which uses hits in the pixel system, semiconductor tracker, and transition radiation
tracker (TRT) to reconstruct tracks with a small impact parameter. The hits not associated to a
track during the first pass are used in a second run of the track finder, with loose requirements
on the transverse and longitudinal impact parameters (d0 and z0) and the number of silicon
hits that are shared (or not shared) with another track. This two-step procedure is referred to as
the large radius tracking (LRT) algorithm by the ATLAS collaboration. Applying the LRT
procedure is CPU-intensive, and thus it is only run once per data-processing campaign, on a
subset of specially-requested events [255].

In searches where the LLPs decay exclusively in the ID, standard triggers are used to
select events with high-pT jets, E T, or high-pT leptons [196, 237]. An ATLAS 13 TeV search
[237] uses a standard E Ttrigger and an offline requirement of E T >250 GeV. The 8 TeV
search [196] covers a larger range of topologies, and the event must have either E T
>180 GeV or contain four, five, or six jets with >p 90T , 65, or 55 GeV to pass the trigger.
In both searches, the ID vertex is required to have at least 5 tracks and the invariant mass of
the DV tracks to fullfil mDV>10 GeV. These searches are interpreted in the context of
various SUSY scenarios involving gluinos or squarks decaying into leptons, jets and missing
energy, namely R-parity-violating (RPV), general gauge mediation, and split SUSY. In the
latter case R-hadrons153 are considered. The particular LLP decay topology determines which
trigger and analysis mode (specified by jet and lepton multiplicity, small/large E T, etc) has
the best sensitivity. The LLPs covered by these searches are typically high mass
(100 GeV), and correspond to the direct-pair-production and HP production modes with
hadronic decays (in the language of the simplified models presented in section 2). However,

152 Another important ingredient of the LLP searches is the possibility to reinterpret their results to a large variety of
models, namely be able to recast them. While we refer the interested reader to chapter 6 it is worth mentioning here
that many existing searches publicly provide useful recasting information, such as efficiency maps or model-
independent bounds on production cross sections.
153 R-hadrons form when BSM colored particles hadronize due to a lifetime larger than the hadronization scale. In
split SUSY the R-hadrons are typically long-lived due to their decays being mediated by heavy squarks.
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these searches do not have sensitivity to low-mass LLPs, especially those resulting from the
Higgs, ¢Z , or CC production portals and then decaying hadronically.

For LLPs decaying in the HCAL or MS, dedicated CalRatio and MuonRoI triggers are
employed [246–248, 256], allowing the searches to place limited requirements on the non-
displaced portion of the event. We describe these triggers in more detail shortly. The
efficiency of these triggers is 50%–70% for decays within the relevant geometric detector
region, and negligible outside of them (see figure 3 of [248]). The results of these analyses are
interpreted in terms of a F  ss model, where Φ is a heavy scalar boson with
100 GeV<mΦ<1000 GeV and s is a long-lived, neutral scalar decaying to hadrons with
branching fractions dictated by the Yukawa coupling. This can map to Higgs or ¢Z production
modes and hadronic decay mode in the simplified models.

The CalRatio trigger selects events with at least one trackless jet that has a very low
fraction of energy deposited in the ECAL154. These CalRatio jets are characteristic of an LLP
that decays within or just before the HCAL. The 13 TeV analysis [246] requires two CalRatio
jets, where the exact CalRatio criteria are determined using a series of machine learning
techniques to optimally discriminate the displaced decay signature from QCD jets and beam-
induced background. Using the simplified F  ss model with 125 GeV<mΦ<1000 GeV
and 5 GeV<ms<400 GeV, good sensitivity is observed for cτ between 0.05 and 35 m,
depending on the Φ and LLP masses. Notably, SM-like Higgs boson decays to LLP pairs are
constrained below 10% branching ratio in the most sensitive lifetime ranges, with exact limits
dependent on the LLP mass [246]. The 8 TeV result also requires two CalRatio jets, and
shows sensitivity for 100 GeV< Fm <900 GeV and 10 GeV<ms<150 GeV [247].

The MuonRoI trigger selects events with clusters of L1 regions of interest (RoIs) in the
MS that are isolated from activity in the ID and calorimeters. It is efficient for LLPs that decay
between 3 and 7 m transversely or 5–13 m longitudinally from the PV, for LLP masses greater
than 10 GeV. After trigger selection, the ATLAS analysis in question requires either two
reconstructed DVs in the MS [257] or one ID vertex and one MS vertex [248]. This ID–MS
combination provides increased sensitivity to shorter lifetimes than an analysis only
considering MS vertices, and shows good sensitivity to 100 GeV<mΦ<900 GeV and
10 GeV<ms<150 GeV. Decays of a SM-like Higgs boson to LLP pairs are constrained
below 1% in the most sensitive cτ regions (with cross section limits as low as 50 fb). The
efficiency degrades for benchmarks with higher LLP boosts or very low mass LLPs, as fewer
tracks are reconstructed. Another ATLAS search includes signal regions with only 1 DV in
the MS, with sensitivity to SM-like Higgs decays to LLPs extending down to branching
fractions of 0.1% [258]; this search also presents constraints on a wide range of models that
helps facilitate reinterpretation for other BSM scenarios. In addition, a combination of the
results from this search with the results from the 13 TeV CalRatio search was performed in
[246] for the models common to both, and provides a summary of the ATLAS results for pair-
produced neutral LLPs.

Recently, ATLAS presented a new study for hadronically decaying LLPs produced in
association with a leptonically decaying Z boson [259]. In this analysis, the LLP decays inside
of the HCAL. The use of lepton triggers on the associated Z decay products gives sensitivity
to production of a single low-mass LLP, whereas other searches typically require 2 DVs; it is
therefore an excellent example of the utility of prompt associated objects in obtaining

154 The variable used to discriminate between CalRatio jets and standard jets is ( )E Elog10 HAD EM , where EHAD and
EEM are the fractions of the measured energies of the jets appearing in the HCAL and ECAL, respectively. The
trigger selects trackless jets with ( ) >E Elog 1.210 HAD EM , which corresponds to an electromagnetic fraction of 0.067.
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sensitivity to low-mass LLPs. The model constraints are expressed in terms of a Higgs portal
model where the SM-like Higgs decays to a bosonic LLP.

With the exceptions of [196, 237, 259], which require prompt activity in addition to the
DV and have comparatively high trigger thresholds, the ATLAS all-hadronic analyses require
two DVs, and thus are insensitive to models that produce a single DV inside the detector155.

3.1.2. CMS searches. The CMS analyses [249–251] are based on a dedicated offline
displaced jet tagging algorithm using tracker information to identify pairs of displaced jets.
The triggers used here are based on large values of ∣ ∣ ( )= å =H p 350 500 GeVjT T, for
8(13) TeV, where the HT sum runs over all jets with >p 40 GeVjT, and ∣ ∣h < 3.0j . The
trigger for the 13 TeV analysis based on 2015 data additionally requires either two jets with

>p 40T GeV and no more than two associated prompt tracks (d0<1 mm) and the HT

threshold is lowered to 350 GeV if the two jets each have at least one track that originates far
from the PV156 . Only events with two or more displaced jets are kept in the analysis, while
those with only one are used as a control sample to estimate the prompt jet misidentification
rate. For cτ<3 mm157, the algorithm is inefficient as more than two tracks tend to have
impact parameters less than 1 mm; for cτ>1 m the search is inefficient as most decays occur
too far from the PV to form reconstructable tracks. A key difference among these searches is
that the 8 TeV [251] and 13 TeV (2016 data) [250] analyses explicitly reconstruct the DV,
while the 13 TeV (2015 data) [249] analysis does not.

CMS interprets the signal in several benchmark models that can be mapped to the direct
pair production simplified model production mode, including a neutral LLP decaying
hadronically and a color-charged LLP decaying into a jet plus a lepton. For neutral LLP pair
production decaying democratically into light jets, the trigger efficiencies for cτ=30 mm are
reported to be 2%, 41%, 81%, and 92% for 50, 100, 300, 1000 GeV masses, respectively. It is
evident that the requirements on HT and on p jT, make the search inefficient for low LLP
masses. Indeed, a phenomenological recast of the 8 TeV analysis [251] in terms of rare decays
of a SM-like Higgs boson with a mass of 125 GeV Higgs sets very mild bounds for LLP
masses below mh/2 [260]. Thus, the CMS search has limited sensitivity to low-mass,
hadronically decaying LLPs through the Higgs, ¢Z , or CC simplified production modes.

As mentioned above, CMS also has a search for DV in multijet events [252], which was
released near the time of the final editing of this manuscript.

3.1.3. LHCb search. The LHCb searches [253, 254] trigger directly on DVs with a
transverse distance of Lxy>4 mm) with four or more tracks, vetoing dense material regions
in which hadronic interactions with the detector can mimic LLP decays. The trigger
thresholds are, however, low. For example, the invariant mass of particles associated with the
vertex must exceed 2 GeV and the scalar sum pT of tracks at the vertex must exceed 3 GeV.
Jet reconstruction is then performed offline with standard algorithms. The benchmark model
used by these searches is a scalar particle decaying to two neutral LLPs, pv (dark or ‘valley’
pions), which corresponds to the Higgs simplified model with hadronic decay modes. The
parent particle can be either a SM-like 125 GeV Higgs [253] or a Higgs-like scalar with mass
in the 80–140 GeV range [254]. The search is performed for pv masses between 25 and

155 This may be the result of a signal that produces two DVs, but the lifetime is sufficiently long that only one DV
appears inside the detector.
156 In this case this is defined by requiring that the transverse impact parameter significance ∣ ∣ sd d0 0 have a value
greater than 5.
157 Note that in principle the low cτ regime can be covered with standard triggers, however they require higher HT

thresholds.
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50 GeV and decay lengths between 0.6 and 15 mm. It is expected that LHCb will extend their
coverage to shorter lifetimes by improving the understanding of the material and to lower
masses by using fat-jets and jet-substructure to access larger boosts [261]. In principle, the
search is also sensitive to direct pair production of LLPs.

Because of the low thresholds, the LHCb search focuses on low-mass LLPs with short
lifetimes, for which it has excellent sensitivity. However, its sensitivity for other signatures is
limited by the geometry of the detector and the LHCb luminosity compared to ATLAS and
CMS. A model-dependent direct comparison among the LHCb, ATLAS and CMS reaches for
the Higgs production mode decaying into dark pion LLPs can be seen in figure 4.

3.1.4. Summary. Searches in hadronic final states do not currently cover LLP parent masses
below ∼100 GeV in a comprehensive way. This is typically due to the large p jT, requirements
at the trigger level, with an exception being the DV reconstruction at LHCb. Additionally, the
powerful ATLAS searches for LLPs decaying in the HCAL or MS require two LLP decays in
the detector, meaning that as of this writing there is no sensitivity to singly produced long-
lifetime LLPs with hadronic decays158. While the existing searches are typically sensitive to
both direct pair production and HP production of LLPs, not all of the searches provide
benchmarks with a variety of LLP production kinematics and boost.

A potential way to extend the sensitivity of current analyses is to use other existing
triggers exploiting such things as VBF production modes, leptons, E T, etc, to trigger on
associated prompt objects and perform the hadronic DV reconstruction offline. The ATLAS
8 TeV study [196] does employ multiple triggers (such as lepton triggers), but in each case the

Figure 4. Comparison of the ATLAS [196], CMS [251] and LHCb [253] reaches for
dark pions πV decaying into jets. The CMS result is taken from the recast done in [260]
of the 8 TeV analysis [251]. In the shaded regions ( p pB H v v) is constrained to be
below 50%. Note that the ATLAS reach extends to higher masses as well; the plot was
produced using the benchmark scenarios presented in [196], hence the meaningful
bound is on the lifetimes. Taken from [253].

158 Highly-inclusive searches for single LLPs decaying in the ATLAS MS have been proposed [262], finding that
backgrounds are appreciable and need to be controlled using data-driven methods.

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

38



triggered object must be associated with the DV (for a lepton trigger, the lepton must originate
from the DV). If, instead, a prompt lepton or VBF trigger were used with the offline
reconstruction of a separate displaced object, sensitivity could be recovered to low-mass
hadronic DVs in a variety of simplified models, including Higgs production (via VBF or VH
associated production modes) [260, 263] or CC production (in association with a prompt
lepton) [264]. In particular, triggering on associated prompt objects would improve the
efficiency of reconstructing low-mass hadronic LLPs produced in the decays of a SM-like
125 GeV Higgs. As there is no theoretical lower limit on the masses of light neutral LLPs, it is
imperative to lower the LLP mass coverage as much as possible. If at all possible, a
dedicatedonline reconstruction of DVs would allow for a further reduction on the pT
threshold, giving sensitivity to light LLP masses.

3.2. Leptonic decays

All three experiments have searches for a pair of leptons coming from a DV [196, 265–269].
CMS also has a search requiring exactly one isolated muon and one isolated electron (i.e.
events with additional isolated leptons are discarded) with large transverse impact parameters
(0.2 cm<∣ ∣d0 <10 cm), but without any other additional requirement including, for exam-
ple, that the reconstructed tracks do not need to point to a common vertex [197]. This loose
selection makes the search sensitive to a variety of new physics scenarios. Light and boosted
LLPs can decay into collimated light leptons, dubbedLJs [127], which are searched for at
both CMS [270, 271] and ATLAS. ATLAS has searches for both displaced [272, 273] and
prompt LJs [274]. The LHCb collaboration also looks for light, neutral LLPs decaying into
m m+ - pairs by studying B-meson decays to kaons, for exclusive decay channels for both
neutral [267] and charged [268] B-mesons, as well as dark photons that decay into muon
pairs [269].

3.2.1. CMS searches. The CMS searches trigger on leptons reconstructed using information
from either the tracker [265] or the muon chambers [266], where the latter search uses only
muons. In the tracker-based analysis, the LLP is reconstructed by forming pairs of charged
leptons (where muons are required to have opposite signs), with pT cuts of 26 GeV for
muons, and 36 (21)GeV for the leading (subleading) electron. This yields slightly larger
efficiencies in the muon channel. The transverse impact parameter ∣ ∣d0 needs to be 12 times
larger than its uncertainty σd (approximately corresponding to a distance  200 μm) to reject
prompt backgrounds. In the MS-based analysis, muon candidates are reconstructed using hits
in the muon chambers, and no information from the silicon tracker is used. In order to avoid
biases from a loose beamspot constraint in the seeding step, these muons undergo an
additional refit step. These candidates are referred to as re-fitted stand-alone muons, and they
need to fulfill pT>26 GeV, ∣ ∣h < 2, and to be separated by ΔR>0.2. More importantly,
these candidates are rejected if they can be matched to a pT>10 GeV track in the inner
tracker, which efficiently excludes prompt muons and also renders this study fully
complementary to the tracker-based one. Both these searches are interpreted in terms of
decays of an SM-like Higgs H (   + -H XX X l l, ) and RPV squarks, covering proper
lifetimes of 0.01–105 cm for the Higgs scenario, and 0.1–104 cm for the SUSY case. The
difference in the lower reach of cτ is due to the larger boost factor of the Higgs. These
benchmarks map to the direct pair production, HP and Higgs production simplified models,
with flavor-conserving leptonic decays of the LLP. There is good sensitivity down to
relatively low masses (LLPs of masses  20 GeV produced in Higgs decays) due to the low
lepton trigger thresholds.
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Additionally, CMS has a search for one electron and one muon, each with large
transverse impact parameter (200 ∣ ∣m < <dm 10 cm0 ) [197]. Events are selected using a
dedicated trigger for eμ pairs that applies a pT cut on the leptons (42 GeV for electrons,
40 GeV for muons) but, unlike standard triggers, places no restriction on the maximum d0 or
distance from the PV. Events with exactly one muon and exactly one electron are kept, and
then separated into ‘prompt’, ‘displaced control’ and ‘signal’ regions, defined as ∣ ∣ <d0

100μm, 100 ∣ ∣m < <dm 0 200μm, and ∣ ∣ >d0 200μm, respectively. This selection makes
the signal region almost free of leptons coming from SM processes, with rare tau-leptons, B-
mesons or D-mesons as the largest remaining background.

Although in the original search the results are interpreted in the context of long-lived
RPV stops (excluding masses below 870 GeV for cτ=2 cm)159, this search has been shown
to be sensitive to many scenarios, including long-lived staus in gauge mediated SUSY
breaking [205] and RHNs [45]. Indeed, this search has sensitivity to LLPs produced via any
of the simplified model production modes and (semi)-leptonic decays that give exactly one
electron and one muon. On the other hand, models where LLPs decay only to either muons or
electrons (e.g. ˜ ˜m m G) are unconstrained by this search. Furthermore, same-sign lepton
signatures and signatures with additional leptons are not constrained by the current search but
could be covered by extensions of the search [45, 205]. Due to the generality of tau-specific
models, searches for hadronic tau channels is also desirable. This search has sensitivity to
relatively low-mass LLPs; however, the 8 TeV analysis [275] has lower thresholds
(pT>22 GeV on both leptons) albeit with a requirement for shorter decay distances
(∣ ∣ <d0 2 cm), and so has superior sensitivity to very low-pT displaced signals. Maintaining
low trigger thresholds is necessary to obtain sensitivity to the lowest-mass leptonic LLP
signals.

3.2.2. ATLAS searches. The primary ATLAS search for displaced leptons [196] triggers
on muons without an ID track, electrons, or photons160. The trigger and offline pT
criteria are relatively high, requiring one of the following:one muon of at least 50 GeV; one
electron of at least 110 GeV; one photon of at least 130 GeV; or two electrons, photons, or an
electron and a photon with minimum pT requirements for both objects in the 38–48 GeV
range. The DV is formed from opposite-sign leptons, irrespective of flavor, and needs to be
located more than 4 mm away from the PV in the transverse plane. DVs in regions with dense
detector material are vetoed to suppression backgrounds from converted photons (e.g.
g  + -p e e p). This search is in principle sensitive to events with a reconstructed DV mass
mDV>10 GeV, but the high pT requirements for the leptons restrict the sensitivity to low-
mass LLPs.

ATLAS has also recently released a search for pairs of muons that correspond to a DV
[276]. This search is sensitive to LLP decays that occur sufficiently far from the IP that the
muons are reconstructed only in the MS. The analysis has four separate trigger
pathways: >E 110 GeV;T one muon with pT>60 GeV and ∣ ∣h < 1.05; two muons with

p 15 GeVT and D <mmR 0.5; or three muons with >p 6 GeVT . Thus, the search has
sensitivity to final states with high and low masses (down to mμμ=15 GeV), as well as
with various lepton multiplicities. Offline selections require the muons to have

>p 10 GeVT and opposite charge, and the search is efficient at reconstructing muons

159 We note that a CMS prompt search for LQs has been recasted using the same model, finding stringent constraints
for lifetimes below a few millimeters. This reinterpretation is discussed in detail in section 6.7.
160 Electrons with large transverse impact parameters d0 tend to be missing a track at trigger level and are
reconstructed as photons.
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for transverse impact parameters up to ∣ ∣ =d 200 cm0 . Muons are also required to satisfy
isolation requirements from jets as well as from nearby tracks. The search puts constraints
on a SUSY model and a model of dark photon production in Higgs decays; this can be used
to determine sensitivity to all of the simplified production modes from chapter 2 in the μμ

decay mode (or μμ in association with other objects). It also demonstrates how combining
many trigger pathways and loose selection requirements can enhance sensitivity to a wide
range of LLP models.

3.2.3. LHCb searches. LHCb has a search that looks for the direct production of both
promptly decaying and long-lived dark photons [269]. As a result of the direct production,
dark photons do not tend to be highly boosted in the transverse direction. Events161 are
required to have a single muon with pT>1.8 GeV, or two muons with a product of
transverse momenta  (1.5 GeV)2. The displaced search constrains previously uncovered
dark photon parameter space around masses of ∼300MeV.

The LHCb searches for displaced leptons in rare B meson decays [267, 268] rely on
standard techniques to identify the B±decay vertex and the kaons and pions in the event, and
the di-muon invariant mass ( )m m+ -m variable is scanned for excesses. The m m + -X vertex
is not required to be displaced from the B vertex, and thus the constraints apply to both
prompt and LLPs. The analysis probes LLP masses of 214 (250)MeV<mX<4350
(4700)MeV for the m m + -B K0 * ( m m + + + -B K X X, ) process, with the mass range
being limited by kinematics.

3.2.4. Lepton-jet searches. Searches for LJs are focused on ( ) GeV LLP masses and
distinctly boosted signatures, and thus we treat them separately.

The ATLAS 8 TeV search [272] considers three types of LJs: those containing only
muons, only electrons/pions, or a mixture of the two. The muon and electron/pion LJs
can contain either two or four leptons, while the mixed LJ must contain two muons
and a jet consistent with a displaced electron/pion pair. As these signatures contain
relatively soft leptons, the ATLAS 8 TeV analysis uses a trigger that requires three muon
tracks in the MS with >p 6 GeVT . There is a built-in limitation to this trigger, which is
that the L1 requirement of three separate muon RoIs makes it only sensitive to topologies
with two LJs in which one LJ has a wide enough opening angle between two muons to
create two level-one RoIs. For the electron LJs, when the electrons are produced in the
HCAL they are indistinguishable from a hadronic decay and thus the CalRatio trigger
is used.

In the 13 TeV ATLAS analysis [273], a narrow-scan muon trigger is additionally used.
This trigger starts off by selecting events with one muon with pT>20 GeV, then requires a
second muon with pT>6 GeV within ΔR=0.5 of the leading muon.

Both the 8and13 TeV ATLAS searches are interpreted for Higgs-like scalar particles
(with masses of 125 and 800 GeV) that decay effectively into either two or four lepton pairs,
with each lepton pair assumed to come from a low-mass ‘dark’ photon, γD. The ATLAS
result excludes exotic Higgs branching ratios below 10% for dark photon lifetimes
2<cτ<100 mm. Note that here γD is also allowed to decay to pions and so the results can
also be interpreted for hadronically and semi-leptonically decaying LLPs. This corresponds to

161 For the prompt dark photon search, events are reconstructed at trigger level so that all online reconstructed
particles are recorded, while the rest of event information is discarded [277]. The prompt search constrains entirely
new territory above 10 GeV.
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the Higgs production mode in the simplified models proposal with an admixture of flavor-
conserving leptonic and hadronic LLP decays.

The CMS LJ search focuses on fully muonic LJs and has been performed with both the
8 TeV dataset [270] and part of the 13 TeV dataset [271]. The 13 TeV search is sensitive to
di-muon parent particle masses up to 8.5 GeV. Events are selected with a di-muon trigger
with standard isolation requirements. Further selection requires at least four muons, forming a
minimum of two opposite-charged pairs. CMS uses a benchmark model with scalars decaying
into either lighter scalars or dark photons, with varying scalar and dark photon mass. For the
case of a 125 GeV Higgs they can exclude an exotic branching ratio of below 0.1% for some
parameter points. The CMS search can be compared with the ATLAS results, as can be seen
in figure 5. We note that this study includes sensitivity to both prompt and displaced muonic
lepton jets.

3.2.5. Summary. To summarize, the lepton searches rely on fairly standard lepton
identification, with vertex reconstruction being performed mostly offline. Searches for
leptonically decaying LLPs typically enjoy low trigger thresholds and good sensitivity to LLP
production rates. Extending the success of the leptonic LLP program to future LHC running
will necessitate maintaining low-threshold triggers for displaced leptons in a high-luminosity
environment; this is a major challenge but one that must be overcome. Another outstanding
challenge is coverage of LLP decays to τ leptons, which lie at the interface between hadronic
and leptonic searches. Such decays are very well motivated from the theoretical point of view,
as a Higgs-like scalar can typically decay about 300 times more often into t t+ - if

Figure 5. Comparison of the lepton-jet searches at ATLAS [272] and CMS [271] with
respect to a dark photon scenario [155] vis-a-vis dark photon limits coming from low-
energy experiments. Figure taken from [271].
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kinematically allowed, and also one could have large rates into mixed decay modes such as
t m+ -. A displaced hadronic τ is a striking object, and most likely will have few backgrounds.
Hence, limits on exclusive displaced τs would be of utmost importance162.

As the leptonic searches explicitly require opposite-sign leptons, the same-sign lepton
signature (motivated from Majorana neutrinos; see the LHCb search in section 3.3, or heavy,
doubly-charged LLPs) is currently neglected. Furthermore, the sensitivity of the CMS search
for two high-∣ ∣d0 leptons is currently only sensitive to opposite sign eμ pairs, with a veto on
additional leptons. Relaxing these requirements would greatly enhance sensitivity to certain
scenarios, especially the simplified models with flavor-conserving leptonic LLP decays.

Lepton-jet searches currently cover only final states with at least two LLPs and some
muons in the final state163, and the same statement currently applies to both the LHCb
searches for dark photons [269, 277] and for LLPs produced in B-meson decays. The existing
ATLAS LJ studies express their results in terms of specific dark photon models164, which
makes it complicated to apply the results to other models. We refer the reader to section 6 for
a further discussion of this topic. In extending LJ searches, it would be beneficial to have
additional searches with a single LJ or low-mass, leptonically-decaying LLP (which are
motivated in models with hidden sectors and Majorana neutrinos, for example in [43, 135]).
In addition, the status of coverage in the intermediate mass-transition region between
‘standard’ displaced lepton pairs and LJs is unclear, and may potentially harbor a gap;
adopting the simplified model approach for leptonic LLP decays with masses varying
between the GeV and weak scale would ensure comprehensive coverage of low-mass
leptonically decaying LLPs.

Finally, we comment on gaps in sensitivity to very low-mass leptonically decaying LLPs.
A benchmark LLP model is the heavy neutral lepton (HNL), which corresponds to the CC
production mode with (semi-)leptonic LLP decays in our simplified model framework. HNLs
constitute an important physics case that leads to multi-lepton displaced signatures from W
decays, with nice prospects at ATLAS and CMS (see, e.g. [43, 48, 49]). While previous
searches were not sensitive to this scenario due to either high-pT requirements or the
requirement of two DVs in the same event, the presence of a prompt lepton from theW allows
the relaxation of these requirements in a dedicated analysis. Moreover, the prospects of
triggering on a prompt lepton in such searches was studied recently in [48] and demonstrated
in a prompt search in [278] 165. The identification of two leptons from the vertex is a powerful
discriminant against backgrounds from meta-stable particle decays and hadronic interactions
in material. This permits a potentially cleaner exploration of the lower HNL mass range
(3–6 GeV) than in the semi-leptonic channel (see section 3.3) despite the lower branching
ratio. It should be noted that HNL models can predict LLP decays to all three lepton flavors
(either democratically or hierarchically), necessitating the capability to reconstruct displaced
leptons of all flavors, including taus.

162 We note that if the τ originates from outside the tracker, the hadronically decaying taus are indistinguishable
from other displaced hadrons. For instance, in the ATLAS search utilizing muon RoIs [248] the results are interpreted
for a model with a scalar particle with Higgs-like couplings to SM fermions, which includes a branching fraction into
t t+ -. However, if the τ originates from the ID, the low number of tracks associated to it (one to three) will not fulfill
the requirements of the ATLAS study of five or more tracks associated to a DV.
163 The ATLAS 8 TeV search [272] included a search channel with two electron-only LJs, but the performance was
poor and it was excluded from the final result.
164 Recall that the LJ studies also consider the g p p + -

D decay mode.
165 Note that the displaced large transverse impact parameter eμ CMS search [197] fails to cover this scenario due to
the aforementioned lepton veto, which eliminates sensitivity to the tri-lepton signals discussed in[43], as well as
relatively high lepton pT trigger thresholds compared to the kinematics of 4-body W decay.
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3.3. Semi-leptonic decays

As semi-leptonic signatures include aspects of both hadronic and leptonic LLP decays, many
of the previously discussed searches can partially cover these cases, and some do so expli-
citly. For instance, the ATLAS search for electrons and muons accompanied by tracks [196],
the inclusive CMS search for DVs [249] (which contains a specific model interpretation
called ‘B-lepton’ addressing precisely this channel), and the search for a large impact para-
meter eμ pair by CMS [197] are all inclusive with respect to other hadrons produced in the
LLP decay, provided the leptons are sufficiently isolated166. In addition, LHCb has dedicated
searches for semi-leptonically decaying LLPs [279] and semi-leptonic decays of long-lived
Majorana neutrinos coming from B− mesons [280]. The two CMS searches [197, 249] need
no further explanation for how they cover semi-leptonic LLPs because of their very inclusive
nature (see section 3.2.1), but we now describe the rest of these searches in some detail.

3.3.1. LHCb searches. The LHCb search for semi-leptonic LLP decays selects events with a
muon trigger, then reconstructs a DV offline [279]. The results are interpreted in terms of four
distinctive topologies: single LLP production in association with a new particle (in this case a
gluino), double LLP pair production via direct pair production, Higgs decay, or via squark
pair production (HP). The LLP then decays to two quarks and a muon (which maps to the jjℓ
simplified model decay). Material regions are vetoed for the DV, which results in the
dominant background arising from heavy flavor production either directly or from W/Z
decays. The signal discrimination is obtained from a multivariate analysis based on the muon
pT and impact parameter, and subsequently the search is optimized based on the LLP
reconstructed mass and the muon isolation. This study is sensitive to low-mass LLPs with
lifetimes between 1.5 and 30 mm, as can be seen in figure 6.

The LHCb search for Majorana neutrinos [280], N, probes Majorana neutrinos produced
in leptonic B decays, m B N . The Majorana neutrino subsequently decays exclusively to

Figure 6. LHCb reach for displaced semi-leptonic decays. Taken from [279].

166 Note that the lepton isolation affects most of the semi-leptonic searches.
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m p N ; both prompt and displaced decays are considered167. A same-sign muon
requirement, along with the reconstruction of the N and B meson masses, greatly reduces
backgrounds to the search. The sensitivity of the search is limited by the restriction to muons
in the final state (so models that predominantly decay to e or τ are not constrained), and the
same-sign lepton requirement gives sensitivity only to lepton-number-violating processes.
More inclusive searches looking for additional N production modes [282], decays with
opposite-sign leptons, or searches targeting decays of heavier mesons like Bc [283] could also
improve the sensitivity to semi-leptonically decaying LLPs.

3.3.2. ATLAS search. The ATLAS search for semi-leptonic LLP decays [196] looks for a
vertex with a lepton accompanied by tracks. This search uses the same trigger as the dilepton
vertex search described in section 3.2. The DV is required to have a lepton as well as at least
four additional associated displaced tracks, and the invariant mass of the tracks must exceed
10 GeV. Thus, the search in principle can have sensitivity down to masses  10 GeV,
although the high pT threshold for the displaced electron/muon typically limits sensitivity to
low-mass LLPs; the vertex must contain a muon with pT>55 GeV or an electron with
pT>125 GeV.

3.3.3. Summary. When considering the application of inclusive hadronic or leptonic
searches to semi-leptonic LLP decays, it is important to understand how the simultaneous
presence of leptons and jets in the signal can degrade the sensitivity. For instance, prompt jet
searches explicitly can remove non-standard jets through jet cleaning cuts. Lepton isolation
criteria can severely reduce the signal acceptance for a highly-boosted LLP decaying into a
lepton and a jet, and they might also veto extra tracks in the events. Thus, boosted semi-
leptonic decays (as might be found in the displaced decay of a low-mass, RHN produced via
W decay) may not be covered by existing searches.

One of the major gaps in semi-leptonic LLP searches is at the smallest LLP masses. In
this case, it can be challenging for the leptons from LLP decays to pass trigger thresholds
and/or isolation criteria; backgrounds from heavy-flavor and other processes are also higher
for semi-leptonic processes than fully leptonic ones. However, there are very good
motivations for low-mass semi-leptonic LLPs from the HNL benchmark model18 introduced
in section 3.2.5, which predicts LLPs for HNLs of masses below 30 GeV. The signature of
HNLs from W decays with displaced semi-leptonic HNL decays is an important item on the
search agenda of ATLAS, CMS and LHCb [38, 43, 48, 49, 284, 285]. Recently, there has also
been a proposal to search for low-mass HNLs in heavy ion collisions [286]. The semi-leptonic
channel has the highest branching ratio (about 50% in the relevant mass range [287]) and can
therefore offer the best discovery prospects at LHC experiments for HNL masses up to
30 GeV as long as a DV mass cut of around 6 GeV is made to mitigate backgrounds from
B-mesons, mB∼5 GeV, and backgrounds from random-crossings can be suppressed. The
lower end of the 6–30 GeV mass range corresponds to a non-perturbative regime for the
hadronization of the HNL decay products. As the number of charged hadrons significantly
affects the DV reconstruction efficiency, the validation of event generator outputs for this
process is an important issue currently being addressed by the community (see e.g. [48]). The
ability of LHCb to trigger directly on the HNL decay products and better reconstruct

167 Some care is required in interpreting the results of the search on a model with a Majorana neutrino, as the
original theory interpretation is problematic [281].
168 In the language of simplified models, this corresponds to the CC production mode, where the HNL LLP is
produced in association with a prompt lepton. The HNL then decays semi-leptonically via the jjℓchannel.
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displaced tracks can in some cases compensate for its lower acceptance and luminosity, as
exemplified by a recent search for DVs composed of one muon and several tracks [279, 285];
similar arguments can be made in the case of heavy ion collisions [286]. This possibly enables
LHCb to better probe the more challenging tau channel. Figure 7 shows the overall expected
reach of LHC searches in the HNL coupling strength (for the muon channel) versus mass
plane, using assumptions detailed in [284], similar to those in [38, 43].

The sensitivity of LHC experiments to HNLs is complementary to that of fixed-target
experiments which can probe lower couplings thanks to high-intensity beams albeit at lower
mass ranges (i.e. targeting HNLs from c and b decays). The CERN SPS provides great
opportunities with the running NA62 experiment [296] and the planned SHiP experiment
[289], which comprise a vacuum decay vessel and spectrometer tracker downstream of the
target to reconstruct vertices of long-lived neutral particles169. These provide the best
sensitivity to HNL masses up to 2 GeV, where they probe a region of the parameter space
favored in models which simultaneously explain neutrino masses, matter–antimatter
asymmetry and DM [295, 298–300] (see figure 7).

3.4. Photonic decays

There are two ways in which photons coming from LLP decays do not resemble standard
photons. First, they cannot be traced back to the PV, thus giving rise to non-pointing photons.
Second, they can arrive at the ECAL at a time slightly later than expected because the LLP

Figure 7. Summary of projected experimental sensitivities to HNLs in various
experiments, in the coupling strength (U2 for dominant mixing to νμ) versus mass
plane. The projections labelled ‘LHC Run 3’ and ‘HL-LHC’ are for HNLs in W decays
in general-purpose experiments, and the one labelled ‘Mathusla’ assumes the full HL-
LHC MATHUSLA dataset. We also show the recent CMS result for the prompt tri-
lepton signature [278]. Prospects at proton beam-dump experiments are also shown for
an already existing experiment, NA62 [288], and for the planned experiment SHiP
[289]. Existing constraints from direct searches are indicated as coloured solid lines
[290–294]. The lines labelled ‘Seesaw’ and ‘BBN’ show lower theoretical constraints
from the observed neutrino masses (assuming a normal hierarchy) and primordial
nucleosynthesis, respectively [295]. The line labelled ‘BAU’ is an upper theoretical
constraint in the νMSM model for accounting for baryon asymmetry in the Universe
while the lightest HNL is a dark-matter candidate [295].

169 The proposed detector FASER would also have the capability to reconstruct such vertices [297].
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moves slower than the speed of light; these are referred to as delayed photons. We note that
both kinds of unusual photons can be vetoed in searches for photons that originate from the
PV, and thus prompt searches typically provide weaker bounds on LLP scenarios than for
promptly decaying signals. ATLAS has a search for non-pointing and delayed photons [301]
using the full 8 TeV dataset, which supersedes the 7 TeV analysis [302]. In CMS there are
studies for delayed photons in the ECAL [303] and for non-pointing photons detected via
their conversion to + -e e pairs [304]. The underlying topology in all these models is the
neutralino decay into a gravitino and a photon ( ˜c g G1

0 ), ubiquitous in GMSB scenarios
[53, 305]. Hence all these studies require large E T in the final state. This corresponds to HP
production of LLPs with decays to a single photon and E T in the simplified model frame-
work; all searches described below use the Snowmass Slopes Point 8 benchmark, which is not
straightforward to map to a physical spectrum of HP masses.

3.4.1. ATLAS search. The ATLAS study [301] benefits from the capability of the liquid-
argon electromagnetic calorimeters (ECALs) to measure the flight direction and the photons’
TOF. Resolutions on Δzγ, the separation between the PV of the event and the extrapolated
origin of the photon, and ∣ ∣D gt , difference of the arrival time of the photon with respect to the
prompt case, are as low as 15 mm and 0.25 ns, respectively. The trigger demands two photons
within ∣ ∣h < 2.5, with transverse energies ET of 35 and 25 GeV. In addition, to guarantee the
event comes from a proton–proton collision, a PV with five or more tracks with
pT>0.4 GeV is required. The offline selection requires two photons with ET>50 GeV
and ∣ ∣h < 2.3, not in the barrel-endcap transition region (1.37<∣ ∣h <1.52), at least one of
them in the barrel (∣ ∣h < 1.37) and with less than 4 GeV of energy deposited in the
calorimeter in a cone of ΔR=0.4 around them (consituting the isolation criterion). In
addition, the events are binned in E T: the E T<20 GeV bin contains the prompt
backgrounds, the 25 GeV<E T<75 GeV bin is used as the control region, and finally
the signal analysis is performed in the E T>75 GeV bin. This study covers lifetimes from
0.25 to 100 ns in the GMSB framework, the lower limit being a hard cut-off imposed
experimentally, as the similarity between background and signal samples in that region makes
discrimination rather difficult. The excluded signal rates in this range of lifetimes vary
between 0.8 and 150 fb, with the best-constrained value obtained for τ∼2 ns.

3.4.2. CMS searches. The CMS study of delayed photons [303] follows a similar approach
to ATLAS. The main difference is that it demands only one photon with pT>80 GeV, but in
addition two jets are required. Furthermore, the vector sum of E T and gET , which is denoted

gE T no , is additionally used for background discrimination. Collisional backgrounds have
small E T and large gE T no , while the non-collisional backgrounds are characterised by large
E T and small gE T no . For the signal events the two variables are large, hence they are both
requested to be larger than 60 GeV. The time resolution is 0.372 ns, slightly worse than in the
optimal scenario of the ATLAS search. Their reach in lifetimes lies in the 2–30 ns range,
excluding signal rates of 10–30 fb.

The CMS study of non-pointing photons [304] relies on the photon converting to + -e e
pairs. It requires two photons, two additional jets, and E T>60 GeV. The photon trajectory is
obtained from the conversion vertex as the line segment along the momenta of the + -e e track
pair, and the impact parameter, ∣ ∣dXY , is defined as the closest distance between the photon and
the beam axis, which can be determined within approximately 1 mm. A comparison of the
reach of these 8 TeV studies, as well as those using the 7 TeV dataset, can be found in
figure 8.
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3.4.3. Summary. The gaps in these studies are straightforward to identify. The requirement
of large E T is due to the fact that all of these studies have an underlying theoretical picture of
neutralinos decaying into gravitinos and photons, motivated from GMSB scenarios. Hence,
these searches do not cover cases without the presence of missing energy, including LLPs that
decay to γγ, lγ or jγ. It may be possible to extract a constraint on such LLP decay modes due
to mis-measurement of jets or the photon decay geometry which could mimic large missing
energy; however, this would be sub-optimal compared to a dedicated search. With the
exception of the CMS study [303] which requires two additional hard jets, all of these
analyses require two displaced photons. A single displaced photon signature can occur in
motivated models:it can easily arise, for example, from a very slightly mixed electroweak
triplet and singlet as in SUSY theories (see the UV models in section 2). Furthermore, as
discussed in section 3.1, a single LLP in the detector can also arise for very large lifetimes of
neutral LLPs, which limits the reach of current searches at longer lifetimes. In such scenarios,
it is possible that the photons from LLP decay can be quite soft, and obtaining sensitivity to
models with single photons from LLP decay and/or low momenta may require triggering on
associated prompt objects, similar to the recommendations in section 3.1.4.

3.5. Other exotic long-lived signatures

In the preceding sections, we presented analyses sensitive to LLPs decaying into objects such
as jets, leptons, and photons. In many cases, however, LLPs give rise to signatures that are
completely distinct from more conventional prompt signatures. In this section, we present
analyses that exploit properties of other exotic long-lived signatures, such as non-standard
tracks. We summarize in detail the existing searches for HSCPs; DTs; SPs and monopoles,
and describe existing ideas on how to look for quirks and SIMPs.

Figure 8. Summary of the g + E T searches from ATLAS and CMS, displayed
assuming the same GMSB model. Taken from [303].
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Note that the terminology employed in some of these searches can be confusing, with
occasional conflation of signatures with the underlying model. We provide a detailed
explanation of each search, and we attempt a classification here based strictly on signature.
We distinguish between three classes of signals: tracks with anomalous ionization, tracks
with anomalous geometry, and finally out-of-time decays.

3.5.1. Tracks with anomalous ionization. In this category, we collect all searches for charged-
particle tracks with anomalous ionization, i.e. those that are inconsistent with a charge
∣ ∣ =Q e. Here we include (i) the so-called HSCPs, which apply to stable, electrically charged
particles but also charged particles that decay in the calorimeters and/or MS; and (ii)
magnetic monopoles.

3.5.1.1. Heavy stable charged particles. The searches for HSCPs at CMS [4, 306] and
ATLAS [223, 307, 308] rely on two key properties. First, particles that are massive and/or
electrically charged with ∣ ∣ ¹Q e have a characteristic ionization loss (dE/dx) distinctively
different than SM particles. This property can be measured in the tracker. Second, HSCPs are
typically heavy and move with a speed less than the speed of light, β=v/c<1. Thus,
compared to a particle with β ≈1, they require a longer TOF to reach the outermost
components of the detector (calorimeters and muon chambers). As decays or interactions of
the HSCP with the material in the detector can change the electric charge of the HSCP, both
CMS and ATLAS perform separate tracker-only and tracker + TOF studies in the language
of CMS170. The event selection relies on standard single-muon or large-missing-energy
triggers. The offline selection relies on identifying the signal events from quality requirements
on the tracks using discriminator variables built from track observables.

The HSCP search conducted by LHCb [309] is slightly different. Instead of exploiting
dE/dx and TOF, they use the lack of radiation in the ring imaging Cherenkov detector
(RICH). Events are required to pass a high-pT single muon trigger (pT (μ)>15 GeV). Two
opposite sign ‘muons’ are then required, each with pT above 50 GeV and an invariant di-
muon mass above 100 GeV, to suppress muons coming from DY production, the main
background for this search. In addition, particles must have β>0.8, set by the efficiency of
the muon chambers to reconstruct slow particles. As electrons and hadrons interact more with
the calorimeter than an HSCP, a deposit in the calorimeter of less than 1% of the momentum
of the particle is required.

The theoretical interpretation of a signal or limit depends on whether the HSCP carries
both color and electroweak charges. If it carries a color charge, the default benchmarks
correspond to R-hadrons, namely HSCPs that hadronize with SM particles via the strong
force, e.g. gluino-gluon or quark-squark states. In the absence of a color charge, the signal is
exemplified by long-lived sleptons in the context of gauge-mediated SUSY. Both ATLAS
[307] and CMS [4] studies employ these two scenarios, while LHCb [309] uses a stau
benchmark model171. Finally, CMS also looks for HSCPs coupling only to hypercharge (and
hence possessing only couplings to γ and Z), while ATLAS has a search inspired by
electroweakinos in SUSY:it considers the associated production of a neutral and an
electrically charged LLP (chargino-neutralino), and thus only one HSCP plus missing energy
are required. These scenarios correspond, in our simplified model framework, to the direct

170 ATLAS measures βγ from dE/dX and β from TOF and extracts an independent mass, mβ and mβγ, from each
measurement.
171 The ATLAS R-hadron searches using the 13 TeV dataset have recently been presented in [223].
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production of LLPs with electric or color charges and that do not decay, or decay at very large
distances compared to the tracking volume.

To summarize, these searches present no obvious weak points. Standard triggers and
tracking algorithms are used, and the analysis methods are well-understood and have been
extensively validated against data. HSCP signatures do not suffer from the low-mass gap of
many neutral LLPs due to constraints from LEP and other low-energy experiments.
However, mCPs are not covered by these searches and require dedicated detectors (see
section 5.3.3). While the HSCP search strategies are generally robust, we encourage the
experimental collaborations to continue pursuing improvements for these searches. The
small number of signal events that would be produced for HSCPs above current limits
render the sensitivity highly dependent on the understanding of the background and control
of the systematics.

3.5.1.2. Magnetic monopoles. ATLAS [215] has a dedicated search for highly ionizing
particles (HIPs), which encompass a variety of new physics scenarios, such as magnetic
monopoles, dyons (particles with both magnetic and electric charge), stable microscopic black
holes, etc. For the sake of concreteness, we focus on magnetic monopoles but the
interpretation in terms of other models is straightforward172.

The main phenomenological feature is that magnetic charge is quantized in units of
gD=2π/e ≈ 68.5. Hence, a magnetic monopole behaves as a particle with at least 68.5
electron charges, leading to an unusually large ionization power in matter, so that they would
quickly stop in the detector because HIPs lose energy at spectacular rates. Because of the
large QED coupling of magnetic monopoles, a perturbative calculation of the cross section is
invalid and there is no accurate determination of the production rate, but a naïve Drell–Yan
production cross section is provided for the purposes of comparison. The specifics of the
detector restrict the sensitivity of this search to magnetic charges g<2gD because a large
fraction of the monopoles stop in the material upstream of the ECAL, as the latter is used for
the L1 trigger [310]. We note that larger magnetic charges can be tested by the MoEDAL
experiment [311], which is described in detail in section 5.3.2. Additionally, theories with
monopoles can also be tested in heavy ion collisions [312].

ATLAS [215] has a dedicated trigger for HIPs based on identifying relevant RoIs in the
ECAL and subsequently counting the number of hits in the TRT. As well, the fraction of TRT
hits that are high-threshold (HT), meaning that they have an ionization larger than ∼3 times
that expected from a SM particle, is used as a discriminant. The analysis selects events based
on the fraction of TRT-HT hits matched to an EM cluster deposit, and how the energy
deposits are distributed in the different layers of the ECAL. It is important to note that due to
the lack of a consistent theory, the signal simulation is performed by re-scaling Drell–Yan
production at leading order and assuming no coupling to the Z boson. The HIPs are assumed
to have either spin-0 or 1/2. The spin does not affect the interaction with the material, but the
angular distributions are different according to angular momentum conservation (keeping in
mind that there is, of course, no perturbative theoretical prediction for the angular
distribution). Cross section limits for 0.5<∣ ∣g gD<2 are set for masses in the 890–1050
(1180–1340)GeV range for the spin-0 (1/2) case.

The coverage in LHC Run 2 of magnetic monopoles in the –sgD plane is displayed in
figure 9.

172 At the time of writing there was no public result on a monopole search from CMS.
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3.5.2. Tracks with anomalous geometry. In this category we group searches where the tracks
have an anomalous geometry, namely they disappear (track → nothing), or follow non-
standard trajectories (such as quirks). There are additional anomalous track signatures that we
do not cover such as kinked tracks, where a charged LLP decays to another charged particle
that travels at a non-zero angle with respect to the LLP direction [112, 313–315]; however,
there are currently no dedicated searches for such signatures.

Within this category we also have the emerging jets signature that has been recently
studied by CMS [316]. Since emerging jets arise from dark sector radiation, they are
described in detail in chapter 7 in conjunction with the theoretical and phenomenological
aspects of dark showers.

3.5.2.1. Disappearing tracks. Massive charged particles traveling in the detector can decay
to a lighter, almost mass-degenerate neutral state, emitting a soft SM charged particle
(typically a pion or a muon). While at first glance a small mass gap naïvely seems like a
hallmark of tuning, near degeneracies often occur naturally as a result of a symmetry. In fact,
electroweak symmetry generically leads to small mass splittings between components of a
single electroweak multiplet. For example, (100MeV) splittings arise between the different
components of an electroweak multiplet [64, 128] due to EW gauge boson loops173 . If the
SM particle is sufficiently soft it cannot be reconstructed, and then a charged track seems to
vanish: this is thus referred to as a DT174. The actual lifetime of the charged particle is
highly sensitive to the precise value of the mass splitting. For instance, the well studied cases
of a fermionic doublet with Y=1/2 and a fermionic triplet with Y=0, reminiscent of a
Higgsino and Wino in supersymmetry, respectively, have mass splittings of Δ=355 and
166MeV, up to small corrections, but the corresponding cτ values differ by almost an order

Figure 9. Comparison of the MoEDAL, ATLAS and CMS reaches for magnetic
monopoles. The curves assume three signal events and a total integrated luminosity of
50 fb−1 for 13 TeV collisions. Updated version of existing figure in [310]. Note that the
CMS curve relies on the expected performance of their detector.

173 For a single fermion multiplet, the splitting can only be altered by higher-dimensional operators, and thus it is
harder to vary Δ from the 1-loop EW value. For other cases, such as mixing with additional particles, the actual
splitting can differ more substantially from this 1-loop EW value.
174 If the charged particle could be reconstructed this case is often referred to as a kinked track. However, as the
kinked portion has a very large impact parameter, without a serious attempt to capture the kink these tracks, too,
simply disappear.
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of magnitude: 6.6mm versus 5.5 cm175 .This is because the lifetime, cτ, depends on the third power
of the mass splitting in these scenarios when the charged LLP decays to a charged pion [64, 128].

Before 2017, both ATLAS [317] and CMS [217] required a track to travel about 30 cm in
order to be reconstructed, giving good coverage of the Wino scenario. This 30 cm value
corresponds to four hits at ATLAS, three in the pixel layers plus one in the silicon tracker, and
to seven hits in the pixel and trackers of CMS. The search employs a trigger requiring an ISR
jet against which the charged particle recoils, along with the presence of large E T. The DT is
reconstructed offline and needs to fulfill quality criteria (isolation, pT threshold, etc). A
phenomenological study [99] has shown that reducing the distance from 30 to 10 cm would
give coverage to the elusive Higgsino scenario, moving the expected reach up to 400 GeV,
surpassing the expected mono-jet reach of 250 GeV [318–320]. Later, ATLAS presented a
study [218, 321] using 13 TeV data and exploiting the presence of a new innermost pixel
layer (IBL). This addition allows for all four hits to be in the pixel, with the outermost pixel
layer now at 12.25 cm, enhancing sensitivity to lower values of cτ. The summary for DTs at
ATLAS for the Wino case can be seen in the left panel of figure 10, while in the right panel
we show the constraints for Higgsinos from [99]. CMS also has a DTs search using 2015 and
2016 data at a center-of-mass energy of 13 TeV [322].

At LHCb the prospects for a DT analysis with the present detector are poor. Currently,
the momentum of the track can only be measured if the particle passes through the tracking
station (TT), which is about 3 m away from the IP. Particles decaying in the vertex locator
(VELO) or RICH1 system will not leave a fully-measurable track and will be swamped in a
background of SM processes such as kaon decays, which would give a similar signature in the
detector components before the magnet. Detector improvements (additional magnets, better
PID at low momentum, additional layers) might lead to some sensitivity for (cm) lived
tracks, a golden opportunity for potential LLP discoveries at LHCb in the HL-LHC era.

To summarize, the search for DTs presents a few challenges. Using an ISR jet trigger
means a price is paid in terms of signal efficiency. For example, [99] has shown that
significantly lowering the pT threshold of the jet or directly triggering on the momentum of
the DT176 would lead to a factor of two increase in the number of signal events. It is also clear
that better access to lower lifetimes is needed; this may only be possible, for instance, by
adding new tracking layers as close as possible to the beampipe (and/or having double layers
instead of single ones).

3.5.2.2. Strongly interacting massive particles. SIMPs can be motivated by astrophysical
observations of DM that do not fully agree with the WIMP paradigm (e.g. missing satellites,
the core versus cusp problem; see, e.g. [327–330] for further discussion). These particles are
assumed to interact strongly with baryons. Consequently, the experimental signature is little
to no signal in the tracker and the ECAL, and large energy deposits in the HCAL. Such a final
state with trackless jets also arises in the context of emerging jets [331], and ATLAS has a
trigger for trackless jets in association with a soft muon (where the muon is required to fire L1
of the trigger) [256]. Additionally, the CalRatio trigger and associated search for displaced

175 While these values set a concrete physics target, we stress again that the mass splitting can be arbitrary in other
corners of the BSM parameter space (even within SUSY). For instance, ˜ ˜t tn (where the stau and sneutrino
masses are free independent parameters) or for scalar particles (e.g. m+ +H H 0), where the mass splitting and the
overall mass scale are set by arbitrary quartic couplings.
176 While currently there are some proposals to trigger on tracks [324], those predominantly apply to standard
tracks. In particular, the new fast track reconstruction (FTK) system at ATLAS requires 10 hits in ID silicon, which
corresponds to a decay radius of less than 9 cm. However, pattern banks for hits including high-∣ ∣d0 tracks are
currently being considered out to d0∼2 cm [325, 326].
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hadronic decays (addressed in section 3.1) is designed to be sensitive to a similar signature
and could provide some coverage of this signature as well. Strictly speaking, SIMPs are not a
track-based signature, but we include them here because the interactions of the SIMPs with
the tracker are different from usual hadrons in jets, while the calorimeter signatures are
similar.

An LHC phenomenological study of SIMPs was carried out in [332]. We summarize the
main points of the study here. In their setup, SIMPs interact with the SM via an attractive
potential (either scalar or vector mediator) coupling SIMP pairs to ¯qq pairs. The proposed
analysis selects events with high-pT, back-to-back jets within the tracker, exploiting the
charged energy fraction within a jet to discriminate signal from background. The
astrophysical experimental constraints on this scenario are compared with the expected

Figure 10. Top:summary of ATLAS disappearing-track searches as applied to a Wino
(electroweak triplet) benchmark scenario [323]. Bottom:HL-LHC projected constraints
on the Higgsino scenario [99].
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reach of this search and that of mono-jets in figure 11. Currently there is an ongoing analysis
in CMS pursuing this strategy.

3.5.2.3. Quirks. Quirks are particles charged under both the SM and a new confining gauge
group [182], referred to here as ‘infracolor’ (IC). The defining property of quirks is that the
tree-level quirk masses mQ are above the confinement scale ΛIC (and thus similar to QCD but
with no light-flavored quarks), so that there is never enough local energy density to create
new quirks out of the vacuum. A pair consisting of a quirk and an anti-quirk can live in a
quantum-mechanical bound state where the constituents are separated by macroscopic
distances ~

L
ℓ

mQ

IC
2 , remaining connected by an IC flux tube. The IC flux tube exerts a force on

each quirk that causes its trajectory to differ from the expected helicoidal ones for SM
particles.

The collider phenomenology depends greatly on the size of ℓ. If ℓ is much less than an Å,
the rapid emission of IC glueballs results in the quirks annihilating before ever reaching the
beampipe. For large enough confinement scales, the IC glueballs can decay back into SM
particles on sufficiently long time scales that they can be distinguished from prompt
signatures. While in this specific case, quirks produce hidden valley [66] or emerging jet
[331] signatures due to these long-lived IC glueballs (see chapter 7), we stress that elsewhere
in parameter space quirks exhibit their own distinct phenomenology and are not merely a
subset of hidden valleys, contrary to popular lore.

If ℓ is larger than an Å but below the mm scale, the individual quirks are not
distinguished from one another. However, the pair (which is overall neutral, and therefore
does not bend in the magnetic field of the tracker) appears as a single, highly ionizing straight
track with missing energy aligned with it, the latter arising from mis-measurement of the track

Figure 11.Astrophysical and collider constraints on a simple SIMP setup. Note that the
relevance of the astrophysical constraints depends on the contribution of the SIMPs to
the relic density. Taken from [332].

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

54



momentum. The D0 collaboration has searched for precisely this signature [333], requiring an
additional jet for trigger purposes. This search obtained lower bounds on quirk masses of 107,
119 and 133 GeV for SU(2), SU(3) and SU(5) gauge groups, respectively. However, no
extensions of this search to higher mass have been performed at the LHC, and the existing
HSCP searches require low uncertainties on the track momentum that a straight quirk track
would not satisfy.

Conversely, if ℓ is very large then the existence of the confining force has no effect on the
quirk motions, and HSCP searches apply directly to the quirk case, with quirks charged under
QCD yielding R-hadrons and uncolored quirks leading to slepton-like signatures. We refer the
reader to the section 3.5.1.1 for more information.

For intermediate values of ℓ, there are interesting phenomenological prospects at the LHC
that have been recently studied theoretically [239, 240, 334], but for which there are no
current public searches by the LHC collaborations. The first study [239] has recast mono-jet
and HSCP searches, finding bounds up to 1.7 TeV for colored quirk masses. In addition, it has
also proposed using the CMS dataset taken with zero magnetic field. In this dataset, all SM
particles are expected to follow a straight trajectory, but the quirks would still bend due to the
string tension. The second study [240] has proposed a new algorithm to search for quirks,
exploiting the fact that the quirk and anti-quirk pair should lie in the same plane with the
highest sensitivity in the ℓ∼1–10 mm range. This avoids the necessity of fitting non-
helicoidal trajectories, and has the potential to extend the sensitivity to quirks well beyond the
current mono-jet and HSCP limits. The third study [334] considers quirks that lose energy
through material interactions with the detector. A charged or colored quirk pair can come to a
stop within the detector, and annihilate out-of-time with active pp collisions, allowing for
sensitivity from SP searches across a wide range of characteristic length scales, ℓ∼Å km
range. We refer the reader to the section 3.5.3 for more information on SP searches.

Because of the non-standard nature of the tracks, quirk phenomenology poses substantial
challenges in their experimental reconstruction, and the lack of constraints on quirks have
already attracted the attention of the ATLAS, CMS and LHCb experiments. It would be
desirable to test how the phenomenological proposals in [239, 240, 334], among others, can
perform in a realistic detector simulation of one of the LHC experiments.

3.5.3. Out-of-time decays of SPs. This category is unique because LLP decays occur out-of-
time with the collision. Indeed, decays can even occur when the LHC is not running! The
only member of this class is the search for SPs, which we describe below.

If an HSCP is produced with very low kinetic energy, it can come to rest in the detector
due to interactions with the detector materials. This most likely occurs in the calorimeters or
the steel yoke in the MS as a result of their high material densities. The HSCP can then decay
at a later time when no collision is taking place (known as an out-of-time decay). This
experimental restriction reduces the types of background processes affecting the search, with
the dominant backgrounds coming from cosmic rays (CRs), beam halo, and instrumental
noise.

In the Run 1 analyses from ATLAS [236] and CMS [234], events are selected with a
dedicated trigger selecting bunch crossings which are empty and have no bunches of protons
nearby. The analyses require a jet with pT (E) above 30 (50)GeV at ATLAS (CMS). ATLAS
further supplements the hardware trigger by requiring pT( j)>50 GeV, ∣ ∣h < 1.3 and
E T>50 GeV, rejecting instrumental noise. In addition, CMS has updated the jet search in
Run 2 and also provided a search that triggers on out-of-time muons, both of which use the
13 TeV dataset [235]. The latter also employs the displaced stand-alone (DSA) muon
reconstruction algorithm [335].
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An offline selection procedure is aimed at reducing the main backgrounds. Muons
coming from CRs can be identified due to their distinctive topology. The ‘beam halo’
background is the result of protons interacting with residual gas in the beampipe, the
beampipe itself, or collimators upstream from the IP. Most particles will not travel far before
being absorbed by various structures, but muons will travel parallel to the beam and can leave
calorimeter deposits out of time with a proton–proton collision. However, these deposits will
often be accompanied by corresponding horizontal tracks in the MSs and can thus be
efficiently vetoed. Instrumental noise is rejected in CMS by exploiting the anomalous
response in the HCAL.

Stopped particle searches provide an alternative way of probing charged particles besides
more conventional HSCP searches. HSCP searches are typically more sensitive to any
signature with a charged particle, so SP searches are not often expected to be a discovery
mode for most simple new physics scenarios with charged LLPs177. The typical added value
of SP searches is that they can help identify and characterise positive signals in HSCPs, for
instance by providing a cleaner extraction of the lifetime and also to properly identify the
decay products. However, in some cases (such as for quirks, where HSCP searches are
insensitive in much of parameter space), it has been argued that an SP search could actually
be a discovery mode if modifications are made to the search strategy to improve sensitivity to
quirks [334]. These modifications that would increase quirk acceptance or lower backgrounds
include expanding the η range, implementing higher energy thresholds, using the timing
information, and considering shower evolution in the new CMS endcap calorimeter [336].

3.6. Discovery opportunities: overview of gaps in coverage

In the preceding sections 3.1–3.5.3, we have examined the so-called ‘coverage’ of existing
searches for LLPs at the LHC with the explicit and express purpose of identifying uncovered
realms and places where discoveries could be hiding. Here, we summarize these gaps and
potential opportunities for LLP discovery in bullet form, as a to-do list for the experimental
community.

1. All-hadronic LLP decays
• Associated-object triggers (especially motivated by Higgs-like VBF and VH
production modes) need to be more comprehensively used to improve sensitivity to
low-pT objects.

• Improvements are needed in sensitivity at lower masses and lifetimes (e.g. for LLPs
produced in Higgs decays).

• Single hadronic DVs need to be looked for in searches that currently use two (such as
decays in ATLAS HCAL and MS).

• Possibilities need to be explored for ATLAS and CMS for online reconstruction of
hadronic displaced objects, as the inclusive HT triggers used by the two collaborations
miss these objects unless they have a large pT. (By constrast, LHCb can trigger on a
displaced hadronic vertex [253, 254].)

• Low-mass hadronically decaying LLPs can look somewhat like tau leptons, so the
question remains as to whether there is any possibility of using, for example, L1 tau
triggers to seed displaced jet triggers at HLT and improve trigger efficiency; studies
need to be performed by the experimental collaborations.

177 The reason why the SP searches are less efficient than the HSCP ones is twofold. On one hand, only a fraction of
LLPs stop in the detector, while the HSCP search only requires that the LLP crosses the detector. On the other hand,
the SP is only looked for in a specific time-window that might fail to catch a large fraction of them.
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• The prospects for dedicated searches for displaced hadronic taus need to be
investigated, since no dedicated searches currently exist.

• The potential for flavor-tagging displaced jets (b-displaced jets, c-displaced jets, etc)
needs to be explored.

2. Leptonic
• Coverage needs to be provided for the intermediate region between boosted, low-
mass LLPs (lepton jets) and high-mass, resolved LLPs (resolved ATLAS/CMS
searches).

• Improvements need to be made to extend coverage to lower masses and to lower pT
thresholds. Currently no prescription or plan for this exists, and so dedicated studies
need to be done.

• Searches need to be done for different combinations of charge and flavor of displaced
leptons (e.g. same-sign versus opposite-sign, opposite-flavor versus same-flavor).

• Searches need to be done for tau leptons in LLP decays, in particular if they come
from the ID; an unanswered question remains as to whether displaced-jet triggers can
be used for this purpose.

3. Semi-leptonic
• Searches do not exist and need to be done for LLP masses below about 30 GeV; this
mass range is theoretically well motivated by Majorana neutrinos.

• Searches need to be performed for all flavor combinations (for example, one CMS
search only covers me ), as well as same-sign versus opposite-sign leptons.

• Currently unknown improvements need to be made to relax or modify isolation
criteria wherever possible to recover sensitivity to boosted semi-leptonic decays.

• Searches need to be done that better exploit triggering on associated objects for
improved sensitivity to low-mass objects, or to employ high-multiplicity lepton
triggers if there are multiple LLPs.

4. Photonic
• There is currently no coverage for LLPs decaying into lγ, jγ, or without E T, and
searches urgently need to be performed for this decay topology.

• There is currently poor coverage (i.e. there exists no dedicated search) for single-γ
topologies. The only searches with sensitivity require two jets to be present in
addition to E T [303]. Studies are needed to assess the sensitivity of this search to
signals with only one delayed photon and different jet multiplicities.

• There is currently no coverage for softer non-pointing or delayed photons, and
searches need to be performed for these kinematic realms.

• Studies need to be performed to determine if triggers on associated objects may
improve sensitivity to signals with a single photon, without E T, or for lower-pT
photons

5. Other exotic long-lived signatures
• Disappearing tracks with cτ∼mm are very hard to probe, and new ideas and
detector components are needed to extend sensitivity to this potential discovery
regime. It is unclear if the ATLAS insertable B-layer will be present in HL-LHC run
and how sensitivity to the DT topology will improve with the replacement of the
current ID with the new inner tracker (ITk), or whether new tracking layers very close
to the beam line can be added. It is an open question as to what is the lowest distance
at which new layers (or double layers) can be inserted. Another open question that
needs to be answered is whether there are any prospects for DTs at LHCb with an
upgraded detector.
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• No dedicated searches for quirks exist at the LHC, a huge, open discovery possibility
for ATLAS, CMS, and LHCb. Some LHC constraints exist by reinterpreting HSCP
searches, but dedicated searches need to be performed. There are significant
challenges in modeling the propagation and interaction of quirks with the detector, as
well as in fitting tracks to their trajectories, but new ideas have been proposed that
need to be explored by the experimental collaborations that might allow improved
sensitivity to quirks with less ambitious analysis methods.

4. Common sources of backgrounds for LLP searches

Chapter editors:Juliette Alimena, Martino Borsato, Zhen Liu, Sascha Mehlhase

4.1. Introduction

For many searches for LLPs, the main backgrounds do not stem from irreducible SM pro-
cesses, but arise instead from external sources. Indeed, there can even be backgrounds of
instrumental and/or algorithmic nature. Often, LLP searches are designed to have a very
small number of background events, sometimes even zero events, that pass the full selection
criteria. This chapter gives an overview of common LLP search backgrounds and the means
to estimate or control them.

4.2. Long-lived particles in the SM

Weak decays of SM particles can naturally give rise to DV at the boosts typically encountered
at the LHC. Searches for LLP signatures at sufficiently low LLP mass and lifetime suffer from
large backgrounds due to displaced SM decays. One simple example is found in the search for
long-lived dark photons decaying to m m+ - at LHCb [269], which drastically loses sensitivity
when the dark photon mass gets too close to the p p + -KS invariant mass, despite the very
low p m misidentification rate.

Moreover, b-hadrons can decay at displacements of a few mm and can be challenging to
distinguish from LLPs with masses of a few tens of GeV that decay to a pair of jets. Requiring
a large track multiplicity of the DV and performing a mass fit to the dijet invariant mass can
help to significantly reduce the effect of this background (see, for example, [251, 253]).
Backgrounds from heavy flavors are typically more abundant in the forward region, as arises,
for example, if the signature under study is an LLP from the decay of a SM-like Higgs boson.
However, the LHCb forward detector, which was designed to study these SM decays, is, in
most cases, capable of rejecting heavy flavor backgrounds more effectively than can be done
in ATLAS or CMS. Furthermore, displaced tracks from b-mesons, which usually have impact
parameters (d0) of less than 2 mm, can be rejected by using a larger criterion for the minimum
track d0.

4.3. Real particles produced via interactions with the detector

Particles produced in the pp collision can interact with nuclei of the detector material, giving
rise to DV, and can mimic LLP signals. Vertices from these interactions will be positioned in
regions of the detector containing high densities of detector material and are therefore
effectively vetoed by using detailed material maps.

The LHC detectors have developed tools internal to the collaborations to define a mat-
erial volume to be vetoed. As the detector configurations changed slightly from Run 1 to Run
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2, material maps have been determined separately for each data-taking period for both the
ATLAS and CMS collaborations, using collision data. Maps can be found for ATLAS for
Run 1 in [337], CMS for Run 1 in [338], ATLAS for Run 2 in [237], and CMS for Run 2 in
[339]. Additionally, the Run 2 maps for both are shown here in figures 12 and 13 for ATLAS
and CMS, respectively.

LHCb recently developed a precise material map of the VELO using beam-gas collisions
[340], shown in figure 14. Beam-gas collisions can be distinguished from long-lived heavy
flavor backgrounds and their utilization allows the map to cover precisely the whole VELO

Figure 12. An example of a material map from ATLAS [237].

Figure 13. An example of a material map from CMS [339].
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geometry, not only the region close to the IP. This map was used to veto photon conversions
to di-muons, which is the main background affecting displaced dark-photon searches at low
mass [269]. In analyses, this material map, together with properties of a reconstructed sec-
ondary vertex and its constituent tracks, is used to construct a p-value that is assigned to the
hypothesis that the secondary vertex originates from a material interaction. As a rule of
thumb, LHCb material interaction background is dominant for vertices at a distance from the
beam axis larger than 6 mm (where the VELO material begins). Below 6 mm the background
is dominated by heavy flavor decays [341].

Because accurate material maps are essential to performing fully reliable sensitivity
studies to signatures with DV, making them publicly available to the broader LLP community
is of the highest priority. The availability of such tools in fast parametric simulations such as
Delphes [342] would be very useful to reinterpret LLP search results. In section 6.4.6.2, an
example of a reinterpretation of an LLP search is presented, where a rough material veto was
performed because these material maps were not publicly available, highlighting the short-
comings of such approaches in the absence of accurate material maps and emphasizing the
benefits of making them available.

High-energy collision muons originating mainly from W decays and creating secondary
interactions in the tracker, calorimeters or MS can be an additional source for DV mimicking
LLP signals. This mostly minor background arises as vetoing these DV is based on a not
100% efficient detection of the high-pT track in the tracker.

Another important background, mainly for analyses targeting the reconstruction of decay
vertices of LLPs reaching the MSs, is hadronic or electromagnetic showers not contained in
the calorimeter volume, so-called punch-through jets [248]. These punch-through jets occur
especially in regions of reduced total interaction length in the calorimeters (e.g. transition
regions between the barrel and the end-caps) and can be suppressed by either rejecting these
∣ ∣h regions or requiring a minimal number of hits in the MS and isolating the DV from
calorimeter jets as well as high-energy tracks and significant track activity in the inner
tracking system. In order to not reject true vertices from displaced decays that occur near the
end of the calorimeters, the calorimeter-jets veto should only consider jets with a minimum
total energy deposit and, e.g. a minimum electromagnetic fraction of the total energy. The
track isolation requirement aims at regions with a poor calorimeter measurement (again,
transition regions in the calorimeters), where a single high-energy track or the sum of the
track activity in a small cone around the DV could indicate a (punch-through) jet. On the
other hand, punch-through jets, given their similarity to signal signatures, can also be used to
evaluate systematic uncertainties due to imperfect modeling in the muon-system simulation.

Figure 14. Reconstructed secondary vertices in the LHCb VELO from beam-gas
collisions in the zr plane integrated over f. These vertices are used to build the material
map [340] to veto backgrounds from material interactions.
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4.4. Real particles originating from outside the detector

There are several types of real particles generated outside the detector that could be sources of
background in an LLP search.

4.4.1. Cosmic muons. Cosmic rays from the atmosphere can enter the detector as cosmic-ray
muons. These cosmic-ray muons can be reconstructed as displaced muons in the MS or as
displaced jets in the calorimeters. If cosmic-ray muons are reconstructed in the MSs, they will
typically appear as two back-to-back muons with f values near ±π/2. The rate of cosmic
muons in the detector is about 500 Hz at L1, but depending on the HLT path and the offline
selection used, the rate of cosmic-ray muons entering a given LLP analysis is generally
much less.

Cosmic-ray muons are typically an important background source to consider for
displaced signatures, especially those with large displacements [234, 236, 343–345]. Cosmic-
ray muons are generally only an issue for LLP analyses in CMS and ATLAS since LHCb has
coverage only in the forward direction.

For many analyses, cosmic-ray muons can be rejected with a simple veto on back-to-back
dimuons. However, in some LLP analyses, this veto is not optimal for the signal acceptance
or it is insufficient to suppress cosmic-ray backgrounds. Another often-used way to minimize
the contribution from cosmic-ray muons is requiring high-momentum muons and/or high-
energy jets, since cosmic-ray muons have a rapidly falling pT spectrum. In addition, if a
search primarily looks for inner-tracker or calorimeter objects, cosmic-ray-muon events can
be rejected by requiring little MS activity [234, 343, 344].

If the cosmic-ray muon background is significant for an analysis, it can be estimated
using data from dedicated cosmic data-taking runs or from empty bunches in pp collision runs
[234, 343, 344]. Cosmic ray muon simulations can be made, but in many LLP analyses, a
data-driven approach is favoured if the simulation modeling is found to be insufficent. Timing
information in the calorimeters or the MSs can be used to discriminate the signal from
cosmic-ray muons, sometimes in conjunction with impact parameter variables.

4.4.2. Beam halo. Another type of real particle generated outside the detector that could be a
significant source of background for LLP searches is beam halo. Beam halo is produced when
protons from the LHC beam scatter off the LHC collimators and produce debris, which can
appear in the detector. Beam halo can create energy deposits in the calorimeters or hits in the
MS, both of which would be largely in the beam direction. These energy deposits or MS hits
would appear earlier than if they had been made from particles coming from the collision (see
figure 15). Beam halo is usually not modelled in MC simulation, since it is highly dependent
on the beam parameters.

Beam halo is most relevant for searches for displaced signatures without tracks in the
inner tracker and for searches for decays in non-collision bunches (e.g. from SPs)
[234, 343, 344], which are described in section 3.5.

The contribution from beam halo can often be reduced by requiring high-momentum or
high-energy reconstructed objects. One can also decrease the number of beam halo events by
requiring central objects or vetoing forward MS activity, since beam halo is usually in the
very forward direction [234, 343, 344]. For inner tracker-based signatures, events from beam
halo are rejected by requiring a minimum number of early hits; in this way beam halo is
rejected due to its anomalous timing.
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Beam halo background can be estimated using data control regions near f=0 and π.
One could also identify cells with a low number of (or zero) tracks that are assigned an
early time.

4.4.3. Cavern radiation. Diffuse backgrounds can also arise from proton–proton collisions
filling the LHC caverns, consisting mostly of neutral, low-energy, and long-lived SM
particles (i.e. neutrons and photons), leading to an overall increase in occupancy, especially in
the MSs. This so-called ‘cavern background’ or ‘cavern radiation’ can constitute a significant
background in a LLP search. As simulations are resource-intensive, it is usually not at all
modelled in MC simulation samples.

Cavern radiation is most relevant for searches looking in non-collision data, that is,
stopped-particle searches, and for searches using MS information to form tracks and vertices.
It can be estimated from data by collecting events triggered by random triggers when there are
no collisions, as was done in [236] 178. Cavern radiation can also be estimated by overlaying a
cavern radiation simulation with minimum-bias events from data.

4.5. Fake-particle signatures

Another type of background for LLP searches is that from signatures that mimic real particles
in the detector, but are in fact fake. Fake particles can originate from spurious detector noise.
Noise appears differently for each detector, but in general, it is characterized by a single and
concentrated energy deposit or hit that does not correspond in time or space to any other
energy deposits or hits in the detector. Noise is usually difficult to model with MC simulation.

Calorimeter detector noise is most relevant for searches looking in non-collision bunches
and low-energy collisions [234, 343, 344]. Muon system noise is most relevant for searches
that are also highly affected by cosmic-ray muons.

Calorimeter noise can be rejected by vetoing single and concentrated energy deposits
[234, 343, 344]. Muon system noise can be rejected by requiring high-quality muon tracks.

Noise in both the calorimeters and the MSs could be estimated by looking at dedicated
cosmic data-taking runs and then applying some selection criteria to reject cosmic-ray muons.
The remaining events would most likely be noise.

Figure 15. A sketch illustrating the timing differences due to the shorter, more direct
path to the calorimeter cells between a beam-halo muon and a particle originating from
the collision. The beam-halo muon is detected earlier than the particle from the
collision.

178 Note that these triggers are unlike those used to collect the search data for stopped-particle searches, which
instead select events with physics objects during empty bunch crossings.
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4.6. Algorithmically induced fakes

For searches that aim to reconstruct the decay vertex of an LLP, and especially for LLPs
decaying in the proximity of the interaction region, algorithmically induced fakes and/or
instrumental backgrounds can be of importance. Algorithmic fakes can still be a significant
background to LLP searches, even if a given detector is noise-free.

4.6.1. Random/Merged vertices. This type of background, illustrated in figure 16, is
especially important in the environment close to the interaction region that experiences a high
track density, and arises from two main sources. First, two or more individual tracks can cross
each other and can be reconstructed as a DV. Second, two close-by, low-mass vertices can be
reconstructed as one high-mass DV; such a final merging/cleaning step is often part of
vertexing algorithms to reduce fakes in standard vertexing.

The former source is mostly suppressed by requirements originally targeting the removal
of meta-stable SM particles:a minimum transverse impact parameter, ∣ ∣d0 , for tracks and a
minimum distance between the PV and a given DV.

The latter source is harder to suppress, though can be estimated by randomly merging
vertices from distinct events. By studying the number of reconstructed ‘merged’ high-mass
vertices as a function of distance between the two low-multiplicity low-mass vertices that
were ‘merged’—both with vertices from the same event, as well as from different events and
scaling them accordingly—an estimate for this background can be derived. This method has
been successfully used in the ATLAS search for DV [237] and the ATLAS multitrack
analysis [196].

4.6.2. Randomly crossing tracks. A background that is typically more relevant than merged
vertices is the background stemming from low-mass DV crossed by unrelated tracks, resulting
in the reconstruction of a high-mass vertex, as illustrated in figure 17. The mass of the
reconstructed DV is especially increased when the random track crosses the vertex in a
direction that is perpendicular to the distance vector pointing from the PV to the
displaced one.

As demonstrated in detail in [196, 237], this background can be estimated by
constructing vertices (n-track) from lower-multiplicity ones ( -n 1-track) by adding pseudo-
tracks, drawn randomly from data-driven track templates derived for various radial detector
regions. The normalization of the prediction is performed by comparing the -n 1-track-
based constructed vertices with the actual n-track vertices in all radial detector regions. One

Figure 16. Illustration of two close-by, low-mass vertices being reconstructed as one
high-mass vertex.
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potential method for suppressing such backgrounds is to veto vertices where removing one
track substantially decreases the mass of tracks associated with the vertex.

4.7. Summary

LLP searches often have very low backgrounds, as opposed to searches for prompt particles.
This makes LLP searches highly sensitive to signals of new physics.

There are, however, a few common sources of background that arise in different LLP
searches:other, known, LLPs such as b-hadrons; real particles produced in the detector, such
as particles produced in collisions that interact with the nuclei of the detector material; real
particles produced outside the detector, such as cosmic muons or beam halo; fake particles,
such as detector noise; and algorithmically induced fakes, such as two tracks that cross and
are reconstructed as a DV, as described above. These backgrounds are generally atypical,
difficult to model in simulation, and challenging to estimate. Thus, the possible appearance of
unexpected background sources should be taken into account in any new LLP search, and the
development of novel techniques and methods to estimate them is encouraged.

5. Detector upgrades

Chapter editors:Juliette Alimena, Martino Borsato, Yangyang Cheng, Monica Verducci
Contributors:Cristiano Alpigiani, Xabier Cid Vidal, David Curtin, Elena Dall’Occo,

Sven Dildick, Jonathan LFeng, Iftah Galon, Christopher Hill, Henning Keller, Felix Kling,
Simon Knapen, Zhen Liu, Henry Lubatti, Philippe Mermod, Vasiliki A Mitsou, James
LPinfold, Jessica Prisciandaro, Dean Robinson, Livia Soffi, Sebastian Trojanowski, Carlos
Vázquez Sierra, Si Xie, Charlie Young

The experimental searches for LLPs outlined in chapter 3 are limited by the abilities of
the ATLAS, CMS, and LHCb experiments to trigger on and reconstruct the objects that are
associated with each signature. In the Phase 2 high-luminosity upgrade of the LHC (HL-
LHC), the extremely high PU conditions necessitate the upgrade of all three detectors to
maintain triggers at thresholds needed for sensitivity to electroweak, Higgs, and BSM physics
(see [346, 347] for an overview); to reject particles originating from PU vertices; and to
maintain object reconstruction in the high-luminosity environment. These upgrades include
the addition of tracking layers to the forward regions of ATLAS and CMS, improvements to

Figure 17. Illustration of a low-mass vertex crossed by an unrelated track and being
reconstructed as a high-mass vertex instead.
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timing reconstruction in events, and the inclusion of tracking information at earlier stages of
the trigger (or, in the case of LHCb, the full online reconstruction of every event).

While these upgrades are crucial to the success of the HL-LHC physics goals for con-
ventional searches (such as for electroweak, Higgs, or SUSY signatures), they have the
opportunity to be transformative for searches for LLPs. Signatures involving LLPs are often
subject to small-to-negligible irreducible backgrounds, and improvements to the recon-
struction, timing, and vertexing of displaced objects can typically suppress any instrumental
or fake backgrounds. (See chapter 4 for a discussion of sources of backgrounds for LLP
searches.) At the same time, the introduction of tracking information to earlier stages of the
trigger could be used to trigger on events that may contain hadronically decaying LLPs that
must otherwise pass jet triggers, leading to an improvement in sensitivity to low-mass LLPs.
Indeed, many of the gaps in coverage from current searches identified in section 3.6 can be
closed or reduced using the new technology from detector upgrades. Even more uniquely,
LLP signatures may themselves motivate the introduction of new detector elements that are
dedicated to exploring new lifetime frontiers in particle physics.

This chapter summarizes current and proposed plans for detector upgrades for the HL-
LHC, paying special attention to those features of the detector upgrades that are most relevant
for LLP searches. Where available, we show the results of projections for the sensitivity to
various LLP scenarios of different improvements to the detector. We also highlight LLP
studies for the Phase 2 upgrades that are not yet publicly available that should be done in
order to assess (and, where possible, improve) the sensitivity of planned upgrades to LLP
signatures. Finally, we include contributions from a number of existing and proposed
experimental collaborations whose primary purposes are to search for LLPs produced at LHC
IPs using additional, dedicated detectors. These detectors complement the capabilities of
ATLAS, CMS, and LHCb, allowing sensitivity to signatures that are otherwise not possible to
reconstruct at the main detectors.

In section 5.1, we combine the discussions of the planned ATLAS and CMS upgrades,
facilitating for each detector component a direct comparison between the features of the
upgraded detectors of both ATLAS and CMS. Since LHCb has a very different geometry and
physics program from ATLAS and CMS, we have a separate discussion of planned LHCb
upgrades in section 5.2. Finally, we present the contributions of the dedicated LLP experi-
ments in section 5.3.

5.1. The ATLAS and CMS experiments

The planned upgrades to the ATLAS and CMS experiments for the HL-LHC will give the
detectors increased coverage in the forward regions, better spatial and timing resolutions, and
other new features including track triggers. The improved hardware capabilities, combined
with software developments, give rise to exciting new prospects for future LLP searches. This
section gives an overview of the upgrade scope (section 5.1.1), discusses their physics
potential (sections 5.1.2 and 5.1.3), and presents new ideas for detector upgrade and LLP
searches (section 5.1.4).

Unless specified otherwise, the subsequent CMS experimental results are from its
Technical Design Reports for the different sub-detector upgrades at HL-LHC, namely tracker
[348], barrel calorimeter [349], endcap calorimeter [336], muon detectors [350], timing
detector (Technical Proposal, [351]), and Level-1 Trigger (Interim Technical Design Report,
[352]). ATLAS results are from the Technical Design Reports for the inner tracker pixel
detector [353], the TDAQ system [354], the tile calorimeter [355], LAr calorimeter [356], MS
[357], and inner tracker strip detector [358].
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5.1.1. Detector and trigger upgrades for high-luminosity LHC. The high luminosity LHC (HL-
LHC) will begin with the third long shutdown (LS3) of the LHC in the coming decade (as of
this writing estimated to begin at the end of 2023), where the machine and detectors will be
upgraded to allow for pp running at a luminosity of ´ - -5 10 cm s34 2 1 in the nominal
scenario, or potentially ´ - -7.5 10 cm s34 2 1 in the ultimate performance scenario. This will
allow the ATLAS and CMS experiments to collect integrated luminosities ten times that of
the current operations, which amounts to around 300 fb−1per year and 3000 fb−1during the
projected HL-LHC lifetime of ten years (up to 4000 fb−1if the ultimate instantaneous
luminosity can be achieved).

The HL-LHC conditions create unique challenges in terms of high PU levels and high
radiation dosage. About 140 PU events per bunch crossing, on average, are expected in the
nominal scenario, and up to 200 PU events in the ultimate luminosity scenario. The radiation
levels will be unprecedented:for the design integrated luminosity of 3000 fb−1, a 1 MeV
neutron equivalent fluence of ´ n2.3 10 cm16

eq
2 and a total ionizing dose of 12MGy (1.2

Grad) is expected at the centre of the detectors, where the innermost silicon pixel tracking
layers will be installed.

To meet the challenges of the HL-LHC operating conditions, and to fully profit from its
physics capabilities, comprehensive upgrade programmes are planned for both the ATLAS
and CMS experiments. This section summarizes the main detector and trigger upgrade plans
for each sub-detector component of both experiments.

5.1.1.1. Tracker. By the start of the HL-LHC, the inner trackers of both experiments must be
replaced due to the significant radiation damage and performance degradation they have
suffered. To maintain tracking performance in the high-density environment, and to cope with
the increase of approximately a factor of ten in the integrated radiation dose, both the ATLAS
and CMS experiments will entirely replace their inner tracking detectors.

CMS upgrade. The CMS tracker is composed of the inner pixel detector and the outer
tracker. At the HL-LHC, the CMS inner pixel detector will include four cylindrical barrel
layers covering the region of ∣ ∣ <z 200 mm, and forward extensions of up to twelve endcap
disks on both sides (compared to the current configuration with three disks), which will
extend its ∣ ∣h coverage from the current value of 2.4 to approximately 4. To maintain radiation
hardness and reasonable occupancy, as well as to improve resolution, small, thin pixels will
be used. For the studies in the CMS tracker TDR [348], pixels with a thickness of 150 μm and
25×100 μm2 in size are used in the simulation179. The first layer of the barrel inner pixel
detector will be positioned at a radius of 28 mm.

The CMS outer tracker is composed of six cylindrical barrel layers in the central region,
covering the region of ∣ ∣ <z 1200 mm, complemented on each side by five endcap double-
disks, in the region of ∣ ∣< <z1200 2700 mm. Modules are installed between ~r 21 cm and
r∼112 cm. Three sub-detectors are distinguished:the Tracker Barrel with pixel-strip
modules (TBPS), the Tracker Barrel with strip–strip modules, and the tracker endcap double-
disks (TEDD). The inner rings of the TEDD disks use pixel-strip (PS) modules up to
r∼60 cm, and the rest use strip–strip modules. The outer tracker modules, called pT
modules, are composed of two single-sided, closely-spaced (1–4 mm separation) small pitch
sensors read out by a set of front-end ASICs that correlate the signals in the two sensors and
select the hit pairs (referred to as ‘stubs’) compatible with particles above the chosen pT

179 An alternative option being considered is that of 50×50 μm2. Larger pixel sizes of 50×200 μm2 or
100×100 μm2 are being considered in outer barrel layers and outer rings of the endcap as a potential option to
reduce power consumption.
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threshold. A pT threshold of 2 GeV corresponds to a data volume reduction of roughly one
order of magnitude, which is sufficient to enable transmission of the stubs at 40MHz. The
‘stubs’ are used as input to the hardware trigger at Level-1 (L1), which enables track-finding
at L1 for all tracks with a pT of 2 GeV or above. To improve the ‘stub’-finding efficiency and
also to reduce material, the inner three outer tracker barrel layers, the TBPS, are made with
flat modules in the center and tilted modules in the regions with larger z.

ATLAS upgradeThe ATLAS collaboration will replace its ID with a new, all-silicon
tracker to maintain tracking performance in HL-LHC conditions.

The new ATLAS ITk will consist of a greatly enlarged pixel system extending to roughly
twice the radius and four times the length of the current pixel array, coupled with a much
more finely-segmented strip detector. In total, the coverage of the full radius of the inner
solenoid requires over three times the silicon area of the current detector.

The new system will consist of silicon barrel layers and disks (strips) or rings (pixels)
with the possibility of inclined pixel modules to better cover the transition from the barrel to
the end-cap regions. In detail, the strip detector has four barrel layers and six end-cap petal-
design disks, both having double modules each with a small stereo angle. The strip detector,
covering ∣ ∣h < 2.7, is complemented by a five-layer pixel detector extending the coverage to
∣ ∣h < 4. The combined strip-plus-pixel detectors provide a total of 13 hits for ∣ ∣h < 2.6, with
the exception of the barrel/end-cap transition of the strip detector, where the hit count is 11.

5.1.1.2. Calorimetry. Both the ATLAS and CMS calorimetry consist of ECALs and HCALs.
Different materials and designs are used for the two experiments.

CMS upgrade.For the CMS detector, the existing scintillating crystals in its ECAL
(ECAL) barrel (EB) will be kept for the duration of LHC. On the other hand, both front-end
and back-end electronics will be replaced [349], which allows for higher transfer rates and
more precise timing. The target timing resolution for the upgraded ECAL electronics is
∼30 ps for particles with p 30 GeVT , which is the fundamental limit allowed by hardware
and an order of magnitude smaller than the current limit. Current studies on the CMS HCAL
barrel radiation damage suggest there is no need for replacement at HL-LHC.

The CMS endcap calorimeter, including both the electromagnetic (EE) and the hadronic
sections, will be replaced with a high-granularity, silicon-based calorimeter (HGCAL). The
HGCAL, with fine granularity in both the lateral and longitudinal directions, enables 3D
imaging in reconstructing energy clusters. The intrinsic high-precision timing capabilities of
the silicon sensors will add an extra dimension to event reconstruction. The HGCAL is
expected to provide a timing resolution of ∼10 s of ps for high-energy particles with pT of
tens of GeV.

ATLAS upgrade.The ATLAS liquid argon (LAr) calorimeter will be improved in Phase
2 with an electronics upgrade that will provide optimized super cells and full-granularity data
to the trigger system by means of a new pre-processor. A similar upgrade of the ATLAS Tile
calorimeter readout will use on-detector digitization and a new back end pre-processor. Both
the LAr and Tile calorimeters expect to implement a 40MHz readout system for Phase 2. The
transmission of high-granularity calorimeter data (all cells with a transverse energy of two
times the noise threshold) drives the bandwidth requirement for the upgraded trigger and data
acquisition (TDAQ) system.

In addition, the outermost Tile calorimeter layer can be used to identify muons in the
range ∣ ∣h < 1.3 by better identifying particle energy depositions above the minimum ionizing
particle (MIP) threshold.
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5.1.1.3. Muon system. The MS will be upgraded at both experiments to meet HL-LHC
conditions, extend geometric coverage, and improve detector performance and trigger
capabilities.

CMS upgrade.For the CMS detector, its current MS consists of three different types of
muon detectors. In the barrel region, drift tubes (DTs) are installed along with resistive plate
chambers (RPCs). In the endcaps, there are cathode strip chambers (CSCs) together with
RPCs. At the HL-LHC, the existing muon detectors will be improved with upgraded
electronics to enable 40MHz readout, as well as improve the timing resolution from the
current 12.5–1 ns [350]. New muon detectors, namely gas electron multipliers and a new
version of RPCs, will be added to the endcaps, covering the regions of ∣ ∣h< <1.6 2.4.
Additional muon chambers, labeled ME0, will cover the very forward regions of

∣ ∣h< <2.4 2.8, a region also covered by the upgraded inner tracker. This will be used for
the muon trigger at L1. The additional muon detectors are essential to achieve a high trigger
efficiency with an acceptable rate, especially in the forward region. The additional hits in the
new endcap muon stations, combined with improved algorithms, permit efficient triggering
on displaced muon tracks even in the harsh environment of the HL-LHC.

ATLAS upgrade.Most of the front-end and detector readout of the ATLAS MS,
including the trigger electronics for the RPC, thin gap chambers (TGCs), and monitored drift
tube (MDT) chambers, will be replaced to face the higher trigger rates and longer latencies
necessary for the new Level-0 (L0) trigger required by the HL-LHC conditions. The MDT
chambers will be integrated into the L0 trigger in order to sharpen the momentum threshold.
Some of the MDT chambers in the inner barrel layer will be replaced with new, small-
diameter MDTs. Additional RPC chambers will be installed in the inner barrel layer to
increase the acceptance and robustness of the trigger, and some chambers in high-rate regions
will be refurbished. New TGC triplet chambers in the barrel–endcap transition region will
replace the current TGC doublets to suppress the high trigger rate from random coincidences
in this region. The electronics of all the sub-detectors will need to be replaced due to
obsolescence, aging, and radiation damage. During the Phase 1 upgrade (to take place from
2019 to 2021) the new small wheel chambers will replace the CSC and the MDT chambers of
the innermost endcap wheel by micromegas and small-strip TGCs. The replacement of the
MDT front-end readout will address the trigger rate and latency requirements of the TDAQ
system in Phase 2 and allow the use of MDT hit information to improve the muon pT
resolution in the L0 trigger. Additionally, in the upgraded detector all data from the barrel and
endcap detectors will be transmitted to FPGAs at L0, which can be used to implement more
advanced and flexible algorithms for muon reconstruction, including the use of neural
networks and/or dedicated tracking for non-pointing muons [354].

Some LLP scenarios (e.g. HV models [66]) predict muon-jet final states, which result in
collimated muons that are not identified with high efficiency by the current triggers (see
section 3.2). In figure 18, the opening angle between muons in a HV model is shown, for a
particular combination of particle masses and parameters. The di-muon separation is much
smaller than the current system can resolve (approximately 0.2 in Δf(μ, μ)). In the no-
upgrade scenario, these can only be recorded by the single muon trigger. In the upgraded
scenario, a dedicated trigger is under development for a dimuon trigger with a pT threshold of
≈ 10 GeV.

5.1.1.4. Timing detector. Precision timing can be provided by the aforementioned
calorimetry upgrades. However, the tens of ps timing resolution in the upgraded
calorimeters is only achievable for particles with energy above tens of GeV. Moreover,
timing information for delayed objects from calorimetry alone will be affected by the
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beamspot smearing, which corresponds to about 180 ps of uncertainty. Therefore, global
event timing with the ability to reconstruct the vertex time and exploit time information in
charged particle reconstruction requires a dedicated fast timing detector.

CMS upgrade.For the CMS experiment, the proposed MIP timing detector (MTD) will
comprise a barrel and an endcap region made up of a single layer device between the tracker
and calorimeters, and cover ∣ ∣h up to ∼3. In the barrel, the proposal is to adapt the present
Tracker Support Tube (TST) design by instrumenting the current location of the thermal
screen with a thin, actively-cooled, stand-alone (SA) detector, based on lutetium–yttrium
orthosilicate crystals activated with cerium (LYSO:Ce) and read-out with silicon
photomultipliers. The endcap region can be instrumented with a hermetic, single layer of
MIP-sensitive silicon devices with high timing resolution, with a pseudorapidity acceptance
from about ∣ ∣h = 1.6 to ∣ ∣h = 2.9. The MTD is designed to provide timing resolution of a few
tens of ps for charged tracks throughout the detector lifetime. The performance projection in
section 5.1.3 is evaluated with a 30 ps resolution for a pT threshold of 0.7 GeV in the barrel
and a p threshold of 0.7 GeV in the endcap, and covering the expected MTD fiducial region
of ∣ ∣h < 3.

ATLAS upgrade.The high-granularity timing detector (HGTD) is intended to distinguish
between collisions occurring very close in space but well-separated in time. Currently there is
not yet a TDR for this project. The current proposed detector design is based on low-gain
avalanche detector technology that will cover the ∣ ∣h region between 2.4 and 4, with a timing
resolution of 30 ps for MIPs. High-precision timing will improve the track-to-vertex
association in the forward region, impacting jet and lepton reconstruction, as well as offering
unique capabilities for online and offline luminosity determination.

5.1.1.5. Trigger. The ATLAS and CMS experiments adopt a two-level trigger system:the
hardware-based Level-1 trigger (L1) and the software-based high-level trigger (HLT).

CMS upgrade.For the CMS experiment, the L1 trigger currently only uses calorimeter
and muon information. At the HL-LHC, with the aforementioned outer tracker upgrade of pT
modules and stub-finding capabilities, tracking information will be included at L1 [352]. The

Figure 18. Opening angle between muons in a Hidden Valley model, where a sub-
GeV-mass particle decays to m m+ -. The opening angle is well below the resolution of
the current system. From [359].
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L1 track trigger uses parallel processing and pattern recognition on stub information to
achieve track finding at an output rate of 750 kHz.

The L1 tracking capability will be further complemented by the calorimeter and muon
upgrades, which provide more precise position and momentum resolution, calorimeter shower
shape, and more muon hits in the forward region. In the L1 trigger, the electron and photon
trigger algorithms for HL-LHC will use information from the ECAL as well as from the outer
tracking detectors. The algorithm should preserve the ability to reconstruct electromagnetic
clusters with pT above a few GeV with high efficiency (95% or greater above 10 GeV) as well
as achieve high spatial resolution which should be as close as possible to the offline
reconstruction. Following the upgrade of both on-detector and off-detector electronics for the
barrel calorimeters at the HL-LHC, the EB will provide energy measurements with a
granularity of (0.0174, 0.0174) in (η, f), as opposed to the current input to the L1 trigger
consisting of trigger towers with a granularity of (0.087, 0.087). The much finer granularity
and resulting improvement in position resolution of the electromagnetic trigger algorithms is
critical in improving electron/photon trigger efficiency and suppressing background at
high PU.

The L1 global trigger (GT) will be upgraded with more sophisticated and effective global
trigger calculations based on topology, plus an additional intermediate correlator trigger to
fully exploit the increased information in the trigger objects, such as matching tracking info
with finely-grained calorimeter information, or a combination of muon and track information.
The upgraded detector readout and DAQ systems will allow 12.5 μs latency and a L1 rate of
750 KHz; the latter may be substantially reduced by adding L1 tracking information matched
to improved L1 trigger objects from the calorimeters and MS. At the HLT, the processing
power is expected to scale up by PU and L1 rate, with an output rate of 7.5 kHz and up to
10 kHz.

ATLAS Upgrade.The ATLAS trigger and the data acquisition system are being planned
with the intention of fully exploiting the physics potential of the HL-LHC. A baseline
architecture has been proposed and documented in [354].

The hardware-based Level-0 Trigger system will be composed of separate calorimeter
and muon triggers, as well as a GT and Central Trigger syb-systems. The result of the Level-0
trigger decision is transmitted to the data acquisition system at 1 MHz, and is followed by an
upgraded Event Filter system to achieve a maximum stored event rate of 10 kHz.

The upgraded trigger system will take advantage of increased granularity provided by the
calorimeters, will improve efficiency for muon-based triggers and perform hardware-based
tracking profiting from the extended coverage of the planned silicon ITk. Options exist to
further develop a hardware-based track trigger for quicker and less CPU-intensive rejection of
the expected large increase in PU at the HL-LHC, to take full advantage of extended coverage
provided by the ITk. Such a hardware track trigger (HTT) would be an evolution of the
current ATLAS FTK reconstruction system.

5.1.2. Object performance: tracking and vertexing. The ability of the detectors to reconstruct
tracks and find vertices with high precision and efficiency in a high-density environment
underlies the experimental reach for displaced objects. This section reviews the ATLAS and
CMS experiments’ projected tracking performance at the HL-LHC, highlighting
improvements and new features with the upgrades.

5.1.2.1. CMS performance. L1 tracking.With the aforementioned tracker and L1 track
trigger upgrades, the CMS experiment will be able to do track finding at L1 as well as offline
at HL-LHC. Both L1 and offline tracking performance are discussed here.
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All L1 tracking studies have been performed assuming 3 GeV stub pT thresholds. In
figure 19, the L1 tracking efficiency for prompt muons and electrons for ¯tt events in a
scenario with 200 PU interactions per bunch crossing, on average, is presented. The tracking
efficiency for muons exhibits a sharp turn-on at the 3 GeV stub pT threshold, and saturates at
approximately 98%. The tracking efficiency for electrons turns on more slowly and flattens
out at 90%, mostly due to interaction with the detector material.

In figure 20, the L1 tracking resolutions of the pT and z0 parameters of muons with
>p 10 GeVT in ¯tt events is shown for various average PU scenarios. The resolutions are

defined in terms of an interval centered on the residual distribution that contains 68% or 90%
of the tracks. Loss in tracking efficiency due to truncation effects (where there is insufficient
time to transfer all the stub data) is determined from hardware and emulation to be at the level
of 10−3 when considering ¯tt samples with a PU rate of 200. As expected, resolutions degrade
at forward pseudorapidity due to a corresponding increase in multiple scattering. In general,

Figure 19. Left:L1 tracking efficiency versus generated particle pT for ∣ ∣h < 2.4.
Right:L1 tracking efficiency versus η for >p 3 GeVT . Results for muons (electrons)
are shown as filled black (open red) circles, and are produced with ¯tt events in a
scenario with 200 pile-up events per bunch crossing, on average [348].

Figure 20. Relative pT (left) and z0 resolution versus pseudorapidity for muons in
¯tt events with zero (black dots), 140 (red triangles), and 200 (blue squares) pile-up
events per bunch crossing, on average. Results are shown for scenarios in which
truncation effects are (markers) or are not (lines) considered in the emulation of L1
track processing. The resolutions correspond to intervals in the track parameter
distributions that encompass 68% (filled markers and solid lines) or 90% (open markers
and dashed lines) of all tracks with >p 3 GeVT [348].
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L1 parameter resolutions are excellent, which will provide for robust trigger object matching
and charged particle reconstruction in the L1 trigger.

Offline tracking.Preliminary results on the offline tracking performance over the full
acceptance of the CMS tracker are excellent, with further improvements expected as the
detector design and simulation algorithms are optimized. In figure 21, the resolution of the
transverse momentum and the transverse impact parameter for single muons with

=p 10 GeVT as a function of the pseudorapidity, both with the current detector and after
the implementation of the HL-LHC upgrades, is shown. The better hit resolution of the HL-
LHC tracker and the reduction of the material budget result in a significantly improved pT
resolution. The transverse impact parameter resolution is also improved with respect to the
current detector, ranging from below 10 μm in the central region to about 20 μm at the edge
of the acceptance.

For ¯tt events, the efficiency to identify the PV correctly is ∼95% at an average PU level
of 140, and ∼93% at an average PU level of 200. The vertex algorithm used is the same as the
one used in Run 2 for a PU of about 35, therefore it is not yet optimized for vertex
reconstruction at very high PU. In figure 22 the resolution of the vertex position in the x, y,
and z coordinates is shown as a function of the number of tracks associated to the vertex. The
vertex position resolution is almost independent of the amount of PU in the event and the
longitudinal resolution is only 50% worse than the transverse one, as expected given the pixel
dimensions of the inner tracker modules.

Given that the CMS HLT tracking is based on the offline tracking code, a similar level of
performance is expected. Because of HLT time constraints, a parallelization of the algorithms
is already under development and will be applied also in the HLT track reconstruction at
HL-LHC.

5.1.2.2. ATLAS performance. Excellent tracking performance is also expected with the ITk
upgrade of the ATLAS experiment for the HL-LHC era. The left panel of figure 23 shows the
track reconstruction efficiency for jets in ¯¢ Z t t events with 200 PU for different η ranges.
The right panel of figure 23 shows the fake rate for reconstructed tracks in ¯tt events, and there

Figure 21. Relative resolution of the transverse momentum (left) and transverse impact
parameter (right) as a function of the pseudorapidity for the current (black dots) and the
upgraded (red triangles) CMS tracker, using single isolated muons with a transverse
momentum of 10 GeV [348].
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is clearly substantial improvement over the Run 2 detector performance along with the
improved coverage in the forward region.

In figure 24, the resolution of the transverse momentum and the longitudinal impact
parameter for single muons with various pT values is shown as a function of the
pseudorapidity both with the current detector and projections for after the HL-LHC upgrade
using digital clustering to find the tracks. The improvement is even more marked with
analogue clustering:the transverse and longitudinal impact parameter resolutions are shown
for different pixel pitches in figure 25.

5.1.3. Upgrade projection: LLP searches. Searches for LLPs are well motivated by various
classes of extensions of the SM, discussed at length in chapter 2.2. Often, the production cross
section for such processes is expected to be very small. The HL-LHC will allow for the

Figure 22. Vertex position resolution in x and y (left) and z (right) as a function of the
number of tracks associated to the vertex, for ¯tt events with an average of 140 (full
circles) and 200 (open circles) pile-up interactions per bunch crossing [348].

Figure 23. Left: track reconstruction efficiency for tracks in jets from ¯¢ Z tt with 200
average pile-up events. The efficiency is shown as a function of jet pT for different η
ranges, and =¢M 5 TeVZ . Right: fake rate for tracks in ¯tt events with 200 average pile-
up events using ITk; Run 2 detector results are shown for comparison. Both figures are
from [353].
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collection of much larger data sets needed to reach better sensitivity to such BSM scenarios.
The prospects are further strengthened with detector and trigger upgrades. This section
discusses these potential improvements, and presents sensitivity projections on a number of
benchmark LLP search channels with the aforementioned upgrades at the HL-LHC.

5.1.3.1. Heavy stable charged particles in CMS. A number of new physics scenarios give
rise to HSCPs with long lifetimes that move with subrelativistical speed through the detector,
heavily ionizing the sensor material as they pass through. In split SUSY models, the

Figure 24. Resolution of the transverse momentum (left) and longitudinal impact
parameter (right) as a function of the pseudorapidity for the current (solid line) and the
upgraded (points) ATLAS tracker [353].

Figure 25. Track parameter resolutions using analogue clustering for (left) transverse
impact parameter; (right) longitudinal impact parameter. The resolutions are shown for
single muons with =p 100 GeVT . The results of ITk are shown for m´25 100 m2

and m´50 50 m2 pixels, along with the current Run 2 detector performance [353].
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supersymmetric particles known as the stau (t̃) and the gluino (g̃) can have such characteristic
signatures. The relevant simplified models are described in sections 2.4.2–2.4.3, and current
searches are described in section 3.5.1.1.

Sensitivity projection with tracker upgrade.Depending on the mass and charge of the
new particles, HSCPs experience anomalously high energy losses through ionization (dE/dx)
in the silicon sensors with respect to the typical energy losses of SM particles, as can be seen
in figure 26 (left). At the CMS experiment, the current strip tracker features analog readout.
Furthermore, the pixel detector featured analog readout during Phase 0 in 2016 and before,
and currently features digital readout during Phase 1, which started at the beginning of the
2017 LHC run. Therefore, these detectors allow for excellent dE/dx measurements.

At the HL-LHC, the upgraded CMS inner pixel detector will continue providing dE/dx
measurements, enabled by its time-over-threshold readout, while the outer tracker cannot
provide such information, given that the readout is binary. To increase the sensitivity for
signatures with anomalously high ionization loss, a second, programmable, threshold has
been implemented in the short strip ASICs of the PS modules of the outer tracker, and a
dedicated readout bit signals if a hit is above this second threshold.

Searches for HSCPs can thus be performed by measuring the energy loss in the inner
pixel detector and by discriminating HSCPs from minimum ionizing particles based on the
‘HIP flag’ in the outer tracker. The threshold of the minimum ionization needed to set the HIP
flag is an adjustable parameter in each PS module independently. A threshold corresponding
to the charge per unit length of 1.4 MIPs, resulting from preliminary optimization studies, is
used in the simulation, and the gain in sensitivity obtained by using the HIP flag is studied.

Figure 26. Left:distribution in CMS of the dE/dx discriminator versus track
momentum (p) for tracks with high momentum (pT>55 GeV) in background events
(red) and for candidate signal particles. Pair produced t̃S with a mass of 871 GeV
(blue), and a gluino with a mass of 1400 GeV (green), are shown. Right:the
performance of the dE/dx discriminator for selecting gluinos in events at rates of 0 pile-
up (PU) and 200 PU. The signal versus background efficiency performance curves for a
discriminator making use of both the pixel information and the outer tracker HIP flag
(red and magenta) demonstrate a better performance compared to a discriminator
trained to exploit only the dE/dx information from the pixel modules (blue and green),
for a background rejection of 10−6 [348].
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An estimator of the degree of compatibility of the track with the MIP hypothesis is
defined to separate candidate HSCPs from tracks from SM background sources. The high
resolution dE/dx measurements provided by the inner pixel modules are used for the
computation of the dE/dx discriminator. The tracks in background events have a low number
of HT clusters with HIP flag, compared to those observed for tracks in HSCP signal events
and slow-moving protons and kaons in minimum bias events.

In figure 26 (right), the performance of the discriminator is shown by evaluating the
signal versusbackground efficiency curves to identify tracks from signal events and reject
those originating from backgrounds. The performance curves are evaluated for two different
strategies for the discriminator: the dE/dx discriminator, which relies solely on the inner pixel
modules (dE/dx-only, ignoring the HIP flags), and a recomputed discriminator which
includes the HIP flags from the outer tracker PS modules (dE/dx + HIP flags). The signal
versus background efficiency performance curves demonstrate that for a background
efficiency of 10−6, analogous to the current analysis performance, the +E xd d HIP-based
discriminator leads to an expected signal efficiency of 40%, around 4–8 times better than the
dE/dx-only discriminator. In the dE/dx-only scenario, the efficiency for the HSCP signal is
about 8 times smaller than that obtained in current data. The inclusion of the HIP flag for the
PS modules of the Outer Tracker restores much of the efficiency, so that the same sensitivity
as in Phase 1 will be realized with about four times the luminosity of Phase 1. The Phase 1
sensitivity will be surpassed with the full expected integrated luminosity of the HL-LHC. This
study demonstrates the critical impact of the HIP flag in restoring the sensitivity of the CMS
tracker for searches for HIPs in the HL-LHC era.

Additionally, the current CMS inner pixel detector provides measurements of charge
deposits in each pixel up to 9600 electrons over a range of 4 bits in the digitizer. While it may
be difficult to increase the number of bits used to store the charge information due to data rate
constraints, it is possible to adopt a dual-slope mapping from charge deposit to ADC counts in
the digitizer, which will preserve the granularity for lower charge deposits, while giving more
information for HIPs such as HSCPs. This option is currently being studied to evaluate the
potential improvement to dE/dx measurements. Furthermore, tuning of the HIP flag threshold
may bring additional improvements.

HSCP trigger with muon detector upgrade.The upgrade of the RPC system will allow
the trigger and identification of slowly moving particles by measuring their TOF to each RPC
station with a resolution of ( ) 1 ns. The new RPC detectors have a two-end strip readout,
which provides precise measurements of the hit position in the local y or the global η

coordinate. The speed of muon-like particles and the time (bunch crossing) of their origin will
be computed with a fast algorithm to be implemented in the Level-1 trigger at the HL-LHC.

The RPC detectors are synchronized to register muons moving at the speed of light with
a local time equal to zero with respect to the collision event that produced the trigger. Slow-
moving particles, as HSCPs, will arrive with a delay depending on their speed as shown in
figure 27. This time delay, measured by each RPC layer crossed by the HSCP, is exploited in
order to trigger on and reconstruct such particles.

The principles of the proposed HSCP trigger algorithm are illustrated in figure 28. In this
figure, the vertical axis is the time of signals measured in RPC chambers, as synchronized so
that muons moving nearly at the speed of light from a particular collision are measured at the
time of the collision. The horizontal axis is the distance from the collision point to the position
of the RPC at which the time is measured. The diagram shows three successive bunch
crossings, two of which contain muons represented at horizontal lines. The diagram also
shows the RPC time measurements from two HSCPs having slopes different from zero due to
their traveling significantly slower than the speed of light. The time delay Δt is related to the
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Figure 27. RPC hit time measurement distribution in CMS for muons from Z → μμ
events and for semi-stable t̃ particles with m≈1600 GeV, produced in ˜ ˜ttpp
processes [350].

Figure 28. Diagram showing times measured at different RPC stations for particles
originating at different bunch crossings and with different velocities in CMS. The x-
axis represents the distances from IP to RPC detectors, while the y-axis corresponds to
time. The clock at each RPC station is tuned so that particles moving with the speed of
light are registered with the exact same ‘local’ times. Hence, relativistic particles are
represented by horizontal lines on this diagram [350].
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speed v of an HSCP via the following equation:

⎜ ⎟⎛
⎝

⎞
⎠ ( )D = -t d

v c

1 1
. 5.1

Here d is the distance between the IP and the point where an HSCP crosses an RPC. For
RE4/1 chambers and β=v/c=0.2, the delay time is > 6 bunch crossings, comparable to
150 ns.

A penetrating charged particle leaves a trail of hits in RPC chambers along its trajectory.
The TOF can be computed in each RPC station with respect to a number of bunch crossing
hypotheses. Should there be a common velocity solution, derived from equation (5.1), with
β<0.6, a trigger is formed. For β>0.6, the delays are small and can be handled by the
Phase 1 trigger. The performance of this algorithm has been studied with the CMS full
simulation. All the detector effects (e.g. electronics jitter, signal time propagation along strips)
are considered. A particle-speed measurement resolution is shown in figure 29 (right) for the
case of 25 ns signal sampling time (Phase 1) and 1.56 ns sampling time provided with the
upgraded RPC Link Board System. For both plots, an HSCP signal is shown.

The efficiency of the RPC-HSCP algorithm as a function of β is studied and compared
with the standard L1 muon trigger. The results are shown in figure 29 (right). The current
CMS-HSCP Phase 1 trigger performs well down to β≈0.75. The upgraded RPC Link Board
System will allow for the triggering, at the correct bunch crossing, on possible HSCPs with
velocities as low as β∼0.25.

Possible improvements for this trigger proposal in the β measurement could be achieved
by matching tracks in the track trigger to the HSCP muon trigger.

5.1.3.2. Displaced muons in CMS. Many BSM theories predict particle decays with
displaced muon or muon pairs in its final state, such as dark SUSY and GMSB with smuons.
In order to demonstrate the physics potential of displaced muons at the HL-LHC with the
CMS detector, a particular SUSY model is selected where the displaced signature consists of
a dimuon final state emerging from the decay of heavy sparticles (smuons). Searches for the
direct production of heavy sparticles with long lifetimes are difficult in the present LHC runs,
owing to small cross sections and limited integrated luminosity, and will only become
possible at the HL-LHC.

Figure 29. Left:resolution of a particle-speed measurement at L1 trigger with Phase 1
and upgraded RPC Link Board System. Right:the efficiency as a function of β of the
standard L1 muon trigger without any pT threshold, and the RPC-HSCP Phase 2 trigger
with 1.56 ns sampling time. For both plots, an HSCP signal is shown [350].
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In GMSB models, smuons can be (co-)NLSPs (next to lightest supersymmetric particles)
and decay to a muon and a gravitino [360]. When the slepton is long lived, the final state
signature is two displaced oppositely charged muons and significant missing transverse
energy. The smuon pair production has the advantage that it can be characterized by a very
clean final state topology, and we will therefore focus on the process ¯ mmqq , where the
two smuons decay far from the primary interaction vertex. For this process, the muon ∣ ∣d0 can
reach up to approximately one meter (or longer) for sufficiently large lifetimes, as shown in
figure 30 (left). Figure 30 (right) compares the number of hits created by these displaced
muons in the CMS MS in Phase 2 and the current CMS detector. The hits plotted here are
those associated with the DSA muon tracks, which is a muon track reconstruction algorithm
specifically designed for displaced muons that can only be reconstructed in the MS [335].

Standard triggers and reconstruction algorithms that use the position of the PV will not
efficiently reconstruct tracks with large impact parameters. Consequently, triggering on and
reconstructing muons produced far from the IP is challenging and requires dedicated triggers
and reconstruction algorithms. The upgrades to the MS in CMS, as well as the L1 tracking
capabilities, significantly improve the experiment’s ability to search for displaced muons at
the HL-LHC.

Triggering on displaced muons.The momentum resolution of the L1 muon trigger for
muons coming from the PV will be greatly improved by adding information from the L1 track
trigger, discussed previously. The L1 track trigger can also be directly combined with trigger
primitives at the first stage of the muon track-finder electronics; this would mirror the offline
reconstruction of ‘Tracker Muons’ which improve the efficiency for very low-pT muons,
especially in the barrel region.

To trigger on both prompt and non-prompt muons effectively at L1, a SA L1 muon
generates two pT measurements for each muon, prompt and non-prompt, which are matched
with L1 tracks. If the track match is successful, the L1 track trigger pT is used and a prompt

Figure 30. Left:the muon transverse impact parameter, ∣ ∣d0 , for several simulated
smuon decay lengths, cτ, at the generator level. Right:distribution of the minimum
number of valid hits in the CMS Phase 2 muon system for a SUSY m with

 =mm 500 GeV and τ=1000 mm for the Run 2 (blue) and Phase 2 (red)
detectors [350].

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

79



candidate is formed. If the match is unsuccessful and the muon is not vetoed by L1 tracks, the
non-prompt L1 muon pT is used to form a displaced muon candidate. Figure 31 shows good
performance for displaced muons with this method, i.e. there is a reasonably high efficiency
and a trigger rate for a single muon trigger of around 10 kHz under HL-LHC conditions.
Further improvements to the algorithm are underway to accommodate high PU conditions.
The upgrade of the RPC system will allow slowly-moving particles to pass the trigger and be
identified by measuring their TOF to each RPC station with a resolution of ( ) 1 ns. The
speed of muon-like particles and the time (bunch crossing) of their origin will be computed
with a fast algorithm to be implemented in the L1 trigger for the HL-LHC.

Reconstruction.A dedicated muon reconstruction algorithm was designed for non-
prompt muons that leave hits only in the MS. This DSA algorithm is seeded by groups of
track segments in the muon chambers. For each seed, a muon track is reconstructed with the
same Kalman-filter technique as for the standard SA muon reconstruction algorithm, but
without constraining the IP. Figure 30 (right) shows the distribution of the number of hits in
the Run 2 and HL-LHC detectors for displaced muons. The impact of the new stations is
clearly visible. The charge mis-identification probability is expected to further decrease with
the additional hits.

Sensitivity projection with a GMSB model.To study the impact on physics sensitivity, a
particular GMSB model is selected where the displaced signature consists of a dimuon final
state plus gravitinos, emerging from the decay of heavy long-lived sparticles (smuons), where
the gravitinos escape detection. This maps to the direct pair production simplified model with
neutral LLP decays to muon + invisible in section 2.4. This signal can serve as a proxy for
other models with two LLPs decaying into muons. The final-state signature is then given by
two displaced, oppositely-charged muons and significant E T. Example LLPs with cτ=10,
100, 1000 mm and several mass hypotheses (0.2, 0.5, 1 TeV) are simulated.

The main background for this search comes from multi-jet production (QCD),
¯tt production, and Z/DY→ℓℓevents where large impact parameters are (mis)reconstructed.
Cosmic-ray muons have been studied in Run 2 and these studies can be directly applied to
Phase 2 running. In the barrel, they are efficiently rejected by the timing of the hits in the
upper leg. Cosmic-ray muons do not originate at the vertex and therefore pass the upper-
barrel sectors in reverse direction from outside in. The fraction of cosmic-ray muons in the
endcaps is negligible.

Given the very low cross section of the signal process, it is essential to reduce the
background efficiently. The best background discriminator is the impact parameter

Figure 31. L1 Muon trigger rate (left) and efficiency (right) versus muon pT threshold
for the barrel displaced muon algorithm [350].
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significance d0/σ(d0)�5. Given the signal kinematics, the muons from a signal process are
expected to move in roughly opposite directions and E T can be expected to be larger than
50 GeV. After this selection the signal efficiency is about 4%–5% for cτ≈1000 mm, nearly
independent of the smuon mass, and 10−5

–10−4 for QCD, ¯tt , and DY backgrounds.
In figure 32, the expected exclusion limits are shown for the GMSB model in which the

smuon is a (co-)next-to-lightest supersymmetric particle (NLSP, where ‘LSP’ indicates the
lightest supersymmetric particle), for the predicted cross section as well as for a factor 100
larger cross section. The exclusion limits are shown as functions of smuon mass in figure 32
(left) and decay length in figure 32 (right).

The sensitivity depends on cτ because shorter decay lengths shift the signal closer to
background. In figure 32 (right), the resulting physics sensitivities in terms of production
cross section for the HL-LHC, normalized to 3000 fb−1, are shown for the dedicated
reconstruction of displaced muons and for the standard reconstruction. Also shown is the
expected sensitivity at the end of Phase 1. Systematic uncertainties for the Phase 1 scenario
are taken from current Run 2 analyses and adapted for expected HL-LHC conditions based on
the assumptions of reduced systematics described in [361]. Clearly, only the HL-LHC will
allow this process to be studied. The expected exclusion limit is around 200 GeV for
cτ=1000 mm with 3000 fb−1. This also illustrates the importance of keeping lepton trigger
thresholds at several tens of GeV, even in the environment of 200 PU interactions per bunch
crossing. Similarly, the discovery sensitivity is assessed assuming that a signal is present in
data, and is shown as a function of smuon decay length in figure 33.

Sensitivity projection with a dark SUSY model.The analysis presented above was
reinterpreted using a Dark SUSY model [30, 155], in which an additional dark UD(1)

Figure 32. The 95% C.L. projected upper limits at CMS for ¯  mm m m 
~

qq G, for
various mass hypotheses for cτ=1 m (left), and as a function of the decay length for
mm =200 GeV (right). In both panels, the theoretical cross section for the specific

model is represented by the blue solid line. For different SUSY breaking scales, tanβ
or otherwise modified parameters, the cross sections may be 100 times larger, reflected
by the blue dashed–dotted line. Green (yellow) shaded bands show the one (two) sigma
range of variation of the expected 95% C.L. limits. Phase 2 results with an average of
200 pile-up collisions per bunch crossing and an integrated luminosity of 300 fb−1are
compared to results obtained with 300 fb−1. The black line shows the sensitivity
without the DSA algorithm, which reduces the reconstruction efficiency by a factor
three [350].
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symmetry is added as a supersymmetric SM extension. Breaking this symmetry gives rise to
an additional massive boson, the so-called dark photon (γD), which couples to SM particles
via a small kinetic mixing parameter ò. If ò is very weak, the lifetime of the dark photon can
range from a few millimeters up to several meters. The lower ò, the longer is the dark photon
lifetime which then decays displaced from the PV. A golden channel for such searches is the
decay to displaced muons.

In the model studied here [362], dark photons are produced in cascade decays of the SM
Higgs boson that would first decay to a pair of MSSM-like lightest neutralinos (n1), each of
which can decay further to a dark sector neutralino (nD) and the dark photon.

For the branching fraction BR(H → 2γD+X), where X denotes the particles produced
in the decay of the SM Higgs boson apart from the dark photons, 20% is used. Neutralino
masses m(n1)=50 GeV and m(nD)=1 GeV are assumed. Final states with two and four
muons are included in the analysis. In the former case, one dark photon decays to a pair of
muons while the other dark photon decays to some other fermions (2-muon final state). In the
latter case, both dark photons decay to muon pairs (4-muon final state).

The main background for this search comes from multi-jet production (QCD),
ttbarproduction, and Z/DY → ℓℓ events where large impact parameters are (mis)
reconstructed. Cosmic ray muons can travel through the detector far away from the PV
and mimic the signature of displaced muons. However, thanks to their striking detector
signature, muons from CRs can be suppressed by rejecting back-to-back kinematics.

Figure 33. The projected discovery sensitivity at CMS for ¯  mm m m 
~

qq G, as a
function of the decay length for mm =200 GeV. Together with the discovery
sensitivity the corresponding p-value is shown. Phase 2 results with an average of 200
pile-up interactions per bunch crossing and an integrated luminosity of 3000 fb−1are
compared to results obtained with 300 fb−1. The black line shows the sensitivity
without the DSA algorithm, which reduces the reconstruction efficiency by a factor
three [362].
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For each event, at least two DSA muons are required. If more than two, the ones with the
highest pT are chosen. The two muons must have opposite charge ( · = -m mq q 1,1 ,2 ) and must

be separated by f hD = D + D >R 0.052 2 . The three-dimensional angle between the two
displaced muons is required to be less than π−0.05 (not back-to-back) in order to suppress
CR backgrounds. Additionally, E 50 GeVT is imposed to account for the dark neutralinos
escaping the detector without leaving any signal.

In order to discriminate between background and signal, the three-dimensional distance
from the PV to the point of closest approach of the extrapolated displaced muon track, called
RMuon, is used. The event yield after full event selection of both selected muons as a function
of -RMuon 1 and -RMuon 2 is used to search for the signal. The left panel of figure 34 shows

-RMuon 1 of the first selected muon for signal and background samples.
The search is performed using a simple counting experiment approach. In presence of the

expected signal, significance of the corresponding event excess over the expected background
is assessed using the likelihood method. In order to evaluate the discovery sensitivity the
same input is used as in the limit calculation, now with the assumption that one would have
such a signal in the data. The discovery sensitivity is shown in the two-dimensional gm

D
– tc

plane in the right panel of figure 34. This search is sensitive to large decay length of the dark
photon.

In absence of a signal, upper limits at 95% C.L. are obtained on a signal event yield with
respect to the one expected for the considered model. A Bayesian method with a uniform
prior for the signal event rate is used and the nuisance parameters associated with the
systematic uncertainties are modeled with log-normal distributions. The resulting limits for
the Dark SUSY models are depicted in figure 35. While the results shown in the left panel of
figure 35 are for a dark photon with a decay length of 1 m as a function of the dark photon
mass, the right panel of figure 35 shows the results for a dark photon mass of 20 GeV as a
function of the decay length [362].

Figure 34. Left:distance of the closest approach of the displaced muon track with
maximum pT to the primary interaction vertex, -RMuon 1, for signal and background
after the final event selection. Right:parameter scan in the - g m

D
plane. The grey

lines indicate the regions of narrow hadronic resonances where the analysis does not
claim any sensitivity [362].
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5.1.3.3. Displaced photons at CMS. A number of new physics scenarios predict new
particles that, upon decay, result in displaced photons in the final state (see sections 2.4 and
3.4). At the CMS experiment, with the scintillating crystal design of the ECAL that provides
excellent resolution but lacks pointing capability, the photon arrival time in the ECAL is the
main observable used to distinguish signal from background in displaced photon searches.

One benchmark model for displaced photon searches is the GMSB model where the
lightest neutralino (c̃0

1) is the NLSP, can be long-lived, and decays to a photon and a gravitino
(G̃), which is the LSP, as illustrated in figure 36 (left). For a long-lived neutralino, the photon
from the ˜ ˜c g +G0

1 decay is produced at the c̃0
1 decay vertex, at some distance from the

beam line, and reaches the detector at a time later than that of prompt, relativistic particles
produced at the IP. The time of arrival of the photon at the detector can be used to
discriminate the signal from the background. The aforementioned upgrade to the ECAL
electronics in the barrel region, and the HGCAL upgrade in the endcaps, will improve photon
timing resolution at HL-LHC by an order of magnitude to as little as ∼ 30 ps for photons with
pT of tens of GeV or above, hence significantly improve the experimental reach of displaced
photon searches.

Moreover, the proposed MTD will be able to provide another dimension of information
to reconstruct LLP decays. The TOF of the photon inside the detector is the sum of the TOF
of the neutralino before its decay and the TOF of the photon itself, until it reaches the
detector. Since the neutralino is a massive particle the latter is clearly negligible with respect
to the former. In order to be sensitive to short neutralino lifetimes of order 1 cm, the
performance of the measurement of the photon TOF is a crucial ingredient of the analysis.
Therefore, the excellent resolution of the MTD apparatus can be exploited to determine with
high accuracy the TOF of the neutralino, and similarly the photon, also in case of a short
lifetime.

Figure 35. Upper limits at 95% C.L. on production cross section s stheory for various
dark photon mass hypotheses and a fixed decay length of cτ=1000 mm (left) and a
fixed mass of =gM 20 GeV

D
(right). Green and yellow shaded bands show the one and

two sigma range of variation of the expected 95% C.L. limits, respectively. The grey
lines indicate the regions of narrow hadronic resonances where the analysis does not
claim any sensitivity [362].
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An analysis has been performed at generator level in order to evaluate the sensitivity
power of a search for displaced photons at CMS in the scenario where a 30 ps timing
resolution is available from the MTD [351]. The events were generated with Pythia 8 [219],
exploring neutralino lifetimes (cτ) in the range 0.1–300 cm. The values of the Λ scale
parameter were considered in the range 100–500 TeV, which is relevant for this model to be
consistent with the observation of a 125 GeV Higgs boson. After requiring the neutralino to
decay within the CMS ECAL acceptance and the photon energy being above a ‘trigger-like’
threshold, the generator-level photon TOF was smeared according to the expected
experimental resolutions. A cutoff at a photon time greater than 3σ of the timing resolution
is applied and the ‘signal region’ is assumed to be background free to estimate the sensitivity.
The signal efficiency of such a requirement is computed and translated, assuming the
theoretical cross sections provided in [66], to an upper limit, at 95% C.L., on the production
cross section of the ˜ ˜c g +G0

1 process.
In figure 36 (right), the analysis sensitivity in terms of the Λ scale (and therefore of the

neutralino mass) and lifetime is shown for three different assumptions on the timing
resolution. The 300 ps resolution is representative of the TOF resolution consistent with
current CMS detector performance. The 180 ps resolution is representative of the TOF
resolution of the upgraded CMS detector without the MTD, in which case the TOF
measurement will be dominated by the time spread of the luminous region. The vertex timing
provided by the MTD detector will bring the TOF resolution to about 30 ps. As visible in the
figure, a full-scope upgrade of the CMS detector with photon and track timing will provide a
dramatic increase in sensitivity at short lifetimes and high masses, even with the first 300 fb−1

of integrated luminosity.

5.1.3.4. Displaced jets in ATLAS. Neutral LLPs that can decay into jets displaced from the
proton–proton IP arise in many BSM theories (see chapter 2 for an extensive discussion). For
example, in hidden sector models a new set of particles and forces is proposed that is weakly
coupled to the SM via a communicator particle. The hidden sector is otherwise invisible to the
SM sector, but its particles (some of which can be long-lived) may decay to SM particles via

Figure 36. Left:diagrams for a SUSY process that results in a diphoton final state
through gluino production at the LHC. Right:sensitivity to GMSB ˜ ˜c g +G0

1

signals expressed in terms of neutralino lifetimes for 300, 180 and 30 ps resolution,
corresponding to the current detector, the HL-LHC detector with photon timing without
MTD and with MTD, respectively [351].
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the communicator. The lifetimes of these LLPs are typically unconstrained and could be long
enough for the LLPs to decay inside the ATLAS detector volume. Such particles produce
unique signatures which may have been overlooked by more traditional searches for new
physics. One ATLAS search for such displaced jet signatures focuses on LLPs which decay in
the ATLAS HCal and consequently deposit most of their energy there and very little or none
in the ECAL, and also have few or no charged tracks pointing at the hadronic energy deposits.
A signature-driven trigger that optimizes the acceptance for this class of events is required for
the online selection.

The existing ATLAS analysis described in section 3.1 can likely be improved by planned
upgrades by using HCal information splitting the B-C layers in the calorimeter to identify the
LLP decay position. The splitting between B-C layers will provide more information on the
longitudinal shower profile, seefigure 37.

This analysis uses a hidden sector benchmark model and considers the decay of a heavy
boson to two long-lived neutral scalars; this maps to the simplified model with Higgs boson
production of hadronically decaying LLPs in section 2.4. The heavy scalar bosons decaying
into LLPs have masses ranging from 125 to 1000 GeV, and the LLP scalars have masses
ranging between 5 and 400 GeV. Background processes, dominated by QCD dijet production,

Figure 37. Simulation projections of the sensitivity of the ATLAS experiment upgrade
plans to neutral LLPs. Top: the fraction of the jet energy deposited in the A-layer (left)
and BC-layers (right) of the ATLAS tile calorimeter as a function of the transverse
decay position of the LLP in events with a 125 GeV Higgs-like boson decaying to two
40 GeV LLPs. Bottom: the same for events with a 600 GeV Higgs-like boson decaying
to two 50 GeV LLPs.
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are suppressed in this analysis by requiring both scalars to decay in the calorimeter. Final
results of the sensitivity projections are pending.

5.1.3.5. Disappearing tracks. In the ATLAS experiment, the planned ITk upgrade of the
tracking volume for the HL-LHC can be exploited to improve the existing searches for BSM
particles with a DT [353].

Such particles are predicted by many well-motivated supersymmetric models such as
anomaly-mediated SUSY-breaking scenarios, where the supersymmetric partners of the SM
W bosons, the wino fermions, are the lightest SUSY state. In such models, the lightest
neutralino and chargino can be nearly mass-degenerate, with a mass splitting around
160MeV, and the chargino is consequently long lived. The combination of long lifetime and
boost when produced in a high-energy collider allows the chargino to leave multiple hits in
the traversed tracking layers before decaying. When performing searches for such signatures
in ATLAS, selected events are typically required to contain at least one short track, hereafter
called a tracklet. To study how such searches can be improved with the ITk upgrade, some
assumptions have been made for simulating events and projected detector response. The
detector response is parametrised by using response functions based on studies performed
with Geant4 simulations of the upgraded detector in high-luminosity PU conditions.

The tracklet reconstruction efficiency for signal charginos as a function of the decay
radius inside the detector is shown in figure 38. A 30% systematic uncertainty on the
background yields is assumed, as observed for the Run 2 analysis. The expected background
is largely dominated by fake tracklets due to random crossings.

Expected limits at 95% C.L. are shown in figure 39 as a function of the chargino mass
and lifetime for a pure wino and a pure Higgsino LSP scenario. For comparison, the current
Run 2 limit for 36.1 fb−1 in the wino LSP scenario is also shown. The HL-LHC dataset of
3000 fb−1 extends the sensitivity of neutrinos and charginos up to 250 GeV, assuming a pure
Higgsino scenario.

Figure 38. Reconstruction efficiency of the disappearing chargino as a function of
decay radius using two track reconstruction techniques:‘tracklets’ refers to the short
tracks mentioned in the text, while ‘tracks’ refers to standard track reconstruction. The
corresponding reconstruction efficiencies for Run 2 are also shown [353].
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5.1.3.6. Displaced vertices in ATLAS. Massive, LLPs with lifetimes of the order of O(10) ps
to O(10) ns can decay inside the inner tracker into charged and stable particles. The products
of these decays are reconstructed as tracks with measurably distant impact parameters with
respect to the IP. The reconstruction of such displaced tracks is very challenging compared to
the track reconstruction of prompt particles, due to fewer hits along the track and a larger
parameter phase space for track finding. In order to identify a DV, one must first identify the
tracks from the decaying LLP.

Several physics models predict the existence of long-lived, massive particles. For
example, a standard SUSY scenario can contain a gluino with a mass of 2 TeV and a lifetime
of 1 ns. The long-lived gluino hadronises into an R-hadron, which then decays into a 100 GeV
neutralino and hadrons.

In ATLAS, this topology has been investigated in Run 2 by using a dedicated algorithm
for reconstructing DV [255]. The performance expected to be achieved for the ITk upgrade
for this signal has been tested with a simplified simulation which has a description of the ITk
active sensors and a modeling of the magnetic field. The kinematics and location of the decay
products of the R-hadron are injected into the simulation and their trajectories are extrapolated
through the detector model. The probability of producing at least seven silicon hits in the ITk
geometry is shown in figure 40 for a 2 TeV R-hadron with τ=1 ns. The increased volume
and number of ITk layers leads to improved efficiency for the reconstruction of tracks from
DV (and hence the vertices themselves) out to radial distances of up to 550 mm. The
increased number of silicon layers also gives more room to veto tracks with missing hits,
further suppressing backgrounds.

5.1.3.7. LLP searches with precision timing at CMS. The CMS MTD will provide new,
powerful information in searches for LLPs. In addition to the aforementioned displaced
photon search, the additional timing information can be used to provide full kinematic
reconstruction of LLP decays, and can be a powerful tool in background suppression.

Possible improvements in the ability to reconstruct LLP mass.A precision MTD allows
each reconstructed vertex to be assigned a time and therefore to measure the TOF of LLPs
between primary and secondary vertices. Using the measured displacement between primary
and secondary vertices in space and time, the velocity of an LLP in the laboratory frame,


b

p
LAB

(or, equivalently, the boost γ p), can be measured. In such scenarios, the LLP can decay to

Figure 39. Projected 95% C.L. limits on a degenerate chargino-neutralino scenario
assuming the chargino is a (left) pure wino; (right) pure neutralino. The limits include
both pair production ˜ ˜c c+ -

1 1 and associated production ˜ ˜c c1 1
0 (the Higgsino model also

includes the ˜ ˜c c1 2
0 mode) [353].
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fully visible or partially invisible systems. Using the measured energy and momentum of the
visible portion of the decay, one can calculate its energy in the LLP rest frame and reconstruct
the mass of the LLP, assuming that the mass of the invisible system is known.

This capability can be demonstrated in scenarios where the LLP decay produces a Z
boson, which then decays to an electron–positron pair. For example, in the GMSB model
where the c̃0

1 couples to the gravitino G̃ via higher-dimension operators sensitive to the SUSY
breaking scale, the c̃0

1 may have a long lifetime, and can be produced in top-squark pair
production with ˜ c̃ +t t 0

1, ˜ ˜c  +Z G0
1 , Z ee.

Studies with simulated event samples have been performed to estimate the possible
improved sensitivity of the search with the CMS MTD upgrade. The events are generated
with Pythia 8, and the masses of the top-squark and neutralino are set to 1000 GeV and
700 GeV, respectively. Generator-level quantities are smeared according to the expected
experimental resolutions. A position resolution of 12 μm in each of the three spatial directions
is assumed for the PV. The secondary vertex position for the electron–positron pair is
reconstructed assuming 30 μm position resolution in the transverse direction. The momentum
resolution for electrons is assumed to be 2%. Finally, the time resolution of charged tracks at
the DV is assumed to be 30 ps.

The mass of the LLP is reconstructed assuming that the gravitino is massless. The
fraction of events with separation between primary and secondary vertices exceeding 3σ in
both space and time as a function of the MTD resolution is shown in figure 41 (left). The mass
resolution, defined as half of the shortest mass interval that contains 68% of events with 3σ
displacement is shown in figure 41 (right), as a function of the MTD resolution.

A similar study has been performed with another SUSY scenario where the two lightest
neutralinos and light chargino are Higgsino-like. The light charginos and neutralinos are
nearly mass degenerate and may become long-lived as a consequence of the heavy higgsinos.
Figure 42 shows the mass resolution as a function of the MTD resolution in this SUSY
scenario. In both studies, the additional timing information from the MTD facilitates the
reconstruction of the LLP mass, the resolution and efficiency of which are further improved
with the excellent timing resolution of the MTD.

Figure 40. Probability that tracks with >p 1 GeVT will traverse at least seven silicon
ITk layers if they are produced in the decay of an R-hadron with mass 2 TeV and
τ=1 ns. The probability is also shown for at least seven hits with the Run 2
layout [353].
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Possible improvement to LLPs searches in general using timing information.Precision
timing at CMS will provide a new tool to suppress the background and enhance the reach for
LLPs in the HL-LHC era.

A schematic of a typical signal event containing an LLP is shown in figure 43. An LLP,
denoted as X, travels a distance ℓX into a detector volume and decays into two light SM
particles a and b, which then reach a timing layer at a transverse distance LT2

away from the
beam axis. In a typical hard collision, the SM particles generally travel very close to the speed
of light. Hence, the decay products of X (using particle a as an example) arrives at the timing
layer with a time delay of

Figure 41. Efficiency (left) and mass resolution (right) as a function of the timing
resolution of the MTD for reconstruction of the c̃0

1 mass in the SUSY GMSB example

of ˜ ˜c  + -Ge e0
1 , with mass of c̃ = 700 GeV0

1 , considering events with a separation of
primary and secondary vertices by more than 3σ in both space and time [351].

Figure 42. Resolution for the reconstruction of the LLP mass in the Higgsino scenario
outlined in this section. The LLP mass resolution is shown as a function of lifetime and
the MTD resolution [351].
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with βa ; βSM ; 1. An ISR jet could easily be present for all processes, and can be used to
‘timestamp’, i.e. to derive the time of the hard collision at the PV.

For the CMS MTD located just outside the tracker volume, ℓSM/βSM is about O(1 ns). As
a result, with tens of picosecond (ps) timing resolution, a sensitivity to percent-level time
delay caused by slow LLP motion, e.g. 1−βX>0.01 with boost factor γ<7, is expected to
be achieved.

A theory study has been done in [363] examining potential gains in sensitivity for
hadronic DV reconstruction using timing information. A new trigger strategy for a delayed jet
is studied by comparing the prompt jet with >p 30 GeVT that reconstructs the four-
dimensional primary vertex (PV4d) with the arrival time of another jet at the timing layer. The
delayed and displaced jet signal, after requiring a minimal decay transverse distance of 0.2 m
(LT1

), will typically not have good tracks associated with it. Consequently, the major SM
background is from trackless jets. The origins of this background can be classified into two
categories: hard collision from a same vertex (SV), and PU from different vertices. Other
types of background such as CRs, beam halo, material interactions, etc, are out-of-time and
will become important after most of the hard collision background is removed using
selections based on reconstructing vertices and timing delay. Out-of-time backgrounds may
have other distinctive features that would allow their effective suppression. While the study in
[363] can serve as an optimistic inspiration for increasing LLP sensitivity with timing
information, detailed experimental studies are needed to determine the actual sensitivity gain.

The jet faking a displaced signal, behaving as a trackless jet, has an intrinsic time delay
Δt=0. However, due to the limited timing resolution in reconstructing the PV4d, it can have
a time spread. The background differential distribution with respect to apparent delay time
(Δt) can be estimated as

( )
( ) ( )d

¶

¶D
= D

N t

t
N t; . 5.3t

bkg
SV

bkg
SV SV

Figure 43. An event topology with an LLP X decaying to two light SM particles a and
b. A timing layer, at a transverse distance LT2 away from the beam axis (horizontal gray
dotted line), is placed at the end of the detector volume (shaded region). The trajectory
of a potential SM background particle is also shown (blue dashed line). The gray
polygon indicates the primary vertex. Taken from [363].
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The time delay selection on Δt reduces such a background through a very small factor of
( )dD t; t

SV for large dDt t
SV, where dt

SV is the timing resolution for the SV background,
dominant by the timing detector resolution. The LLP signal pays a much smaller penalty
factor than the background due to its intrinsic delay.

The background from the PU requires the coincidence of a triggered hard event and
objects from a PU (hard) collision whose PV4d fails to be reconstructed and that can mimic a
signal. The differential background from PU can be estimated as

( )
( ) ( ) d

¶ D

¶D
D

N t

t
N t; . 5.4t

bkg
PU

bkg
PU PU

Similar to equation (5.3), dt
PU is the timing resolution for the PU background, dominated by

the beam spread. The key difference between the background from the PU and the
background from the same hard collision is that the typical time spread is determined by the
beam property for the former, and by the timing resolution for the latter. They typically differ
by a factor of a few, e.g. 190 versus 30 ps for CMS with the current upgrade plan.

Using this estimation, a sensitivity projection is presented with an example signal of a
Higgs boson decaying to LLPs with the subsequent decay of the LLPs into ¯bb pairs, with only
minimal requirements of one low-pT ISR jet, with >p 30 GeVjT, and ∣ ∣h < 2.5j , and at least
one LLP decay inside the detector. Timing information is used to suppress backgrounds. The
95% C.L. sensitivity is shown in figure 44. The decay branching ratio of the LLP X jj is
assumed to be 100%. The projection with 30 ps timing resolution of the CMS MTD is plotted
with thick dashed lines. Compared to other 13 TeV HL-LHC projections (with 3 ab−1 of
integrated luminosity) without the timing information (shown in thinner, dotted and dashed

Figure 44. Theory projection from [363] of the 95% C.L. limit on ( )h XXBR , where
X is an LLP, for the production of pp jh with the subsequent decay of h XX and

X jj subject to assumptions in the text (one ISR jet with =p 30 GeVjT, and

∣ ∣h < 2.5j , and at least one LLP inside the detector). Different colors indicate different
masses of the particle X. The thick, long-dashed lines indicate searches with the CMS
MTD plus the timing requirements. The thick solid and dotted lines indicate searches
with a hypothetical timing layer outside the ATLAS muon spectrometer plus timing
requirements. The numbers in parentheses are the assumed timing resolutions. This
provides motivation to see whether these gains can be realized by studies from within
the collaborations.
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lines), it is suggested that the addition of a selection on timing, under the set of assumptions
described above, greatly reduces background and improves sensitivity. The possibility of such
a significant improvement is enticing; this projection is determined from theoretical studies
[363], however, and it remains to be seen whether it is possible to realize these gains in the
experiment. For example, the low threshold of the single jet would require timing information
at early levels of the trigger, and out-of-time backgrounds could also reduce the gains from
timing information. Nevertheless, this high-level theory analysis provides an inspiration to the
experimental collaborations to perform more detailed, internal studies that will ultimately
determine how realistic the projections are.

In general, the prospect of improvements in LLP searches at the HL-LHC due to
precision timing upgrades for CMS (and ATLAS) remains understudied, and deserves more
comprehensive experimental and phenomenological studies, including understanding and
reducing out-of-time backgrounds.

5.1.3.8. LLP searches with a level-1 track trigger in CMS. As discussed in section 5.1.1, a
central feature of the CMS upgrade at the HL-LHC will be a new silicon outer tracker which
allows track reconstruction for every LHC bunch crossing (at a rate of 40MHz). The pT
selection for stubs (hit pairs in the pT modules of the outer tracker) to be read out is
determined by the bandwidth from the detector to the back end electronics, and is fixed at
about 2 GeV. On the other hand, the choice of track finding algorithm and hardware is still
being finalized, and there could be significant benefits to extending the L1 track trigger
capabilities to trigger on off-pointing tracks.

To illustrate the case, a simple toy simulation to study rare Higgs boson decays into new
particles with lifetimes of order of a few mm has been performed [364]. This study considers
all-hadronic final states with low HT, taking SM Higgs boson decays into four jets as an
example. Theoretical motivation to look for such decays is very strong; see section 2.2 for a
detailed discussion. In particular, there is currently a blind spot for lifetimes of order 1 cm in
searches for new long-lived scalars in Higgs decays, i.e. ffh . The goal is to probe very
small branching fractions of the Higgs boson, so for this study, [ ]ff  = -BR h q4 10 5

is assumed. For prompt decays, the background is overwhelming, but if the f has cτ of a few
mm, the offline analysis has very low backgrounds. The problem is getting such events on
tape, in particular through L1. This toy study estimates how an off-pointing track
reconstruction at L1 can help. To estimate the efficacy of the approach, the resulting
projections are compared with the best alternatives in the absence of an off-pointing track
trigger, by using associated Higgs boson production with a W boson that decays leptonically
to pass a lepton trigger, or considering L1 calorimeter jets with no associated prompt tracks.

Once these positive results were obtained, a more detailed study using the full Phase 2
simulation of the CMS detector was performed [365]. The more mature exploration found that
a plausible extension of the L1 track trigger to tracks with an impact parameter of a few
centimeters results in dramatic gains in the trigger efficiency. The gains are even larger for
additional heavy SM-like Higgs bosons with the same decay. These results are in agreement
with the toy study described above. A few details of the mature study will be described below.

The study focuses on small or moderate decay lengths of the new particles, 1–50 mm,
and assumes that the offline selection can remove all SM backgrounds with only a moderate
loss of efficiency. While this study focuses on the specific Higgs boson decay to light scalars,
the results and the proposed triggers are relevant for a broad spectrum of new physics
searches, with or without macroscopic decay lengths.

The authors propose a simple jet clustering algorithm implementable in firmware, and
compare it with anti-kt jets [366] with a size parameter of R=0.3, as produced by FASTJET
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[367]. This simple algorithm produces a similar performance, in both L1 trigger efficiency
and rate, to the full jet clustering using the anti-kt algorithm.

Then, the performance of an algorithm for reconstruction of tracks with non-zero impact
parameter is presented. This approach extends the baseline CMS L1 Track Trigger design to
handle tracks with non-zero impact parameter and to include the impact parameter in the track
fit. This enhanced design is feasible without greatly altering the track finding approach, but
will require more FPGA computational power than the current proposal, which only considers
only prompt tracks. Tracks passing the selection are clustered using the same algorithm as
described above, and clusters containing tracks with high impact parameters are flagged as
displaced jets. Though the baseline design of the L1 Track Trigger currently is optimized to
find prompt tracks, these studies show that an enhanced L1 Track Trigger can extend the L1
trigger acceptance to include new BSM physics signals.

For now, the extended L1 track reconstruction is limited to the barrel region. In order to
compare the results with prompt and extended track reconstruction, one needs to make a
correction for the rapidity coverage: prompt tracks are found in ∣ ∣h < 2.4, while the extended
track algorithm currently only reconstructs tracks in ∣ ∣h < 1.0. To scale the efficiency for
finding track jets to the full ∣ ∣h < 2.4 range, a scale factor based on efficiency in the full η
range and the central η range was used. The scale factor was comparable to the increase in
L1 rate.

Figure 45 shows the expected trigger rate as a function of efficiency for the SM and the
heavy SM-like Higgs bosons.

The available bandwith for the triggers described above, if implemented, will be decided
as a part of the full trigger menu optimization. Here, two cases are considered: 5 and 25 kHz.
The expected event yield for triggers using extended and prompt tracking are shown in
figure 46, assuming branching fraction [ ]ff = - h 10 5 for the SM Higgs boson. For the
heavy Higgs boson, the expected number of produced signal events is set to be the same as for
the SM Higgs by requiring [ ]( ) ( )s ff sF  =

-
 10pp h pp h250

5
125 .

For the exotic Higgs decays considered, given the expected total dataset for the HL-LHC
of 3ab−1, and assuming a branching fraction of 10−5, CMS would collect ( ) 10 events,
which should be sufficient for discovery. A plausible extension of the L1 track finder was
considered, to select tracks with impact parameters of a few cm. That approach improves the
yield by more than an order of magnitude. The gains for the extended L1 track finding are
even larger for the events with larger HT, as demonstrated by the simulations of heavy Higgs
boson decays.

5.1.4. Open questions and new ideas. The higher data rate and more powerful machinery in
the high-luminosity era bring new prospects to LLP searches. Searches that are too
challenging for the current machine may become feasible with the HL-LHC upgrades, and it
is important to explore such possibilities to the full extent. Existing search methods,
triggering, and reconstruction algorithms should also be updated to take full advantage of the
new hardware capabilities. As the upgrade scope is being defined and finalized in the near
future, it is of particular importance to evaluate the physics cases, which will also motivate the
upgrade and inform its designs.

5.1.4.1. New studies for the HL-LHC. In section 5.1.3, various analyses with displaced
signatures are presented in the context of how detector and trigger upgrades at the ATLAS
and CMS experiments for the HL-LHC can improve their sensitivity. As was shown in
section 5.1.1, while the upgrades for both experiments differ in detail, they are similar in
concept and scope. It is therefore important to perform the same LLP search projections for
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both experiments to compare performance and evaluate the complementarity of the two
experiments.

For example, both experiments explore the idea of a fast timing detector at HL-LHC. The
CMS MTD aims for full-coverage of a barrel layer plus endcap disks, while the ATLAS
HGTD plans for multiple layers of endcaps. How the different η coverage of the timing layer
might impact LLP searches will be an interesting question to answer. In the case of
calorimetry, the ATLAS LAr ECAL is segmented in z, providing the additional pointing
capability to find displaced photons. On the other hand, the CMS ECAL electronics upgrade
in the barrel, and HGCAL upgrade in the endcaps, will considerably improve its timing
resolution to identify photons that are out-of-time. A sensitivity comparison of both
experiments will provide helpful information in understanding photon reconstruction and the
combined reach of both experiments.

Additional opportunities exist for improving LLP sensitivity in Run 3 or at the HL-LHC,
such as the ability to perform an analysis using physics objects at the trigger level, rather than

Figure 45. The rate of the track jet HT trigger as a function of signal efficiency using
extended track finding for the SM Higgs (left) and the heavy SM-like Higgs (right).
The extended track finding performance is extrapolated to the full outer tracker
acceptance as described in the text and in [365].
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their more complex, offline counterparts. This analysis method—sometimes referred to as
trigger-level analysis or data-scouting—has been used in searches for di-jet resonances using
data from Runs 1 and 2 by the CMS Collaboration [368, 369], data from Run 2 by the
ATLAS Collaboration [370] and by the LHCb Collaboration for the searches for dark photons
[269]. Such data-scouting methods can be used, for example, to reduce the pT thresholds of
jets and muons used in dark photon or hidden particle searches. Such possibilities could
potentially assist searches for LLPs by, for example, allowing changes in the L1 muon
patterns in order to trigger on non-pointing muons.

Moreover, the applications of machine learning techniques to LLP searches is a currently
under-studied realm. Such techniques could be used in the context of LLPs in particle
identification, reconstruction, or generation, in addition to analysis or reinterpretation. Further
studies to supplement those that already exist are of high priority for the community.

Figure 46. The number of triggered Higgs events (assuming [ ]ff = - h 10 5,
corresponding to 1700 events) as a function of cτ for two choices for the trigger rates:
25 kHz (left), 5 kHz (right). Two triggers are compared: one based on prompt track
finding (dotted lines) and another that is based on extended track finding with a
displaced jet tag (solid lines) [365].
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Furthermore, as new models are being proposed and new channels open up in the realm
of LLP searches, many with final states challenging for the current detector conditions, it is
important to evaluate their sensitivities in the HL era. Here are a few such interesting searches
that are on the agenda.

• Inelastic DM (iDM). While stringent limits are currently placed on WIMP-type DM from
direct detection, indirect detection, and collider searches, DM particles can exist in a
hidden sector with additional particles and forces. A representative example of a hidden
sector consists of a DM particle which is charged under a hidden gauge or global
symmetry. The DM can have both a symmetry-preserving mass and, if the symmetry is
spontaneously broken, also a symmetry-violating mass, which splits the mass eigenstates.
This iDM scenario [132, 133, 135] consists of two DM states that couple only off-
diagonally to one another. Such iDM can be probed at colliders with the production of

+DM DM* (where DM* denotes the heavier DM state) in association with a hard SM
object X, followed by the subsequent decay of  + YDM DM* for some potentially
different SM states Y. The production is summarized as

( )
 + +
 + +  + º + +

pp X

X Y X E Y

DM DM

DM DM DM ,T

*

*

where X is any state that can be used to trigger on the event and reconstruct E T, such as
an ISR jet, and Y depends on the mode by which DM couples inelastically to the SM.
One concrete, representative version of such models can be realized when the mediator is
a dark photon and Y is a pair of leptons. The weak coupling between the SM and the
hidden sector suggest the heavy eigenstate is meta-stable, creating a displaced signature.
Because the mass splitting is small between the two eigenstates, the lepton pair is also
typically softer compared with GMSB models, with pT values of a few to tens of GeV for
a O(10 GeV) DM. The displaced muon trigger and reconstruction strategy with the MS
upgrade at CMS can likely improve searches for this scenario. The soft pT spectrum in
this case particularly motivates the lowering of the pT threshold in the displaced muon
trigger turn-on. Moreover, the additional timing information from the fast-timing detector
opens up the possibility of reconstructing the mass splitting, while taking advantage of the
good resolution of the timing detector for even low-pT particles. Sensitivity studies for
iDM with a dark photon mediator are planned for the CMS MTD upgrade. The
projections will also be of value to searches for other types of dark sector models, such as
self-interacting DM [371], that give rise to soft displaced lepton pairs.

• Dark showers. If the hidden sector has a QCD-like structure with dark quarks and hidden
forces, a mediator between the SM and the hidden sector, such as a ¢Z or heavy Higgs
boson, can decay into some number of dark quarks that subsequently shower and
hadronize into dark mesons, some of which are meta-stable and decay back into SM
particles after a macroscopic distance from the proton–proton IP. A showering dark sector
can yield a particularly rich collider phenomenology that may give rise to a high
multiplicity of displaced objects often low in pT. Depending on the final state, searches
for a hadronic shower with emerging [331] or semi-visible [372] jets can be improved
with the increased acceptance and enhanced resolution due to the tracker upgrades at both
ATLAS and CMS, as well as the finer granularity endcap calorimeter (HGCAL) at CMS.
A dark shower with displaced photon pairs can benefit from the improved timing
resolution with the ECAL electronics upgrade, as well as the new timing detectors. A
dark shower with displaced lepton pairs, similar to the aforementioned case of iDM, can
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be probed with better sensitivity with the MS upgrades, as well as the fast timing
information. For more details on dark showers, see chapter 7.

5.1.4.2. New detectors at future collider. If we are only limited by our imagination, what new
detectors may exist at a future collider that can open up new capabilities for LLP searches?
Regardless of practical constraints, studies for such bold new proposals also help us
understand our current experimental reach and optimize our search strategies.

• Four-dimensional tracker with timing.Extending from the ‘timing layer’ approach for
HL-LHC upgrades, it is clear more time measurements on the track are favorable. In
particular, the TOF between layers is a powerful discriminant for choosing hits on a track.
A future tracker that provides four-dimensional information, including precise timing
information for every layer, can significantly improve track reconstruction by reducing
combinatorics, providing purer track seeds, and remove fake stubs. Assuming high-pT
particles, each layer’s time measurement is advanced by 30 ps and so preserves the
differences in vertex times. Low pT particles will have even more discrimination power
since their paths leave longer times between hits in consecutive layers of the tracker.
Major technical advances will need to happen to achieve such an implementation,
including development of fine-pitch sensors with good timing resolution, improvements
in scaling and power consumption, electronics upgrade, and alterations to present pattern
recognition methods in track finding.

• Timing detector outside ATLAS muon system. As discussed in section 5.1.3, by using a
prompt object, such as an ISR jet, to ‘timestamp’ an event, and requiring a timing delay
from the LLP, the new timing layer (MTD) at CMS can help significantly reduce the
background and improve LLP search sensitivity. The CMS MTD is located between the
tracker and the ECAL with a distance to the beamline of about 1.2 m. If one imagines a
fast timing layer outside the ATLAS MS with a distance of approximately 10 m [363],
timing information at such distances could provide additional discriminating power for
particles with longer lifetimes. In figure 44, the projection with a 30 ps timing resolution
of such a hypothetical detector outside the ATLAS MS is plotted in a thick solid line. A
less-precise timing resolution (150 ps) has been also considered with a selection
Δt>1 ns to suppress background. While this study is optimistic in assuming that
selections on timing can eliminate all backgrounds to the LLP search, it nevertheless
serves as important inspiration for more detailed experimental studies to understand the
actual extent of the sensitivity gain. The LLP efficiency is largely unaffected by this
change, while low-mass LLPs lose sensitivity by a factor of a few.
The CMS MTD timing upgrade for the HL-LHC already provides significant
improvement [363]. The timing detector outside the ATLAS MS has the notable benefits
of lower background, a larger volume for the LLP to decay and more substantial time
delay for the LLP signal due to longer travel distance. Moreover, due to the extended time
delay of the LLPs in the volume of the MS, less-precise timing can still achieve similar
physics goals. As a result, with the above caveats it can serve as an estimate of the best
achievable sensitivity using timing information in LLP searches.

• New double-sided tracking layer very close to the beamline. Inspired by the L1 track
trigger design at CMS for the HL-LHC, a scenario may be imagined where an additional
tracking layer close to the beamline is added, mechanics and radiation hardness
permitting. This would allow a track veto close to the IP to be implemented, and extend
the LLP sensitivity to even smaller displacements. Moreover, if such a layer can be
designed with double-sided modules, similar to the CMS outer tracker approach for the
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HL-LHC, hit pairs (stubs) from this layer can be used in a L1 track trigger for displaced
tracks or DTs. The feasibility of such an approach would depend on the ability to store
and process data at a rate not allowed by current technology. On the other hand, it is
helpful to consider more innovative data-scouting methods at trigger level to store and
select information, or introduce additional discriminating factors to reduce the rate for
particular data streams, for the potential of exploring such signatures.

5.2. LHCb upgrade

The LHCb experiment is designed to detect decays of LLPs in the SM, namely bottom and
charmed hadrons. As such, it is naturally suited for the search of BSM LLPs in a mass and
lifetime range comparable to these hadrons. It is the only LHC experiment to be fully
instrumented in the forward region 2<η<5, where b- and c-hadrons are abundantly
produced and their decay length is enhanced due to the large longitudinal boost. In this
region, detector occupancy is extremely high and thus the LHCb experiment has been run at
reduced luminosity compared to ATLAS and CMS during Runs 1 and 2. However, an
upgrade of the detector is planned to allow running at a luminosity of ´ - -2 10 cm s33 2 1 in
LHC Run 3 (starting in 2020) while maintaining or improving the current physics perfor-
mance [373]. This is five times larger than the luminosity during Runs 1 and 2. This first
upgrade phase (Phase 1a) will entail a novel trigger paradigm where all sub-detectors are fast
enough to be read out in real time and the first trigger decisions are done in software. This
trigger scheme is flexible and offers a great opportunity for searches of striking signatures like
those of BSM LLPs. This upgrade comes earlier than the planned ATLAS and CMS upgrades
for the HL-LHC phase which are planned to be installed during LHC long shutdown 3 (by
2025). In this shutdown, LHCb plans to consolidate and modestly enhance the Phase 1a
upgrade detector (Phase 1b), while a Phase 2 upgrade to run at an even higher luminosity up
to ~ ´ - -2 10 cm s34 2 1 is planned to be installed later, during long shutdown 4 (by
2030) [374].

Section 5.2.1 gives a brief overview of the Phase 1 upgraded-LHCb detector design and
the expected performance of the LHCb sub-detectors. An overview of the upgraded LHCb
capabilities in the context of LLP searches is given in section 5.2.2 with a few example
signatures. Finally, an overview of the plans for the Phase 2 upgrade and some thoughts on
the opportunities given by putative additional detector features are reported in section 5.2.3.

5.2.1. LHCb detector and trigger upgrade for run 3 (Phase 1a). In LHC Run 3, LHCb plans
to take data at an instantaneous luminosity of ´ - -2 10 cm s33 2 1, a factor of five larger than
the current luminosity. The LHCb detector needs to be upgraded to cope with the higher
radiation dose and, most importantly, to avoid the saturation of the trigger rate and exploit the
higher luminosity. The main bottleneck in the current trigger is in the first stage, which
reduces the accepted rate from 30 to 1MHz at hardware level. For the upgrade, the hardware
trigger will be removed and the full event will be read out at the bunch crossing rate of the
LHC (40MHz), with a flexible software-based trigger.

In table 4 the current and upgraded conditions of the detector are summarised. To cope
with the larger occupancy and higher rate of the upgraded detector, the electronics of all of the
sub-detectors must be upgraded, and some sub-detectors must be fully replaced. For example,
the tracking system, which plays a crucial role in LLP searches, must be replaced.

The upgraded tracking system consists of the VELO, surrounding the IP, the Upstream
Tracker, a TT placed before the magnet, and the scintillating fibers tracker (SciFi), three
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stations after the magnet. In the VELO [375], the current strips will be replaced by pixel
detectors, with a custom developed ASIC (VeloPix) able to cope with a maximum hit rate of
900Mhits/s/ASIC. The Upstream Tracker [376] is composed of four silicon micro-strip
planes, with finer granularity and larger acceptance compared to the current tracker. Each
station of the SciFi has four planes of 2.5 m long scintillating fibres read out by silicon photo-
multipliers.

The upgrade components most important for LLP searches are the VELO, the tracking
and the software trigger. In the following subsections a brief description of the design and
capabilities is given for each.

5.2.1.1. VELO upgrade. The VELO plays a fundamental role in LLP searches at LHCb:due
to the large boost particles typically experience in the forward direction, a precise
measurement of the LLP vertex position allows LHCb to efficiently reject tracks that belong
to a different b or c vertex (see section 4.2).

In upgrade conditions, the number of tracks and primary vertices will increase by about a
factor of five, making it much more difficult to identify DV close to the beam-line; it is an
additional challenge to accomplish this in real time. The VELO was thus completely
redesigned [375] to cope with the new expected high-luminosity conditions, maintaining high
physics performance and allowing real-time readout for the software trigger. The new VELO
has a pixel rather than strip geometry and its distance from the LHC beams is reduced from 8
to 5 mm. This leads to an improvement in the vertex resolution (see figure 47) and reduces the
rate of unphysical (ghost) tracks.

The pattern recognition efficiency for track reconstruction is superior to the one of the
current VELO when evaluated in high-luminosity conditions. Particularly important for LLP
searches is the efficiency of track reconstruction as a function of the displacement from the
origin along the beam axis. As shown in figure 48, for the upgraded VELO the efficiency
approaches 100% and is uniform in a window of 20 cm around the IP, thanks to the new
configuration of the modules in the z direction and the shorter distance from the beam. The
VELO acceptance degrades quickly after 20 cm in z, giving an upper limit for LLP decay
lengths with vertices reconstructible in the VELO. A display of the upgraded VELO geometry
and its acceptance in both the forward and backward directions is shown in figure 49.

Another important metric of detector performance is impact parameter resolution,
especially in LLP searches where it can be exploited to reduce the background due to fake
tracks. With the upgrade, the impact parameter resolution significantly improves for low-pT
tracks. For example, the impact parameter resolution along x for tracks with pT of 0.5 GeV is
40 μm in the upgrade versus 70 μm in the current VELO. The replacement of strips with pixel
sensors also makes the pattern recognition faster for the same multiplicity. This can be used in

Table 4. LHCb current and upgraded operating conditions [374]. Instantaneous
luminosity , integrated luminosity ò  (including previous runs), pp collision energy

s and average number of visible proton interactions μ are listed.

Current Upgrade 1a Upgrade 1b Upgrade 2

( )- - cm s2 1 4×1032 2×1033 2×1033 2×1034

ò  8 -fb 1 23 -fb 1 50 -fb 1 300 -fb 1

s 7, 8, 13 TeV 14 TeV 14 TeV 14 TeV
μ ∼1 ∼5 ∼5 ∼50
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the trigger to find tracks and identify DV in the trigger, making it possible to soften or remove
inefficient pT requirements.

Real displaced tracks created by interactions in the VELO material can be a significant
background to LLP searches (further details are discussed in chapter 4). The total material
budget of the upgraded VELO is similar to that of the current detector (with a radiation length
of about 20%) and is dominated by interactions in the radio-frequency foil separating the
beam vacuum from the vacuum of the sensors. However, the average percentage of radiation
length before the first measured point is significantly reduced in the upgrade VELO, passing

Figure 47. Left:the impact parameter resolution (in the x direction) as a function of the
inverse pT. Right:the resolution on a vertex as a function of number of tracks. The
current LHCb VELO performance is shown in black points while the one of the
upgraded VELO in red points [375].

Figure 48. Left:a comparison of the current and upgrade VELO z-layouts for LHCb.
The top layout (black) is the current VELO while the bottom layout (red) is the upgrade
VELO. Right:the track reconstruction efficiency as a function of the origin in z for the
current (black) and upgrade (black) VELO in upgrade conditions [375].
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from 4.6%X0 in the current design to 1.7%X0 in the upgraded VELO (where X0 is the
radiation length).

5.2.1.2. Upgraded trigger. The online event selection in the LHCb experiment during the
2010–2018 running period has been performed by a trigger composed of a hardware level
(L0), and two software levels:High Level Trigger 1 (HLT1) and High Level Trigger 2
(HLT2). The L0 reduces the rate from 40MHz (the LHC bunch-crossing rate) to 1 MHz using
information from the calorimeter and MSs. Typical requirements in the L0 are >p 1.4 GeVT
for muons and >E 2.5 GeV for electrons. The software trigger performs a partial event
reconstruction at HLT1, reconstructing tracks and primary vertices for any particle down to

=p 500 MeVT , followed by a complete event reconstruction at HLT2, reducing further the
rate to 12.5 kHz (in LHC Run 2).

In the Phase 1 upgrade, LHCb foresees to run at a luminosity of ´ - -2 10 cm s33 2 1,
about a factor of five larger than that experienced during LHC Run 2. For this reason, a new
trigger system, able to fully exploit the LHC potential, has been designed [377, 378]. The
upgraded LHCb trigger is based on two paradigms: a triggerless readout and a full software
trigger. In addition, as already tested in Run 2, a real-time alignment and calibration will
achieve offline-quality reconstruction already in the trigger, allowing a higher signal purity of
interesting decay channels. Figure 50 shows the current and the upgraded trigger schemes.

Triggerless readout and full-software trigger.With the LHCb trigger upgrade, the
1MHz readout limitation will be removed, allowing the full event rate to be processed in
software. This will increase the efficiency for several channels which otherwise would not
benefit from the higher luminosity because they would saturate the L0 trigger rate. Figure 51
shows how the rate for non-muonic B decays saturates the L0 trigger with increasing
luminosity. Most of these channels saturate the L0 trigger already at the Run 2 luminosity
( ´ - -4 10 cm s32 2 1). Moreover, a purely software trigger will not be subject to the pT
requirements currently applied at the hardware trigger level. Several physics programs
involving low-pT particles, currently prohibited by of the low L0 efficiency, will therefore
become possible.

Figure 49. Left:a display of the upgrade VELO geometry and a comparison with the
LHCb spectrometer acceptance which is shaded in yellow. Right:the η acceptance of
the upgrade VELO geometry both for forward and backward tracks. The fraction of
tracks crossing three and four modules is given in red and black, respectively [375].
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Turbo stream.Starting from Run 2, offline-quality alignment and calibration has been
applied between the HLT1 and the HLT2 levels. This was made possible by the design of a
new dedicated trigger output called Turbo Stream. The event record is written directly from

Figure 50. Scheme of the current LHCb trigger (left), and of the upgraded trigger
(right) [379].

Figure 51. Trigger yields for p p + -B , ( )f g + -B K Ks ,
( ) ( )y m m f + - + -B J K Ks and ( )p - + - - +B D K K Ks s as a function of the luminosity

with the current LHCb trigger scheme. For non-muonic channels, the saturation effect
due to the L0 trigger can be observed [380].
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the trigger and processed so that it can be used for physics analysis without the need for
offline reconstruction [277]. Several variations of Turbo have been introduced in the last
several years. For 2015 data taking, the first version of Turbo allowed only the triggered
signal candidate objects to be saved, without keeping the rest of the event and thereby
discarding all sub-detector information. While the event size was an order of magnitude
smaller than for full stream data, any analysis relying on additional information from the
surrounding event could not use Turbo Stream data.

For this reason, full event reconstruction was implemented as Turbo++ in 2016. Finally,
a new intermediate solution between Turbo and Turbo++ called Turbo SP (Selective
Persistence) was implemented in 2017. With Turbo SP, both the trigger candidate objects and
a subset of the other objects in the event are saved. This flexible solution allows the analyzer
to choose which objects to save, minimizing the size of the stored event. Once the trigger is
upgraded to run purely at the software level, the large majority of LHCb analyses will be
moved to Turbo. The reduced event size allows the storage of particle candidates at a high
rate, fully exploiting the reduction in pT thresholds due to the removal of the L0 hardware
trigger.

Triggers on downstream tracks.Most of the LLP searches at the LHCb experiment use
so-called ‘long tracks’ to reconstruct the candidates, which are tracks where inputs from both
the VELO and the TTs are considered. These tracks have an excellent spatial and momentum
resolution, and result from an LLP decaying within the VELO region. This is the reason why
most of the LLP searches done by LHCb correspond to long-lived candidates with
displacements typically up to (10) cm, with the VELO tracking algorithm optimized for
displacements of up to 20 cm. However, for long-lived candidates with displacements larger
than 2 cm, a different type of track which considers information only from the TTs,
‘downstream tracks’, has to be used instead of the ‘long track’ type. Unfortunately, these
tracks have worse vertex and momentum resolution, limiting the capabilities of LHCb for this
displacement range. In order to improve the detector sensitivity in the displacement ranges
between 20 and 200 cm, a proposal to develop new trigger lines to select ‘downstream tracks’
is being studied [378]. An interesting idea which can help to achieve this task and to
significantly reduce the CPU computing time is the implementation of a system of specialized
processors used to rapidly find the downstream tracks through look-up tables, and present
these tracks to the software trigger in parallel with all the raw detector information in the
event. This system, named ‘retina’, is being studied and has its own R&D programme [381].

The much higher luminosity and improved capabilities of the upgraded LHCb detector
are expected to significantly improve the capabilities for LLP searches in LHC Run 3. In the
following sections, the projected sensitivities to several benchmark LLP signatures are shown
to illustrate the potential of the upgraded detector. However, the potential of the upgraded
triggerless readout has not been completely explored yet and its great flexibility could be
exploited in several ways beyond those shown here.

5.2.2. LHCb upgrade phase 1a projections for LLP signatures

5.2.2.1. Displaced di-leptons. The upgraded LHCb experiment is expected to have
exceptional sensitivity to low-mass, displaced dilepton signatures thanks to the mass
resolution, excellent vertexing, and the online selection allowed by the triggerless readout.

The upgrade LHCb sensitivity to dileptons has been explored in the literature in the
context of dark photon searches. Two complementary signatures have been considered:an
inclusive search for BSM gauge bosons (dark photons) in m m¢  + -A , and a search for ¢A
using radiative charm decays  ¢ ¢  + -D D A A e e,0 0* . The inclusive search [341] scans a
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large region from the dimuon threshold mm2 all the way up to the Z pole. The second
proposed signature [382] exploits a tag of the radiative decay of the D 0* using its
reconstructed invariant mass and a di-electron dark photon final state to probe a much lower
mass range allowed by the decay kinematics, [ m2 e,142 MeV]. For both signatures, searches
for both a prompt and a displaced dark photon vertex are carried out. The prompt search is
expected to probe mixing parameters ò2 below 10−7 despite the large irreducible background
from Drell–Yan and QCD180. Since the dark photons with masses above the η mass decay
promptly for couplings that are accessible within LHCb, no attempt is made to probe
displaced dark photons in that region.

An inclusive search for dark photons has already been performed with LHCb data
collected in 2016 [269]. This was possible due to the high reconstruction and identification
efficiency of soft di-muons at LHCb. These results demonstrated the unique sensitivity that
can be reached at LHCb. The planned increase in luminosity and removal of the hardware-
trigger stage in Run 3 should increase the number of expected mm¢ A decays in the low-
mass region by a factor of(100–1000) compared to the 2016 data sample. The limits placed
by the current data and the sensitivity expected with future LHC runs is shown in figure 52.

The exclusive search for  ¢ ¢  + -D D A A e e,0 0* is much more challenging and not
feasible prior to the upgrade, since the hardware trigger and the higher material budget
degrade the sensitivity. This search highly relies on the online identification of + -e e pairs,
since over 5 trillion of these D 0* decays are expected in Run 3. The expected sensitivity
probes unexplored regions of phase space at low ¢A mass and mixing ò2 that is usually in the
realm of beam-dump experiments.

A displaced di-muon signature also appears in some HV scenarios [66], in which a
hidden sector with strong dynamics showers and hadronizes into dark mesons that can have
an appreciable decay rate to leptons. (For more information on dark showers, see chapter 7.)
The upgraded LHCb prospects for this type of signature have been explored in [383] and are
very promising. In the scenario explored therein, dark mesons are produced with large
multiplicities of between 10 and 30. Selection criteria inspired by the proposed dark photon
search [341] in the region after the first VELO module are applied. The expected reach for the

Figure 52. Current and expected limits in the dark photon parameter space mixing ò2

versus ¢A mass [374]. The black line represents current LHCb limits from [269], while
grey-shaded regions are existing limits from other experiments. Expected limits from
the proposed inclusive search with 50 and 300 -fb 1 are shown in shades of blue. The
expected sensitivity of ( ) ¢D D A ee0 0* at low mass is shown in shades of green. The
arrows indicate the available mass range from light meson decays into g+ -e e .

180 In the limit ¢m mA Z , the coupling of the dark photon to SM particles with charge Q is approximately Qe .
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proposed searches using Run 3 data from LHCb (15 -fb 1) and from ATLAS/CMS (300 -fb 1)
are shown in figure 53. The model studied involves a 200 GeV ( ) ¢U 1 gauge boson Zp
decaying to a HV quark pair; showering and hadronization in the dark sector leads to a large
multiplicity of hidden hadrons ωV (with =wm c0.3 GeV 2

V
) that can decay to di-muons. In

this context, the upgraded LHCb detector could have better sensitivity than other proposed
searches at ATLAS and CMS.

5.2.2.2. Displaced jets. Signatures with displaced jets are common in the context of LLP
searches. As summarised in section 3.1.3, LHCb has started to explore its sensitivity to
displaced jets by using the data collected during Run 1. In LHCb Upgrade Ia, the background
rejection for displaced jet searches is expected to improve thanks to the improved VELO
resolution. The selection efficiency should also be significantly higher due to the prospects for
online DV identification. The main focus of LHCb will be to probe the region at small
lifetime where it has already proven to be the most competitive (see discussion in section 3).
The background from QCD and material interactions is the main limiting factor, and the
improved vertex resolution of the upgraded VELO together with the lower material budget
and the use of a detailed material map are expected to bring large improvements in the
upgraded detector.

In some dark sector models, the number of hadronic DV can be large, even in the limited
LHCb acceptance (see, for example, [331] and the discussion in chapter 7). An inclusive DV
search would likely include a requirement on the isolation of the DV from other tracks in the
event (such as the one used for the dark photon analysis [269]). This requirement could be
very inefficient in the context of a dark shower and so a dedicated search strategy would be
needed. Furthermore, a dedicated software trigger looking for a large number of DV in the
VELO and soft pT requirements could in principle improve the sensitivity to this kind of
models, but studies are needed to fully understand its potential and compare LHCb to other
experiments.

Figure 53. Projected bounds from various ATLAS/CMS searches and the LHCb search
for hidden valley-like models with a Zp decaying to a q qHV HV pair which then undergo
hadronization in the dark sector, eventually leading to dark meson decays to di-muon
final states [383].
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5.2.2.3. Displaced mesons. Quark–antiquark pairs from the decay of a low mass particle in
the SM often hadronize into SM mesons that subsequently decay with known branching
ratios. For example, a dark sector meson with a displaced decay to ¯cc often produces two D
mesons which in turn have non-negligible lifetimes. In this scenario, the authors of [383] have
investigated the prospects of using more or less inclusive reconstruction of the two D meson
decays at the upgraded LHCb. A similar approach could be used to target decays to ¯bb that
hadronize to B mesons since the latter is likely to produce D mesons in its decay. Since LHCb
is designed to reconstruct heavy flavor decays, it can be competitive in this kind of search
[383] (see figure 54). Furthermore, searches for displaced mesons will greatly profit from the
software trigger, which is mainly designed to improve the efficiency of similar-looking
hadronic decays of heavy flavor mesons.

5.2.3. After phase 1a upgrade: phase 1b and phase 2. After a consolidation phase (Phase
1b) during long shutdown (LS) 3 aiming to run in the same conditions as in Phase 1a, the
LHCb detector plans a Phase 2 upgrade during LS 4 (by 2030). The Phase 2 upgrade is
needed to face even more challenging conditions than during previous runs. For example,
particle multiplicity, PU, and radiation damage are expected to be ten times higher than those
experienced in Phase 1. The LHCb experiment expects to collect at least 300 -fb 1 by the end
of Upgrade 2 [374].

Major improvements to the LHCb detector during Phases 1b and 2 that are relevant for
LLP searches are described in the following, as well as some naïve projections of Run 1
results to an an integrated luminosity of 300 -fb 1.

Magnet stations.Along with the ‘long’ and ‘downstream’ track types, ‘upstream’ tracks
are also considered useful for LLP searches. These tracks correspond to soft charged particles
bending out of the detector acceptance, produced from LLP candidates which decay within
the VELO region. Aside from the installation of a new tracker during LS2, the Upstream
Tracker, a proposal to add magnet stations inside the LHCb magnet to improve low

Figure 54. Projected bounds from various proposed searches for confining hidden
valley models exploiting ¯cc decays of hidden valley mesons ωv (taken from [383]). The
sensitivities with various signatures at LHCb are shown:two displaced vertices (green),
one reconstructed D meson and one DV (blue) and two reconstructed D mesons (red).
Searches for this same particular model at ATLAS/CMS are shown not to be
competitive (more details can be found in [383]).
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momentum resolution is considered [384]. These magnet stations have been proposed to be
installed for Phase 1b, and are foreseen to highly improve the tracking of low momentum
particles produced from certain kind of LLP candidates, such as for example soft pions from
‘disappearing’ chargino tracks.

Material interactions.The presence of a VELO envelope at approximately 5 mm from
the beam line in order to separate the VELO and the LHC vacuums, named ‘RF-foil’, strongly
affects the background composition of LLP searches in the LHCb experiment. Namely, for
LLP candidates decaying below 5 mm from the beam line, the main source of background is
due to heavy flavour decays, while material interactions with the RF-foil compose the main
background contribution for LLPs decaying above 5 mm from the beam line. While the
former is purely due to QCD processes and hence not reducible, the latter is kept under
control by the use of a detailed veto map (see [269]). However, the ideal case would be to
completely remove the RF-foil during the Phase 2 upgrade [384], which would result in a
large reduction of the background component due to material interactions. The improvements
foreseen to the Phase 2 VELO (probably based on an updated version of the Phase 1 VELO),
are expected to increase the sensitivity to shorter lifetimes and better PV and impact
parameter resolution (see figure 55). Unfortunately, the removal of the RF-foil requires the
development of new techniques to isolate the sensors from the beam radio frequency and is
not necessarily seen as a viable option. Therefore, improving the material veto maps as much
as possible by accurately modeling the material interactions would be desirable as a more
realistic option for the HL-LHC era.

Naïve Projections of Run 1 Results to the HL-LHC Era.By taking the published Run 1
results from the single displaced dijet search [253] at LHCb, a naïve extrapolation to the
integrated luminosity foreseen to be recorded by LHCb during Phase 2, 300 -fb 1, is presented
in figure 56. These numbers have been obtained by simply scaling signal and background
with the expected increase in cross section and luminosity, neglecting PU effects and
expected detector improvements. The removal of neutral objects from jet reconstruction, and
the use of machine-learning techniques are expected to assist in the required suppression of

Figure 55. Impact parameter resolution estimations from simulation using the Phase 1
VELO model for the LHCb experiment:(left) a comparison if considering Phase 1 or
Phase 2 conditions; (right) the effect of the RF-foil removal under Phase 2
conditions [384].
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PU. Furthermore, jet substructure techniques are foreseen to improve the quality of di-jet
object with lower mass.

5.3. Dedicated detectors for LLPs

5.3.1. Introduction. Despite a wide and seemingly comprehensive research program—both
existing and, in this document, proposed to be expanded—for LLPs at the LHC, in cases of
ultra-low-mass particles, ultra-long lifetimes, or unusual LLP charges, it is hard or impossible
to trigger on and/or reconstruct such events in the main ATLAS, CMS, and LHCb detectors.
This has led to new proposals for dedicated experiments to look for LLPs in new regimes that
are otherwise inaccessible at the LHC. These experiments provide the best sensitivity to new
millicharged LLPs, magnetic monopoles, and other LLPs arising from models such as those
containing Higgs-portal hidden sectors, dark photons, and Majorana neutrinos.

As discussed in section 2.2, LLPs BSM are theoretically well motivated and come in
wide range of masses and lifetimes. ATLAS and CMS have excellent sensitivity for fairly
high mass LLPs, regardless of their lifetime (see, e.g. [4, 246, 386, 249]). Low mass and/or
softer final states are more challenging due to both background and triggering limitations. In
the short-lifetime regime, for cτ of the scale of the VELO, LHCb has sensitivity to somewhat
lower masses and can trigger on softer muonic final states, generating complementary reach
provided the LLP has a significant branching ratio to muons [253, 254, 279, 309, 387].
Finally, the low-mass/soft final states with rather long lifetimes are challenging for all three
experiments. These signatures can be covered partially by NA62 [388] operating in beam
dump mode, or by SHiP [389], or by dedicated LHC experiments like CODEX-b [104] (see
section 5.3.5), FASER [105] (see section 5.3.6), or MATHUSLA [103] (see section 5.3.4).
Each of these dedicated experiments is sensitive to different LLP lifetimes, masses, and
production modes based on their position and orientation and thus each can be considered a
necessary component of a comprehensive, coordinated search program for very long-lived
particles at the LHC.

Figure 56.Naive sensitivity projections for searches of displaced dijet vertices at LHCb
for the expected luminosity to be collected with the Phase 2 upgraded detector
(300 fb−1) [385]. The projected limit is on Higgs boson decays to dark pions πV with
branching fraction , and the dark pions each in turn decay to a pair of jets.
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5.3.2. MoEDAL experiment and future developments. Monopole and exotics detector at the
LHCoEDAL (MoEDAL) [101] 180 is designed to search for manifestations of new physics
through highly-ionising (HI) particles in a manner complementary to ATLAS and CMS
[310]. The main motivation for the MoEDAL experiment is to pursue the quest for magnetic
monopoles at LHC energies. Nonetheless the detector is also designed to search for any
massive, long-lived, slow-moving particle [390, 391] with single or multiple electric charges
arising in many scenarios of physics BSM [392].

The MoEDAL detector [311] is deployed around the intersection region at LHC Point8
(IP8) in the LHCb VELO cavern. A schematic view of the MoEDAL experiment is shown in
figure 57. It is a unique and largely passive detector comprising different detector
technologies.

The main sub-detector system is made of a large array of CR-39, Makrofol® and
LexanTM nuclear track detector (NTD) stacks surrounding the intersection area. The passage
of a HI particle through the plastic detector is marked by an invisible damage zone along the
trajectory. The damage zone is revealed as a cone-shaped etch-pit when the plastic detector is
chemically etched. Then the sheets of plastics are scanned looking for aligned etch pits in
multiple sheets. The MoEDAL NTDs have a threshold of z/β∼5, where z is the charge and
β=v/c the velocity of the incident particle.

Another type of NTD installed is the very high charge catcher (z/β∼50). It consists of
two flexible low-mass stacks of Makrofol®, deployed in the LHCb acceptance between
RICH1 and the Trigger Tracker. It is the only NTD (partly) covering the forward region,
adding only ∼0.5% to the LHCb material budget while enhancing considerably the overall
geometrical coverage of MoEDAL.

A unique feature of the MoEDAL detector is the use of paramagnetic magnetic-
monopole trappers (MMTs) to capture magnetically-charged HI particles. The high magnetic
charge of a monopole—being at least one Dirac charge gD=68.5e—implies a strong
magnetic dipole moment, which may result in strong binding of the monopole with the nuclei
of the aluminium MMTs. In such a case, the presence of a trapped monopole would be
detected through the induction technique by measuring the persistent current, defined as the

Figure 57.A three-dimensional schematic view of the MoEDAL detector (in the yellow
circle) around the LHCb VELO region at Point8 of the LHC.

180 For general information on the MoEDAL experiment, see: http://moedal.web.cern.ch/.
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difference between the superconducting magnetometer currents before and after the passage
of the MMT bar through the sensing coil [393, 394].

The only non-passive MoEDAL sub-detector is an array of TimePix pixel devices
distributed throughout the MoEDAL cavern, forming a real-time radiation monitoring system
of HI beam-related backgrounds. The operation in time-over-threshold mode allows a 3D
mapping of the charge spreading in the volume of the silicon sensor, thus differentiating
between various particles species from mixed radiation fields and measuring their energy
deposition.

The MoEDAL detector is designed to fully exploit the energy-loss mechanisms of
magnetically charged particles [395–398] in order to optimise its potential to discover these
messengers of new physics. Multiple theoretical scenarios have been proposed over the years
in which magnetic charge would be produced at the LHC [392], resulting in such possible
new particles as light ’t Hooft–Polyakov monopoles [397–399], electroweak monopoles
[400–404], global monopoles [405–410], and monopolium [396, 411–413]. Magnetic
monopoles that carry a non-zero magnetic charge and dyons possessing both magnetic and
electric charge are predicted by many theories including grand-unified and superstring
theories [414–416].

A possible explanation for the non-observation of monopoles so far is Dirac’s proposal
[395, 396, 411] that monopoles are not seen freely because they form a bound state called
monopolium [412, 413, 417, 418] being confined by strong magnetic forces. Monopolium is a
neutral state, difficult to detect directly at a collider detector, although its decay into two
photons would give a rather clear signal for ATLAS and CMS [419]. Nevertheless the LHC
radiation detector systems can be used to detect final-state protons pp pXp exiting the
LHC beam vacuum chamber at locations determined by their fractional momentum losses
[420]. Such a technique would be appealing for detecting monopolia.

The MoEDAL detector is also designed to search for any massive, long-lived, slow-
moving particles [390, 391] with single or multiple electric charges arising in many scenarios
of physics BSM. Supersymmetric LLPs [421], quirks, strangelets, Q-balls, and many others
fall into this category [392]. A generic search for high-electric-charge objects is currently
underway.

For the 2016 run at 13 TeV, the MMT included 672aluminium rods (for a total mass of
222 kg) that were placed 1.62 m from the IP8 LHC IP under the beam pipe on the side
opposite to the LHCb detector. The MMT bars were analysed and no magnetic charge
> g0.5 D was detected in any of the exposed samples when passed through the ETH Zurich
SQUID, which is a DC SQUID long-core magnetometer [422]. Hence cross section limits are
obtained for Drell–Yan pair production of spin-1, spin-1/2 and spin-0monopoles for

∣ ∣ g g g1 5D D at 13 TeV [422] improving previous bounds set by MoEDAL at 8 TeV
[311] and 13 TeV [423]. Monopole production via photon fusion is also now considered in
MoEDAL monopole search analyses [424] following recent studies [425]. However, the large
monopole-photon coupling invalidates any perturbative treatment of the cross section
calculation and hence any result based on the latter is only indicative. This situation may be
resolved if thermal production in heavy-ion collisions—that does not rely on perturbation
theory—is considered [426], or by including a magnetic-moment term in monopoles with
spin [425].

To recapitulate, under the assumption of Drell–Yan cross sections, MoEDAL has derived
mass limits for ∣ ∣ g g g1 5D D, complementing ATLAS results [215, 427], which placed
limits for monopoles with magnetic charge ∣ ∣ g g1.5 D, as shown in figure 58. The ATLAS
bounds are better that the MoEDAL ones for ∣ ∣ =g g1 D due to the higher luminosity delivered
in ATLAS and the loss of acceptance in MoEDAL for small magnetic charges. On the other
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hand, higher charges are difficult to be probed in ATLAS due to the limitations of the level-1
trigger deployed for such searches. Limits on production cross sections of singly-charged
magnetic monopoles set by various colliders are presented in [414, 415], while general limits
including searches in cosmic radiation are reviewed in [428].

MoEDAL is proposing to deploy the MoEDAL apparatus for detecting penetrating
particles (MAPP) in a tunnel shielded by some 30–50 m of rock and concrete from the IP8
[430, 431]. A prototype of the MAPP detector was installed in 2017. It is envisaged that the
full detector will be installed in LS2 to take data in LHC Run 3. The purpose of the detector is
to search for particles with fractional charge as small as one-thousandth the charge of an
electron. This detector would also be sensitive to neutral particles from new physics scenarios
via their interaction or decay in flight in the ∼10 m decay zone in front of the detector or in
the detector itself. The isolation of the detector means that the huge background from SM
processes in the main detectors is largely absent. Also, the detector can be placed at various
angles to the beam axis (from 5° to 25°). The ability to vary depth and angle enhances
MoEDAL to be able to distinguish between theoretical scenarios in the event a signal is
observed.

The first apparatus specifically designed to detect mini-charged particles was the Stanford
Linear Accelerator Centre (SLAC) ‘beam dump’-type detector, comprising scintillator bars
read out by photomultiplier tubes [432]. MoEDAL’s new detector, shown in figure 59, and
milliQan (discussed above in section 5.3.3) proposed for deployment near to the CMS
detector [102] also designed to search for mCPs, both have a design that harks back to the
original SLAC detector. In order to reduce backgrounds from natural radiation the
photomultiplier tubes and scintillator detectors of the MoEDAL apparatus will be constructed
from materials with low natural backgrounds currently utilised in the astroparticle-physics
arena. Its calibration system utilises neutral density filters to reduce the received light of high
incident muons that manage to penetrate to the sheltered detector from the IP, in order to
mimic the much lower light levels expected from particles with fractional charges.

Figure 58. Magnetic monopole mass limits from CDF [429], ATLAS [215] and
MoEDAL searches [311, 422] as a function of magnetic charge for various spins,
assuming a Drell–Yan pair-production mechanism.
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MoEDAL is also planning another new sub-detector called MALL (MoEDAL apparatus
for detecting extremely long lived particles) [431]. In this case MoEDAL trapping volumes,
after they have been scanned through the ETH Zurich SQUID facility to identify any trapped
monopole will be shipped to a remote underground facility to be monitored for the decay of
pseudo-stable massive charged particles that may also have become trapped. MALL is the
detector that monitors MoEDAL trapping volumes for decays of captured particles. It is
envisaged that MALL will be installed deep underground at SNOLAB in Canada where
cosmic backgrounds are minimised to one muon per 0.27 m2 d−1. Background is further
reduced by the ability to determine if a detected track originated within the monitored volume
and also by energy cuts on deposited signals. A schematic view of the detector is shown in
figure 60. Initial estimates indicate that lifetimes up to around 10years can be probed. The
MALL detector is designed to be sensitive to charged particles and to photons, with energy as
small as 1 GeV. It is envisaged that construction of the detector will begin after the MAPP
detector is full deployed.

Figure 59. A depiction of the MoEDAL’s MAPP sub-detector [431].

Figure 60. The MALL sub-detector designed to monitor MoEDAL trapping volumes
for the decays of trapped electrically charged particles with lifetimes as long as
10years [431].

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

113



The possibility of analysing decommissioned parts of the LHC beam-pipe system at the
ATLAS, CMS and LHCb/MoEDAL sites with a SQUID to search for trapped magnetic
monopoles has been proposed [433]. In this context the MoEDAL experiment may serve as a
formal platform for coordinating machining, scanning and analysis work, in collaboration
with interested ATLAS, CMS and LHCb members.

The induction technique has been successfully employed at the LHC with the dedicated
MoEDAL trapping detector. Additional searches for trapped monopoles in beam pipe
material would access wide windows of magnetic charges and production cross sections to
which other LHC experiments are insensitive. The decommissioned central beryllium beam
pipe sections of ATLAS and CMS, with a 4π coverage and exposure to the highest rates of 7
and 8 TeV pp collisions, are by far the most attractive samples to be analysed. The analysis on
the CMS beam pipe is expected to be carried out in 2019.

5.3.3. The milliQan experiment. MilliQan is a dedicated experiment at the LHC to search for
mCP [102, 434]. The milliQan experiment is part of a general program to search for hidden
sectors [435] and other BSM scenarios [436]. As an illustrative example, we show the
sensitivity of milliQan to an extra Abelian gauge field coupled to a massive Dirac fermion
(‘dark QED’) that mixes with hypercharge through the kinetic term [122]. The result is that
the new matter field is charged under hypercharge with a fractional electric charge of ò, where
 1. The milliQan experiment targets an unexplored part of the parameter space, namely

mCP masses  M0.1 100 GeVmCP , for charges Q at the -- -e e10 103 1 level.
The experimental apparatus consists of three scintillator detector layers of roughly 1 m3

each, positioned near one of the high-luminosity IPs of the LHC. The experimental signature
consists of a few photo-electrons (PE) arising from the small ionization produced by the
mCPs that travel unimpeded through material after escaping the LHC detectors.

The milliQan experiment is planned to be sited in the PX56 Observation and Drainage
gallery above the CMS underground experimental cavern. The proposed gallery is limited in
space. The detector will be located in this tunnel at an optimized location that is 33 m from the
CMS IP, behind 17 m of rock, and at an angle of 43.1 degrees from the horizontal plane. The
selected location in a 3D model is shown in figure 61.

The milliQan detector is a ´ ´1 m 1 m 3 m plastic scintillator array. The array will be
oriented such that the long axis points at the nominal CMS IP. The array is subdivided into 3
sections each containing 400 ´ ´5 cm 5 cm 80 cm scintillator bars optically coupled to
high-gain photomultiplier tubes (PMTs). The detector will be shielded from other background
sources such as activity in the scintillator and environmental radiation. With an estimated
detection efficiency of about 10%, milliQan expects an average of ( ) 1 PE from each
attached phototube for each mCP with ( )= -Q e10 3 that traverses 80 cm of plastic
scintillator. The signal is a longitudinal triple-incidence of hits with one or more PEs; a triple-
incidence within a 15 ns time window along longitudinally contiguous bars in each of the
three sections is required to reduce the background from dark-current noise. Requiring triple-
incidence is expected to control background to ( ) 10 events per year with N 1PE . The
milliQan detector will self-trigger to a dedicated readout with no dead time from readout, up
to rates of ∼1 kHz. Energy calibration will be done in situ using an 241Am source.

The dominant background is expected to come from dark-current pulses in the PMTs.
Pulses from background radiation, including cosmic muons, will consist of 1000s of PEs that
can be easily vetoed offline. Assuming a total background rate per PMT of νB=500 Hz, with
a time window of (Δt)online=100 ns, milliQan expects a double coincident trigger rate per
board of 1.5 Hz. The entire detector will be read out if one board triggers and there will be 50
such boards in total. Therefore, the full background trigger rate is expected to be 75 Hz.
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Offline, the time window will be tightened to (Δt)offline=15 ns, yielding an offline
background rate for a triple coincidence of 2.8×10−8 Hz. Since there are 400 such sets, the
total offline background rate is estimated to be 1.1×10−5 Hz. With these background rates,
milliQan estimates a total of 165 (330) background events in 300 (3000) fb−1 of integrated
luminosity.

The milliQan collaboration has performed a full simulation of the experiment to evaluate
the projected sensitivity to various mCP electric charges and masses. The simulation is
performed in two stages. In the first, the production of mCP particles via Drell–Yan , J/Ψ, ϒ
(1S), ϒ(2S), and ϒ(3S) channels at a center-of-mass energy of 14 TeV is performed. Particles
produced at the IP are propagated to the proposed experimental site described above using a
map of the CMS magnetic field. The effects of multiple scattering and energy loss are
included using a simplified model of the CMS detector material budget and a region of rock
spanning 17 m between the CMS experimental cavern and the proposed experimental site.
The number of expected mCP particles per fb−1 of integrated luminosity incident at the
detector is computed as a function of the mass of the mCP. The signal efficiency is then
estimated after processing the calculated particles as they would emerge from the IP through a
full GEANT4 simulation of the detector; this is necessary because the small charge regime is
sensitive to details such as the reflectivity, the light attenuation length, and the shape of the
scintillator. These details, as well as the quantum efficiency, light-emission spectrum and the
fast-time constants were modeled in GEANT4 using the specifications provided by the
manufacturers for the scintillator and PMTs. Combining the estimated background rates
discussed above with the cross sections, acceptances and efficiencies calculated for all masses
and electric charges, the sensitivity projections of the milliQan experiment for LHC and HL-
LHC are shown in figure 62.

A 1/100 scale ‘demonstrator’ of milliQan to validate the detector concept was installed
in the PX56 location at CERN during Technical Stop 2 of 2017 and was upgraded during the
2017–2018 year-end technical stop. This demonstrator, shown in figure 63, has been
recording data since its installation, and expects to have first results later this year. If funding

Figure 61. A 3D model showing the optimal position of milliQan within the PX56
Drainage and Observation gallery located above CMS UXC.

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

115



is secured, construction of the full milliQan apparatus is planned for 2019, with installation in
the tunnel in 2020.

5.3.4. The MATHUSLA experiment. The basic motivation for the MAssive Timing
Hodoscope for Ultra-Stable neutraL pArticles (MATHUSLA) detector [103] is the search

Figure 62. The expected sensitivity of the milliQan experiment for different LHC
luminosity scenarios. The black line shows the expected 95% C.L. exclusion (solid)
and 3σ sensitivity (dashed), assuming 300 fb−1 of integrated luminosity. In blue is
shown the corresponding expectations for 3000 fb−1.

Figure 63. The 1/100 scale ‘demonstrator’ of milliQan installed in the PX56 drainage
gallery 33 m from the CMS IP.
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for LLPs with lifetimes much greater than the size of the LHC main detectors, cτ ? 100 m.
Any detector that can be reasonably constructed could only catch a small fraction of such
LLPs decaying inside of its volume. Even with potentially large LLP production rates at the
LHC, suppression of backgrounds is therefore crucial for discovery.

For LLP searches with high-energy or lepton-containing final states, the spectacular
nature of displaced-vertex (DV) signals leads to very low backgrounds in searches at LHC
detectors such as ATLAS or CMS. Any other class of LLP signature suffers from
backgrounds and triggering limitations that can be significant. This greatly curtails the main
detectors’ ability to discover LLPs with very long lifetimes.

To address this broad blind spot of existing detectors, MATHUSLA is proposed to be a
large, relatively simple surface detector that can robustly reconstruct DVs with good timing
resolution. This gives MATHUSLA a similar geometric acceptance to LLP decays in the
long-lifetime limit as the main detectors, while providing shielding from QCD backgrounds
and sufficient tracking to reject ubiquitous CRs. As a result, MATHUSLA is able to detect
LLPs produced with ∼1 pb cross sections at the HL-LHC with lifetimes near lifetimes of
∼0.1 s, which is generally the limit imposed by big-bang nucleosynthesis (BBN).

The simplified detector design for MATHUSLA is shown in figure 64. The main
component of the detector is a tracker array situated above an air-filled decay volume that is
20 m tall and 200 m×200 m in area. The tracker should have on the order of five planes to
provide robust tracking with ∼ ns timing and ∼ cm spatial resolution. The current
MATHUSLA design employs proven and relatively cheap technologies to allow for
MATHUSLA’s construction in time for the HL-LHC upgrade. Therefore, the trackers are
envisioned to be implemented with resistive plate chambers (RPCs), which have been used
for very large area experiments in the past [437, 438], while plastic scintillators provide the
surrounding veto.

This minimal design has been shown to be capable of measuring the LLP boost on an
event-by-event basis [439] using the geometry of the LLP visible decay products. Final-state
multiplicity provides a straightforward discriminant between hadronic and electromagnetic
decays. Additional particle identification capability, as well as detection of final-state photons,
might be possible by inserting an additional material layer between tracking layers to induce
an electromagnetic shower that can be used to distinguish electrons, photons and muons.

As argued in [103], MATHUSLA could search for LLPs decaying into charged particles
with little or no backgrounds. In figure 64 is shown, schematically, the two main
MATHUSLA signals, LLPs decaying into at least two charged leptons, or into jets that

Figure 64. Simplified MATHUSLA detector layout showing the position of the
200 m×200 m×20 m LLP decay volume.
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contain ( ) 10 charged hadrons [439]. In 50%–90% of leptonic decays and practically 100%
of hadronic decays [439], two or more charged partices hit the ceiling due to the LLP boost
and are recorded by the tracker. The charged particle trajectories can be fitted to reconstruct a
DV. Unlike most analyses in the main detectors, these DVs must satisfy the additional
stringent requirement that all trajectories coincide in time at the DV. The scintillator is used as
a veto to ensure that the charged particles originate at the DV:there can be no hits along the
line between the vertex and the LHC main IP, nor along the lines obtained by extrapolating
the individual charged particle trajectories backwards. These exhaustive geometric and timing
requirements make it extremely difficult for backgrounds to fake the LLP signal. Cosmic rays
can be rejected since they travel in the wrong direction (as well as occurring mostly in CR
showers with extremely highly correlated particle multiplicity in the detector). Muons from
the LHC collision do not satisfy the DV signal requirement. The rare occasions in which
muons scatter inside the decay volume can be vetoed with the scintillators. Finally, neutrinos
from CRs and LHC collisions can scatter in the decay volume and produce DV, but those can
also be rejected with geometric and timing requirements. We refer the reader to [103] for
more details. More comprehensive studies of these backgrounds and their rejection strategies,
including full simulations, are currently in progress.

An important general class of signals are LLPs with masses  100 GeV that decay
hadronically and are produced without other highly visible signals like high MET or high-
energy leptons. MATHULSLA can improve the sensitivity to these LLP production cross
sections by a factor of ∼ 103 compared to searches with the main detectors alone. This is
illustrated in figure 65, which shows MATHUSLA’s sensitivity to hadronically decaying
LLPs produced in exotic Higgs decays [103] compared to an optimistic projection for
searches for a single DV in the ATLAS MS [262]. For branching ratios of ∼ 10%, the BBN
lifetime limit [440] can be probed.

Apart from reaching the BBN upper limit or ceiling of LLP parameter space,
MATHUSLA extends the power of other LHC measurements. If a ∼ 10% invisible branching
ratio for the Higgs was detected via coupling measurements at the HL-LHC, the absence of a
MATHUSLA signal would lend strong support to the interpretation that the Higgs decayed to
a stable component of DM.

Figure 65. Sensitivity of MATHUSLA to hadronically decaying LLPs produced in
exotic Higgs decays, where the solid lines correspond to four decays in the detector
[103]. The dotted lines are the most optimistic ATLAS projection, using a very
inclusive search for a single DV in the muon chamber [262].
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Beyond LLPs produced in rare Higgs decays, MATHUSLA is a general-purpose LLP
detector that is sensitive to a wide range of other models. Its reach for other BSM scenarios
has been explored in [172, 174, 198, 441–447]. The general physics case for MATHUSLA’s
construction is made systematically in the recently released whitepaper [2].

It is important to point out that MATHUSLA is a very flexible detector concept that is
completely scalable. The sensitivity of MATHUSLA is roughly proportional to the decay
volume (which scales with surface area) and roughly independent of the precise geometry or
location of the detector, as long as it is ( ) 100 m horizontally displaced from the IP.
Therefore, a detector with smaller or larger volume than the benchmark in figure 64 may be
implemented, depending on available space and budget. Furthermore, the detector volume
can be divided into smaller, independent modules (which cooperate for triggering purposes).
These can be mass-produced economically and arranged according to the requirements of the
experimental site. Such a modular construction also allows for a natural way to improve or
extend the physics program of the experiment in an efficient way, by eventually upgrading,
for example, one or a few modules with additional capabilities, such as higher tracking
resolution for reconstruction of very low-mass LLPs below 10MeV, or an additional material
layer between the trackers for particle ID.

The MATHUSLA collaboration is currently studying such a modular design with the aim
of producing a Letter-of-Intent in 2018. Crucial to this endeavor is the data from the
MATHUSLA test stand, a ∼ 3×3×5 m MATHUSLA-type detector that took a few days
of data in the ATLAS instrument hall in 2017 and will take data for a few months in 2018.
This allows local CR backgrounds to be measured, background rejection and signal
reconstruction strategies to be tested, and simulation frameworks to be calibrated.

In conclusion, the MATHUSLA detector concept calls for a dedicated LLP surface
detector above ATLAS or CMS. A detector volume of ∼106 m3 gives sensitivity to LLPs near
the BBN lifetime limit if they are produced with ∼pb cross section. This improves LLP
sensitivity, compared to the main detectors alone, by several orders of magnitude for many
LLP scenarios. The detector is simple and relies on proven technology, making its
construction in time for the HL-LHC upgrade feasible. Once constructed, MATHUSLA could
function without modification as a detector for the HE-LHC (with increased sensitivity). A
small-scale test stand detector is already taking data at CERN, and studies are underway to
finalize a detailed design for the full-scale detector.

5.3.5. A COmpact Detector for EXotics at LHCb (CODEX-b). The CODEX-b proposal
involves housing a small detector in the LHCb cavern—external to the LHCb detector itself—
in a space approximately 25 m from the interaction point (IP8), behind the 3 m thick concrete
UXA shield wall. This space is presently occupied by the LHCb data acquisition (DAQ)
system, but will become available before Run 3 once the DAQ system is relocated to the
surface. The layout of the cavern is shown in figure 66, with the location of CODEX-b
overlaid. The nominal CODEX-b configuration features a 10×10×10 m volume
instrumented with RPC tracking layers or other off-the-shelf tracking technology, as well
as roughly 25 interaction lengths of shielding near IP8—e.g. 4.5 m of Pb—to suppress
primary and secondary KL, neutron, and other hadronic backgrounds. This shield requires an
active muon veto with an efficiency of ( )- 10 5 , in order to reject backgrounds induced by
muons or other charged particles in the downstream parts of the shield. The veto is located
several metres within the shield such that backgrounds induced by neutral particles remain
suppressed. See [104] for a study of a proof-of-concept example detector layout and
corresponding tracking efficiency, as well as a detailed study of the backgrounds. More

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

119



ambitious technologies, including calorimetry, precision TOF measurements, or integration
into the LHCb readout may also be feasible.

For the current discussion, the reach of CODEX-b for two benchmark models is
quantified: first, a light scalar field, j, that mixes with the SM Higgs boson is considered. If
j m 5 GeV, the production mode is primarily through inclusive jb s decays [449–451].

The LLP j subsequently decays back to SM fermions through the same Higgs portal. The
reach in terms of jm and the mixing angle qs is shown in the left-hand panel of figure 67.
CODEX-b significantly extends the projected reach of LHCb using only VELO-based DV
reconstruction, and covers part of the parameter space to which SHiP [452] and MATHUSLA
[443] are projected to be sensitive. Studies of the potential LHCb reach to longer lifetimes
using downstream tracking are ongoing [378, 453]. The right-hand panel of figure 67
indicates the reach for more general models, where the lifetime and production rate of j are
unrelated.

For the second benchmark, a dark boson, gd, produced through the exotic Higgs decay
g gh d d is considered. For concreteness the gd is taken to be a spin-1 field which can decay

through mixing with the SM photon [70, 230, 456, 457]. In this benchmark, the production
and decay are therefore controlled by different portals. The projected reach is shown in
figure 68, overlaid with the reach of ATLAS [262, 273] and MATHUSLA [103]. In
particular, at low γd masses, CODEX-b complements and significantly extends the reach of
ATLAS and CMS.

Finally, it might be possible to install a larger version of the CODEX-b detector at IP2,
after the ALICE collaboration concludes its heavy ion program. This option is named ‘A
Laboratory for Long-Lived eXotics’ (AL3X) [459], and can make use of the existing ALICE
TPC, supplemented with a thick hadron absorber. The B-field from the L3 magnet would
provide a good momentum measurement of the tracks, something which is absent in
MATHUSLA and CODEX-b. The feasibility of this proposal is however contingent upon a
luminosity upgrade of IP2, as well as the possible continuation of the ALICE physics during
Run 5.

5.3.6. The forward search experiment (FASER). If new LLPs are light compared to the weak
scale and very weakly coupled, the focus at the LHC on searches for new particles at high pT

Figure 66. Layout of the LHCb experimental cavern UX85 at point 8 of the LHC [448],
overlaid with the proposed CODEX-b location. From [104].
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may be completely misguided. In contrast to TeV-scale particles, which are produced more or
less isotropically, light particles with masses in the MeV–GeV range are dominantly produced
at low pT. In addition, because the new particles are extremely weakly coupled, very large
SM event rates are required to discover the rare new physics events. These rates are not
available at high pT, but they are available at low pT: at the 13 TeV LHC, the total inelastic
pp scattering cross section is ( )s »13 TeV 75 mbinel [460, 461], with most of it in the very
forward direction. This implies

Figure 67. Top:CODEX-b reach for jB Xs in the -q js m2 plane. Solid (dotted–
dashed) line assumes ( )= =- - 300 fb 1 ab1 1 . Bottom:inclusive CODEX-b

jB Xs reach (solid lines). The shaded regions (dashed lines) indicate current
LHCb limits (300 fb−1 projection) from ( )j mm B K , rescaled to the inclusive
process and assuming [ ] j mmBr 30% and 10% for =jm 0.5 GeV and 1 GeV,
respectively. The gray shaded area and the dashed line indicate the approximate current
[454] and projected [455] limits, respectively, for Belle II, from ¯( )nnB K * precision
measurements. From [104].
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inelastic pp scattering events for an integrated luminosity of 300 fb−1 at the LHC ( -3 ab 1 at the
HL-LHC). Even extremely weakly-coupled new particles may therefore be produced in
sufficient numbers in the very forward region. Due to their weak coupling to the SM, such
particles are typically long lived and travel a macroscopic distance before decaying back into
SM particles. Moreover, such particles may be highly collimated. For example, new particles
that are produced in pion (B-meson) decays are typically produced within angles of
q ~ L EQCD (m EB ) off the beam-collision axis, where E is the energy of the particle. For
E∼TeV, this implies that even ∼ 500 m downstream, such particles will have only spread
out ∼ 10 cm–1 m in the transverse plane. A small and inexpensive detector placed in the very
forward region may therefore be capable of extremely sensitive searches to LLPs, provided a
suitable location can be found and the signal can be differentiated from the SM background.

Forward search experiment (FASER) [105, 462–465], the is an experiment designed to
take advantage of this opportunity. It is a small detector, with volume ∼ 1 m3, that is proposed
to be placed along the beam-collision axis, several hundreds of meters downstream from the
ATLAS or CMS IP. In the following, we present a promising location of FASER, discuss the
properties of the signal and the required detector design, and present the new physics reach
for representative models.

As shown in figure 69, FASER will be placed along the beam collision axis, several
hundreds of meters downstream from the ATLAS or CMS IP after the LHC tunnel starts to
curve. A particularly promising location is a few meters outside the main LHC tunnel, 480 m
downstream from the ATLAS IP, in service tunnel TI12, as shown in the bottom panels of
figure 69. (A symmetric location on the other side of ATLAS in tunnel TI18 is also possible.)
This tunnel was formerly used to connect the SPS to the LEP tunnel, but is currently empty
and unused. As shown on the tunnel map in the lower left panel of figure 69, the beam
collision axis passes through TI12 close to where it merges with the main LHC tunnel. A

Figure 68. Comparison of experimental sensitivity to the BSM decay of an SM-like
Higgs to dark photons with and without the muon shadow (‘μSh’) for a few different
existing and proposed detectors. The g mmd branching ratio is taken from + -e e data
[458]. The CODEX-b sensitivity here is the so-called ‘optimistic’ reach, with

= 1 ab−1 and a larger volume, assuming DELPHI is removed. From [104].
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more detailed study of the intersection between the beam collision axis and TI12 verifies that
there exists space for FASER in the tunnel, as shown in the lower-right panel of figure 69.

In this location, FASER harnesses the enormous, previously completely unused and
unexamined cross section for very forward physics (s ~ 100 mb). This cross section implies
that even very weakly coupled new particles can be produced in large numbers at the LHC. In
addition, the production of LLPs at high center-of-mass energy results in long average
propagation distances ( ¯ ( )~ d 100 m) and decays that are far beyond the main LHC
infrastructure in regions where the backgrounds are expected to be negligible.

FASER will search for LLPs that are produced at or close to the ATLAS IP in
the very-forward direction, travel approximately 480 m, and then decay via LLP

+ Xcharged tracks . When LLPs are produced in the very-forward region of the beam
collision axis, they typically have very high energies E ∼ TeV. Although the identity of the
LLP decay products depends on the mass of the LLP and the concrete new-physics model,
some of the standard, characteristic LLP decay signatures are generically expected, such as
two or more stable charged particles, such as electrons, muons or pions. This leads to a
striking signature at FASER: two oppositely charged tracks with very high energy that
emanate from a vertex inside the detector and which have a combined momentum that points
back to the IP. A measurement of individual tracks with sufficient resolution and an
identification of their charges is therefore imperative if the apparatus is to make use of
kinematic features to distinguish signal from background. A tracking-based technology,
supplemented by a magnet and a calorimeter to allow for energy measurements, will be the
key components of FASER. Details of the detector design can be found in the Letter of Intent
[462] and Technical Proposal [464].

The FASER signals consist of two extremely energetic (∼TeV) coincident tracks or
photons starting at a common vertex and pointing back to the ATLAS IP. Muons and
neutrinos are the only known particles that can transport such energies through 100 m of rock
and concrete between the IP and FASER. The CERN Sources, Targets, and Interactions group
has computed the fluxes of muons and neutrinos at the FASER location using a FLUKA
simulation [466–468]. These muon fluxes then allow one to estimate the rate and energy
spectrum of muon-associated radiative processes near the detector. Preliminary estimates

Figure 69. Proposed location for FASER in TI12. Top panel: a schematic drawing of
the LHC and the very forward infrastructure downstream from the ATLAS and CMS
interaction points; FASER is to be located 480 m from the IP, after the LHC ring starts
to curve. Bottom panels: a map of the tunnel TI12 including the beam collision axis
(left), a photo of this location (center), and a model of the experiment integrated in the
TI12 tunnel (right).
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show that muon-associated radiative processes and neutrino-induced backgrounds may be
reduced to negligible levels [464, 464].

Emulsion detectors and battery-operated radiation monitors were installed in both TI12
and TI18 during Technical Stops in 2018. The results from these in situ measurements have
validated the estimates of the FLUKA simulation, confirming that the high-energy particle
background is highly suppressed and radiation levels are also very low and not expected to be
problematic for detector electronics. Additional work is ongoing to refine background
estimates, evaluate signal efficiencies, and optimize the detector.

In its first stage, FASER is an extremely compact detector, sensitive to decays in a
cylindrical region of radius R=10 cm and length L=1.5 m. FASER is planned to be
constructed and installed in LS 2 and will collect data during Run 3 of the 14 TeV LHC
(2021–23). After FASER’s successful operation, FASER 2, a much larger successor with
roughly R∼1 m and L∼5 m, could be constructed in LS 3 and collect data during the HL-
LHC era (2026–35). More details on the FASER timeline can be found in the Letter of Intent
[462] and Technical Proposal [464].

The sensitivity of FASER to detect LLPs has been studied in a plethora of new physics
models, including dark photons [105], dark Higgs bosons [469], HNLs [297], axion-like
particles (ALPs) [470], iDM [471], flavor-specific scalar mediators [472], ( ) -U 1 B L-gauge
bosons [473], R-parity violating supersymmetry [60, 174] and SIMPs [474]. A summary on
FASER’s physics reach for LLP can be found in [463]. Combined, these studies establish
FASER’s significant impact on the LHC’s discovery reach for LLPs. The physics reach at
FASER and FASER 2 for these models is shown in figure 70. Here we assume that
backgrounds can be reduced to negligible levels. The gray-shaded regions of parameter space
have already been excluded by previous experiments. For comparison we also show the
projected reaches of other proposed experiments that search for LLPs.

Dark photons and ALPs (upper panels) are mainly produced in the decay of light mesons,
via dark bremsstrahlung, or through the Primakoff process, and they are therefore very
collimated around the beam collision axis. Already a very small detector is able to probe large
and unconstrained regions of parameter space, making dark photons an ideal short-term goal
for FASER. In contrast, dark Higgs bosons and HNLs (lower panels) define good long-term
physics goals. They are both mainly produced in heavy meson decays, leading to a larger
spread around the beam collision axis. A larger, but still relatively small, detector with
R∼1 m is then required to exploit the full potential of FASER.

6. Reinterpretation and recommendations for the presentation of search results

Chapter editors:Giovanna Cottin, Nishita Desai, Sabine Kraml, Andre Lessa, Zhen Liu
Contributors:Juliette Alimena, Will Buttinger, Eric Conte, Yanou Cui, Jared Evans,

Benjamin Fuks, Lukas Heinrich, Jan Heisig, Gavin Hesketh, David Michael Morse, Michael
Ramsey-Musolf, Ennio Salvioni, Michele Selvaggi, Brian Shuve, Yuhsin Tsai

6.1. Introduction

Models and scenarios with LLPs have seen an enormous rise in interest in recent years. They
include supersymmetric scenarios with almost mass-degenerate lightest states [63, 65], highly
split spectra [113, 475], very weakly interacting LSPs like gravitinos or axinos [476, 477], or
R-parity violation [55, 110, 111], as well as equivalent scenarios in other SM extensions (e.g.
extra-dimensional models) with new SM gauge-charged particles. More recent ideas include
models with feebly interacting DM [146] (supersymmetric or not), asymmetric DM [478],
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HV models [66], and other dark-sector models; for a comprehensive discussion, see the
classification of existing well-motivated theories with LLPs in chapter 2.

All of these models can feature a large variety of possible LLP signatures. In HV models
[66], for instance, new particles can either decay into invisible dark particles or back to the
SM, thus possibly leading to a mix of long-lived and prompt signatures, with or without
missing transverse energy (E T). Furthermore, new theoretical frameworks are constantly
emerging, often motivated by new approaches to the hierarchy problem or DM. It is therefore

Figure 70. Projected FASER exclusion reach for benchmark new-physics scenarios
containing dark photons (top left), ALPs with dominantly photon couplings (top right),
dark Higgs bosons (bottom left), and HNLs with dominantly τ-mixing (bottom right) in
the corresponding coupling versus mass planes. The gray shaded regions are excluded
by current experimental bounds, and the colored contours represent projected future
sensitivities of other proposed experiments that search for LLPs. See [463] for details.
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of great interest to our community to be able to reinterpret the LLP experimental results for
new models which may be developed in the future182.

The reinterpretation of experimental results can generically be done in two ways:by
applying appropriate simplified-model results to more complete models, or by reproducing
the experimental analysis in a MC simulation. Clearly, the former is easier and faster, while
the latter is more generally applicable but also more difficult and much more time
consuming183.

In the context of searches for prompt signatures with E T, the use of simplified models
has been shown to be a fruitful approach for both the experimental and theoretical com-
munities [74, 76, 78, 87, 88, 480, 481]. Dedicated tools, notably SMODELS [482–484] and
FASTLIM [485], are publicly available and allow the user to reinterpret SUSY simplified-
model results within the context of a full model. The coverage of a full model can, however,
be severely limited by the kind of simplified-model results available, as discussed recently in
[106] for the case of the phenomenological MSSM. Indeed, for some models the large
number of relevant simplified-model topologies and their complexity can make the simpli-
fied-model approach inexpedient. In this case, a more complete and robust recasting proce-
dure is necessary.

Again, for prompt signatures, a general recasting approach is available through several
public tools, notably CHECKMATE [486, 487], MADANALYSIS5 [488, 489], RIVET[490] (v2.5
onwards) and Gambit’s COLLIDERBIT [491]. These tools allow the user to reproduce
experimental analyses by means of MC event simulation coupled to an approximate emu-
lation of detector effects184. For the latter, CHECKMATE and MADANALYSIS5 rely on DEL-

PHES [342], in some cases supplemented with appropriate tuning, while RIVET and
COLLIDERBIT employ object smearing and analysis-specific reconstruction efficiencies. The
ATLAS and CMS collaborations are helping these recasting efforts by providing more and
more detailed information about their analyses and results. As an example, covariance
matrices for the background correlations in the framework of simplified likelihoods were
provided for the analysis of [492].

The situation is, so far, quite different for LLP searches. First, the presentation of results
in terms of simplified models is still limited to a few topologies and does not always include
all of the parameters required for a general purpose reinterpretation. It is worth noting that,
compared with simplified models for prompt searches, simplified models for LLP searches
always have at least one additional free model parameter:the lifetime of the LLP. Second,
recasting LLP searches outside of the experimental collaborations is a difficult task since the
searches are very sensitive to the detector response, which in most cases cannot be easily
emulated by a fast detector simulation (and many backgrounds are also challenging to
simulate due to their non-standard nature; see chapter 4 for a full discussion of backgrounds to
LLP searches). As a result, while first steps towards the treatment of LLPs were achieved in
SMODELS [493] and MADANALYSIS5 [494], the implementation of LLP searches in public
recasting tools is still in its infancy, thus limiting the applicability of the experimental results.

182 In this context we refer the reader also to the activities of the ‘Forum on the Interpretation of the LHC Results for
BSM studies’ [479].
183 When no new backgrounds need to be considered and the hypothesized signal does not affect control regions,
one can simply determine the event counts in the signal regions and compare them to the 95% C.L. observed limits,
or take the numbers of observed events and expected backgrounds to compute a likelihood.
184 For completeness it should be noted that, while all of these tools include a more-or-less extensive set of SUSY
searches, many of the searches for other, ‘exotic’ types of new physics cannot yet be reproduced outside the
experimental collaborations. This concerns in particular searches relying on multivariate techniques such as boosted
decision trees.
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In order to allow for a more extensive reinterpretation or recasting of the experimental
analyses, detailed information concerning the detector performance and object reconstruction
is needed. These can in principle be provided in the format of efficiencies185 for selection and
reconstruction of relevant objects, as demonstrated already by some pioneering experimental
publications [237, 495]. One difficulty in this respect is that the information needed for
recasting LLP searches is clearly analysis dependent, which means an additional workload for
the analysis groups to provide this information on a case-by-case basis.

The objective of this chapter is to discuss the presentation of LLP search results with the
aim that they can be re-used for interpretations beyond the models considered in the exper-
imental publications. To this end, we first discuss in section 6.2 the various options for
presenting the LLP results (and for a summary, see figure 71), and compare their advantages
and shortcomings. In section 6.3, we discuss in more details how the simplified models
defined in section 2 can be used to reinterpret LLP searches. In section 6.4, we present several
attempts at recasting LLP searches, according to the LLP signature, focusing on HSCPs and
various displaced objects. For each case, we elaborate on the lessons learned from the
reinterpretation effort. Section 6.5 presents a first attempt to extend the public detector
simulator DELPHES to deal with LLP searches, while section 6.6 focuses on reinterpretations
performed within the experiments themselves, including the RECAST framework [496]. In
section 6.7, we discuss complementary constraints on LLPs from reinterpreting prompt
searches. We conclude in section 6.8 with our recommendations for the presentation of LLP
results.

Figure 71. A qualitative overview of the possibilities for the presentation of results
discussed in this chapter. The axes represent the complexity of information required by
each format and the corresponding level of model independence.

185 We employ the term ‘efficiency’ in a broad sense. It can refer to reconstruction efficiencies, selection
efficiencies, overall signal efficiencies, etc, which will be further specified below.
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6.2. Options for presenting experimental results

A qualitative view of the various possibilities for presentation of search results is illustrated in
figure 71. We broadly classify these possibilities according to the type of information pro-
vided for reinterpretation (in other words, the type of efficiency). Each type refers to distinct
signal objects, as illustrated in figure 72. As we can see, each possibility relies on distinct
assumptions about the signal, resulting in different levels of model dependence. Below, we
provide a brief discussion of the advantages and limitations of the various possibilities of
presentation of LLP search results. We gradually progress from the simplest case towards
more complexity but also better re-usability.

Simplified models.In most cases, the simplified-model topology corresponds to single or
pair production of the LLPs, though in principle simplified models for production through
cascade decay of heavier states can also be envisaged. In any case, the simplified model
incorporates important assumptions on the LLP production mode, decay mode and quantum
numbers. Simplified-model results can be presented at different levels of sophistication and
re-usability:

• exclusion curves in, e.g. a mass-versus-mass or mass-versus-lifetime plane, are highly
model dependent and can rarely be used for reinterpretation without significant effort;

• cross section upper limits186 can be applied to a larger variety of models in which the
same LLP production and decay mode occurs through a rescaling of the cross section
times branching ratio factor;

Figure 72. Possibilities for the presentation of results: simplified-model efficiencies
assuming a specific topology of LLP production and decay, signature efficiencies
assuming only a specific LLP decay, and final-state object efficiencies which are
independent of the specific decay mode.

186 For the sake of re-usability, cross section upper limits in absolute terms are much preferred over limits on the
signal strength.
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• simplified-model efficiencies go one step further:they make it possible to combine
different topology contributions to the same signal region and compute an approximate
likelihood using the number of expected and observed events.

The main advantages of simplified models are a parametrization of the signal sensitivity
in terms of few physical parameters and a unified language and format applicable to a wide
range of searches. Also, when re-using simplified-model results one avoids detector simu-
lation uncertainties. The disadvantages are that the simplified-model result cannot be applied
to other LLP production or decay modes, resulting in overly conservative limits if the LLP
signal is composed from multiple topologies. This can be important if the LLP is a color
singlet, but there are several heavier color-charged states which can be produced and decay to
the LLP. In principle this can be overcome if efficiencies are provided for a sufficiently large
number of simplified models (including cascade decays), as a function of the simplified-
model parameters, which should include the LLP lifetime. These efficiencies can then be
combined in order to compute the corresponding constraints to complex models, where
multiple topologies are present187. We stress, however, that in order for this combination to be
possible, signal efficiencies and not cross section upper limits must be provided. The major
drawback of this approach is that in order for the results to be applicable to a broad class of
models, the number of required simplified models and their complexity can easily become
very large. For achieving a high level of model independence, it is therefore desirable that the
experimental analysis can be recast with MC event simulation. Two ways of presenting
results are useful to this end: signature efficiencies and object efficiencies.

Signature efficiencies.Signature efficiencies are efficiencies for the reconstruction of the
main LLP signature treated as a single ‘object’ (single charged track, DV, DT, etc) as a
function of the LLP kinematic parameters and the lifetime. Signal efficiencies require the
assumption of a specific LLP decay mode, but are otherwise highly model independent since
they make no assumption on the LLP production mode. In addition, they are fully model
independent for stable particles (within the detector volume), since in this case no assump-
tions about the LLP decay mode are required at all. In many cases, however, the recon-
struction efficiencies depend on multiple kinematic variables, such as the LLP pT, its
transverse decay position, impact parameter, etc. As illustrated in section 6.4.6, these effi-
ciencies can be very useful for recasting LLP searches, but they are not often provided by the
experimental collaborations. Many recasting efforts consist of extracting these efficiencies
from the provided information, but this procedure can result in large uncertainties.

Object efficiencies.Object efficiencies are efficiencies for the reconstruction of the
physics objects relevant for building the LLP signature; for example, if an analysis recon-
structs DV out of tracks, the associated object efficiencies would be the efficiency of
reconstructing each displaced track that is later combined to form the vertex. They can clearly
be applied to a wide range of LLP decay and production modes, since no specific assumptions
about either is required. For instance, a displaced lepton reconstruction efficiency can be
provided as a function of the lepton pT and its transverse impact parameter d0. As discussed
in section 6.4.2, these efficiencies can be used to recast LLP searches to an acceptable
accuracy (∼ 20%). Furthermore, as illustrated in section 6.4.6, knowledge of object effi-
ciencies are essential for a general purpose recasting of the search. Within this approach the
model dependence is minimal and can be restricted to a few general assumptions about the
nature of the LLP. Also, object efficiencies could be included in fast-detector simulators, thus

187 These points are illustrated by the reinterpretation of the CMS search for HSCPs [495] discussed in section 6.3:
for the specific model considered in [97], constraints obtained using only a single simplified model (direct production
of t̃s in this case) can underestimate the bounds on the LLP mass by almost a factor of two.
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providing a way of recasting LLP searches on a similar footing as prompt searches. The main
difficulty with providing such object efficiencies is the potentially large number of parameters
required for their parametrization.

6.3. Reinterpretation using simplified models

One of the possibilities for extending the experimental results from LLP searches to a large
variety of scenarios is through the use of simplified-model topologies. Simplified models (or
simplified-model spectra, SMS) have been widely used for the interpretation of prompt and
LLP searches. As discussed in chapter 2, a large number of SMS topologies are possible for
the distinct LLP signatures, which can be grouped by the LLP production mode, decay and
lifetime. These SMS topologies aim to capture the main physical properties of the LLP signal
and can then be used to constraint other scenarios containing similar topologies. The use of
simplified-model results to constrain full models has been shown to be possible
[93, 106, 482, 485, 497, 498], even though it has its shortcomings [106]. Also within the
context of LLP searches, the use of simplified model results for reinterpretation can be a good
alternative, e.g. when a recasting based on a MC simulation is difficult or is too computa-
tionally expensive. In this section, we briefly review how SMS results can be used to rein-
terpret searches for full models as well as the particular challenges presented by LLP searches.
A concrete example of reinterpretation using simplified models is given in section 6.3.2,
based on the results of [97].

6.3.1. From simplified to full models. The interpretation of experimental results using
simplified models typically corresponds to producing upper limits on the production cross
section or signal efficiencies for a specific SMS topology (production and decay channel).
These results are provided as a function of the simplified model parameters, which have been
largely taken to be the masses of the BSM particles appearing in the topology. For LLP
topologies, however, a new parameter must be considered: the LLP lifetime (see chapter 2).
With the exception of searches for stable particles, the lifetime is one of the main parameters
affecting the topology efficiency and upper limit.

Once signal efficiencies188 (ò) are provided for one or more SMS topologies, these can be
used, under some approximations, to quickly compute the number of expected signal events
(S) for a full model:

⎛
⎝⎜

⎞
⎠⎟ ( )å s= ´ ´ ´ S BR , 6.1

SMS
SMS SMS SMS

where  is the luminosity for the respective search and the sum runs over simplified model
topologies. Since the production cross section (sSMS) and branching ratios (BRSMS) for each
topology can be quickly computed for any full model, the simplified model signal efficiencies
(SMS) can be directly used to obtain the signal yield. This procedure does not rely on any MC
simulation or recasting of LLP searches and can be easily applied to a wide variety of models,
provided SMS is known. The main limitation of this approach comes from the limited
(although growing) number of SMS results available. Since SMS is typically known only for
very few simplified models, the sum in equation (6.1) is limited to the number of available
topologies, resulting in an under-estimation of S.

188 For simplicity we will refer to the signal acceptance times efficiency as ‘signal efficiency’. This efficiency is a
function of the simplified model parameters, including the LLP lifetime.
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For prompt SUSY searches, a systematic approach for reinterpreting simplified model
results based on the procedure outlined above has been developed in [482, 485]. Furthermore,
using the large number of available SUSY SMS results, public tools are available for
constraining full models using these results [483, 485]. The same procedure can also be
applied to LLP SMS results, as shown in [97] for the case of HSCPs and implemented
recently in SMODELS [493]. In the next section we review some of the results found in [97].
Although these have been obtained within the context of HSCPs, the main results can be
generalized to other LLP signatures, and demonstrate some of the advantages and
shortcomings of reinterpretations using LLP simplified models.

6.3.2. Reinterpretation using HSCP simplified models. The CMS search for HSCPs in [495]
provided signal efficiencies for the simplified model topology ˜ ˜ttpp as a function of the
stau mass. In the language of the simplified models of section 2.4.2, this is the direct pair
production mode of a charged LLP. The stau is assumed to be stable (at detector scales), thus
producing a highly ionizing track, which can be used to search for this scenario (see
section 3.5). Since the stau lifetime (τ) is assumed to be ? 10 ns, the signal efficiencies do
not depend on τ, thus simplifying the SMS parameter space, which reduces to the stau
mass189. The relevant selection efficiencies required for a general purpose MC recasting of the
HSCP search have also been provided by the CMS analysis; see section 6.4.1 for details.

The efficiencies for the stau simplified model can be used to constrain a full BSM
scenario which contains HSCPs. In [97], the region of the CMSSM parameter space with

˜ ˜- <t c tm m m
1
0 has been considered, since it provides a possible solution to the Lithium

problem [499, 500]. Due to the small mass difference, the stau is long-lived and decays
outside the detector, thus generating a HSCP signal. In figure 73, we show the constraint on

Figure 73. Region of the CMSSM parameter space with long-lived NLSP staus. The
light gray regions are excluded by the requirements ˜ ˜t cm m

1
0 and

 m120 GeV 130 GeVh . The top red region is excluded by the upper limit on
the neutralino relic density, while the lower blue region is excluded by the CMS
constraints on direct production of long-lived staus. For more details see [97].

189 We point out that it is still possible to apply these simplified model results to models with smaller LLP lifetimes
if we include the suppression factor from the LLP decay length distribution, as discussed in section 6.4.1.2.
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the CMSSM parameter space obtained using only the simplified model provided by CMS
(direct stau production). Since the simplified model only contains one parameter, it translates
to a limit on the stau mass ( ˜ <tm 260 GeV), as shown by the blue region in figure 73. In this
CMSSM scenario, however, direct production of staus only contributes to a small fraction of
the total HSCP signal, since staus are typically produced from cascade decays of heavier
SUSY states, such as charginos, squarks and gluinos. (Note that these correspond to the HP
modes of section 2.4.2.) Furthermore, there are several possible topologies which contain a
stau and the LSP (c̃1

0) in the final state, thus resulting in a mixed missing energy-HSCP
signature. Therefore using only the CMS constraints for the direct stau production simplified
model largely underestimates the sensitivity of the CMS search.

In order to improve the constraints shown in figure 73, one must have efficiencies for
several SMS topologies. Fortunately, a MC recasting of the 8 TeV CMS search is possible
(see section 6.4.1 for details) and can be used to compute simplified model efficiencies. In
[97], seven additional simplified models containing cascade decays were considered and their
efficiencies computed as a function of the masses appearing in the topology. A summary of
the topologies considered are shown in table 5. It is important to point out that it is not
necessary to specify the SM final states appearing in the simplified models, since the HSCP
search is inclusive and the efficiencies do not depend on the additional event activity. Using
this extended database of simplified model efficiencies and equation (6.1), we can compute a
more inclusive signal yield for each point of the CMSSM parameter space and improve the
constraints on the model. The results are shown in figure 74, where we see a drastic
improvement in the region excluded by the constraints on HSCPs, as expected. For this
specific scenario (with b =tan 10), all the parameter space is excluded either by the CMS or
DM constraints [97].

Figure 74 illustrates the feasibility of using simplified model efficiencies to constrain full
models. This approach has the advantage of being computationally inexpensive (once the
efficiencies are known) and can be used to quickly test a large number of model points.
However the approach relies on a few approximations and is never fully inclusive, since the
number of SMS topologies with published efficiencies is always limited. Hence, it is
important to verify how close the simplified model reinterpretation comes to the full recasting
using a MC simulation. In [97] it was shown that, within the CMSSM scenario discussed
above and using eight simplified model topologies, the SMS results reproduce the full

Table 5. Definitions of the HSCP simplified models considered in this section. The
symbol X represents the HSCP, Yi represents intermediate BSM particles, SM repre-
sents any Standard Model particle and inv represents an invisible final state, such as the
neutralino. The correspondance with the simplified models language of chapter 2
(section 2.3.1) is also given.

SMS topology Notation in chapter 2

pp X X DPP
 pp Y Y Y X, SM1 1 1 HP
  pp Y Y Y Y Y X, SM , SM1 1 1 2 2 —

  pp Y Y Y Y Y X, SM , SM1 2 1 2 2 —

 pp Y Y Y X, SM SM HP
pp Xinv CC
  pp Y Y Y Y X, SM inv, SM1 2 1 2 —

   pp Y Y Y Y Y Y X, SM inv, SM, SM1 2 1 2 3 3 —
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simulation within 20% or better. Since this error is of the order of the uncertainties in
recasting, the use of simplified models becomes a viable alternative to full recasting. The
SMS reinterpretation is even more relevant for the cases where a straightforward MC
recasting is not possible.

Lessons learned.The example discussed in section 6.3.2 illustrates how simplified
models for LLPs can be used as a reinterpretation tool. One important point which becomes
clear once we compare figures 73 and 74 is the importance of a sufficiently inclusive database
of simplified model efficiencies. In particular, depending on the full BSM scenario
considered, the minimal set of simplified models proposed in chapter 2 and the appendix may
not be sufficient to allow for a reinterpretation based on simplified model results alone. The
reason is that this set was derived as the minimal set to generate a collection of relatively
inclusive signatures, but may not correctly model the efficiency of every UV theory leading to
that signature. In these cases, results for additional simplified model topologies are necessary
and can be provided by the experimental collaborations or generated by theory groups if a full
recasting is available. Furthermore, since LLP searches can be very inclusive, the simplified
models considered can also be defined inclusively, as discussed above. In this way a limited
number of simplified models can cover a large number of event topologies, thus increasing
the SMS coverage of full models.

6.4. Recasting examples for specific searches

Here we provide examples of recasting specific experimental searches for several LLP sig-
natures: searches for HSCPs, displaced leptons, displaced jets, displaced LJs, non-pointing
photons, and DV. These recasting attempts have been made outside the experimental colla-
borations, making use of the public information provided by the experimental note or pub-
lication. The aim here is to highlight the challenges faced when recasting LLP searches and
also to highlight the cases where the experimental information provided is straightforward and
useful for recasting.

Figure 74. Region of the CMSSM parameter space with long-lived NLSP staus, as in
figure 73, but here additionally using all the simplified models listed in table 5.
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6.4.1. Heavy stable charged particles. Searches for HSCPs are based on the signature of
highly ionizing tracks and/or an anomalous TOF between the particle’s production at the IP
and its arrival in the muon detector [390] (see section 3.5.1.1 for more details). Both
signatures are sensitive to the particle’s velocity and exploit the production of HSCPs outside
of the ultra-relativistic regime, allowing for a powerful discrimination against the highly
boosted SM backgrounds. HSCP searches assume particles are sufficiently long-lived to
traverse the entire detector. They have been interpreted for HSCPs that are purely electrically
charged or carry color charge, the latter of which hadronize to form R-hadrons as they
propagate through the detector [10]. Typically, the HSCP signature yields high sensitivities
providing a very strong background rejection while still allowing for large signal efficiencies.
As a consequence, search strategies for new physics models with HSCPs typically do not
benefit from more model-dependent selection criteria, like requiring additional particles in the
event [95]. The corresponding searches can, hence, be performed in a mostly inclusive
manner concentrating on the HSCP candidate itself. This fact opens up the possibility of
providing a widely applicable recasting based on signature efficiencies. This approach has
been followed by the CMS Collaboration [495], which has provided probabilities for HSCP
candidates to pass the on- and off-line selection criteria for Run 1 as a function of the relevant
kinematical parameters.

In this section we describe the recasting of the 8 TeV CMS search for HSCPs and discuss
its validation and applicability. Furthermore, we comment on the attempt to extrapolate the
8 TeV signature efficiencies to the corresponding 13 TeV analysis, for which the
corresponding efficiencies have not been provided by CMS.

6.4.1.1. Recasting using signature efficiencies. Reference [495] provides efficiencies for the
reconstruction and selection of HSCP candidates with ∣ ∣ =Q 1 in the form of on- and off-line
probabilities, ( )kPon and ( )kPoff . These are given as a function of the truth-level kinematic
variables velocity (β), pseudo-rapidity (η) and transverse momentum (pT) of isolated HSCP
candidates, so the vector k is defined as: ( )b h=k p, , T . The on- and off-line probabilities
must be applied to isolated HSCP candidates, which are required to fulfill

⎛

⎝
⎜⎜⎜

⎞

⎠
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charged visible

where the sums include all charged and visible particles, respectively, within a radius of
h fD = D + D <R 0.32 2 around the HSCP candidate track, p i

T denotes their transverse
momenta and E i their energy. Muons are not counted as visible particles and the HSCP itself
is not included in either sum.

If an event contains one or more HSCPs satisfying the above isolation criteria, the
efficiency for the event to pass the analysis selection is given by:

( )= ´   . 6.3on off

For an event with one HSCP candidate on off is directly given by the signature efficiencies
( )kPon off . For an event with two candidates, the efficiency reads [495]

( ) ( ) ( ) ( ) ( )= + - k k k kP P P P , 6.4on off on off
1

on off
2

on off
1

on off
2

where k1,2 are the kinematical vectors of the two HSCPs in the given event. Therefore the on-
and off-line probabilities combined with the isolation criteria allow for the complete recasting
of the HSCP search using only truth-level events generated in MC.
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The recasting of the 8 TeV search was performed in [97] using the procedure described
above. Events were simulated using PYTHIA6 [501] and the total signal efficiency for a given
model was then computed using:

å=
=

 
N

1
,

i

N

i
1

where the sum runs over all the (N) generated events and òi is the efficiency for each event
computed using equation (6.3). Since the probabilities ( )kPon off are given for four distinct
cuts on the reconstructed HSCP mass (mrec), these were considered as four different signal
regions. The number of observed events and the expected background for which of these cuts
are reported in [495].

6.4.1.2. Validation and applicability. A validation of the method described above was done in
[97] using the same GMSB model considered by CMS [495]. This supersymmetric model
features a gravitino and a long-lived stau as the lightest and NLSP, respectively. Since the
stau only decays outside the detector volume, all cascade decays of the produced sparticles
terminate in the lightest stau, which provides the HSCP signature. The left pane of figure 75
compares the resulting signal efficiency obtained by the recasting and the full CMS detector
simulation. The signal efficiencies agree within 3%, demonstrating that the recast is an
excellent approximation to the full CMS simulation. The differences are of the order of the
statistical uncertainties from the MC simulation of the signal. In the right pane of figure 75,
we show the 95% C.L. upper limits on the inclusive production cross sections, which, again,
agree (within ∼3%) with the ones obtained by the full simulation in [495]. Note that both
limits are based on the discrete mass cuts on mrec mentioned above. In the full CMS analysis
[306], an event-based mass cut is used, resulting in slightly stronger constraints for some
HSCP masses.

Due to the inclusive nature of the search, the above recasting provides a widely
applicable and highly reliable way to reinterpret the HSCP search for arbitrary models

Figure 75. Left:signal efficiency ò of the HSCP search. Right:95% C.L. cross section
upper limit for the GMSB model as the function of the stau mass. We compare the
CMS analysis [495] from the full detector simulation (red solid lines) with the recasting
using signature efficiencies (blue dashed lines). In the lower frames we show the
respective ratios  Full Recast, s slimit

Full
limit
Recast. Taken from [97].
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containing detector-stable HSCPs. Accordingly it has been used in a variety of
phenomenological studies. For instance, it has been used for reinterpretations of super-
symmetric models [96, 205, 502, 503] and non-supersymmetric models of very weakly
interacting DM [142, 148]. In [96, 142], the recasting has been used to reinterpret the HSCP
search for finite lifetimes by convolving the signature efficiency with the fraction of HSCPs
that decay after traversing the relevant parts of the detector. The recasting has also been used
for a reinterpretation in terms of simplified models, as discussed in section 6.3.2.

6.4.1.3. Extrapolation to 13 TeV. While the CMS search for HSCPs at 8 TeV has provided
the signature efficiencies discussed above, the same is not true for the 13 TeV analysis [4].
Therefore a straightforward recasting of the Run 2 search is not possible. Nonetheless, since
the 8 TeV CMS search has proven to be extremely useful in constraining models with long-
lived charged particles, it would be desirable to recast the 13 TeV analysis as well. In the
following we discuss an attempt [504] to obtain a similar recasting for the corresponding
HSCP search at 13 TeV. Our aim is to extrapolate the public 8 TeV efficiencies to Run 2 by
introducing a correction function F that accounts for the differences between both runs:

( ) ( ) ( ) ( )b= ´k kP F P , 6.5off
13 TeV

off
8 TeV

where we have assumed that the correction function is mainly dependent on the HSCP
velocity. If F(β) is sufficient to account for the difference between both runs and can be
computed, we can directly obtain Poff

13 TeV and, using the procedure described in section 6.4.1.1,
recast the 13 TeV analysis.

In order to compute the correction function F(β), we use the total signal efficiencies
reported by the 13 TeV CMS analysis [4] for direct production of long-lived staus. Since the
signal efficiencies have been provided for six distinct values of the stau mass, we perform a fit
of F to the efficiencies reported. We chose to parametrize the correction function F(β) by
eight parameters (Ci). Using MADGRAPH5_AMC@NLO [226] and PYTHIA6 [501], we obtain
generator-level events for each of the stau mass points at 13 TeV. Then, comparing the total
signal efficiencies obtained for a given set Ci to the efficiencies reported in [4], we can
determine the best-fit values for the Ci parameters and consequently the best-fit for the
correction function ( ‐Fbest fit). The result of the best-fit function and its 1σ uncertainty is
shown in figure 76. The deviation of F from 1 implies a decrease or increase of the respective
detector and signal efficiency between the 8 and 13 TeV analyses. Figure 76 also shows that
the function is loosely constrained for low values of β.

In order to verify the validity of the extrapolation to 13 TeV, we use ‐Fbest fit and
equation (6.5) to compute the total signal efficiencies for the same six benchmark points used
in the fit. A comparison between the results obtained through recasting and the efficiencies
reported by CMS is shown by the second and third columns in table 6. The results reproduce
the CMS values well within the expected uncertainties, thus validating the fitting procedure.
Furthermore, the inclusion of the correction function significantly improves the agreement
with respect to the direct extrapolation of the 8 TeV efficiencies (F=1), as shown by the
fourth column in table 6.

The high level of agreement obtained with ‐Fbest fit for the direct stau benchmark points is
expected, since these points were used in order to fit the correction function. Therefore an
independent test of the above fit must be performed in order to properly validate the recasting
of the 13 TeV analysis. Fortunately CMS has also reported efficiencies for a second scenario,
the GMSB model with long lived staus. This scenario not only contains direct stau
production, but also includes production through cascade decays of heavier sparticles. Since
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the GMSB model produces distinct event topologies, it provides a good test for the validity of
the recasting procedure.

The results for the six GMSB bechmark points considered in [4] are shown in table 7. As
we can see, they deviate from the CMS values by up to 20% for large stau masses, where our
estimate undershoots the CMS efficiencies. Although the overall agreement is improved by
the correction function, the result is not entirely satisfactory, given that the uncertainties for
the 8 TeV recasting were under 5% (see figure 75). The observed difference might arise from
several shortcomings in our description.

In particular, we assume F to only depend on β whereas the full probability maps are
parametrized in the three kinematic variables β, η and pT. However, assuming a dependence
of all three kinematic variables is clearly not feasible given the very limited amount of
information provided by the 13 TeV CMS analysis. Therefore we conclude that it is not
possible to extrapolate the 8 TeV efficiencies in a straightforward way without additional
information from the experimental collaboration.

Figure 76. Best-fit correction function F(β), used for recasting the CMS HSCP search
(described in the text), and its ±1σ band.

Table 6. Efficiencies for the 13 TeV LHC for the six benchmark masses in the direct
stau production scenario reported by CMS (second column) and obtained through
recasting using ‐Fbest fit and without the inclusion of the correction function (F=1).

Direct production

mHSCP (GeV) ò(CMS) ( )‐ Fbest fit ò(F=1)

200 0.235 0.232 0.259
308 0.294 0.298 0.346
494 0.387 0.384 0.452
651 0.450 0.448 0.503
1029 0.497 0.501 0.466
1599 0.428 0.429 0.225
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Lessons learned.The prominent signature of HSCPs allows for a mostly inclusive search
strategy concentrating on the HSCP track itself. Hence, searches for HSCPs can be
reinterpreted using signature efficiencies in a widely applicable and highly reliable way. This
possibility has been followed by the CMS Collaboration providing signature efficiency maps
for the 8 TeV LHC. The validation reveals an excellent performance. The recast has been
successfully used in the literature.

The signature efficiencies for 8 TeV can also be used to estimate the ones for Run 2 by
applying a multiplicative correction function. While such an extrapolation introduces some
level of approximation, a better knowledge of the underlying changes between both runs
might reduce the uncertainties.

6.4.2. Displaced leptons. Searching for displaced leptons by requiring the leptons to have
large impact parameters with respect to the PV is a very clean strategy due to the low
backgrounds, and such searches are usually very straightforward to recast. The CMS
displaced eμ search [275] demands two oppositely charged, different flavour (e, μ) leptons
with large impact parameters (see also section 3.2). The recast is fairly straightforward to do,
and the biggest difficulty in doing so is locating all of the relevant information as it is not all
provided within the main document. The ‘standard’ isolation requirements used in the search
can be found in an earlier version of the search [505]. The necessary cuts on the displaced
decay position (vT, vZ) as well as the selection (as a function of pT), reconstruction (as a
function of impact parameter, d0) and trigger efficiencies can be found on an additional
website [506] containing auxiliary information for recasting. Although all of this information
is excellent and greatly facilitates recasting the search, it is a challenge to collect the relevant
information due to the fact that the additional material is not referenced in the document.

The benchmark model used in this search is the direct pair production of stops that decay
through small lepton-flavor-universal RPV l¢ L Q Dijk i j k

c couplings (l l l¢ = ¢ = ¢133 233 333) to
yield displaced ˜ t eb, μb, and τb decays. The signal is simple to generate, where the only
challenge is in handling the displacement properly. The most identifying pre-selection
requirement of this search is that the transverse impact parameter, ∣ ∣d0 , is required to be larger
than 100 μm for both the electron and muon. The impact parameter is not the point where the
parent object (e.g. τ or b) decays, i.e. the v mentioned above, but rather the distance to the
point of closest approach of the lepton’s track relative to the center of the beampipe in the
transverse plane. Backgrounds in this search from ttZ or heavy flavor tend to result in
leptons that are nearly collinear with the parent due to the small mass-to-momentum ratio, and
yield a small impact parameter even for decays well on the lifetime tail of the parent. Events

Table 7. Efficiencies for the 13 TeV LHC for the six GMSB model benchmark points
reported by CMS (second column) and obtained through recasting using ‐Fbest fit and
without the inclusion of the correction function (F=1).

GMSB

mHSCP (GeV) ò(CMS) ( )‐ Fbest fit ò(F=1)

200 0.276 0.297 0.279
308 0.429 0.401 0.423
494 0.569 0.494 0.556
651 0.628 0.524 0.580
1029 0.665 0.538 0.493
1599 0.481 0.442 0.228
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are binned across three exclusive signal regions: SR3, where both leptons have transverse
impact parameters ∣ ∣d0 between 0.1 and 2.0 cm; SR2, with ∣ ∣d0 of both leptons between 0.05
and 2.0 cm, but not satisfying the requirement of SR3; and SR1, with ∣ ∣d0 between 0.02 and
2.0 cm, but not within SR2 or SR3. All selection requirements are summarized in table 8.

Table 8. Left: preselection cuts in [275] (see also [506]). Right: the transverse impact
parameter bins that define the exclusive signal regions. Table and figure taken
from [205].

Figure 77. Validation of the CMS displaced eμ search [275] for the displaced
supersymmetry benchmark model [507]. Figure taken from [205].
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In figure 77, we present the validation of the CMS displaced eμ search [275] from the
study performed in [205]. For this search, we show the recommended 25% modeling
uncertainty190. The recast agrees very well with the results from the CMS displaced eμ search
in the region of highest sensitivity, 300 μm t c 50 cm, but exhibits a moderate deviation
on the tails. As this extremely low efficiency region is overly sensitive to the tails of
kinematic distributions, it may be the case that the sensitivity is slightly under-estimated for
lifetimes near 1 m or 100 μm, but this discrepancy typically has no qualitative impact on any
application of the results.

6.4.2.1. Extrapolation to 13 TeV. We now show another reinterpretation example of the CMS
displaced eμ in order to highlight the comparison between 8 TeV [275] and 13 TeV [197]
analyses. We compare in figure 78 our reproduction of expected signal events with the
published validation material for the 8 TeV version, and the partially-available validation
material for the 13 TeV search. Information on efficiency maps from the 8 TeV analysis was
needed to obtain an extrapolation to 13 TeV, as the 13 TeV efficiency maps are not yet public.
As we can see, the 8 TeV recast for the CMS displaced lepton search [275] agrees very well in
the region of highest sensitivity. The 13 TeV recasting, however, under-estimates the CMS
values by a factor of two or more. This is likely due to the fact that the lepton efficiencies can
not be directly extrapolated from 8 to 13 TeV, as assumed in making figure 78. Also, with the
absence of a cut-flow table, it is impossible to verify where the mis-match arises, whether it is
due to mis-modeling of the signal region cuts or due to genuine changes in the efficiencies.

Lessons learned.The selection and trigger efficiencies provided by CMS are very useful
for recasting the 8 TeV CMS search for displaced leptons [275] and allow for a very good
level of agreement. The main challenge, however, consisted in collecting all the available

Figure 78.Number of expected events in the signal regions defined based on ∣ ∣d0 for the
CMS displaced eμ search. The green points refer to the expected signal published by
the analysis. Left: validation for 8 TeV analysis. Production cross section assumed
NLO+NLL value 85.6 fb for ˜ =M 500 GeVt1 , BR=0.33 in each ℓ-channel. Right:
validation for 13 TeV analysis. Production cross section assumed NLO+NLL value
67.0 fb for ˜ =M 700 GeVt1 . The 13 TeV numbers are made using efficiency maps
published for the 8 TeV search, as the 13 TeV maps are not yet public. Figures taken
from [504].

190 A similar validation was done in [96] with details provided in its appendix D. After applying a flat 80%
efficiency, a 20% modeling uncertainty is found to be appropriate, as shown in figure 14 of the reference.

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

140



information, which was not provided by the main document in [275]. Furthermore, the
corresponding information for the 13 TeV search is not publicly available and an
extrapolation of the 8 TeV efficiencies was shown to be inadequate.

6.4.3. Displaced jets. Searches for displaced jets are less straightforward to reinterpret than
displaced leptons. Interest in accurate reinterpretation is increasing, as many new physics
models give rise to this particular signature. The CMS search for displaced di-jets [508] was
reinterpreted in [26] to explore LLP signatures for certain weak-scale models of baryogenesis
[24, 26, 509], as well as a study [96] to understand current limits on long-lived signatures in
supersymmetry.

The CMS search [26] uses a multivariate discriminant composed of observables that are
challenging to model in MC, such as the track-multiplicity of the vertex and the root mean
square of a cluster track-multiplicity variable. The reinterpretation approach in [26, 96] was to
construct track information at truth level based on the output of a parton shower program
(such as PYTHIA 8), and then use the truth-level information to construct the various vertex,
cluster, and track-level observables for each event. As it is difficult to adequately account for
inefficiencies of track and vertex reconstruction, the efficiency of passing the cuts with truth-
level observables was considered and then it was normalized to the results from CMS. To do
so, the authors of [26] simulated identical signal models to those with efficiencies reported by
the CMS collaboration, assumed that the MC truth-level reconstruction gave an adequate
description of kinematics but not track and vertex reconstruction, and so computed a ratio of
truth-level efficiencies to those reported by CMS. The resulting efficiency ratios were used to
re-scale the truth-level results of other models, leading to a reinterpretation of the CMS search
for different models beyond the ones they considered. The details can be found in [26]; a
more sophisticated approach in which object efficiencies were estimated and applied to tracks
and DV in [96].

To validate this approach, truth-level quantities for the models constrained in [508] were
computed and compared to the numbers and distributions reported. For example, comparisons
of the distributions of the observables going into the multivariate reinterpretation
discriminant, as well as the output of the multivariate discriminant itself, could be performed.
While the truth-level distributions disagreed with those of CMS for individual observables,
the actual multivariate discriminant output agreed with that of CMS at better than 25%. The
ratio of truth-level efficiencies to CMS efficiencies are also compared for different LLP
masses and kinematics, and these typically agree with one another at the factor-of-two level
[26]. This suggests that this reinterpretation of the CMS results in terms of cross-section limits
is likely accurate to the factor-of-two level.

Lessons learned.We find that a rather naïve truth-level reconstruction of the event could
give a reinterpretation of cross-section limits to agree within a factor of two, provided the
efficiencies were normalized to the experimental values using an overlapping set of signal
models. One of the major obstructions to improving the accuracy of the estimate was the
model dependence observed among the ratios of efficiencies between truth-level information
and CMS. For instance, it was found that highly boosted models showed a much lower
relative reconstruction rate in data versustruth-level MC than less-boosted LLPs. Since pair
production of LLPs was considered near threshold in [26], this degradation in the
performance of highly boosted LLPs does not greatly affect the confidence in the final result.
However, it does suggest that characterizing the effects of the particle boost are important for
reinterpretation.

In addition, with a larger and more diverse set of signal benchmarks available, the
prospects for the reinterpretation of search results are better. The reasons are twofold:
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• Increasing the number of presented signal models by the collaboration allows for more
cross-checks between MC and the results in data. This allows for more sophisticated
tuning of efficiencies as applied to truth-level events.

• Having a more diverse set of benchmark signal models means that it is easier to
disentangle various kinematic effects on the efficiency (such as the LLP mass, boost, etc)
and find a signal benchmark that most closely matches the model for which one wants to
derive sensitivity.

6.4.4. Displaced LJs. A variety of scenarios predict the existence of LLPs decaying to a pair
of highly collimated leptons, also known as LJs [127]. Models giving rise to LJ signatures
include heavy RHNs, exotic Higgs decays, and dark gauge bosons. The relevant signature is
one or more LJs emerging from a DV. In many cases, there can also be associated prompt
objects, such as a prompt lepton produced in conjunction with the RHN (corresponding to CC
production in the simplified model framework of section 2.4).

Existing searches.Current search results are outlined in section 3.2. The search in [273]
was interpreted in the framework of the Falkowski–Ruderman–Volanksy–Zupan (FRVZ)
model [155] for the Higgs boson interacting with a hidden sector containing a massive dark
photon (γd), massive neutralinos, and three hidden scalars. Displaced LJs are produced at the
end of Higgs cascade decay that also yields two hidden light stable particles (HLSPs).
Depending on the hidden-sector spectrum, the cascade decay may yield two or more γd that
each decay to pairs of SM charged particles via kinetic mixing with the hypercharge gauge
boson. The γd decay products are highly collimated. For <gm 500 MeV

d
, LJs are the

dominant decay mode, while for larger dark photon masses, displaced hadronic jets can also
be significant.

Results are presented as limits on ( )s g´  +H n XBR d (n=2, 4) as a function of the
γd cτ. The strongest limits from the 8 TeV dataset arise from events that require at least one
LJ with muons. For n=2, ( )s g´  +H Xa BR 2 d of 1 pb is excluded for cτ∼50 mm.

Recast: dark photon with non-abelian kinetic mixing.The FRVZ model on which the
ATLAS analysis was based implies the presence of at least two displaced LJs in the final state
as well as two additional unobserved HLSPs that corresponde to missing energy. The ATLAS
analysis did not impose any E T cuts. The presence of the two HLSPs affects the kinematics
and topology of the signal event but does not explicitly enter the event selection or
reconstruction. Thus, one should be able to reinterpret the ATLAS analysis in terms of any
other model containing two or more displaced LJ, along with potentially additional,
unobserved objects.

We consider a scenario for a dark photon Xμ that mixes with the neutral SM SU(2)L
gauge boson mW3 via a higher dimensional operator. Two possibilities have recently been
considered: a dimension six operator involving the SM Higgs doublet, the SU(2)L field
strength mnW a and the corresponding U(1)′ field strength mnX [511]; and a dimension five
operator involving mnW a , mnX , and a real scalar triplet Σ∼(1, 3, 0) [512]. We consider the
latter since it can yield an event topology similar to that of the FRVZ model and since it is the
leading operator that may generate non-abelian kinetic mixing (NAKM) of the U(1)′ gauge
boson with the SM. We will henceforth refer to this model as the NAKM5 scenario. The
corresponding operator is

( ) ( )( ) b
= -

L
Smn

mn W XTr , 6.6WX
5
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where Λ is the associated effective field theory mass scale and β is a dimensionless coupling
that is nominally ( ) 1 . When the neutral component of the Σ obtains a vacuum expectation
value (vev) vΣ, one has the ratio of the dark photon and SM photon couplings

⎜ ⎟
⎛
⎝

⎞
⎠ ( )b q=

L
S

v
sin . 6.7W

Note that the ρ-parameter constrains vΣ to be smaller than about 4 GeV. Consequently, for Λ
of order one TeV, ò is small (and consistent with present experimental constraints) without
requiring the presence of a suppressed coupling in the Lagrangian. This feature distinguishes
the dimension-five non-abelian kinetic mixing from the dimension-four kinetic mixing
between Xμ and the SM hypercharge gauge boson.

The final state with two γd (resulting from the Xμ– mW3 mixing) can be produced in one of
two ways: (a) electroweak Drell–Yan pair production of triplet scalars that subsequently
decay to a γd and SM gauge boson via the operator in equation (6.6); (b) production of the γd
and a triplet scalar via ( )WX

5 with a subsequent decay of the triplet to a second γd plus a SM
gauge boson via the same operator. In each case, one would expect the presence of two γd
plus one or more unobserved massive prompt bosons in the final state. The ATLAS DV plus
LJ analysis can be recast in a straightforward way for these event topologies, as no
information about the unobserved prompt object has been used. It is worth emphasizing that
both the production processes as well as the Σ decay rate are independent of the triplet vev,
vΣ. The latter only enters ò and, thus, only affects the dark photon cτ.

The corresponding implications of the ATLAS 8 TeV results are indicated in figure 79.
The first panel shows the limits on the σ×Br as a function of cτ. The corresponding model
sensitivity is shown for different choices of vΣ by the diagonal lines. Note that for fixed vΣ
both the σ×Br and cτ depend on the operator coefficient β/Λ, leading to a non-trivial
relationship between the two experimental quantities. This situation differs from the FRVZ

Figure 79. Constraints on the NAKM5 scenario, recast from the ATLAS search
reported in [272]. The left panel gives the exclusion in the (cτ, σ×BR) plane, where
the region above the parabola is excluded. The diagonal lines indicate the dependence
of σ×BR on cτ for different representative choices of vΣ. The right panel gives the
exclusion region in the(vΣ, Λ/β) plane for mX=0.4 GeV (red region) and
mX=1.5 GeV (yellow region).
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model, where σ×Br is independent of cτ since the mixing parameter ò does not depend on
the parameters governing production of the hidden sector particles or their cascade decays.
The intersections of the model lines with the ATLAS limits can then be translated into bounds
on Λ/β as a function of vΣ for different choices of the dark photon mass (denoted here as mX),
as shown in the second panel of figure 79. For a 1.5 GeV dark photon, the excluded region
reaches 600 GeV for vΣ=1MeV.

The aforementioned recast does not require detailed information on event topology, other
than the dark photon decay length. Consequently, the 13 TeV limits [273] translate rather
straightforwardly into stronger bounds on the model parameter space, reaching to somewhat
larger Λ/β.

Lessons learned.The triggering requirements used in the ATLAS analysis thus far limit
the reach of displaced LJ searches. For models having a signal with only the displaced LJ and
no other observable objects, such as the FRVZ model, triggering solely on MS tracks not
associated with ID tracks is appropriate, though even here the 3mu6 trigger may not be
sufficiently inclusive, as it requires at least three ROIs in the MS (see section 3.2.1). Events
with LJ pairs for which neither LJ can be resolved into two separate ROIs will be missed.

It is clear that triggering on associated prompt objects, such as the lepton from one of the
final state vector bosons in the NAKM5 scenario or from the W boson in heavy RHN models
(CC LLP production), could significantly enhance the triggering efficiency and extend the
reach of displaced LJ searches to a wider class of models and to a broader range of model
parameter space. Inclusion of an associated prompt object in triggering may also enhance
background rejection and relax the requirement on Δf between LJs.

In addition, the implications of the mass scale of the intermediate BSM particles and the
number of final state prompt objects remains to be investigated. The ATLAS 8 TeV search
assumed the hidden sector particles are light compared to the mass of the SM Higgs boson,
whose decay chain leads to the final states involving multiple γd and HLSPs. For the NAKM5
scenario and models with heavy RHNs, these assumptions about mass hierarchy may not
apply. It is also not clear what impact the DV LJ isolation requirements have when there is an
associated prompt lepton in the signal event.

6.4.5. Non-pointing photons. The search for non-pointing photons produced in association
with missing transverse energy (E T) [301] plays an important role in probing BSM particles
that decay to a SM photon and an invisible particle through a highly suppressed coupling.
Besides the GMSB models [513], which were the main motivation for the non-pointing
photon search, this type of signal can also appear in many hidden-sector models. For example,
in the dipole-mediated DM model (the ‘Dark Penguin’) [156], the production of two heavier
dark fermions ¯g c c pp Z h h* * is followed by the decays c c g +h l . If the flavor
structures of the DM mass and coupling are aligned, χh can be long-lived and give rise to
non-pointing photons. Another example is provided by the dark-shower scenario [514, 515]
that explains the galactic center gamma-ray excess. In this model, many hidden pions can be
produced in the same LHC event. Some of these have displaced decays to a pair of SM
photons, while others decay outside of the detector, yielding E T. Notice that in this case the
topology of the events is different from the previous examples, as the non-pointing photons
and E T originate from separate particles (and for more discussion on dark showers, see
chapter 7).

Here, we describe a method used to recast the bounds of [301] to a BSM scenario that is
different from the GMSB model, using the Dark Penguin signal [156] as an example.
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6.4.5.1. Calculation of the signal efficiency for the non-pointing photon search. We follow the
non-pointing photon analysis in [301], performed by the ATLAS collaboration on about
20 fb−1 of 8 TeV data. In [301] delayed photons were also considered, but here we focus only
on the measurement of theΔzγ of non-pointing photons (see figure 80). For DM signals given
by the long-lived c c gh l decay, Δzγ can be related to the χh decay length ℓd in the lab
frame:
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where r̂T z, represent the transverse and longitudinal components of the unit vector r̂ ,
respectively, as shown in the right panel of figure 80. To obtain the Δzγ distribution of the
DM decay, we first simulate the prompt process, ¯ ¯ ¯c c c c g c c g  p p , ,h h h l h l in
MadGraph5, then we apply the cuts performed in the ATLAS analysis, and finally reweight
the events using the dark penguin form factors. Then we calculate the proper lifetime of χh

and boost it to the lab frame using the momenta of each parton-level event. The angular
information of the photon and χh allow us to calculate Δzγ in equation (6.8) as a function of
the decay length. Using this, each simulated MC event contributes to the differential cross
section in Δzγ as
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where the μ characterizing the probability distribution dP/dΔzγ of the decay is defined as
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Summing the distributions derived from all the simulated events we obtain the differential
cross section in Δzγ shown in figure 80.

The ATLAS search requires at least two loose photons with ∣ ∣h < 2.37 and
>E 50 GeVT . At least one photon is required to be in the barrel region ∣ ∣h < 1.37. To

Figure 80. Left:the Δzγ distribution of the non-pointing photon signals measured by
ATLAS. The background reported by ATLAS (blue histogram) was obtained from a
data-driven analysis, using diphoton events with <E 20 GeVT . Also shown, stacked
on top of the background (red histogram), is the signal distribution from the dipole-
mediated DM scenario with ( ) ( )=c cm m M, , 300, 10, 300 GeV

h l
, l =NY 6, and

ε=10−7. See [156] for more details. Right:the geometry of the displaced signals.
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avoid collisions due to satellite bunches, both photons are required to have an arrival time at
the ECAL tγ smaller than 4 ns, with zero defined as the expected time of arrival for a prompt
photon from the PV. We approximate tγ with the TOF of the χh, requiring it to be smaller than
4 ns. In our sensitivity estimate, we do not include the detailed isolation cuts on the photon.
We also neglect the effect of the displaced decay on the angular acceptance of the photons,
simply imposing the requirements on ∣ ∣h at the level of the prompt event. The signal region
also requires >E 75 GeVT .

Finally, to simplify the discussion we assume that every event has a reconstructed PV in
the geometrical center of the detector.

For events where only one photon satisfies ∣ ∣h < 1.37 (i.e. it is in the barrel calorimeter),
this photon is used for the measurement of D gz . For events where both photons are in the
barrel, the photon with larger tγ is used. We approximate this timing condition by taking the
photon emitted by the more boosted χh, in which case the average decay is more delayed. In
figure 80 the generated Δzγ signal distribution is shown on top of the expected background.
The latter is taken from figure 4 of the ATLAS paper [301]. Because we are focusing on the
non-pointing photon signals, to set constraints on the DM couplings in [156] we remove
events with ∣ ∣D <gz 30 mm. In our exploratory analysis we only consider the statistical
uncertainty on the background, neglecting the effect of systematics.

Lessons learned.The ATLAS paper gives detailed descriptions of the cuts and
background analysis, which makes an approximate estimation of the signal efficiency quite
straightforward.

The background analysis in [301] is based on a data-driven study, for which events
passing the diphoton selection with <E 20 GeVT are used as control region sample. It is
challenging for theorists to simulate the background for different energy cuts. This is
particularly true for the E T cut that plays a vital role in the DM and HV searches.

To obtain a more precise result, it would be useful if the ATLAS collaboration could
provide the reconstruction efficiency of non-pointing photons as function of Δzγ, or of the
angle between the photon and the surface of the ECAL, a variable that may be relevant to the
efficiency. The paper does provide a table of signal acceptance times efficiency for the GMSB
model used therein. However, the numbers depend on details of the particular model used,
and it is hard to extract the efficiency that is associated to the non-pointing photon
reconstruction. Therefore, when estimating the signal efficiency, we only consider efficiency
from the selection cuts and do not include possible suppressions from photon reconstruction.

It would also be very useful to have a table of background events for different cuts on
E T. For instance, the Dark Penguin signature has E T from the decay of ¯c ch h with
electroweak-scale cm

h
, and E T can easily be higher than 100 GeV. By contrast, in the dark

shower scenario where soft hidden pions decay to two SM photons, the E T originating from
additional late-decaying pions can be much lower than the 75 GeV cut used in the ATLAS
analysis. Knowing the background and systematic uncertainty for different E T cuts would be
very important to constrain different models with potentially very different kinematics.

6.4.6. Displaced vertices. Displaced-vertex searches differ from displaced jets and displaced
leptons due to the requirement of an actual secondary vertex from the displaced objects.
These searches are sensitive to LLP lifetimes that allow it to decay in the inner trackers or MS
of the LHC detectors, where vertexing is possible [196, 237, 248, 251, 253, 265, 279]. These
searches have extremely low backgrounds as there are no irreducible contributions from the
SM, making them sensitive to very small signals of new physics (for more information, see
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chapter 4). Moreover, the identification of displaced decays can be used to extract kinematical
information in a decay, such as (invisible) particle masses [516, 517].

In this section we review some reinterpretations of DV searches, differentiating between
reinterpretations making use of only truth-level information to identify displaced decays and
reinterpretations in which an attempt is made to reconstruct DV from displaced tracks (with
an approximate detector response).

6.4.6.1. Truth level DV. The work in [26] reinterpreted the 8 TeV ATLAS search for a
displaced muon and a multi-track vertex (DV+μ) [518], where LLP signatures for certain
weak-scale models of baryogenesis [24, 26, 509] were explored. For reinterpreting this
search, a similar procedure described in section 6.4.3, on displaced jets, of constructing ratios
of truth-level versusATLAS efficiencies for the ATLAS multi-track vertex analysis [518]
was performed, with similar results for the validation being correct within approximately a
factor of two.

This DV+μ analysis has since been superseded by [196], in which a DV is searched for
at 8 TeV in association with either a muon, electrons, jets, or missing transverse momenta.
Recently, an updated ATLAS analysis [237], which looks for multi-track DV at 13 TeV in
association with large E T, was made public. This search now includes a prescription using
parametrized efficiencies as a function of vertex radial distance, number of tracks and mass.
Their prescription can be applied to vertices and events passing certain particle level
acceptance requirements using the truth MC event record.

Here we validate the prescription with parametrized selection efficiencies in [237] 191.
The results of this search are interpreted by ATLAS in a split-SUSY simplified model with a
long-lived gluino that hadronizes, forming an R-hadron before decaying as ˜ ¯c̃g qq 1

0. Event
samples are generated with PYTHIA 8.2 [220]. We use truth-level E T and we identify the truth
R-hadron decay position and decay products, as the ATLAS collaboration provides selection
efficiencies that can be directly applied to these truth-level quantities. These efficiencies can
be found in the auxiliary material in [519], and are given at the event-level as a function of the
truth E T and DV radial distance, and at the vertex level parametrized as functions of vertex
invariant mass and number of tracks. The efficiencies are given for different detector regions,
encapsulating also the effect of the material veto cut.

The selection of events used for the signal region requires:

• truth level >E 200 GeV;T

• one trackless jet with >p 70 GeVT , or two trackless jets with >p 25 GeVT . A trackless
jet is defined as a jet with å <p 5 GeVtracks T .

In addition, events must have at least one DV with:

• transverse distance between the IP and the decay position >4 mm;
• the decay position must lie in the fiducial region rDV<300 mm and ∣ ∣ <z 300 mm;DV

• the number of selected decay products must be at least 5, where selected decay products
are charged and stable, with >p 1 GeVT and ∣ ∣ >d 2 mm;0

• the invariant mass of the truth vertex must be larger than 10 GeV, and is constructed
assuming all decay products have the mass of the pion.

Applying these cuts and efficiencies, we get event-level efficiencies for two of the
benchmarks (with gluino masses of 1400 GeV or 2000 TeV, and the neutralino mass is fixed
to 100 GeV). Based on the efficiencies obtained and the estimated number of background

191 This prescription is also validated in [504].
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vertices, we can extract 95% C.L. upper limits on the total visible cross section for the two
gluino masses. For reference, assuming 100% efficiency, we get an upper limit of 0.091 fb.
The curves in figure 81 show our recasting results compared to ATLAS. The level of
agreement is very good, within 20% for most of the lifetime values. We also point out that the
recasting limits agree well even for regions where the efficiency is very low (τ>10 ns and
τ<10−2 ns). This 13 TeV ATLAS multitrack analysis [237] has also been reinterpreted in
the context of long-lived sterile neutrinos [48, 264].

6.4.6.2. Displaced-vertex reconstruction. Before parametrized efficiencies applicable for
truth-level DV were made public, attempts to recast DV searches were made by performing
their reconstruction from charged tracks only, with an approximate detector response. In [206]
the ATLAS DV+jets multitrack analysis [196] was recast. Reinterpretation was performed
using generator-level events and the detector fiducial region was reproduced as well as
possible. A description of the criteria from the ATLAS analysis that were implemented in the
recast is shown in table 9. The jets are clustered according to the anti-kT prescription [366] in
the analysis with momentum smearing, validated by reproducing the jets+E T exclusion
curve of prompt searches. The selection of events used for the signal region (and the
approximations to real detector simulation) were as follows:

A tracking efficiency of the form
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is used, where rDV and zDV are the transverse and longitudinal distance of the track’s
production vertex (which is the same as the DV origin when using truth-level generator
information). This functional form is designed to take into account the size of the detector (i.e.
it imposes a linear dependence on rDV, and an exponential dependence on zDV), as well as a
turn-on like feature dependent on the pT of the track. It reproduces the overall behavior of
efficiency falling off with vertex displacement. The parameters were determined by fitting the

Figure 81. Comparison of our recast and ATLAS [237] on the upper limit on the gluino
production cross section versus its proper lifetime [504].
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efficiency curve (with lifetime dependence), for three benchmarks in the analyses. We find
that fitting only one benchmark does not correctly reproduce the efficiency curve for any of
the others. This is most likely due to insufficient dimensionality of the efficiency map. We
expect that a full tracking-efficiency parametrization depends not only on rDV, zDV and pT,
but also on transverse and longitudinal impact parameters (d0, z0), and on the charge and
pseudorapidity of the track. Furthermore, we expect a vertex efficiency that depends on the
topology of the event and the nature of the particles forming the vertex. The fit for the event
efficiencies from this tracking function can be seen in figure 82.

Lessons learned.With a larger and more diverse set of signal benchmarks, the prospects
for reinterpretation are better. For example, the ATLAS analysis examined in [518] only
showed limits for three signal model benchmark points for which efficiencies were shown,

Figure 82. Validation of the DV + jets search for the ATLAS benchmark of a
simplified RPV model with a 700 GeV squark decaying to a neutralino,
˜ ( ˜ ¯ )m q q N ud1 . Left: without any tracking efficiency. Right: with a tracking
efficiency function given by equation (6.11), taken from [206].

Table 9. Implementation of cuts applied in the ATLAS multitrack DV + jets search,
from [196]. Cuts denoted by an asterisk (*) are approximations to the experimental
analysis in the absence of the full detector simulation.

DV jets 4 or 5 or 6 jets with ∣ ∣h < 2.8 and pT>90, 65, 55 GeV, each

DV reconstruction* DV made from tracks with >p 1 GeVT , ∣ ∣h < 2.5 and

∣ ∣ >d 2 mm0 . Vertices within 1 mm are merged. Note: a
tracking efficiency needed here; we assume a functional form
given by equation (6.11)

DV fiducial DV within 4 mm < <r 300 mmDV and ∣ ∣ <z 300DV mm
DV material* No DV in regions near beampipe or within pixel layers. Discard

tracks
with {[ ] [ ] [ ] [ ]}Îr mm 25, 38 , 45, 60 , 85, 95 , 120, 130DV .

Ntrk DV track multiplicity �5
mDV DV mass >10 GeV
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making it challenging to find a benchmark whose kinematics matched the desired signal
models for the reinterpretations of other models (for example, in [26]). Because the
efficiencies and limits were shown for either a high-mass, low-boost LLP or a low-mass,
high-boost LLP, this made it more challenging to reinterpret the results for other types of
kinematics.

The new parametrized efficiencies presented by ATLAS in [519] are extremely useful.
They constitute an optimal efficiency map for recasting these type of analyses, as they can by
applied in a straightforward way to truth-level quantities. Before this information was made
public, efficiency tables (for vertex-level efficiency) in terms of rDV were only available for
few channels and for a single benchmark. It was not clear how to translate this information to
other channels, or to parent particles of a different mass. In this case, a functional
parametrization for track efficiency was needed (as derived in [206]) to be able to reproduce
the experimental results. Finding this kind of parametrization is not easy, as it needs to be
validated across different benchmarks. For example, [206] found that fitting only one
benchmark did not correctly reproduce the event-level efficiency curve for any of the others.

6.5. Handling LLPs in DELPHES-based detector simulations

6.5.1. Long-lived particle simulation in DELPHES3.4.1. The DELPHES package [342] allows
for the generic simulation of the response of a typical detector used in high-energy physics
experiments. It is widely used for simulating the effects of the ATLAS and CMS detectors or
the hypothetical detectors that could be used for the future FCC and CLIC projects. The
architecture of DELPHES is composed of distinct and specialized modules that interact with
each other. The detector is described by the user through an input card, where the modules to
be used in the simulation are sequentially enumerated and their input parameters are specified.

The detector simulation relies on a mix of parametric and algorithmic modules. More
precisely, tracking is simulated through efficiency and smearing functions that are applied to
the properties of the electrically-charged stable particles. The particles are then propagated to
the calorimeters and dedicated modules simulate the energy deposits in the electromagnetic
and HCALs. The output of such a step consists of a list of calorimetric towers. Moreover,
DELPHES includes a particle-flow-like algorithm that combines tracking and calorimetric data
in order to improve the identification of the final-state objects and the resolution on their
reconstructed momenta.

Jet clustering is performed via an internal call to the FASTJETpackage [367], which takes
as input the list of calorimeter towers or, alternatively, the particle-flow candidates, and
outputs jet objects. Lepton and photon isolation is then handled through a specific isolation
module. Finally, DELPHES takes care of removing the double-counting of objects that could
be simultaneously identified as elements of different collections. The final output is stored in a
ROOT file.

In addition, DELPHES allows for the simulation of PU effects by superimposing
minimum-bias events attached to displaced interaction vertices along the beam direction to
the hard scattering event. Procedures mimicking PU removal can then be configured in the
input card. The subtraction of the charged particles belonging to PU vertices is performed at
the tracker level. Neutral particles are removed by applying the jet area method [520] supplied
within the FASTJET package. More advanced methods are also available in DELPHES, such as
the PUPPI [521] or SOFTKILLER [522] techniques, and they can easily be added to the input
card. The loss of performance originating from PU, in particular relative to the isolation, is
automatically accounted for.
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The official DELPHES package (version 3.4.1) with the default detector cards needs to be
adapted for the proper handling of LLPs. By default, the decay products of a LLP enter the
simulation as if the corresponding decay would have occurred within the tracker volume.
However, the user has the possibility to define a volume in which the particle can decay and
still be detected outside the tracker volume. This is achieved in practice by making use of the
RadiusMax parameter of the ParticlePropagator module, that is by default set to the
tracker radius stored in the Radius parameter. When setting the Radius and RadiusMax
parameters to different values, the particles decaying outside the tracker volume, but inside
the ‘decay volume’ of radius RadiusMax, are included in the collection of stable particles
stored in the output ROOT file. They can in this way be used for an offline, more correct,
treatment.

Moreover, several modules that are not used in the default ATLAS and CMS cards could
serve for a better simulation of the LLPs in DELPHES. For instance, the TrackSmearing
module allows the user to smear the track momentum according to the impact parameter in
the transverse plane (i.e. the d0 parameter) and in the longitudinal plane (i.e. the dz parameter).

By default, the detector simulation in DELPHES totally ignores the presence of any LLP.
While this is convenient for neutral particles like a neutralino which could be considered as
invisible from the detector standpoint, a charged particle leaves tracks in the tracker and
would interact with the calorimeters if its lifetime is large enough. In this case, if the LLP
decays inside the tracker, its trajectory is properly propagated to the calorimeters and the DV
is correctly accounted for. However, if the LLP decays outside the tracker, its decay products
are ignored in DELPHES, unless the RadiusMax parameter has been specified to be larger
than the tracker Radius parameter. In this case the decay products can be found in the
Delphes/stableParticles output collection and treated with adequate smearing
functions and efficiency directly from the DELPHESoutput.

Finally, DTs are simply treated as missing energy in DELPHES. Emerging tracks or tracks
containing kinks are not treated appropriately, in the sense that the parameterizations required
for a proper description of such signatures has not been implemented yet. Also, DELPHES
does not include any trigger simulation, and the latter is in general complex in the case
of LLPs.

6.5.2. Displaced tracks with the MADANALYSIS5 tune of DELPHES. The DELPHES-LLP
package can be installed from the version v1.6 of MADANALYSIS5 [488, 523] and contains
improvements of DELPHESspecific to LLPs. It leads to new possibilities for
phenomenological investigations of LLPs and the recasting of related LHC analyses192.

This new package was designed to handle neutral LLPs that decay into leptons within the
tracker volume. Realistic efficiencies are applied to the displaced tracks and several
parameters specific to this kind of analysis have been made available within MADANALY-

SIS5. An extension to the case of neutral LLPs decaying into muons outside the tracker
volume can be easily implemented, the muons being thus reconstructed only through their hits
in the muon chambers. The simulation of the displaced leptons is performed through
efficiencies and resolution functions to be specified by the user. Furthermore, another
extension allowing the user to handle long-lived charged particles that decay into leptons
could be implemented. A similar dedicated tune of DELPHES and MADANALYSIS was devised
for the studies of neutral particles decaying to displaced leptons and jets in [44, 49, 169] 193.

192 More information is available at the following website: https://madanalysis.irmp.ucl.ac.be/wiki/
MA5LongLivedParticle.
193 The code is available to download at https://sites.google.com/site/leftrighthep/.
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The DELPHES-LLP package contains a new module called MA5EfficiencyD0that
allows for the definition of a track reconstruction efficiency parameterized as a function of the
∣ ∣d0 and dz parameters (named d0and dzin the DELPHES input card). The default efficiency
function, specified via a DelphesFormulais taken from the 8 TeV tracking performance
of CMS [275] 194,

setEfficiencyFormula
d0 20 5 061 07e 7 d0 6
0 000 027 275 6 d0 5 0 000 493 21 d0 4
0 002 871 89 d0 3 0 005 220 07 d0 2

0 091 795 7 d0 0 924 921
d0 20 0 00

{ ( ) (

)
( ) ( )}

< = * - - * **
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- * +
+ > *

.
. .

. .
. .

.

In addition, the data-format of DELPHES has been extended so that the Muon and Electron
classes now include the transverse (∣ ∣d0 ) and longitudinal (dz) impact parameters relative to the
closest approach point (encoded in the d0 and dz variables), the coordinates of the closest
approach point (xd, yd, zd) (encoded in the xd, yd and zd variables), and the four-vector of
the vertex from which the lepton is originating from ( )t x y z, , ,p p p p (encoded within the tp,
xp, yp and zp variables), the latter quantity being evaluated from MC information.

Consequently, the data-format of MADANALYSIS5 has been extended, so that the Muon
and Electron classes now contain the d0() and dz() methods allowing to access the
value of the ∣ ∣d0 and dz parameters, the closestPoint() method that returns the
coordinates of the closest approach point (through the X(), Y() and Z() daughter methods)
and the vertexProd() method that returns coordinates of the DV from which the lepton
originates (through the X(), Y() and Z() daughter methods). An analysis example [494]
can be found in the public analysis database of MADANALYSIS5195, where information about
the re-implementation in MADANALYSIS5 of [197], an analysis of 2.6 fb−1 of 13 TeV LHC
data, is available. This is a search for LLPs decaying into electrons and muons, where signal
events are selected by requiring the presence of either an electron or a muon whose transverse
impact parameter lies between 200 μm and 10 cm. For a given benchmark signal where a pair
of long-lived stops is produced through QCD interactions and where each stop further decays
into a displaced b-jet and a displaced lepton. In table 10, we present the number of events
surviving the selection of the three different signal regions of the CMS analysis. Our event
generation has been performed with PYTHIA 8 [219] and for the benchmark scenario used.
We observe that a good agreement is obtained, except in the case of long stop lifetimes, cτ 
1 m. This is however the region in which no public information on the CMS reconstruction
efficiencies is available.

The MADANALYSIS5 tune of DELPHES has neither been designed for disappearing (or
appearing) tracks nor for track kinks. Concerning the disappearing (or appearing) tracks, the
only missing experimental ingredients are the track reconstruction efficiency and resolution as
a function of the number of missing hits in the (inner) outer layers of the tracker. There is to
this date no public material on the tracking performance description related to track kinks.

6.5.3. What about other LLP signatures? In this section, we briefly discuss how DELPHES

could be improved for a better handling of LLP signatures.

194 https://twiki.cern.ch/twiki/bin/view/CMSPublic/DisplacedSusyParametrisationStudyForUser
195 http://madanalysis.irmp.ucl.ac.be/wiki/PublicAnalysisDatabase
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6.5.3.1. Displaced jets. Displaced jets are jets that are reconstructed either from SA
calorimeter information, or from the particle-flow input with a minimum requirement on the
multiplicity of tracks with high transverse displacement (see [251]). Conceptually, such jets
can be handled in DELPHESprovided that the displaced tracks are properly parametrized. As
described above, a module designed to smear the full set of track properties, including their
transverse and longitudinal displacement, exists (i.e. the TrackSmearing module). In
addition, efficiencies based on displacement parameters have already been implemented in
MADANALYSIS5 (see above) and a module that performs the matching of an existing jet
collection with a track collection based on track displacements is very similar to the already
existing TrackCountingBTagging module. Minor modifications to this module are
hence needed to be able to select tracks based on an absolute displacement instead of the
impact parameter significance. Finally, in order to be able to perform a displaced jet selection,
one would need a (not yet existing) module that performs jet clustering on the basis of the
secondary vertices and the displaced tracks matched with these jets. Alternatively, a module
that includes a vertex reconstruction efficiency and a module including a vertex position
smearing could be implemented.

6.5.3.2. Displaced vertices. The missing modules described in section 6.5.3.1 could
perfectly serve the purpose of a DV analysis. Provided that tracking efficiencies and
resolutions are available as a function of the full set of tracking parameters (d0, dz, pT, f, and
θ) and, eventually, of the MC truth vertex position, a simple vertexing algorithm can be
implemented in DELPHES.

6.5.3.3. Discussion: DELPHES versus a specific parametric simulation. In a fully parametric
simulation of the detector, the detector effects are encoded in terms of efficiencies and
resolution functions. Such a simulation is typically very fast, but is likely to suffer from a lack
of accuracy in the modeling of complex observables such as jet properties and missing
energy. The DELPHES simulation is an admixture of such a parametric simulation and of an
algorithmic one. This is slower, but has the clear advantage of correctly treating in particular
the reconstruction of the jets and the missing energy.

Table 10. Number of events populating the three signal regions (SR-1, SR-2 and SR-3)
of [197] for different stop decay lengths ( ˜tc t ). We compare the CMS and MADANA-
LYSIS5(MA5) results in the second and third column of the table, respectively, and
the difference taken relatively to CMS is shown in the last column.

Region ˜tc t (cm) MA5 CMS Difference (%)

SR-1 0.1 3.89 3.8 2
1 4.44 5.2 15
10 0.697 0.8 15
100 0.0610 0.009 >100%

SR-2 0.1 0.924 0.94 2
1 3.87 4.1 5
10 0.854 1.0 15
100 0.0662 0.03 ∼100%

SR-3 0.1 0.139 0.16 15
1 6.19 7.0 10
10 4.45 5.8 25
100 0.497 0.27 85
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In order to be able to answer whether DELPHES should be used in place of a fully
parametric simulation in recasting LLP analyses, further studies are needed. In the meantime,
the following guidelines could be used. If the signal selection is based only on displaced
tracks, a simple parametric simulation should in principle be sufficient. This simulation could
encapsulate the track reconstruction efficiency and resolution, including PU effects.
DELPHEScould then optionally be used to mix the resulting ‘reconstructed’ tracks with the
additional tracks originating from the PU vertices. On the other hand, if the analysis under
consideration additionally uses calorimetric information (i.e. jets or missing energy),
DELPHES should be preferred to a fully parametric framework. However, a precise
quantification of these effects cannot be assessed without detailed comparative studies
between the two approaches. Finally, it should be pointed out that neither of these techniques
can be used to correctly simulate the instrumental background, which is challenging to
simulate and is discussed in chapter 4.

6.6. Recasting inside the experimental collaborations

Reinterpretations performed within the experiments themselves present unique advantages
and disadvantages. They allow for thorough and consistent treatment of detector effects and
geometry, object reconstruction, and systematic uncertainties in a way which is impossible
through external recasting. Groups can share resources and easily communicate all necessary
details. On the other hand, they are of course limited to the model(s) chosen for reinterpre-
tation. In the ideal situation, reinterpretations which provide meaningful results can be per-
formed with minimal overhead to a given analysis.

As the LHC enters an era of deccelerating luminosity growth and analysis techniques are
becoming more sophisticated, the LHC analyses become harder to re-implement with suffi-
cient accuracy outside of the experiments compared to cut-based analyses. Analyses
increasingly utilize machine-learning algorithms that transform a large number of event-level
and particle-level observables into higher-level discriminants which are not easily char-
acterized by low-dimensional efficiency tables and may require inputs that third-party
detector simulations are not able to reproduce. In particular non-prompt searches may depend
on non-traditional reconstruction objects and details of the detector simulation and geometry
in ways that require a more detailed simulation than is achievable by, e.g. third-party
simulators. Hence, experiments are investigating approaches that enable internal reinterpre-
tation using the full set of available information.

Full-fidelity reinterpretations are especially relevant for LLPs, since the signal simulation
may depend more heavily on details not well captured by third-party simulation tools. For
example, for sufficiently high lifetime, the decays must be handled by a full detector simu-
lation such as GEANT (or some complex interaction between GEANT and MC packages
such as Pythia). Such decays are not well-covered by tools like Delphes as the response of
such in-detector decays may require access to a more detailed geometry description.

6.6.1. The RECAST framework. The RECAST Framework [496] is a developing platform
for experiments as well as researchers external to the collaborations who wish to reinterpret
LHC analyses. RECAST enables cloud-based analysis execution and common presentation of
reinterpretation results. The framework consists of two components:

The RECAST front end.This is a web-based service in which reinterpretation of analyses
can be suggested by interested authors that provide necessary inputs such as UFO model files
[225], process and parameter card templates, or suggested scan grids. Responses to such
requests, possibly by more than one analysis implementation, can then be uploaded. Such a
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web service, interfaced with services such as HepData, may then serve as a resource for the
LHC community to organize and share reinterpretation results obtained by the various
analysis implementations.

The RECAST back end.An important objective of the framework is to enable a full-
fidelity reinterpretation of an LHC analysis using the original analysis code developed within
the experiment that can be approved by the collaboration and be placed on an equal footing
with the original publication. In contrast to third-party recasting tools, in which multiple
analyses are implemented using a single, common framework that is executed on a single
computing element, such an exact analysis re-execution often necessitates a distributed data
analysis using a number of different frameworks in use within the experiments. Therefore,
RECAST has developed a flexible graph-based analysis description and execution back end
[524] that enables a faithful re-execution of nearly arbitrary analysis code on cloud platforms
such as those offered by CERN196. The back-end provides experiments with an access-
controlled interface to view reinterpretation requests, retrieve the necessary analysis
description from repositories such as the CERN analysis preservation portal (CAP) [525],
execute the analysis on datasets for the new model and—if approved—upload the results to
the public front-end. Figure 84 shows a screenshot of the current prototype user interface,
giving collaboration members an overview over requested points as well as controls to steer
processing and submission.

These services are being developed in close collaboration with the CERN Analysis
Preservation project, which is a common project supported by the four major LHC
experiments. While this integration work is on-going, the computing back end for RECAST

Figure 83. Left: web-based interface for the RECAST back end for and experiment that
presents the requested parameter points and color-coded results. Right: an experiment-
internal reinterpretation executing on the distributed infrastructure built by CAP and
RECAST.

196 Thanks to this flexibility, the popular third-party recasting tools can be easily integrated into this back-end as
well, with current integrations being available for CheckMate and Rivet.
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has been successfully used for a number of Runs 1 and 2 reinterpretations published by the
ATLAS Experiment.

6.6.2. Analysis preservation as a driver for reinterpretation. Within the LHC experiments, the
ability to reinterpret analyses is, perhaps unintuitively, mostly limited by the internal
availability of the analysis routines to the wider collaboration as opposed to, e.g. availability
of computing resource constraints. The large number of measurements and searches, the
heterogeneity and complexity of the analysis software, as well the size of the collaboration, all
lead to a situation in which very often only a small number of analyzers of the original
analysis team is able to execute any given analysis. Furthermore, due to the collaborative
development model, analyzers are typically responsible for only a subset of the analysis,
which results in knowledge fragmentation. Therefore, both ATLAS and CMS are now
designing an interface to store analysis-relevant information (the CAP [525]) to mitigate this
problem. In the context of RECAST, the software and analysis-workflow preservation aspects
of this effort are most relevant. The former is mainly implemented through archiving of
source-code repositories and the archival Linux Containers, which now enjoy wide-spread
industry support, while internal structure of the analysis workflow is archived in CAP in the
form of declarative workflow specifications such as yadage [526], which has been developed
for RECAST, and the common workflow language [527]. It is planned that CAP and
RECAST will utilize a common computing back-end in order to re-execute the analyses that
have been preserved in the portal. As the preservation is enabled by recent technological
advances and the process of archival is increasingly streamlined, it is expected that a higher
number of experiment-internal analysis codes will be available for RECAST.

6.6.3. RECAST examples. ATLAS-internal analysis examples and results:A number of
reinterpretation publications have been supported by the back end underpinning RECAST.
After Run 1, ATLAS has conducted a thorough reinterpretation of the SUSY landscape in the
context of the phenomenological pMSSM [528], a study involving 20 SUSY analyses and
50 000 fully simulated pMSSM parameter points. While at that time, most analyses had to be
reinterpreted manually, the 2L electroweak analysis [529] included in that paper served as a
prototype analysis and provided results using the highly automated RECAST back-ends.

Figure 84. Left: pMSSM exclusion in the gluino-neutralino mass-plane. Results
partially provided by RECAST. From [528]. Right: follow-up dark-matter reinterpreta-
tion. Exclusions presented in chargino-neutralino mass-plane. From [530].
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The analysis was then later re-used with minimal additional effort in two further
publications that focused on more domain-specific SUSY realizations:a five-dimensional
DM reinterpretation of electroweak seaches [530], as well as a reinterpretations in the context
of general gauge-mediated models [531].

Recently ATLAS has reinterpreted ten analyses [243] in terms of models of
supersymmetry with non-vanishing baryon number-violating coupling strength l partly
through the use of the new analysis preservation infrastructure. In such models the lighest
neutralino is unstable with a decay length of
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This reinterpretation required a joint re-execution of a mix of analyses originally
designed for R-parity-conserving and RPV models and special systematics have been added
into the statistical analyses to account for the detector response and flavor-tagging rate of
displaced jets. Results were presented in a two-dimensional parameter space of gluino mass
and neutralino lifetime (or analogously the l coupling) as shown in figure 85. Such
reinterpretations are difficult to perform outside of the experiments, as the publicly available
information lack details of the detector and analayses.

Third-party tool integration.Both the CheckMate [486, 487] and the Rivet [490]
analysis catalogues have been implemented in the analysis execution framework. Both are
configured to analyze events that are provided in the HepMC format [532]. Due to the
modular approach of the analysis back end, a number of MC generation workflows, such as
Herwig [533], SHERPA [534] or MadGraph [238], can be used depending on their ability to
correctly model the desired signal.

For analyses where multiple implementations exists, e.g. from multiple third-party tools
such as Rivet BSM, CheckMate or MadAnalysis [488, 489] as well as from multiple

Figure 85. Exclusion limits as a function of l323 and ( ˜)m g as a result of an internal
reinterpretation of several ATLAS SUSY results. Expected limits are shown with
dashed lines, and observed as solid. Taken from [243].
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experiment-internal configurations (fast simulation, full simulation), RECAST will allow the
community to compare and contrast reinterpretation results.

6.6.4. Outlook. Thanks to industry-backed technological advances, a realistic technical
solution to the problem of analysis preservation for the LHC experiments and the original
RECAST proposal has come into view. The initial use of such infrastructure for the
reinterpretation for prompt SUSY searches is generalized easily for LLP searches as the tools
used for signal simulation, analysis preservation, and execution do not make simplifying
assumptions on the nature of the BSM signal or analysis structure. As such, RECAST may
cover reinterpretation use cases, where either third-party reinterpretations are impossible due
to missing public information or limitations of third-party tools or accurate, experiment-
approved results are desired.

6.7. Reinterpretation with prompt analyses

Since the decay time probability of an unstable particle follows an exponential decay law
(dependent upon the mean lifetime), some percentage of the decays of the LLP will occur
outside the detector, leading to an E T signature if the LLP is electrically and color neutral.
Likewise, some part of the LLP decays can appear ‘promptly’. Prompt searches with and
without E T can therefore provide additional, corroborating constraints on models with LLPs,
especially for short lifetimes. Therefore, it is important to understand the sensitivity of prompt
searches to displaced objects.

Reinterpreting prompt searches in the context of LLPs is, however, quite nontrivial,
because (a) prompt searches may or may not make explicit requirements on the PV and (b) it
is currently not documented how reconstruction efficiencies drop as a function of small
displacement. Thus, the reinterpretation of prompt searches in the context of LLPs is currently
best done within the collaborations themselves.

An example of such an experiment-internal reinterpretation can be found in a CMS
search for an RPV SUSY model where pair-production of stops each proceed through an RPV
decay to a b quark and a lepton. A dedicated long-lived search for this model exists in the eμ
channel [197]. This search includes selection criteria which require the transverse impact
parameter to the IP be greater than 10 μm. This maximizes sensitivity to the long-lived model
and greatly reduces SM backgrounds. It also necessarily highly reduces the sensitivity of the
search at low stop lifetime. The exclusion curve in the stop lifetime (cτ) versus top squark
mass is shown in the left frame of figure 86.

A reinterpretation was performed of a search for pair-production of second generation
LQs [535, 536]. In this model, massive LQs are pair-produced. Each of these bosons then
decays to a muon and c quark, leading to a final state with two muons and two jets from c
quarks. In the prompt limit of the RPV SUSY model with a final state of two muons and two
jets from b quarks, the kinematics of the LQs are nearly identical. In the LQ search, no
selection is made on jet flavor. The LQ search uses final selections which are optimized to the
event kinematics for each LQ mass hypothesis, but the search in general strives to remain as
model-independent as possible. In this case, the reinterpretation was simply performed using
the original LQ analysis, and replacing the signal samples with the long-lived RPV samples,
only taking into account the reduced branching fraction to the final state with two muons and
two jets. The expected and observed exclusion curves of the reinterpretation are shown in the
right frame of figure 86.

The reinterpretation gives large improvements for lifetimes � 1 mm, and as expected,
contributes little in the large lifetime limit. This type of reinterpretation is valuable not only
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because it extends coverage of a given model, but also because it helps guide the analysts
performing the dedicated search to focus their efforts in areas which are truly uncovered.

Reinterpretations like this one, which provide meaningful results without placing a large
burden on analysis teams, should be highly encouraged. Other reinterpretations along these
lines can be found in [537–539]. Another relatively simple reinterpretation is [243], although
in this case, it should be noted that the original analysis was modified in a simple way, that is,
the reliance on tracking information to identify jets and suppress non-collision background
was removed, in order to be sensitive to long-lived gluinos.

6.8. Our proposals for the presentation of results

Here we summarize the recommendations for the presentation of searches involving LLPs.
These recommendations follow from the detailed examples presented in sections 6.3 and 6.4.

Our primary recommendation is that the experiments provide as detailed information as
possible to make a general recasting feasible. We therefore encourage the experiments to:

A.1. Provide LLP reconstruction and selection efficiencies at the signature or object level.
Although the parametrization of efficiencies is strongly analysis dependent, it is
advantageous if they are given as a function of model-independent variables (such as
functions of DV d0, pT, η, etc), so they do not rely on a specific LLP decay or
production mode.

A.2. Present results for at least two distinct benchmark models, with different event
topologies, since it greatly helps to validate the recasting. For clarity, the input cards
for the benchmark points should also be provided.

A.3. Present cut-flow tables, for both the signal benchmarks and the background, since
these are very useful for validating the recasting.

Figure 86. Left: expected and observed 95% confidence level limits in the cτ–M t̃ plane
from the displaced lepton search [197] for pair-production of long-lived stops decaying
to b quarks and leptons. Right: exclusion on the pair-production of long-lived stops
decaying to b quarks and leptons in the cτ–M t̃ plane, from the prompt reinterpretation
of the second generation LQ search [536].
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A.4. When an analysis is superseded, differences and commonalities with previous
versions of the same analysis should be made clear, especially if the amount of
information presented in both analyses differs. The understanding as the extent to
which the information presented in an old version can be used directly in a later
version greatly helps the recasting procedure, and also highlights ways in which the
new search gains or loses sensitivity relative to the superseded analysis.

A.5. Provide all this material in numerical form, preferably on HEPdata, or on the
collaboration wiki page. A very useful resource we also highly encourage is a truth-
code snippet illustrating the event and object selections, such as the one from the
ATLAS disappearing-track search [218] provided in HEPdata under ‘Common
Resources’.

We realize that implementing the above recommendations requires an enormous amount
of time and effort by the collaborations and may not always be feasible to the full extent.
However, good examples of presentations are already available, such as the parametrized
efficiencies provided by the ATLAS 13 TeV DV [237] (see the auxiliary material to [519])
and the CMS 8 TeV HSCP [495] analyses.

When the object- or signature-level efficiency maps are not feasible, providing effi-
ciencies for an extensive, diverse array of simplified models can be useful for reinterpretation.
Concerning simplified-model results, we recommend that the experiments:

B.1. Provide signal efficiencies (acceptance times efficiency) for simplified models and not
only upper limits or exclusion curves. Note that efficiencies for all signal regions, not
only the best one, are necessary for reinterpretation.

B.2. Present efficiency maps as a function of the relevant simplified-model parameters,
such as the LLP mass and lifetime, with sufficient coverage of the simplified-model
parameter space. While for direct production of LLPs the parameter space is two-
dimensional (LLP mass and lifetime), simplified models with cascade decays have a
higher-dimensional parameter space. In these cases we strongly recommend
efficiencies to be provided for a significant range of all the parameters.

B.3. Release the efficiencies in digital format (on HEPdata or the collaboration wiki page),
going beyond the two-dimensional parameterization suitable for paper plots whenever
necessary. In particular, for auxiliary material, we recommend multidimensional data
tables instead of a proliferation of two-dimensional projections of the parameter space;

B.4. Consider in each analysis a range of simplified models which aim to encompass:

(a) Different decay modes, including distinct final-state particles and multiplicities.
(b) Different LLP boosts (for example, provide efficiencies and limits for distinct parent

particle masses, which decay to the LLP).

Although extensive, the above recommendations for the choice of simplified models
allow for a thorough comparison between the range of validity of the LLP analyses and a
detailed test of recasting methods. Furthermore, when an MC-based recasting is not available,
one can use the ‘nearest’ simplified model or a combination of them to estimate the con-
straints on a theory of interest. Finally, if a sufficiently broad spectrum of simplified models is
covered, this can be useful for quickly testing complex models which feature a large variety
of signatures, and rapidly finding the interesting region in a model scan before going to more
precise but computationally more expensive MC simulation.

We hope that our recommendations, in particular, points A.1–A.5, will serve as a guide
for best practices and help establish a reliable and robust reinterpretation of LLP searches.
The added value for the experiments and the whole HEP community will be the immediate
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and more precise feedback on the implications of the LLP results for a broad range of
theoretical scenarios, including gaps in coverage.

7. New frontiers:dark showers

Chapter editors:Simon Knapen, Jessie Shelton
Contributors:Michael Adersberger, James Beacham, Malte Buschmann, Cari Cesarotti,

Marat Freytsis, Gregor Kasieczka, Dylan Linthorne, Sascha Mehlhase, Siddharth Mishra-
Sharma, Matt Reece, Sophie Renner, Jakub Scholtz, Pedro Schwaller, Daniel Stolarski,
Yuhsin Tsai

7.1. Introduction: the anatomy of a dark shower

Hidden sectors are increasingly common features in many models that address mysteries of
particle physics such as the hierarchy problem, the origins of DM, baryogenesis, and neutrino
masses, in addition to being a generic possibility for physics BSM; ‘hidden valleys’ are one
such broad class of hidden-sector scenarios [66, 69]. Given the complexity of the SM, such
hidden sectors may very well have rich dynamics of their own, with numerous far-reaching
implications for their phenomenology [67, 68, 70, 71, 540]. The main LHC signatures pre-
dicted by such hidden valley models are characterized by an injection of a large amount of
energy into a hidden sector, which is then shared among a large number of relatively soft
particles [70]. We will refer to this class of signatures, where rich dynamics internal to the
hidden sector yields a high multiplicity of dark states, as ‘dark showers’. Given that the
particles emerging at the end of this process are necessarily both comparatively light and
secluded from the SM, their lifetimes can easily become long, thus giving rise to displaced
signatures at the LHC.

Long-lived particles are especially generic predictions of hidden valleys with confining
gauge groups, similar to QCD in the SM [66]. It is worth noting that QCD already provides
many familiar examples of LLPs, realizing macroscopic lifetimes through a hierarchy of
scales (L mWQCD ) combined with approximately preserved symmetries (KL, B and D
hadrons) or restricted phase space (n). Also provided by QCD are numerous examples of
particles that have a hierarchy of lifetimes. For instance, charged pions experience a slow
decay through a very off-shell W boson, while neutral pions can decay much faster through
their anomalous coupling to photons. The neutral pion lifetime is thus orders of magnitude
shorter than the lifetime for charged pions. Both long-lived species and a hierarchy of life-
times between species are generic predictions and nearly unavoidable consequences of
confining theories which produce dark showers. However, LLPs with a hierarchy of lifetimes
also arise naturally in non-confining hidden sectors, especially in theories with multiple
species. A familiar example from the literature is theories with dark photons. Here, a small
kinetic mixing can make the dark photon long-lived, but a simple, well-motivated extension
of the model by a dark Higgs boson introduces additional dark species and production
mechanisms for dark states that are independent of the small coupling controlling the mac-
roscopic lifetime. This naturally yields high-multiplicity events featuring particles with a
hierarchy of lifetimes [32, 230, 456].

More generally, a dark shower topology can be broken down in three components (see
figure 87), each of which allows for a large degree of variation between models:

1. Production.A dark shower event begins with the production of one or more heavy states
which decay into the dark sector. These heavy states could be part of the SM, most
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notably the Higgs boson, or could be a new particle from the menu of BSM states we
have become accustomed to ( ¢Z s, color triplets/octets, electroweak doublets/triplets,
etc). In some cases the production mechanism provides an important trigger handle (e.g.
VH production for the Higgs), but this is not universal (e.g. ¢Z production). The options
for production are laid out in section 7.2.

2. Showering and hadronization. If the dark sector contains an asymptotically free gauge
group, the originally produced particles will shower and possibly hadronize within the
dark sector. This yields a final state with a potentially large number of dark states,
similarly to how quarks and gluons undergo showering and hadronization to yield a jet of
hadrons. The shape of the shower and the pT spectrum depends on the coupling of the
dark gauge group: the shower may be pencil-like, as in QCD, completely spherically
symmetric, or something in between. Alternatively, it is possible that the hidden sector
does not contain a gauge sector but instead features a perturbative cascade decay over a
large number of states. Indeed, in certain cases the perturbative picture is dual to the
strongly coupled showers. In general, showering and hadronization are the sources of
greatest uncertainty from a theory perspective; the current status and some new results are
discussed in section 7.3.

3. Decay. After the dark degrees of freedom hadronize (or reach the bottom of the cascade
in perturbative models), they can decay back to the SM. The decay may occur through
the same (off-shell) portal as the production, but this is not essential, and one may expect
multiple species with a range of lifetimes. The specifics of the decay step (e.g. muon
multiplicity) are particularly important if there is no good trigger handle from the
production topology. Decays are frequently interconnected with showering and
especially hadronization, however, and it is not tractable to enumerate all possibilities
without making simplifying assumptions and/or inserting additional theory prejudice.
For this reason it is often useful to focus on the species with the largest multiplicity and/
or shortest (macroscopic) lifetime; this frequently provides a reasonable guide to the
overall signatures, just as one may obtain a reasonable O(1) picture of QCD jets by
considering only their pions. We survey a (non-exhaustive) list of popular decay portals
in section 7.4.

A priori it is typically possible to construct a model by choosing an ingredient from the
menu of options for each of the three components outlined above. This is an enormous model
space, and it may appear daunting to construct searches capable of capturing all possibilities.

Figure 87. Schematic representation of a dark shower event, in this case from hidden
valley model with a ¢Z production portal. Figure adapted from [71].
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On the other hand, the signatures of these models are often so striking that they enable
powerful, inclusive searches, sensitive to a very large portion of this overall model space,
provided that triggers allow the event to be recorded. Toward this end, it is useful to observe
that dark shower events have the following generic features:

1. Events have a variable and potentially large multiplicity of LLPs. The number of
produced particles of various dark species depends on the details of the parton shower
and/or hadronization, as in QCD, and varies from event to event. Typically there are
more than two LLPs per event.

2. The BSM species produced in dark showers exhibit a hierarchy of proper lifetimes. This
could result in production of, e.g. mostly prompt particles with a few displaced decays;
mostly invisible detector-stable particles with a few displaced decays within the detector;
or anything in between.

3. LLPs are not generically isolated, i.e. they often appear within ΔR  0.4 of other LLPs
and/or prompt objects (such as the decay products of short-lived species originating from
the same shower).

4. The energy flow in the event reflects the evolution of the BSM parton shower and
hadronization, and thus looks non-SM-like. For instance, hidden sector jets may be either
narrower or broader than QCD jets, depending on the hidden sector gauge group, gauge
coupling, and particle spectrum. Additionally, SM particle multiplicity—i.e. the relative
fractions of pions, kaons, etc, produced in a jet—differs from QCD. While energy flow
can be a powerful discriminant to separate dark showers from the SM at any stage from
the trigger level forward, it is model dependent and must be assessed on a case-by-case
basis. Note that this also implies that traditional (displaced) jet triggers do not suffice to
cover the general model space, and alternative trigger strategies (e.g. track or muon
multiplicity) are needed as well.

The existence of  2 LLPs per event, and indeed frequently NLLP?2, generally ensures
that these events can be easily distinguished from background if they can recorded on tape
and subsequently reconstructed. However, the unique features of events with dark showers
require new strategies to ensure that this class of theories is actually captured by the trigger. In
particular, non-isolation and the hierarchy of proper lifetimes can result in qualitatively novel
collider signatures that require new triggering approaches. Meanwhile, event-level obser-
vables such as non-SM-like energy flow or particle multiplicity are potentially powerful but
highly model-dependent discriminants, and must be considered on a case-by-case basis. We
discuss the strengths and shortcomings of existing triggers and off-line strategies in
sections 7.5 and 7.6, as well as a number of new ideas. An executive summary of our main
points and recommendations is provided in section 7.7. The chapter concludes with a col-
lection of example models for which MC event samples are currently available (see
section 7.8).

7.2. Production

Events with dark showers generically begin with the pair production of dark partons QD. In
most cases the two produced partons are of the same species, but this does not necessarily
need to be true. For clarity and simplicity, we confine ourselves to the case where QD is a SM
singlet. Then the production modes for QD can be simply related to the production modes
discussed for neutral LLPs in section 2.4, in the chapter on Simplified Models. In particular,
the most relevant production modes are:
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• Heavy parent: Pair production of a SM-charged HP XD, which subsequently decays via
( ) +X Q SMD D . The SM quantum numbers of the parent XD, together with its mass,

control both the overall production cross section and the typical prompt AOs in the event.
Depending on the lifetime of XD, showering can begin before or after its decay. The
model of [331] features this production mechanism, where the parent XD is a heavy scalar
carrying both color and dark color charges. After QCD pair-production, the mediators
each decay into a visible jet and a dark shower.

• Higgs (HIG): Production in exotic Higgs decays, ¯h Q QD D. As the Higgs boson
provides an especially sensitive window into low-mass dark sectors, this production
mechanism is one of the best-motivated at the LHC [67, 117]. In particular, Higgs portal
production is the dominant production mechanism in many Twin Higgs and related
models of neutral naturalness [118, 263, 541]. The Higgs boson determines the overall
mass scale of the event, often awkwardly low for LHC triggers, while the branching
fraction remains a free parameter. As discussed in section 2.3.1, the SM Higgs has a
characteristic set of accompanying prompt objects, which can extend trigger options. As
also emphasized in section 2.3.1, this category additionally encompasses production
through parent Higgs-portal scalars, which may be either heavier or lighter than the SM
Higgs.

• ¢Z (ZP): Here a new ¢Z boson couples to both SM and hidden sector states, allowing for
production through ¯ ¯ ¢ qq Z Q QD D. This scenario was developed in the original
hidden valley models [66, 69], and considered again recently in [372]. The ¢Z mass
determines the overall mass scale, while production cross sections depend on its
couplings to both SM and hidden sector states. The only typical AOs are ISR radiation.

• Charged current: Here the parent dark states couple to the SM through the neutrino
portal, = HLint dark. When the dark states carry charge under a dark gauge group, this
coupling requires (at least) two dark states, one fermionic and one bosonic. For instance,
if the dark sector contains both scalar and fermionic fundamentals, f and ψ, respectively,
then one can construct the dimension five interaction f y= HLint * . This production
mode has not been well studied in the literature. It is worth noting that given this dark
field content, it is generically possible to also construct Higgs portal couplings,

∣ ∣ ∣ ∣ ∣ ∣ ¯f yy= H H,H
2 2 2 , which can generally include lower dimensional operators.

As we have taken QD to be SM singlets, the first process discussed in section 2.4, direct
pair production, is typically negligible. Of course, if BSM mediators connecting the dark
sector to the SM, like the XD and ¢Z in the examples discussed above, are heavy enough to be
integrated out at LHC scales, then the resulting higher-dimension operators can mediate direct
pair production of QD. Single production of QD is generally suppressed, and in many cases
impossible, in particular when QD transforms nontrivially under an unbroken gauge group. In
Abelian theories, single production of a dark gauge boson is possible, e.g. through a loop of
heavy bi-charged matter; this gauge boson can then subsequently shower. In perturbative
cascades, a single BSM state QD may certainly be produced, but whether QD goes on to
produce one or more ‘showers’ is highly dependent on the detailed kinematics of the event.

In contrast with most of the simplified models in section 2.4, after a parton QD is
produced it undergoes extensive evolution in the hidden sector, so that there is no one-to-one
connection between the initial QD and relevant detector objects. Thus, an event that begins
with two partons may result in a final state that contains two pencil-like jets, each containing
more than one displaced object; a spherical distribution of displaced objects; or anything in
between.
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The most important consequences of production modes for our purposes are twofold.
First and most importantly, the production mode informs the types of prompt AOs in an
event, as well as determining overall event rate and energy scale. These AOs can be useful
levers to distinguish signals from SM background, beginning at the trigger level. Secondarily,
production modes rely on a mediator that couples the dark sector to the SM, which may be a
BSM particle like a bifundamental XD or a ¢Z , or a SM particle like the Higgs boson. In many
models, this mediator-SM coupling also ultimately governs the decay of the dark sector states
back into the SM. This is the case for the examples of
[66, 67, 69, 118, 263, 331, 372, 541, 542], and is certainly the minimal possibility. It is worth
mentioning, however, that decays may be governed by a different interaction than production.
As a simple perturbative example, consider the hidden abelian Higgs model. This theory can
realize dark showers in a variety of ways; consider for concreteness the perturbative cascade
decay chain  h ss s Z Z, D D, which can yield collimated pairs of dark photons when
m ms h (see, e.g. [543]). In this case a Higgs portal interaction governs production, but the

long-lived ZD decays back to the SM through a separate vector portal interaction.

7.3. Shower

7.3.1. Motivation. A familiar feature of QCD is the formation of jets, sprays of
approximately collinear hadrons arising from a parton emitted in a hard scattering process.
The physics of jet formation is independent of hadronization or confinement, originating in
the singularities of the weakly coupled theory at short distances [544], where the ’tHooft
coupling is l º g N 1s c

2 . In perturbation theory, the differential probability for a quark to
radiate a gluon carrying a small energy fraction z at small angle θ is

( ) ( )q q
l
p

q
q

~P z z
z

z
, d d

4

d d
, 7.1
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independent of the underlying hard process. The logarithmic divergences at z, θ → 0 indicate
that perturbative theories favor radiation that is soft (low energy) and collinear. This enhanced
emission of collinear radiation is the source of jets, even in theories that do not confine at all,
such as the perturbative, conformal Banks–Zaks gauge theories [545] 197. The large
logarithms appearing in these calculations can be numerically resummed through Markov
Chain algorithms, leading to the parton showers widely used to model jets in MC
simulations.

In the limit of strong ’tHooft coupling198 (λ? 1) perturbation theory breaks down; soft
and collinear radiation are no longer enhanced over more general radiation at wide angles. In
QCD, the coupling gradually runs strong in the infrared, but other gauge theories (which
could be realized in nature as hidden valleys [66]) exist that have an intrinsically large
’tHooft coupling persisting over a wide energy range. Such theories can be understood with
the use of gauge/gravity duality. Examples may be conformal, e.g. strongly coupled = 4
super-Yang–Mills, or confining, e.g. those detailed in [547, 548]. Such large-λ theories were
conjectured to lead to spherical event shapes [70], a result that has been directly proven for
strongly-coupled large-Nc CFTs [549]. At colliders, these spherical events would lead to

197 See [546] for a brief and clear recent introduction to jet physics emphasizing the role of scale invariance.
198 When making this and similar statements below, we always implicitly mean the coupling at the energy scales
being probed by a given measurement. For example, while QCD does become strongly coupled near its confinement
scale, treating the theory as weakly coupled is justified provided one only ever talks about jet masses and energies at
much larger scales.
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characteristic soft unclustered energy patterns (SUEPs) [182, 242, 550]. An illustration of the
range of event shapes from jets to SUEPs is shown in figure 88.

Thus we have two well-understood regimes, jets at λ = 1 and SUEPs at λ ? 1. There is
a gap in the middle when λ∼1 over a wide range of energies. Both perturbative QCD and
gravitational duals approach strong coupling in this regime (from different sides) and cannot
be trusted to give accurate predictions; for some questions, the predictions may not even be
qualitatively accurate.

This regime is of interest because we want to ensure that LHC experiments do not miss a
hidden valley signal simply because it looks different than expected. We should aim to be
able to trigger on and analyze these events. While sufficiently long lifetimes may provide
useful trigger handles, theories at intermediate ’tHooft coupling could also occur with
prompt decays while still failing to provide the types of trigger handles typically associated
with prompt hard production and decay. Given our inability to reliably calculate the
predictions of this scenario, in this section we will take a pragmatic approach:we push the
two tools we have, perturbation theory and gauge/gravity duality, into a regime where we do
not fully trust them. To the extent that their predictions overlap, one could gain confidence in
the qualitative picture we obtain. Where they differ, one would hope that experimental
strategies broad enough to encompass the range of possibilities would also be sensitive to
poorly modeled scenarios. In the following we present some initial results, which we aim to
improve and expand upon in future published work.

7.3.2. Phenomenological models

7.3.2.1. Parton showers and their limits. One can approach the intermediate regime from the
direction of weak ’tHooft coupling using parton shower methods. The coupling is then a
direct parameter of the model whose value is easy to vary. However, naïvely setting the
coupling to large values would quickly lead to unphysical results. The reason is that the
simplest derivation of parton shower evolution equations assume that the final state can be
organized as a series of splittings where z, θ = 1 at each iteration. Since the full matrix
element for a given final state has no uniquely-defined splitting history associated with it, this
soft, collinear condition needs to hold as a function of the final-state kinematics alone. As the

Figure 88. Illustrations of event shapes, from jetty (left) to spherical (right) with an
intermediate event in the middle. The values of Sphericity and Thrust are:(left)
Sphericity=0.006 36, Thrust=0.991; (center) Sphericity=0.530, Thrust=0.706;
(right) Sphericity=0.940, Thrust=0.521.
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coupling is increased, the increased showering probability means that there is an increased
chance of populating the phase space while violating these conditions. Regions of phase space
without nominal soft-collinear enhancements (but in truth populated with comparable
probability) will end up under-populated, leading to more jet-like events than the underlying
theory actually predicts.

Things can be somewhat improved by a more careful consideration of parton-shower
methods. It is currently known how to implement iterated corrections allowing one to relax
one, but not both, of the inequalities given above. Implementations which allow for the
correct inclusion of finite-z (but small-θ) effects can be accomplished by extending the
approximation of equation (7.1) with terms non-singular in z.

If we have reason to believe that the wide-angle structure of dark showers will be more
critical to detecting models in the transition region, sacrificing finite-z corrections for a better
understanding of the finite-θ region is preferable. This requires going beyond the 1→ 2
splitting picture of equation (7.1) as information about multiple particles in the event must be
encoded. A known solution is to phrase the shower in the language of 2→ 3 evolution kernels
[552], where radiation is treated as coming from dipoles rather than individual charges, as in
figure 89. Necessarily more complicated, in this approach the splitting function describing the
emission of a gluon with momentum pμ is then expressed as
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for the process +  + +a b a r b. Features related to the expected broadening of
jets at larger coupling will be well-modeled deeper into the transition region with a dipole
shower. Angular structure will be correctly reproduced even at larger couplings while final-
state energy sharing of collinear particles becomes increasingly untrustworthy. When some
sort of angular localization of energy flow can be expected (i.e. soft-collinear enhancements
are still present) the corrections at finite splitting angle may still provide a good
approximation.

7.3.2.2. Gauge/gravity duality: spheres to jets. Gauge/gravity duality allows calculation in λ

? 1 theories with spherical events, from which we extrapolate toward the λ∼1 regime. The

Figure 89. Schematic view of a 2 → 3 branching process, with the initial two-particle
state approximated as a localized dipole. For more details and further discussion
see [551].
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simplest case is Anti-de Sitter (AdS)/CFT duality, where events are perfectly spherical [549].
AdS space is a warped product of a (3+1)D Minkowski space with an infinite fifth
dimension. To obtain a theory with a discrete spectrum, we cut off the fifth dimension of AdS
space at a hard wall or IR brane as in Randall–Sundrum (RS) models [553]. 5D fields then
decompose into a tower of 4D Kaluza–Klein (KK) modes (dual to hadrons in the gauge
theory), each with an associated wave function in the fifth dimension. This wave function, as
well as the 4D mass, is calculated by solving the equations of motion up to quadratic order.
The couplings between 4D mass eigenstates are proportional to the overlap of their wave
functions in the fifth dimension.

Heavy KK modes decay to lighter modes, which decay to still lighter modes,
populating a cascade of particles. The case of a flat (unwarped) extra dimension yields
sinusoidal wave functions and modes with linearly spaced masses. In this case, the KK
number is a conserved discrete momentum in the fifth dimension, and KK modes decay
only to daughters at threshold. The RS model breaks translation invariance in the fifth
dimension, so KK number is no longer exactly conserved and a variety of decays are
possible. Nonetheless, for the simple model of a bulk cubic coupling, KK number is still
approximately conserved, as illustrated in figure 90, top panel, and the sum of the two
daughter modes is approximately equal to the KK mode of the parent. At each step of the
cascade, daughter particles have small momentum. This results in spherical event shapes,
with no highly boosted daughters [554]. Here we have studied a scalar field with a Φ3

interaction for simplicity, with the expectation that qualitative features of the event shapes
persist in more realistic models.

To push our toy model into the jetty regime, we introduce interactions that explicitly
break KK number themselves. We continue to study the simple case of a scalar field, but
now, to move toward jettier events, we include the Φ3 interaction as a boundary term,
restricted to the IR brane. As shown in figure 90, right panel, this opens up a much wider
range of possible decays with greater phase space, which lead to more variety in the
resulting event shapes. We emphasize that moving the Φ3 term to the boundary is a simple
toy model for the purpose of this section that accomplishes the goal of altering event shapes.
However, it is not expected to be a good approximation of the dual of an actual confining
gauge theory with smaller λ.

Although the IR brane interaction is used here as an ad hoc tool for generating less
spherical events, we expect that similar results can be achieved in a more principled way. As
λ decreases toward O(1) values, the expectation from gauge/gravity duality is that more bulk
fields, dual to the many single-trace operators in the gauge theory, become light. This
suggests that models with several interacting bulk fields are a more faithful toy model of the
physics of the dual gauge theories at intermediate λ. Such models could be of interest for a
wider set of questions than event shapes, as they move the AdS/QCD toolkit—always a toy
model at best—somewhat qualitatively closer to QCD. Such models and their consequences
will be studied in a forthcoming publication.

7.3.3. Results. We wish to characterize to what extent our available methods allow us to
model the range of behaviors we might expect from new showering sectors. Since we do not
expect collimated sprays of final-state particles to be a sensible way of organizing information
in the event in all cases, for our purposes here we focus on observables that can be defined
globally. In particular, we study a pair of event-shape variables that have proven useful to
both establish and provide precision data on the non-abelian nature of QCD.
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Figure 90. The branching ratio from a parent with KK-number 80 into two daughters
for a cubic interaction on the bulk (top) or on the boundary (bottom). The nonzero
probabilities occur along the line where KK-number is conserved for the bulk
interaction, whereas the boundary interaction has non-zero probability to decay with
large jumps in phase space.
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Sphericity is defined as the scalar sum of the two smaller eigenvalues of the sphericity
tensor
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where the sum is over all final-state particles in the event [555]. With the eigenvalues λi
defined in decreasing order, we have ( )l l= +S 3

2 2 3 , which can take on the values
0�S�1. Thrust is instead defined via a maximization procedure with respect to all possible
axes in the event [556] ,
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Both observables essentially measure the divergence of an event from the pencil-like final-
state structure of a 2→2 scattering process without making any direct reference to jets.

Historically, thrust had the advantage of being infrared and collinear safe. In a given
event, the change in the thrust due to an additional radiated parton vanishes as the parton
becomes soft or collinear to the thrust axis. Singular regions of phase space thus do not
contribute to finite values of the thrust, and its measured distribution in QCD is well described
by a perturbative calculation up to corrections that scale as ( )LO QQCD

2, where Q is a high-
energy scale associated with the total system being probed by the thrust. This is not the case
for sphericity—specifically a perfectly collinear splitting still changes the value of the
sphericity tensor. A perturbative calculation of the sphericity is then divergent for finite values
of sphericity, a divergence which can be tamed by either an explicit cutoff at the
hadronization scale supplemented by a phenomenological hadronization model (the approach
taken by MC generators) or by absorbing it into a form factor (as done in analytic
calculations). In either case O(1) sensitivity is induced to the region of phase space dominated
by non-perturbative hadronization effects. For our concerns, this difference can be turned into
an advantage, as any apparent difference between the two observables can act as a diagnostic
of the sensitivity of our predictions to the non-perturbative parameters in the parton shower.

We generated events from models expected to yield a range of behaviors. We considered
extra-dimensional models with both bulk and boundary interactions, with the former expected
to yield very isotropic events. For the parton shower, we used a modified version of the
VINCIA dipole-antenna parton shower [557] in which an SU(N) gauge theory with only light
quarks showers and hadronizes into light mesons with masses L ~ Lp pm mv QCDv . We then
varied the Coupling boundary conditions and one-loop running while adjusting shower
cutoffs to ensure that couplings remain perturbative throughout the parton shower.

We summarize the results in figure 91, with the uncertainty in the parton shower
distributions coming from considering both transverse-momentum and dipole-virtuality
shower ordering. The similar behavior of the two distributions indicates that sensitivity to
non-perturbative effects from hadronization are not large. The lowest sphericity/highest
thrust distribution is fairly close to that expected from QCD, but a wide range of non-QCD-
like behaviors is observable. A significant fraction of the allowed range for these observables
is populated by a combination of the extra-dimensional and the parton shower approaches,
and the boundary interaction KK model and parton shower models give similar results.

Examining the behavior of observables that are perturbatively incalculable in the weakly
coupled theory indicates that a degree of caution is warranted, however, with the two
approaches giving qualitatively different results to certain questions. As an example, we look
at the correlation between sphericity and total event multiplicity for the two closest parton
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shower and extra-dimensional models. Displayed in figure 92, we see that multiplicity is
broadly correlated with sphericity in the parton shower, while being nearly sphericity
independent for the KK model. Such qualitative differences between the parton shower and
the extra-dimensional models warrant more detailed study of event behavior in the transition
region, while both approaches would benefit from further consideration of how jet-level
observables, whether physically well-justified or not, vary over their accessible ranges.

7.4. Decay

In general, the mass spectrum of confining hidden sectors is poorly known, with the exception
of a few special cases, like pure glue confining theories [558] and the SM QCD sector. The

Figure 91. Comparison between accessible ranges of parton shower and AdS/CFT-
inspired models (labeled ‘KK model’) for sphericity and thrust. In the parton shower,
the curves correspond to events produced at = Ls 100 , with confinement scale Λ; the
shading indicates the uncertainty resulting from comparing transverse momentum and
dipole virtuality shower ordering. The β functions of the theories are tuned such that
g2(100Λ)/4π is 0.06, 0.12, 0.24 for the 3 distributions. In the KK model case, the
dashed curve corresponds to a bulk interaction while the solid curve corresponds to a
boundary interaction. We also show expectation values for all distributions.
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Figure 92. Correlation between sphericity and hadron multiplicity for events generated
with parton shower (top) and AdS/CFT-inspired models with boundary interaction
(bottom).
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dynamical process of hadronization is even less well understood, and one must typically
resort to uncontrolled extrapolations from the measured fragmentation functions in the SM.
Moreover, states with different CP and spin quantum numbers can have greatly different
lifetimes even in well-understood examples [66, 540, 559], a problem that is further exa-
cerbated if the hidden sector contains one or more approximate flavor symmetries. For
concreteness we here primarily focus on the case where only one dark species has a detector-
scale lifetime; other dark states may either decay promptly to the SM or appear as MET. A
useful special case realizing this scenario is one in which all internal hidden sector decays are
sufficiently rapid for heavier hidden states to promptly decay down to the lightest state in the
spectrum, which in turn decays to the SM. The discussion below is focused on the possible
properties of this lightest hidden state which decays to the SM. We refer to it as ‘the’ LLP,
keeping in mind that in complete models there may very well be multiple species of LLPs. It
is therefore important to emphasize that experimental strategies should not be overly opti-
mized towards the naïve assumption of a single LLP giving rise to all visible decays, as it may
not be generically true. In particular, an inclusive experimental strategy should avoid making
detailed assumptions about the distributions of proper lifetimes of long-lived states in the
event.

7.4.1. Portals and branching ratios. The available decay channels and branching ratios of the
LLP are critical both for the trigger strategy and the off-line analysis. In particular, various
(multi-)muon triggers can be very effective for models where the LLP branching ratio to
muons is not too small. At the same time, displaced hadronic decays tend to give more
discriminating power in the off-line analysis, since they produce a larger number of tracks as
compared to the leptonic modes. Since each event contains multiple LLPs, a single event can
contain both leptonic and hadronic vertices, where one uses the former for the trigger and the
latter for off-line background rejection. For this reason it is not straightforward to interpolate
sensitivity between lepton-rich and hadron-rich hidden showers, since the optimal search
strategy for the intermediate cases is qualitatively different from the strategies for the two
extremes.

As a starting point for our exploration, we therefore recommend a small number of
theoretically motivated decay portals, which cover the fully leptonic and fully hadronic cases,
as well as two other intermediate scenarios. We focus our attention on operators of dimension
four or five which do not induce additional flavor violation in the quark sector:

• Neutrino portal:If the LLP is a neutral, possibly composite, fermion X, it may decay
through a small mixing with the SM neutrinos. This state predominantly decays through
the ( ) + -X ℓ W * and ( )nX Z * channels and its decays tend to be rich in leptons. The
muon fraction in the final states depends on the mixing angle of the X with the muon
neutrino, which is model dependent. However, even if this angle is accidentally small as
compared to the mixing angles with electron and tau neutrinos, one still expects a muon
in roughly ∼10% of all decays through the ( )W * channel. In τ-rich scenarios, muons also
originate from leptonic τ decays.

• Hypercharge portal:It is plausible for a dark sector to contain a vector particle, whether
it is an elementary U(1) gauge boson or a composite (the analogue of the ρ in the SM). An
elementary vector boson can be copiously produced through decays of a hidden sector
meson through a chiral anomaly, analogous to π0 decay in the SM. Whether elementary
or composite, such a vector state generically mixes with SM hypercharge through the
kinetic mixing operator ¢mn

mn B F , where ¢mnF is the dark vector boson field strength. The
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branching ratios of such a state then depend on its mass and can be extracted from data, as
shown in table 11 (see, e.g. [230, 458]).

• Higgs portal:In the same spirit, it is possible that a hidden sector scalar S mixes with the
SM Higgs boson through the †SH H operator. In this case, its branching ratios to SM
fermions are proportional to mf

2, with the caveat that non-perturbative effects modify the
story substantially for mS5 GeV. For mS1 GeV, hadronic branching ratios can be
obtained through chiral perturbation theory; however, in the intermediate range

 m1 GeV 5 GeVS , the theory uncertainties are substantial and we do not attempt
to make any quantitative statements in this regime (see [560] and references therein). As
shown in table 11, the muon branching fraction predicted by Higgs-portal decays is
smaller than for the previous two portals, but it can still be relevant if the (non-isolated)
muons from B-meson decays are taken into account.

• Gluon portal:The hidden scalar (S) or pseudoscalar (a) could also decay to the SM
through a coupling to gluons of the form mn

mnS G GTr or ˜mn
mna G GTr . In this case the

direct leptonic branching ratio is zero, although a small number of muons may still be
produced in the hadronization process of the gluons.

• Photon portal:Similar to the gluon portal, the LLP could decay to two photons through
the mn

mnSF F or ˜mn
mnaF F operators. The signature for this case is qualitatively different

from the previous four, since there are many fewer tracks. In particular, tracks only
originate from photon conversions in the detector and suppressed Dalitz decays to g+ -e e .
The signal is therefore a trackless jet with a high rate of energy depositions in the ECAL
relative to the HCAL.

If the lifetime of the LLP is ( ) 50 m, dark showers generically give rise to multiple
decays within the detector volume. In table 12 we show the probability for the Higgs and
hypercharge portals to produce an event which contains at least three or four muons, as a
function of the number of decaying LLPs in the event. Assuming the event has at least four
LLP decays, a multi-muon trigger has good efficiency for the Higgs portal above the ¯bb
threshold199 and for all masses for the hypercharge portal200. This trigger strategy should also
have good efficiency for neutrino-portal decays, although this scenario is more model
dependent. For the gluon and photon portals a different set of triggers is needed, as discussed
below. The lesson is that multi-muon triggers do not suffice to cover all possible options, but
could provide a reasonably generic trigger path for an important subset of the relevant
models.

Table 11. Probability of finding exactly one muon/two muons in one LLP decay
through the photon and Higgs portals. For the lowest mass points, the branching ratios
for the photon and Higgs portals were taken from [458, 440], respectively. For the 8
and 15 GeV benchmark the hadronization was performed with Pythia 8 [219, 501].

Mass (GeV) Photon Higgs

0.5 0/0.4 0/0.09
1.2 0/0.35 /
8 0.08/0.16 0.25/0.02
15 0.1/0.15 0.3/0.05

199 The importance of muons in decays which are rich in heavy flavor was emphasized in [71].
200 Again, this statement is LLP-lifetime dependent, and for sufficiently long-lived LLPs this strategy will break
down as the probability of getting sufficiently large numbers of LLP decays within the detector becomes small.
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7.4.2. Lifetime. Without additional model assumptions, the theory prior on the lifetime of the
LLP is rather weak. We can, however, extract some insight from the generic scaling of the
width of the LLP as a function of its mass (m): for the Higgs and hypercharge portals, Γ∼m;
for the photon and gluon portals, G ~ m f3 2 with f the decay constant of the LLP (in this
case, the LLP behaves similar to an axion-like particle, or ALP); for the neutrino portal,
G ~ m mW

5 4 . The obvious trend in all cases is that the lifetime rises as the mass decreases,
steeply so for the case of the neutrino portal. It is furthermore important to note that the above
scalings are lower bounds, and in many models the leading decay portal involves a higher-
dimensional operator, leading to a stronger scaling with mass. This is especially relevant in
confining models where the hidden states are composite particles. For example, in a pure-glue
hidden valley coupled though the Higgs portal [559], the lightest glueball can decay through
its mixing with the Higgs, but as the portal coupling contains the dimension-four combination
of dark gluon field strengths mn

mnG Ga a , its width scales as ( )G ~ ´m v M mh h
7 2 2 2, where we

have taken ~ Lm D, the scale of dark QCD, and M is the suppression scale of the portal
operator.

An additional consideration is that the LLP can be discovered directly in (low energy)
collider or beam-dump experiments. Since the LLP has an irreducible production cross
section through the same coupling that governs its decay, collider experiments effectively
impose a lower bound on the lifetime of these states. Beam-dump and supernova constraints
on the other hand rely on a displaced signal and constrain the lifetime from above. These
bounds are, however, not typically applicable for masses above a few hundreds of MeV (and
for a summary of some of the latest constraints on the hypercharge, photon and gluon portals
see, e.g. [561, 562]). However, particles that can be produced in sizable numbers at the LHC
are in general coupled sufficiently strongly to the SM that they face upper limits on their
lifetimes from BBN. In most cases, this upper bound is essentially mass independent and
requires τ1 s, but this upper bound can be much weaker for lighter particles and/or
particles that decay to hadron-poor final states. For the photon, gluon and hypercharge portals,
prompt decays are currently allowed for masses all the way down to the electron threshold,
though for the hypercharge portal LHCb is expected to completely close this window below
∼ 100MeV [341, 382]. For the Higgs portal, current LHCb results from b to s transitions
[267, 268] already require cτ0.5 mm for masses below 4 GeV. For the neutrino portal,
lifetimes cτ10 m are excluded if the mass is below 1 GeV and the mixing is predominantly
with the electron and muon neutrino [563].

Table 12. Probability of finding at least 3 muons/at least 4 muons in an event for the
photon and Higgs portals, as a function of the number of LLP decays. Branching ratios
and hadronization were determined as in table 11.

Mass
(GeV) 3 decays 4 decays 5 decays 6 decays 7 decays

Photon 0.5 0.36/0.36 0.53/0.53 0.67/0.67 0.77/0.77 0.85/0.85
1.2 0.29/0.29 0.44/0.44 0.57/0.57 0.68/0.68 0.77/0.77
8 0.13/0.07 0.23/0.13 0.33/0.21 0.42/0.28 0.5 /0.35
15 0.14/0.07 0.23/0.13 0.33/0.2 0.42/0.27 0.51/0.35

Higgs 0.5 0.02/0.02 0.04/0.04 0.07/0.07 0.1/0.1 0.13/0.13
8 0.04/0.0 0.09/0.02 0.15/0.04 0.23/0.07 0.31/0.12
15 0.11/0.02 0.21/0.07 0.33/0.13 0.44/0.21 0.55/0.31
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As argued above, if the mass of the LLP is larger than a few hundred MeV, their lifetime
is only constrained from above by BBN. In the context of a dark-shower topology, there is,
however, a much more stringent upper bound to lifetimes that can be probed at the LHC. In
particular, to observe at least a handful of decays in the detector volume, the lifetime in the lab
frame should satisfy

( )t ´c
N

N
10 m 7.7lab

LLP

decays

with NLLP the typical LLP multiplicity and Ndecays the number of observed decays in the
detector201. For instance, for Ndecays∼few and ( )~ N 10LLP this implies cτlab50 m.

Near this heuristic upper limit in the LHC’s sensitivity to lifetime, the shower effectively
gets stretched out over the detector elements, and it is useful to study how the decays are
distributed over the different detector elements. We can use a toy MC to make some simple
estimates of this effect by making the following simplifying assumptions:(1) the number of
LLPs is Poisson distributed; (2) their decay lengths follow the usual exponential distribution
with uniform average lifetime in the lab frame cτlab; (3) the angular distribution of the vertices
is approximately spherical in the lab frame. Figure 93 shows the distribution of the number of
decays occurring in the tracker, calorimeter and muon chamber for two benchmark points. We
hereby assume for concreteness the approximate CMS geometry with the ‘tracker’,
‘calorimeter’ and ‘muon chambers’ defined by r<100 cm, 100 cm<r<200 cm and
400 cm<r<700 cm, respectively. We find that the number of decays in all detector
components is roughly equal, with slightly more decays in the muon chamber for a higher
number of LLP decays in the shower. The latter result is easily understood from the larger
size of the MS as compared to the tracker and the calorimeter. The qualitative conclusion is
that tracker-based searches for multiple DV are likely to have reasonable sensitivity over the
whole relevant lifetime range. For the longer lifetimes, the sensitivity necessarily degrades
although it can be partially recovered by incorporating the muon chamber in the analysis. On
the other hand, searches relying exclusively on the muon chamber or the calorimeter are less
sensitive to a wide range of lifetimes. To quantify this effect more accurately, detailed
simulations for specific benchmark models accounting for more realistic boost and η

distributions are needed, although the relative importance of the tracker is likely to continue to
hold. The displaced SUEP scenario is an interesting exception, as discussed in section 7.6.2.2.

7.5. Trigger strategies

7.5.1. General considerations. Due to the immense diversity of hidden sector models, there
is no trigger strategy which can comprehensively cover all options, nor is it straightforward to
compile a list of such strategies. This problem is further compounded by the lack of available
MC simulations, except in a handful of special cases. Many of the considerations informing
the trigger strategies discussed for singly and doubly produced LLPs in chapters 3 and 5 apply
to dark shower events as well. However, the four characteristic features of dark showers laid
out in section 7.1 can pose both additional opportunities and challenges:

1. The particle multiplicity can range from high to very high. This in itself can provide a
very powerful trigger strategy, especially when the muon fraction in final states is
appreciable, as discussed in section 7.4.1. For models where this is not the case or where
the muons are too soft to fire the trigger, triggers relying on a large multiplicity of tracks

201 If only one or two LLPs are expected in the detector, then the dark shower maps onto the topologies with one or
two DV discussed earlier in this document.
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or an over-density of pixel hits could provide an alternative strategy. We will return to
this discussion later in this section.

2. The hidden sector may contain states with vastly different lifetimes. While this makes it
challenging to get a comprehensive grasp on the full space of possible event topologies,
this feature provides interesting opportunities from the point of view of the trigger. For
instance, often the most striking off-line signature is a set of DV in the tracker, which are
notoriously challenging targets for the trigger. It is completely plausible that these
vertices would originate from the decay of one species of hidden sector particles, while a
second species decays either promptly or very displaced. This means that the event may
very well come with prompt leptons, HT, an appreciable amount of E T, and/or activity in
the muon chamber.

3. The decay products may not be isolated. Combining the first two features, we should
prepare for the possibility that the objects we aim to use as trigger handles may not be

Figure 93. Distribution of decays occurring in the various detector elements, for those
events with more than three decays occurring in the fiducial volume.

J. Phys. G: Nucl. Part. Phys. 47 (2020) 090501 J Alimena et al

177



isolated. Especially for triggers on muons and (displaced) tracks, it is advisable to relax
isolation criteria as much as possible and instead rely on the presence of one or more
additional objects to reduce rates as necessary. For example, one would expect that a
trigger on two isolated muons would be less effective than a trigger on three or four non-
isolated muons or a trigger with two non-isolated muons and a moderate amount of E T.
Non-isolation is likely to be a limiting factor for the acceptance of dark shower events in
specialized triggers designed for singly- or doubly-produced LLPs.

4. The energy flow in the dark shower may be non-standard. This implies that a dark
shower may be broader or narrower than SM QCD jets, and the momentum distribution
of the particles in the shower may also differ substantially from QCD predictions. This
means that triggers for (trackless) jets could be effective for some models, but would by
no means capture the full range of possibilities. Since such pT distributions are very
model dependent, it is moreover sensible to keep object pT thresholds as low as possible,
and instead rely on the high multiplicity by requiring multiple low pT objects, rather than
a few high pT objects.

In summary, while some dark shower models will be very challenging to trigger on, this
is not true for the entire class of models. For example, some (although certainly not all)
models can readily be captured on the traditional E T, HT or lepton triggers. This means that
these traditional triggers are an excellent place to start, but a bad place to stop. Indeed, in the
context of limited resources, it makes sense to first pursue the scenarios where the trigger is
not a major challenge and use these scenarios to develop off-line reconstruction techniques. It
is, however, crucial to follow up with more innovative trigger strategies. While this is largely
still a topic of study, we can identify two categories of non-traditional triggers:

1. Triggers on displaced objects: This type of trigger is notoriously challenging due to
bandwidth and online computing limitations, but nevertheless a lot of progress has been
made in the last few years. This is discussed in chapters 3 and 5. For our purposes here, it
suffices to note that high multiplicity of LLPs in dark shower events can help provide
excellent acceptance in such triggers, provided that any isolation criteria in the trigger are
not spoiled by shorter-lived objects in the event.

2. Specialized triggers for dark showers: There are a number of (speculative) ideas for
triggers which exploit the high multiplicity and/or energy features of a dark shower, as
described above, although this area is much less developed than the triggers on displaced
objects. We will discuss these ideas for specialized triggers briefly in the remainder of
this section, and comment on the unique capabilities of LHCb when it comes to
triggering on dark showers.

7.5.2. Specialized trigger ideas. In this subsection we briefly highlight some proposals for
specialized trigger strategies that inherently depend on the unique features of dark shower
events.

7.5.2.1. Multiplicity triggers. As emphasized throughout this chapter, dark shower models can
produce a high multiplicity of dark particles, ranging from several tens up to thousands of
particles in the most extreme case. This motivates triggers that aim to minimize pT thresholds
and instead exploit high particle multiplicity. The most obvious option is a suitable multi-
muon trigger (three, four, or more muons), where the priority should be to avoid tight
isolation criteria, if needed at the expense of increasing the muon multiplicity and/or pT
thresholds. Prompt multi-muon triggers would, however, only capture (nearly) prompt
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decays, and it is critical to pursue the design and implementation of a trigger with good
efficiency for displaced muons; see section 5.1.3 for more on planned displaced muon
triggers.

Another way of exploiting the particle multiplicity is to trigger on an anomalously large
number of tracks originating from the PV. This would likely only work for prompt or nearly
prompt decays, in models which produce a rather low muon fraction and/or a very soft pT
spectrum. For this strategy to work, one must first pass the L1 trigger with MET, which can
be provided by the shower itself or by initial state radiation (ISR). At the HLT it may be
possible to count the number of tracks with the planned ATLAS HTT system or the future
CMS HTTs. Alternatively, if the tracks are too soft and the multiplicity high enough, it is
possible to pass the HLT by looking for an over-density of hits in the innermost tracking
layer, centered around the z-coordinate of the PV [242].

7.5.2.2. Substructure triggers. Substructure triggers may open up the possibility of using
substructure techniques to distinguish between QCD jets and other types of showers already
at the trigger level. CMS currently uses jet trimming at HLT level to enhance acceptance for
jets with hard splittings, optimized for boosted electroweak gauge bosons, (see, e.g.
[564, 565]), and we are aware of an effort within ATLAS to investigate the inclusion of
substructure routines at the HLT level. This strategy could be helpful in cases such as photon-
jets (dark showers that decay into SM photons), which can otherwise pose significant trigger
challenges: substructure variables such as n-subjettiness [566] and energy-energy correlations
can be very effective at separating QCD jets, photons and photon-jets [567, 568]. In practical
terms, this means that one may be able to use the relatively low threshold jet/tau trigger for
the L1 trigger. This could be followed by a HLT trigger that uses, for instance, the ratio of the
energy deposited in the ECAL/HCAL or substructure variables.

An advantage of substructure methods is that they are fairly robust with respect to the
lifetime of the dark shower final states, provided the lifetime is not too long compared to the
size of the relevant detector sub-system. As long as the showering process itself happens
quickly (and provided that hadronization represents a small correction to the typical particle
momenta), the separation between energy depositions in the calorimeter is already pre-
determined. In particular, under these assumptions it does not matter if the SM decay products
of the lightest dark states are themselves collimated. A clear difficulty with substructure
triggers is that the actual dark showering and hadronization process, and therefore the
substructure, is theoretically only understood in a handful of example models as discussed in
section 7.3. While such a trigger is clearly valuable for a number of models, it is at the
moment difficult to evaluate how broadly applicable it could be to different shower shapes.

7.5.2.3. Non-isolated DV trigger in the ATLAS MS. For sufficiently LLPs, fallback trigger
strategies can be provided by existing ATLAS triggers that require a cluster of hits in the MS
[241, 257]. As these triggers look directly for the presence of displaced objects and do not
rely on any features of the rest of the event, they offer potential sensitivity to signals
dominantly produced at low mass scales. The existing MS DV trigger requires at least three
(barrel) or four (endcap) tracks in the MS [257]; a dedicated vertex-finding algorithm is run
on these events at the analysis level. Thus this trigger option offers good sensitivity to
hadronic decays of particles with mass  5 GeV, but cannot provide sensitivity to individual
di-leptonic or photophilic decays, nor to decays of LLPs with GeV-scale masses.

In Run 1, LLP searches with DV in the MS relied on a trigger that recorded events where
the DV additionally passed isolation requirements. Specifically, events were required to have
no tracks with >p 5 GeVT in the ID within D <R 0.4 of the DV, and the distance to the
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nearest jet (with >E 30 GeVT ) was required to be D >R 0.7j . However, this isolation cut
was not imposed for jets with anomalously large energy deposition in the HCAL,

( ) >E Elog 0.510 had EM in order to improve acceptance for LLPs decaying in the outer edges
of the HCAL [241]. This isolation requirement can limit acceptance for models with dark
showers where multiple BSM species can spoil each other’s isolation, especially in cases
where the shower contains both short-lived as well as long-lived dark particles. It is an open
question whether tracks from sufficiently DV in the ID would contribute to the track veto, but
particles that decay within the ID would be likely to spoil the isolation requirements through
calorimeter deposits alone, unless their decays involved only muons.

New in Run 2 is a trigger on non-isolated clusters of hits in the MS [258], which uses the
same triggering algorithm for the MS hits but does not impose isolation criteria. The primary
aim of this trigger is to enable background estimation for single DV searches [262], but it
would also efficiently record dark shower signal events, regardless of event shape or event
energy scale, provided at least one particle species in the shower has m 5 GeV, decays to
final states with at least three charged particles, and has reasonable probability to decay in the
MS. This trigger may be especially useful for high-multiplicity signals, where the probability
for getting one particle to decay in the MS can become appreciable even for shorter-
lived LLPs.

7.5.2.4. Capabilities at LHCb. The LHCb detector is designed for studying displaced decays
of SM mesons. This provides a good environment to search for dark shower events containing
LLPs with lifetimes below the meter scale [68]. Although LHCb does not yet have a
dedicated trigger for dark shower events, many of the trigger strategies used for SM meson
searches may be applied to dark shower signals. The LHCb detector is a single-arm forward
spectrometer covering the pseudorapidity range 2<η<5, which means the signals for
which it is optimal have typical pT that is much lower than the signals targeted by ATLAS
and CMS. Hence, the LHCb signal trigger usually has much weaker pT requirements
compared to an ATLAS or CMS search. This allows for better observation of dark shower
events that come from the decay of light parent particles boosted in the forward direction,
such as dark mesons from the decay of a light ¢Z .

For example, [387] searches for a pair of LLPs decaying into jet pairs. Although the
signal is different from a dark shower, the trigger strategy in the search can be useful for dark
shower events. The hardware trigger (L0) requires a single hadron, electron, muon, or photon
with object-dependent pT thresholds. For muons (hadrons), the thresholds are >p 1.48T
(3.5) GeV, and given the rapidity range of the signal, this corresponds to momenta p>6 (13)
GeV for muons (hadrons). These low pT requirements can thus keep soft and low-mass dark
meson decays that can be hard to trigger on at ATLAS and CMS. The software trigger
contains algorithms that run a simplified version of track reconstruction and an identification
of displaced tracks and vertices, and the first software stage (HLT1) requires a high-quality
displaced track satisfying the above pT requirement. In [387], the final trigger stage (HLT2)
further requires a DV with  4 charged tracks, and either a > 2 mm decay length in the
transverse direction or the reconstructed vertex mass > 10 GeV. Since the search focuses on
b-quark final states, the HLT2 trigger also contains a multivariate algorithm to identify b-
hadron decays. Although the trigger is designed for LLPs heavier than 10 GeV scale, it is
important for LHCb to determine if the same strategy can be applied to even lighter particles
or different decay final states.

For specific decay channels of dark mesons, we can also adapt triggers from existing SM
hadron searches that look for the same final states [383]. For example, if dark mesons decay
into muon pairs or c-quarks, we can use similar triggers as in the m m + -Ks [569] or
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 + -B D D0 [570] searches to study the signal. A more recent muon trigger is used for the
13 TeV dark photon m m¢  + -A search [269], where a muon with >p 1.8 GeVT is required
at the hardware trigger level, and further quality cuts on the DV and muon identification are
required. This search can be useful for dark mesons that decay through a kinetic mixing, in
which muon final states have a sizable branching ratio.

Planned upgrades at LHCb are further discussed in section 5.2. These upgrades will make
LHCb an even more powerful facility for studying LLPs, particularly in the low-mass and
short-lifetime regime, and further study of LHCb’s capabilities for dark showers is well
warranted.

7.5.2.5. Low PU data. While Run 2 of the LHC has brought unprecedented opportunities for
discovery of new physics with a large ~ -150 fb 1 dataset of 13 TeV pp collisions, the ability
to explore the energy frontier comes at a cost: high trigger thresholds and challenging
experimental conditions may limit the sensitivity of LHC experiments to BSM models such as
SUEPs with soft and diffuse signatures. During Run 2 data-taking, the typical ⟨ ⟩m value has
already reached ∼ 60 interactions per bunch crossing.

The low PU datasets provided by the LHC during Run 2 therefore present an interesting
opportunity for dark showers. There are two such data sets: one with 0.5 -fb 1 at 13 TeV and
⟨ ⟩m = 2 and one with with 0.3 fb−1 at 4 TeV and ⟨ ⟩m = 5. While the size of these datasets is
much lower than the 13 TeV high-μ pp dataset, the change in data-taking conditions is
amenable to searches for BSM scenarios which would normally be difficult to distinguish
from PU noise, and low-background searches may be performed under circumstances that
would otherwise be impossible.

In low PU data, object-multiplicity (track- or cluster-based) triggers (section 7.5.2.1) are
typically run with lower thresholds and higher rates than otherwise may be possible. The
ability to cleanly reconstruct low-pT tracks and vertices or soft calorimeter clusters could
provide the only way to experimentally access some low-mass LLP scenarios. Simple
analyses in this modest dataset may provide the first limits on some models, and these results
could help direct the more advanced developments discussed throughout this report.

7.5.2.6. Zero bias strategy. If all other strategies fail to capture the signal, the zero bias
strategy is an ultimate fallback [571]. In this case one would simply rely on passing the L1
trigger due to an object in an unrelated PU event. The effective dataset one can ultimately
obtain this way is only ∼ 0.5 fb−1, though it might increase to ∼ 50 fb−1 if a specialized
selection could be made at the high level trigger.

7.6. Off-line analysis

In this section we discuss aspects of the off-line analyses needed to discover dark showers. As
has been a primary theme throughout this chapter, hidden sector states with displaced decays
are generic, but prompt decays are possible as well. Naturally cases with and without
promptly decaying species require different strategies. Though the main focus of this docu-
ment is on long-lived phenomena, showers where all species are short-lived are closely
related to the signals of our main interest and provide valuable illustrations of tools and
techniques that can ultimately shed light on the underlying hidden sector dynamics itself, and
we accordingly provide a discussion of prompt showers as well.

7.6.1. Prompt decays. We begin by discussing dark showers with promptly decaying BSM
states, i.e. with no reconstructable displaced decays in the event. Promptly-decaying dark
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showers are substantially more challenging to separate from backgrounds than showers
containing LLPs, as the presence of multiple displaced objects is a very powerful
background-suppression tool. However, the techniques that have been proposed and/or
used for prompt showers are important for several reasons. First, they provide a useful
illustration of how the unique properties of showering events have been approached in
analyses to date without introducing the separate complication of displacement. Second, dark
showers that produce prompt SM particles may very well also produce LLPs, thanks to the
hierarchies of lifetimes that are generic in confining theories. Such events can thereby produce
semi-visible jets [372], which contain detector-stable invisible states as well as promptly-
decaying states. These semi-visible jets pose some specific challenges in analysis and
reconstruction, as we briefly review below.

If SM particles resulting from the dark shower are produced promptly, there are two
possible experimental handles:the portal through which the hidden sector couples to the SM,
and the structure of the dark shower itself. The former case depends on the operators
mediating the production and decay of showering states, as described in sections 7.2 and 7.4.
For example, for decays governed by the Higgs, photon, and neutrino portals, one may expect
an unusually muon-rich jet (section 7.4). Similarly, the jet may be semi-visible
(section 7.6.1.1) if some of the states do not decay in the detector volume. On the other
hand, if the SM final states are almost purely hadronic, as when decays are governed by the
gluon portal, no such obvious handles are available and one must look at the substructure of
the jets themselves to find differences from those in typical QCD events. The discussion
below is organized according to the typical size of the dark shower, going from narrow QCD-
like jets to large-radius jets and finally to fully spherical topologies (SUEPs).

7.6.1.1. QCD-like jets (R∼0.4). The case of LJs, originally motivated by DM
considerations, provides an example of showering with noticeably different particle content
than a QCD shower. Here, visible decays of the dark states are primarily to leptons
[155, 572], which can occur either due to other decays being kinematically inaccessible or
due to selection rules. The most striking signature of the model is the presence of collimated
sprays of leptons rather than hadrons in the final state. Reconstructing these objects requires
the elimination of lepton isolation criteria typically imposed on leptonic final states, together
with variables such as layer-specific cuts on energy deposited in the ECAL, and a fraction of
HT TRT hits and/or activity in the muon chambers, selecting for electromagnetically
dominated radiation. Searches for prompt lepton jets have been performed by the ATLAS and
CMS collaborations [274, 573].

A more elaborate prompt scenario is the case of semi-visible jets [372]. Here, the visible
final states are hadrons, as in typical QCD jets, but missing energy is interleaved with the
visible final states as only some fraction of the states produced in the dark shower decay back
to SM particles, while others escape the detector. Semi-visible jets fail to provide the dramatic
handles of the lepton jet scenario. However, by considering combinations of large amounts of
E T and differing cuts on Δf, the angular separation between the E T and the closest jet,
control of both SM backgrounds and discrimination from more typical SUSY-like high E T

scenarios can be achieved. Bounds on showers with a fraction of between 0.2 and 0.9 of
produced dark hadrons decaying invisibly should allow for bounds comparable to
conventional resonance searches [574].

If event-level handles like lepton (or heavy flavor) multiplicity or E T are not present,
sensitivity might still be achieved by looking toward the internal structure of the jets
themselves. While this topic is presently relatively uncovered, with only a few exploratory
results available [575], similar techniques to those that have proven useful for quark/gluon
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discrimination seem promising. In both cases the lack of a perturbatively-generated hard scale
means that parametric separation of signal and background is challenging. Infrared and
collinear (IRC) safe observables related to jet mass, such as girth and two-point energy
correlations are reasonably well studied in QCD, with results readily generalizable to other
gauge theories [576–578]. For quark/gluon discrimination, observables characterized by
Poisson-like distributions such as particle/track multiplicities or production ratios of
particular SM particles tend to yield better discrimination, but suffer from being IRC unsafe
and thus subject to large non-perturbative modeling uncertainties [579], a significant point of
concern when extending their use beyond QCD. Here, some recently developed IRC-safe
generalizations of multiplicity [580] may prove useful. Another approach might be to explore
machine-learning techniques that do not require fully labelled data for training (so-called
weak supervision) [581–583]. These can be trained directly on data, here at least in the case of
the QCD background, so that modeling concerns about the shower can be partially alleviated.
While achieving a sizable signal-to-background ratio is likely to be the major challenge in
using such jet observables to separate dark showers from QCD, it is vital to note that if
signal/background separation can be achieved through other means, e.g. by reconstructing
DV, these same tools offer an enormously powerful window onto the underlying dynamics of
the dark shower.

7.6.1.2. Large-R jets (R∼1:0). As discussed in section 7.3, dark showers at larger couplings
are currently poorly understood. If couplings controlling the shower can no longer be treated
as small at any scale, the QCD-inspired picture of pencil-like jets starts to break down, and we
might expect that showers radiate more copiously at ever larger angles, so that large-R jets can
become necessary to adequately capture the underlying hard process. This is first and
foremost a triggering challenge, since it is no longer clear that triggers designed for local hard
depositions can maintain their sensitivity. It is likely that a viable trigger path either needs to
rely on a prompt associated object from the production mechanism (ISR jet, lepton, etc) or on
a high multiplicity of leptons in the shower itself. Of course, HT triggers continue to be useful
for those models with sufficiently high event energy scales, provided that a sufficient amount
of the radiation in the event clusters into trigger objects of sufficiently high pT
(~ ´few 10 GeV) to be counted in the HT trigger. As long as the event can be triggered
on, observables similar to those at the end of section 7.6.1.1 should still prove useful to
separate signal from background, possibly even more so, since the radiation pattern in the
dark shower can now be expected to be substantially different from QCD.

7.6.1.3. Spherical showers. In the large-’t Hooft coupling regime, in which we expect much
more showering at large angles than in QCD (see section 7.3), the final states are soft and
spherically distributed in the rest frame of the shower. This leads to so-called SUEPs in the
detector. In the rest frame of the event, the momenta of the final-state SM particles are on the
order of the hadronization scale of the dark strong dynamics. If this scale is much lower than
100 MeV, the decay products are too soft to be reconstructed as tracks and the entire shower
is effectively invisible. In this case existing jets+MET searches can apply. For a
hadronization scale around ( ) 100 MeV , some amount of ISR can be needed to boost the
particles enough to render a fraction of them reconstructable. Finally, if the decay products are
on average harder than ( ) 100 MeV , the tracks associated to the SUEP vertex can typically
be reconstructed off-line, subject to momentum-dependent reconstruction efficiencies. The
main parameters of interest are accordingly the number of charged particles produced and the
corresponding pT spectrum. Also important are the fraction of invisible particles and the
composition of SM particles in the final state. In particular, since the momenta of the invisible
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particles balance on average, they are are not likely to give rise to a substantial E T signal
unless the dark shower is recoiling against a relatively hard ISR jet. A large fraction of
invisible particles will instead degrade the sensitivity of a strategy relying on track
multiplicity. The muon fraction, on the other hand, can be a powerful handle: even though the
average muon pT may be very low, due to the high particle multiplicity a handful of muons
may still be hard enough to pass the trigger and reconstruction thresholds of the MSs.

A major background to SUEP-like signals comes from PU, which also yields a large
number of isotropically distributed soft tracks, though in contrast to SUEP signatures, PU
tracks arise from multiple vertices. Studies on the multiplicity of charged tracks from
minimum-bias interactions like single, double or non-diffractive collisions are described in
[584]. As shown in figure 94, the fraction of 13 TeV pp collisions having 80 or more
associated charged tracks is O(10−3), as measured in a PU-free environment. Some
benchmark SUEP models are described in [242], one with a low-mass Higgs-mediator and
two higher-mass scalar models, and charged particle multiplicities for these benchmarks are
shown in figure 95; for these models, it is assumed that SUEP particles decay only to
electrons and muons. Reference [242] demonstrates that counting tracks associated to the PV
should provide a very powerful discriminant against PU background during off-line
reconstruction for high-mass mediators, while discrimination for the Higgs-mediator model is
extremely challenging. The crucial discriminating factor is the number of particle tracks that
can actually be reconstructed, and both ATLAS and CMS can reconstruct tracks with a
minimum momentum of roughly 400MeV [585]. The multiplicity of tracks fulfilling this
minimum-pTrequirement is shown in figure 95(c) for the three SUEP benchmark models. It
was shown in [242] that, even for the highest-mass mediator, no significant losses of the

Figure 94. Charged particle multiplicities measured in minimum bias events with the
ATLAS detector for events with at least one track with a minimum pT of 500 MeV and
∣ ∣h < 2.5 [584].
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tracking efficiency are expected in spite of the hundreds of tracks present per event. It is
moreover worth noting that, while the track multiplicity is large compared to what is
generated by SM proton–proton collisions, it is still relatively small compared to the
multiplicities that can be reconstructed in heavy ion collisions.

A large fraction of electrically neutral hadrons produced in the SUEP can further lower
the number of associated tracks, which makes signal/background discrimination very difficult
for the lowest-mass-mediator signals. A possible additional discriminant for those cases can
be the hemisphere mass. This mass is estimated by dividing the event into a hemisphere
associated to the ISR jet and one associated to the SUEP, while calculating the ‘jet’ mass, as
in section 7.6.1.1, from the tracks in the SUEP hemisphere. This variable should be
significantly higher for the SUEP events, where the heavy mediators are decaying, than for
PU events.

Another possible background to SUEP signals is QCD multi-jet events. As described in
section 7.5.2.1, triggering SUEP events based on E T relies on the emission of an ISR jet
recoiling against the system. QCD scenarios similar to SUEP signatures could arise when one
hard jet is recoiling against a system of multiple soft jets. The mean number of charged tracks
per jet is less than ten for jets ( )O 100 GeV [586]. To get to O(100) charged tracks, as
expected from a SUEP signature, a very high number of jets is needed, hence the perturbative
cross section is heavily suppressed by many orders in αs. This background can nevertheless
play a significant role for the low-mass mediator models, where significantly fewer tracks are

Figure 95. Event multiplicities of charged particle tracks fulfilling the respective
indicated pT requirements for three benchmark SUEP models. Figure from [242].
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expected. A veto against large calorimeter deposits can be a powerful handle to reject those
events, as rather hard jets are needed to get many associated charged tracks.

7.6.2. Displaced decays. Outside the prompt regime, the lifetimes of the various dark states
and the composition of SM final states produced in their decays drive the phenomenology.
LLPs result when there are one or more species of dark states in the hidden sector spectrum
that would be stable in the absence of couplings to the SM. In particular, different species
naturally come with vastly different lifetimes, as is the case for the SM π0 and p mesons. In
what follows, we consider the single-species case in most detail, and treat the case of
primarily leptonic decays (LJs) separately from the cases with substantial branching fractions
to hadrons (emerging jets). We finally comment on the multi-species case, and relate it to the
semi-visible jet scenario mentioned in the previous section.

Even in high multiplicity events, the isolation of displaced decays from each other is not
likely to pose difficulties in reconstructing DVs in the inner tracker. Two nearby DVs can be
separately resolved down to separations of ∼mm. Even in the case where two DVs are closer
than 1 mm, all of the tracks associated to both vertices will simply be reconstructed as a single
DV with larger track multiplicity.

7.6.2.1. Single species leptonic dark showers (displaced LJs). One signature predicted by
dark shower models is LJs [155, 572], whose prompt decays are discussed in section 7.6.1.
Depending on the lifetime of the decaying state, these leptons can easily be produced with a
measurable displacement. Explicit searches for this signature have been performed by the
ATLAS Collaboration at both 8 and 13 TeV [272, 273], as detailed in section 3.2. It is worth
remarking that the experimental signature of a displaced decay to electrons can be very
similar to the signature of a displaced decay to a pair of charged pions, and thus searches for
LJs frequently cover pionic final states as well. Searches to date have targeted LJs containing
up to two lepton (pion) pairs.

To further extend coverage into low-mass regimes, it may be of interest here to
investigate the samples stored through data scouting for, e.g. di-muon resonances, although
the limited information retained in scouted events likely makes this a promising avenue only
for sufficiently short lifetimes that dedicated displaced track reconstruction is not necessary.

7.6.2.2. Single species hadronic dark showers (emerging jets). The ATLAS, CMS, and
LHCb collaborations have developed powerful searches for pairs of DVs in the trackers,
typically in association with missing energy or large HT, as described in section 3.1. These
searches are nearly background-free and inclusive in the number of vertices, and thus have
good sensitivity for any model of dark showers that has a large enough signal acceptance in
such searches, regardless of the detailed features of the shower shape.

While these searches demonstrate the power and flexibility of inclusive low-background
searches, it is unfortunately very easy for signal acceptances in existing DV searches to be
prohibitively small. Primary drivers for the loss of acceptance are the requirement of
associated objects (leptons, MET, sizable visible HT, etc), and/or cuts on the invariant mass
of or number of tracks belonging to the DV. Given that a hidden shower tends to produce a
multitude of LLPs, it should be possible to maintain very low background levels—and
therefore the power and inclusivity of the search—by relaxing many of these requirements
and demanding a larger number of DV or even displaced tracks instead.

When the lightest decaying dark state has mass  10 GeV, backgrounds to DV searches
do become more important, since the background DV rate rises rapidly as the number of
tracks associated to the vertex falls; also, irreducible heavy-flavor backgrounds are important
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in this mass range. The number of associated tracks is also crucial for the vertex
reconstruction in both the ID and the MS. Hence, the composition of hadronic and leptonic
particles in the final states may have a significant impact on the ability to reconstruct the
associated vertices and/or the size of the expected backgrounds. Moreover, as the track
momentum and multiplicity in the vertices drop, the odds increase that one or more tracks
belonging to a particular vertex are not reconstructed. The efficiency of reconstructing
displaced tracks in the inner tracker falls off substantially with displacement, as particles
traverse fewer layers of the tracker: for particles produced at r=30 cm from the IP, this
efficiency is ∼ 0.35 at ATLAS [255] and ∼ 0.25 at CMS [587]. Explicitly requiring vertex
reconstruction can thus come at a large cost in signal acceptance, especially for LLP decays
that produce only two tracks per vertex. However, a large number of unassociated tracks with
a large impact parameter is still a striking signature, despite the larger backgrounds that come
with relaxing requirements on vertex reconstruction. This is the idea behind a recent CMS
search [316], based on the model of [331] (see below). Whether or not explicit DV
reconstruction is helpful depends on relative signal and background rates, and can be model
dependent.

Backgrounds also increase as the lifetime of the decaying dark state becomes shorter; as
track reconstruction efficiencies are very good for particles at small production radii, explicit
vertex reconstruction is likely to be useful here to help keep backgrounds under control. Even
in the short lifetime regime, a dark shower offers many additional handles for signal/
background discrimination beyond the number of vertices, such as a common mass scale for
reconstructed vertices and non-SM-like particle multiplicity distributions.

Given the striking nature of these high multiplicity signal events, it is typically not
challenging to separate them from backgrounds once the event is on tape, provided that
sufficiently many displaced tracks (and possibly vertices) can be reconstructed. At ATLAS,
reconstructing displaced tracks can require running dedicated re-tracking algorithms in order
to identify highly displaced tracks. This re-tracking can be computationally expensive, and
necessitates the preselection of at most ∼ 5% of the total event sample on tape. In this case,
the preselection criteria are likely to be the limiting factor in signal acceptance at the analysis
level. At CMS, the standard tracking algorithm is iterative and automatically reconstructs
highly-displaced tracks, so preselection is not necessary.

Dark showers produced through mediators carrying SM charges, such as the scenario of
[331], generally provide ample preselection criteria through associated objects and relatively
high overall event HT scales. For instance, typical events for the model in [331] contain two
emerging jets and two QCD jets, though the additional two QCD jets can be absent in other
models. The emerging jets can be reconstructed using default anti-kt [366] R=0.4 jets. A
baseline preselection requires each jet to have >p 200 GeVT , ∣ ∣h < 2.5 and HT exceeding
1000 GeV. These criteria assume that jets can be reconstructed using the calorimeters, which
should be very efficient for the considered lifetimes in the model. CMS has recently published
a search for this model [316], finding excellent sensitivity for the benchmark model
developed in [331]; this analysis is an excellent demonstration that searches of this type are
feasible despite the challenging nature of the signal.

When dark showers originate from a SM singlet, such as the Higgs boson or a ¢Z , the
problem of preselection becomes more acute. The overall mass scale of signal events can
easily be small, making event HT useless for signal separation. Here perhaps one of the most
robust avenues for preselection is muon multiplicity: as discussed in section 7.4, many of the
operators governing LLP decays tend to predict muon-rich final states. With ? 2 LLPs in an
event, muon number becomes a useful and inclusive preselection criterion that places no
demands on the possible presence of associated objects, event HT, or detailed shower shape.
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For muon-poor, low-mass dark shower events, pre-selection criteria become more model
dependent. When such dark showers originate from an exotic Higgs decay, SM Higgs
production provides a suite of associated prompt objects that offer pre-selection handles at
some acceptance cost; see section 2.3.1. However it is also important to study to what extent
features reflecting the presence of (multiple) LLPs in the event itself could be used as pre-
selection criteria, e.g. anomalously track-poor jets, unusual ECAL/HCAL ratios (as realized
by, for instance, LLPs with cτm decaying dominantly to electrons and/or photons),
anomalously large numbers of poorly reconstructed or high impact parameter tracks, etc.

Off-line reconstruction for events with low-mass and/or very soft vertices, as occurs in
SUEP-style models, poses additional challenges. For the reconstruction of secondary vertices
in the ID in ATLAS and CMS, currently a minimum track pT of 1 GeV is required [237, 588].
Having vertices with several tracks fulfilling this minimum pT requirement might be rare if
the hidden sector hadronization scale is low, and this is particularly true for low mediator
masses. In this case, dedicated search strategies might be needed (particularly for short
lifetimes). For example, it may be possible to look for increased multiplicity of hits in the
outer layers of the ID compared to the inner parts, though unassociated hits from secondaries
may be a significant background. A subtraction of hits from tracks stemming from vertices
close to the beam pipe might be helpful, but dedicated studies are needed to assess the
viability of this approach. In addition, the calorimeter may be another handle on this type of
event: a large collection of soft particles could collectively contribute a non-standard energy
pattern in the calorimeters provided the LLP lifetime is sufficiently long and if the calorimeter
segmentation in radial direction is exploited. However, if the LLPs can reach the calorimeter,
their decays typically take place over a distance longer than or comparable to the size of the
calorimeter itself. This effect could wash out the signal to the extent that it may be difficult to
observe above background, though a full truth-level simulation of this effect is certainly
warranted.

Finally, one of the great advantages of an inclusive, low-background search strategy is
that it enables a single search to apply robustly to a vast class of models. To fully realize the
power and impact of such searches, it will be critical to make it possible to reinterpretable
searches with publicly available material. In searches for DVs in a particular detector element,
it may be advantageous to bin signal and background in terms of the number of reconstructed
vertices with very loose η and f requirements. While more difficult experimentally, it would
also be highly valuable to eventually supply the transverse distance of each vertex from the IP
on an event-by-event basis, combining the different detector elements. This would allow for
straightforward reinterpretation of searches to models with different shower shapes, lifetimes
and pT spectra, allowing a single search to transparently apply to a very broad model space. If
possible, it would also be useful to provide the distribution of background vertices as a
function of the number of tracks, as this would help theorists estimate the sensitivity to
models with different masses and LLP decay modes.

For searches that rely directly on displaced tracks, it is especially important to publish
information on displaced track reconstruction that allows for reliable recasting since this is
challenging to model accurately using only public data. For instance, the analysis of [316]
relies on the transverse impact parameter significance of a track to construct discriminating
variables, but theorists cannot reconstruct impact parameter significance without clear
examples of the detector response. For these searches, it would again be useful to bin signal
and background in terms of the number of reconstructed objects and their geometric location
within the detector, as well as their pT.

We conclude by reiterating that, while inclusive searches are naturally desirable, there are
substantial practical obstacles for such a program, some of which have been discussed above.
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In reality, it is likely that a number of different semi-inclusive searches with partially
overlapping acceptance are necessary. To that end, further theoretical studies are needed to
map out which selection cuts are most robust against the varying of the specifics of particular
models.

7.6.2.3. Multi-species dark showers. If there are multiple species in the dark shower that
decay to SM final states, the lifetimes of these species will in general be very different. The
intermediate case where most LLP species decay with a macroscopic lifetime produces
similar phenomenology to the single-species models discussed above. Another regime occurs
when at least one species decays promptly, while the others are either stable or decay outside
of the detector, which gives rise to a semi-visible jet [372] (see section 7.6.1.1 above). The
intermediate scenario, where some dark states decay promptly while others have macroscopic
detector-scale lifetimes, is equally generic. A combination of semi-visible techniques with
DV reconstruction can be used to boost sensitivity in this case. It is especially important to
pay attention to potential isolation criteria on DVs, as the presence of potentially large
numbers of promptly decaying dark particles may necessitate their relaxation.

7.7. Executive summary

Dark showers are a common prediction of a wide range of hidden sector theories. Although
the model space is dauntingly enormous, it is possible to make some very general statements
about the signature space of interest:dark shower events can be characterized by (1) a
variable and frequently large multiplicity of particles per event; (2) BSM states with a
hierarchy of proper lifetimes, making the existence of at least one LLP species generic; (3)
frequently, non-isolation of LLPs from other objects in the event; and (4) non-SM-like energy
flow and particle multiplicity. These features typically ensure that dark shower events are very
distinctive signatures in the generic regime where at least one species has a detector-scale
lifetime. Thus. it should be possible to design powerful and inclusive searches which would
be sensitive to a very large portion of the vast model space without needing to rely on poorly
predicted (and model-dependent) properties such as shower shape. Toward this end we have
identified several promising directions for future study for both theory and experiment, and
provide some recommendations here.

As always, one of the primary challenges in searches for dark showers is ensuring the
events are recorded on tape. In some models, dark showers may be accompanied by E T, HT,
or a number of associated leptons that can be triggered on, but there are many scenarios where
this is not the case, or where these handles come at the expense of a large reduction in signal
rate. The foremost example of this is when the dark shower is initiated by an exotic Higgs
decay. It is thus critical to pursue dedicated trigger strategies, and we present a few ideas here.
We expect that displaced triggers designed for singly- or doubly-produced LLPs will typically
have reasonable acceptance for dark shower events, though we caution that in some cases the
non-isolation of LLPs in dark shower events may limit their acceptance. Another promising
avenue for triggering on dark showers exploits the high particle multiplicity typical of such
events, and we recommend study of triggers on (displaced) multi-muons in particular.

The off-line analysis of dark shower events poses several challenges as well. At this time,
only the limiting cases of pencil-like or fully spherical showers are under good theoretical
control, and hadronization can introduce significant additional uncertainties, especially for
models with a spectrum substantially different from QCD. New studies of showering in the
intermediate regime were performed for the purpose of this document (presented in
section 7.3), which revealed that different approaches can yield qualitatively different
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phenomenology. On the one hand, this provides interesting opportunities for searches to make
use of event shape and/or jet substructure variables, in particular if the decays of hidden
sector states occur promptly or with small displacements. On the other hand, for larger
displacements it implies that one should be careful not to heavily bias the selection choices of
a search towards a particular shower shape, and rely instead on the displaced LLP decays to
separate signal from background. We expect that the most inclusive, most broadly applicable,
and most readily reinterpreted searches will be those in which the data is binned in terms of
the number of reconstructed displaced objects and their locations within the detector. For
recasting purposes, and to assist with unraveling the underlying physics in the event of a
discovery, it would moreover be important to supply information concerning distributions of
the number of tracks per vertex and/or the vertex mass whenever possible.

The presence of N 2DV DV in an event will be enormously powerful for background
suppression, provided those vertices can be reconstructed. To identify highly displaced tracks,
it may be necessary to run dedicated and computationally expensive re-tracking algorithms,
requiring the imposition of some pre-selection criteria to identify events of interest. As these
pre-selection criteria are likely to be the limiting factor controlling post-trigger signal
acceptance in many models, we recommend developing criteria for dark showers that rely on
particle multiplicity and, if possible, the presence of multiple LLPs in the event, while
keeping pT thresholds as low as possible.

7.8. Appendix:example models

In this appendix we survey the models for which MC simulations are currently available.
Please also see the appendix as some of the models are included in simplified model library.

7.8.1. Lepton-jets from radiating DM. One of the simplest and most widely discussed types of
low-mass hidden sector particle is a dark photon ¢A , i.e. a new gauge boson associated with a
local U(1) symmetry in the dark sector. By kinetically mixing with the SM hypercharge gauge
boson, a dark photon can act as the mediator of DM–SM interactions, in addition to being
responsible for DM self-interactions. The range of dark photon masses of relevance to dark
showers is between MeV and GeV. The dark sector Lagrangian in such a scenario reads
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Here, χ is the fermionic DM particle with mass mχ, and pa= ¢¢g 4A is the ( ) ¢U 1 gauge
coupling. From the point of view of dark showers, interesting values for the coupling strength
are a¢  0.01. If a¢ is much smaller, there is too little radiation to form a dark shower. The
dark photon mass is denoted by ¢mA , and the kinetic mixing parameter by ò. Typically, ò is
constrained by current limits to be 10−3. The particular mechanism by which the dark
photon mass arises is not important in this context—it could originate from a dark sector
Higgs mechanism or from the Stückelberg mechanism.

If mχ = 100 GeV, DM particles may be produced at the LHC with a large boost. This
entails a large probability for radiating additional collinear ¢A bosons (see figure 96). A
detailed analytical and numerical description of such dark photon showers is presented in
[589]. The ¢A bosons eventually decay to observable SM particles through the kinetic mixing
term in equation (7.8). Depending on the value of ò, the decays can be either prompt or
displaced. Phenomenologically, the final state of the process c̄c + ¢pp nA thus consists of
two ‘jets’ of collimated ¢A decay products, plus missing energy.
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The ¢A branching ratios into different SM final states depend sensitively on ¢mA (see
figure 97). At ¢ m 400 MeVA , the dominant decay modes are ¢  + -A e e and m m¢  + -A .
The decay rate into each lepton flavor ℓ is
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where  ¢m mℓ A has been assumed for simplicity. For purely leptonic decays, the ¢A shower
thus corresponds to a ‘LJ’, i.e. a set of collimated leptons. This signature has been previously
discussed, for instance, in [30, 32, 117, 127, 184, 572, 590–593]. Experimental searches for
LJs have been presented in [270, 272, 273, 274], where [272, 510] focus on LJs with DV.

Lepton-jet searches may also be sensitive to dark photons with masses400 MeV, even
though the leptonic branching ratio is reduced to between 20% and 70% in this regime. The
mix of leptons and hadrons expected from ¢A decays at ¢ m 400 MeVA implies, however,
that most leptons will not be isolated, but occur in conjunction with hadronic activity in the
same detector region. In view of this, dedicated trigger and analysis strategies may
significantly boost the sensitivity (see section 7.6.2.1).

In certain parameter regions, the decays of radiated ¢A bosons may closely resemble a
purely hadronic QCD jet. This will happen in particular when ¢mA is close to a QCD
resonance, or when the average ¢A multiplicity in each shower is low, and the hadronic

Figure 96. The process that gives radiating dark matter its name: production of two DM
particles χ, followed by the emission of several soft or collinear dark photons ¢A [589].

Figure 97. Branching ratios of a kinetically mixed dark photon ¢A as a function of
¢mA [589].
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branching ratio is sizeable. In this case, separation of the signal from the QCD background
will most likely be possible only if ò is so small that ¢A decays are displaced.

Let us summarize several important considerations to take into account when devising a
search for dark sector radiation:

• There may or may not be a signal in the tracking detector. Prompt ¢A decays will
typically lead to such signals, except for specific ¢A decay modes to neutral particles, for
instance ¯¢ A K K0 0 and p g¢ A 0 . Displaced ¢A decays can also leave a signal in the
tracker, however if the lifetime is sufficiently long more decays will occur in the muon
chamber (see section 7.4.2).

• There may or may not be a signal in the calorimeters. Most ¢A decay modes will be
visible to the calorimeters. However, it is important to realize that a signal in the HCAL
can arise not only from hadronic activity, but also from displaced decays to leptons
occurring inside the calorimeter.

• There will be missing energy contained within the LJ. As the decaying ¢A bosons are
aligned with the DM particle from which they were radiated, the corresponding missing
momentum vector points in the same direction. However, unless there is significant ISR,
the missing momentum will typically be balanced between the two showers shown in
figure 96, and may therefore be small.

In figure 98, we show for illustration the exclusion limits that past LHC searches place on
the dark photon parameters.

7.8.2. Emerging and semi-visible jets. Hidden valley models [66] with QCD-like hidden
sectors allow for interesting collider signatures. Thus we consider a confined dark gauge
group SU(Nd), where Nd�2, with confinement scale Λd which sets the mass of the dark
hadrons. There are also nf flavors of dark quarks whose bare masses are lighter than Λd. The
hidden valley comes equipped with a portal that couples the dark sector to the SM, and the
mass is usually taken to be M ? Λd. The portal can be an s-channel vector mediator, Zd,
which couples to SM quarks and dark quarks:

( ) ( )å g gÉ - +m
m m Z g q q g q q . 7.10d

i a
q i i q d a d a,

,
, ,d

Here gq qd
are coupling constants and i, a are flavor indices. One can also have a t-channel

scalar bifundamental mediator, X, which carries color and dark color and can decay to a quark
and a dark quark. In the case of the scalar mediator, the only allowable coupling is of the form

¯ ( )kÉ + q q X h.c ., 7.11ij i d j,

where κij is a 3×nf matrix of Yukawa couplings. One could also add multiple flavors of X
mediators, something that has also been implemented [542].

When dark quarks are produced, they shower and hadronize and the same tools that are
familiar for QCD can be used to simulate these processes. Because of the large gap between
the mediator mass and the confining scale, there will be large particle multiplicity and the dark
hadrons will typically form into jet-like structures. In the large Nd limit, the fraction of dark
baryons produced is suppressed, and in the case of QCD this fraction is ( ) 0.1 . Therefore the
hadronization in these simulations is typically dominated by dark mesons. The lightest
hadronic states are the dark pions pd, acting as goldstone bosons of the ( ) ( )´U n U nf f dark
flavor symmetry. When a heavier mesonic state is produced it will promptly decay into dark
pions if kinematically allowed, making the dark pions the dominant component of the dark
showering process.
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These events can be simulated with the HV [595] module/package that appears in
Pythia8 [220]. Pythia8 hosts a hidden valley class which incorporates the SU(Nd) model,
allowing the user to vary the masses of the spectrum (πd, ρd, etc), number of flavors nf, and
parameters of the running coupling (Version�8.226). Pair production of X and resonant
production of Zd are implemented at tree level, and the decay of dark mesons to SM states is
also present.

In [574], production of the heavy mediators with ISR/FSR was considered. This was
done by interfacing withMadgraph5_aMC@NLO [226] using a modified version of the spin-
1 DMsimp model202 implemented through FeynRules [616]. The models are located in the
repository203 folder DMsimp_s_spin1. The generation files for the t-channel exchange of
the scalar X are located in the folder DMsimp_tchannel. The bi-fundamentals are denoted
with su11, su12, su21, su22K, where u explicitly specifies the QCD flavor index and
the numbers are the explicit dark non-abelian group indices. Similarly, the dark quarks are
labeled as qv11, qv12, qv21, qv22. A FeynRules model file (DMsimp_tchannel.
fr) as well as the Mathematica notebook (DMsimp_tchannel.nb) used to generated the

Figure 98. Limits, at the 95% C.L., on the dark photon mass ¢mA and the kinetic mixing
parameter ò, for =cm 4 GeV, a =¢ 0.2A . We have assumed χ production through a ¢Z
portal with a mass of 1 TeV, with a production cross section of 0.58 pb at =s 7 TeV
and 0.85 pb at 8 TeV. We show exclusion limits from the ATLAS search for prompt
lepton-jets in 5 fb−1 of 7 TeV data [594] (blue shaded region) and from the ATLAS
displaced lepton-jet search in 20.3fb−1 of 8 TeV data [272] (red shaded region). The
lighter colored region around =¢m 2 GeVA corresponds to the transition region
between an analysis in terms of hadron final states and an analysis in terms of quark
final states and is based on interpolation. The computation was carried out in Pythia8
[220, 595, 596]; see [589] for details. We also show the existing 90% C.L. exclusion
limits from the electron and muon anomalous magnetic moment [19, 597, 598],
HADES [599], KLOE 2013 [600] and 2014 [601], the test run results from APEX
[602], BaBar 2009 [603] and 2014 [604], beam dump experiments E137, E141, and
E774 [605–607], A1 [608], Orsay [609], U70 [610], CHARM [611], LSND [612], as
well as constraints from astrophysical observations [613, 614] and π0 decays [615].
Figure based on [589].

202 http://feynrules.irmp.ucl.ac.be/wiki/DMsimp
203 https://github.com/smsharma/SemivisibleJets
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UFO output are also provided. The showering and hadronization in the dark sector can still be
performed in Pythia8.

7.8.2.1. Semi-visible jets. Generically, some of the dark pions could decay promptly while
some could be long-lived or even collider-stable, analogous to the appearance of neutral
versuscharged pions in the SM. If both stable and unstable hadrons are produced in a
collision, the missing energy could be aligned along one of the jets, resulting in low
acceptance for traditional monojet-style searches. This is the semi-visible jet scenario, and
[372, 574, 617] introduce a simplified model-like parameterization to map the complicated
dynamics of the underlying dark sector onto a limited number of physically-motivated
variables—in particular, the fraction of stable versus decaying pions, the characteristic mass
scale of dark pions and the dark coupling strength. The MC production described here along
with the Pythia8 HV module allows the user to vary these parameters for the s- and t-
channel UV completions. See [372, 574, 617] for further details.7.8.2.1.1. Emerging jetsBy
contrast, the dark pions can be taken to have detector-scale lifetimes in the emerging jets
scenario [331]. The expected lifetime of the dark pion can be quantified using equation (7.11).
Under the assumption of universal couplings κij=κ and mq>Λd, we can calculate the
proper lifetime of the dark pions:
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Here pf d
is the dark pion decay constant, and mq is the mass of the SM quark in the final state.

A similar formula applies for the Zd mediator. Therefore a jet of dark hadrons will be created
as dominantly invisible particles, but at long distance, the dark pions will decay back to SM
particles and appear in shape like an ordinary jet, although it contains a large number of DV.
The jet emerges as it travels through the detectors.In the case of purely t-channel interactions,
having a non-trivial κij in equation (7.11) will break the U(nf)×U(nf) dark flavor symmetry.
With an appropriate nf, the dark quark flavors can be exactly aligned with the SM down quark
flavors. It is immediately clear that such alignment leads to dark pions with lifetimes that
differ significantly from one another. In return, the flavor composition of the emerging jets
will vary throughout the detector volume. This differs from the s-channel interaction, in
which no breaking occurs, and nf-stable versus ( )-n n 1f f -unstable dark pions exist.

7.8.3. SUEPs. In the strongly coupled regime, dark showers can be become spherical and
almost arbitrarily soft, leading to soft, unclustered energy patterns, or SUEPs, discussed
earlier in this chapter. In this case the sheer multiplicity of the final states becomes the most
important experimental handle. It has been shown through the AdS/CFT correspondence that
their spectrum should follow an approximately thermal distribution [618], which is what was
assumed in the phenomenological study in [242]. The production mechanism for these studies
was the Higgs or a heavy Higgs-like scalar. The MC code that was written for this study is
currently not available publicly, though events in hepmc format can be obtained by contacting
the authors. At this time only leptonic decays of the hidden mesons are implemented.

8. Conclusions

The research program carried out over the first nine years of the LHC at CERN has been an
unqualified success. The discovery, in 2012, at a center-of-mass energy of 7 and 8 TeV, of a
new particle thus far consistent with the SM Higgs boson has opened numerous new research
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directions and has begun to shed light upon the source of electroweak symmetry breaking,
vector boson scattering amplitudes, and the origin of particle masses. And the establishment
of a wide range of searches for new physics at 7, 8, and 13 TeV with the ATLAS, CMS, and
LHCb detectors—searches thus far consistent with SM expectations—has inspired new ideas
and thinking about the most prominent open issues of physics, such as the nature of DM, the
hierarchy problem, neutrino masses, and the possible existence of supersymmetry.

The overwhelming majority of searches for new physics have been performed under the
assumption that the new particles decay promptly, i.e. very close to the proton–proton IP,
leading to well-defined objects such as jets, leptons, photons, and missing transverse
momentum. Such objects are constructed requiring information from all parts of the detector
including hits close to the IP, calorimeter deposits known to be signatures of particles ori-
ginating from the IP, and muons with tracks that traverse the entirety of the detector, moving
out from the IP. However, given the large range of particle lifetimes in the SM—resulting
from general concepts such as approximately preserved symmetries, scale hierarchies, or
phase space restrictions—and the lack of clear, objective motivation related to any particular
model or theory BSM, the lifetime of hypothetical new particles is best treated as a free
parameter. This leads to a wide variety of spectacular signatures in the LHC detectors that
would evade prompt searches, and which have received modest attention compared to
searches for promptly decaying new particles. Because such signatures require significantly
customized analysis techniques and are usually performed by a smaller number of physicists
working on the experimental collaborations, a comprehensive overview and critical review of
BSM LLPs at the LHC has been performed by a community of experimentalists, theorists,
and phenomenologists. This effort ensures that such avenues of the possible discovery of new
physics at the LHC are not overlooked. The results of this initiative have been presented in the
current document.

We developed a set of simplified models and tools, in chapter 2, that can be used to
parametrize the space of LLP signatures. The simplified models were organized around
generic ways that various BSM LLPs can be produced and decay to displaced or non-standard
objects in the LHC detectors, rather than emphasizing any one particular theory or physics
motivation. These can serve as a useful grammar by which to compare coverage of LLP
signature space and model classes among current and future experiments.

To that end, in chapter 3, we utilized these models and tools to assess the coverage of
current LLP searches and we identified multiple avenues for improving and extending the
existing LLP search program. Opportunities for new and improved triggering strategies,
searches, and open questions for the experimental collaborations to explore centrally were
presented as a list at the end of the chapter.

Moreover, due to the non-standard nature of LLP searches, many of them are performed
under very low-background conditions. As a result, sources of backgrounds largely irrelevant
to searches for promptly decaying BSM particles are important for LLP analyses and can be
surprising and unexpected. In chapter 4 we discussed several sources of backgrounds for LLP
searches, collecting the knowledge gained, often by trial-and-error, by experimentalists over
many years of searches.

Also with an eye to the future, in chapter 5 we explored the potential for the expanded
capabilities of proposed detector upgrades at ATLAS, CMS, LHCb, and related dedicated
detectors, highlighting areas where new technologies can have a large impact on sensitivity to
LLP signatures and suggesting several studies to be performed by the collaborations to ensure
new physics potential is not missed for the upcoming era of the HL LHC.

Additionally, to ensure that current and future searches can be maximally useful in the
future, in chapter 6 we explored how current searches can apply to new models and performed
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a comprehensive overview of some of the challenges and pitfalls inherent in attempting to
recast existing LLP analyses, leading to recommendations for the presentation of search
results in the future.

Finally, in chapter 7, we looked toward the newest frontiers of LLP searches, namely
high-multiplicity or ‘dark shower’ LLP signals that can, for example, be signatures of
complex hidden sectors with strong dynamics and internal hadronization. In this chapter, we
elaborated on the theoretical and experimental challenges and opportunities in expanding the
LHC reach of these signals. Such dark shower signatures have a high potential for being
overlooked with existing triggering strategies and analysis techniques. Moreover, the dark-
QCD-like theoretical models from which they can arise are currently being explored in depth
and the resulting LHC phenomenology is in the process of being understood. We discussed
the current state of this work and we anticipate exciting independent developments in the near
future.

This document is incomplete by design, since it is a record of the critical thinking and
examination of the state of LLP signatures by a large number of independently organized
members of the LHC LLP Community as it has evolved from 2016 to 2019, and a major
component of the work has been the identification of several open questions and opportunities
for discovery in such signatures. As these questions are addressed and new searches emerge
from the experimental collaborations, so, too, will new ideas emerge and evolve from the
community. We expect this document to be followed by future papers to record, review, and
summarize the evolution of LLP signatures and searches, always with the intention of more
effectively facilitating the discovery of new particles at the LHC and beyond.
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Appendix.Simplified model library

Chapter Editor:Brian Shuve
Contributors:Eshwen Bhal, David Curtin, Alessandro Davoli, Andrea De Simone,

Jared Evans, Thomas Jacques, Zhen Liu, Siddharth Mishra-Sharma, Alessandro Morandini,
Michael Ramsey-Musolf, Jessie Shelton, Jiang-Hao Yu.

A.1. Instructions for the Simplified Model Library

The simplified model library is available at the LHC LLP Community website204, hosted at
CERN. We refer here extensively to the simplified models in tables 1–3. Because it is already
quite an extensive task to come up with simplified models for so many (production)×(decay)
modes, we for now restrict ourselves predominantly to the ‘filled’ entries in tables 1–3. If you
are interested in performing an experimental search or developing a simplified model library
entry for one of the ‘unfilled’ entries, please contact the chapter editor.

There are essentially two possible pipelines to simulate LLP events with the library:

1. LLP decay as part of matrix-element calculation:Using UFO models in the library, it is
possible to generate the production and decay of LLPs at the parton level using
calculations of the matrix element for production and decay. As a concrete example, we
provide cards that allow the production and decay of LLPs using MadGra-
ph5_aMC@NLO [226] and the accompanying MadSpin [227] package. This employs
the narrow-width approximation, but otherwise gives rise to the correct angular

204 http://cern.ch/longlivedparticles
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distribution of LLP decay products. The downside is that if a particular decay is not
allowed from the interactions in the UFO model file, the UFO must be modified to
include the new coupling. The output of MadGraph5_aMC@NLO is then fed into
programs such as Pythia 8 [219, 220] for showering, implementation of underlying
event and other particle-level processes.

2. Phenomenological LLP decays:Using UFO models in the library, it is possible to
generate the production of LLPs, leaving them stable as outputs of the matrix-element-
level calculation recorded in LHE format [224]. The LLP can then be subsequently
decayed in programs such as Pythia 8, which allows a particle to decay into any final
state, albeit without correctly modeling the angular distribution. This could be convenient
for models where the interactions leading to LLP decay are not included in the UFO, or
where computational time is a concern and the angular distribution of LLP decays is
irrelevant. We provide detailed instructions in the library files for how to implement
decays of LHE files via Pythia.

In the final version of the library, we aim to provide example cards to direct the production
and decay of LLPs in both pipelines. Note that in all of the simplified model proposals below,
any particles not present in the production or decay chain should have their masses set to a
very large value (M5 TeV) to ensure they are sufficiently decoupled from direct
production at the LHC.

Currently, we only provide simplified model libraries for neutral LLPs. The simplified
models for LLPs with electric or color charges are equally compelling, but their simulation is
more subtle. In particular, the simulation of the propagation and decay of the LLPs are more
challenging if the LLP carries a SM gauge charge. Such effects can be included in detector
simulations using GEANT4 [231], but decay processes typically need to be hard-coded into
GEANT or otherwise interfaced with other MC programs. This is an important issue for the
community to address, as discussed in sections 2.4.2 and 2.4.3. Without implementing the
decays, it is straightforward to use the SUSY model to simulate the production of any of the
electrically or color charged LLPs.

Finally, we note that there is not currently a set of minimal simplified models to cover
dark showers. However, we are collecting models used in studies of dark showers that could
potentially be helpful for experimentalists and theorists alike. The existing models are
included in the library, along with a very brief description in section A.1.2.

A.1.1. Neutral LLPs. The instructions for simulating the simplified model channels for
neutral LLPs are given below. Note that it is often true that the same simplified model
production and decay channel can be simulated using several simplified models. However,
the philosophy of the simplified model approach is that the UV model used to simulate the
process is not important when sensitivity is expressed in terms of physical masses and cross
sections. As a result, we typically provide only one set of instructions for simulating each
simplified model channel.

We begin by presenting the simplified model library instructions for double pair
production (DPP) in table A1, Heavy Parent (HP, QCD-charged parent) in table A2, and
Heavy Parent (HP, EW-charged parent) in table A3. We then proceed to the Higgs (HIG)
production modes in tables A4–A6. For the ¢Z (ZP) production modes, we use a set of
simplified models described in tables A7–A9. A relatively simple model file is provided for
each table. In addition, a more adjustable ‘advanced’ model file is provided which includes all
ZP production and decay modes, and allows for features such as individual couplings to each
generation of quarks. This comes at the cost of a greatly increased set of parameters, and the
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possibility of including unwanted diagrams if the process is not carefully specified. A simple
python script is provided to generate the processes and set unwanted parameters to zero for
those users wishing to use the advanced model files.

Finally, we provide instructions for the CC production modes in table A10. This
production mode is most easily simulated using a left–right symmetric model or other right-
handed-neutrino model.

A.1.2. Dark shower models. In the repository, we also include two models of dark showers.
These are not meant to be representative in the same way that the simplified models are;

Table A1. Simplified model library process proposals for double pair production (DPP)
production mode. Where a ‘wino’ LSP is specified, an admixture of Higgsino is
required to lead to direct pair production of the neutral wino component. As an
alternative, one could have ˜ ˜c c pp 0, ˜ ˜c c W 0* promptly, and take the c̃ to
be degenerate with c̃0 such that the additional charged decay products are essentially
unobservable.

Decay mode Simplified model library process

g +X inv. MSSM+GMSB. LLP is a bino ( ˜ )c0 produced due to ˜ ˜c cpp 0 0 via t-channel
squark

exchange ( ˜ >M 5q TeV). Bino decays to photon + gravitino, ˜ ˜c g + G0

X jj MSSM+RPV. LLP is sneutrino LSP (˜ )n that is pair-produced via weak gauge
interactions.

˜ ¯n  qq via the QLdc operator
X jj+inv. MSSM. LLP is second neutralino (wino) LSP c̃2

0 that is pair-produced via

weak gauge interactions. ˜ ¯ ˜c c qq2
0

1
0 via an off-shell sfermion, and the c̃1

0 is

invisible
with arbitrary mass

X jjj MSSM+RPV. While this is partially covered by jj+inv. in the case where the
additional

quark is not reconstructed, we include it here for completeness. LLP is wino
LSP ( ˜ )c0

that is pair-produced via weak interactions. c̃  a a bq q q0 via an off-shell sfer-

mion and
the a a bu d dc c c operator

 aX jjℓ MSSM+RPV. LLP is wino LSP (c̃0) that is pair-produced via weak interactions
˜ ¯c  aℓ qq0 via an off-shell sfermion and aL Qdc operator.

 a a
+ -X ℓ ℓ MSSM+RPV. LLP is sneutrino ñb of flavor β that is pair-produced via weak

interactions
ñ b a a

+ -ℓ ℓ via the a b aL L E c operator

 a a
+ -X ℓ ℓ (+inv.) MSSM. LLP is second neutralino c̃2

0 that is pair-produced via weak

interactions ˜ ˜c c a a
+ -ℓ ℓ2

0
1
0 via an off-shell slepton

 a b
+ -X ℓ ℓ (+inv.) MSSM+RPV. LLP is sneutrino ña of flavor α that is pair-produced via weak

interactions
ñ a a b

+ -ℓ ℓ via the a b aL L E c operator. An additional massless invisible final state

can be
obtained with a wino LLP decaying into na b a

+ -ℓ ℓ through the same operator and an

off-shell slepton. The massive invisible case is less motivated for a b¹
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Table A2. Simplified model library process proposals for heavy parent (HP) production
mode where the parent particle carries a QCD charge. In most of the above cases, a
squark parent can be replaced by a gluino parent with an additional jet in its decay.

Decay mode Simplified model library process

g +X inv. MSSM+GMSB. LLP is a bino ( ˜ )c produced via ˜ ˜pp qq*, ˜ c̃ +q q. Bino
decays to

photon+ gravitino, ˜ ˜c g + G
X jj+inv. MSSM. LLP is wino LSP c̃2

0 that is produced via ˜ ˜pp qq*, ˜ c̃q q 2
0.

Then, ˜ ¯ ˜c c qq2
0

1
0 via an off-shell quark

X jjj MSSM+RPV. LLP is bino LSP c̃ that is produced via ˜ ˜pp qq*, ˜ c̃q q . Then,
c̃  a a bq q q via the a a bu d dc c c operator

 aX jjℓ MSSM+RPV. LLP is bino LSP (c̃) that is produced via ˜ ˜pp qq*,
˜ c̃q q . ˜ ¯c  aℓ qq

via an off-shell sfermion and aL Qdc operator
 a a

+ -X ℓ ℓ or a b
+ -ℓ ℓ MSSM+RPV. LLP is sneutrino (ñ ) that is produced via ˜ ˜pp gg, ˜ c̃g jj , ˜ ˜ ¯c nn

Then, ñ a a b
+ -ℓ ℓ or ñ b a a

+ -ℓ ℓ via the a b aL L E c operator
 a a

+ -X ℓ ℓ +inv. MSSM. LLP is second neutralino (c̃2
0) that is produced via ˜ ˜pp qq*,

˜ c̃q q 2
0. Then, ˜ ˜c c a a

+ -ℓ ℓ2
0

1
0

 a b
+ -X ℓ ℓ +inv. MSSM+RPV. LLP is bino (c̃0) that is produced via ˜ ˜pp qq*, ˜ c̃q q 0. Then,

c̃ n a b a
+ -ℓ ℓ0 via a b aL L E c operator and off-shell slepton (massless invisible only)

Table A3. Simplified model library process proposals for heavy parent (HP) production
mode where the parent particle carries electroweak charge.

Decay mode Simplified model library process

g +X inv. MSSM+GMSB. LLP is a bino ( ˜ )c0 produced via ˜ ˜c c + -pp , ˜ ˜c c+ +W 0 (c̃+

is a
wino). Bino decays to photon+ gravitino, ˜ ˜c g + G

X jj MSSM+RPV. LLP is sneutrino LSP (˜ )n produced via ˜ ˜c c + -pp ,
˜ ˜c n+ +ℓ . The

sneutrino decays via ˜ ¯n  qq via the a a bu d dc c c operator
X jj+inv. MSSM. LLP is wino c̃2

0 that is produced via ˜ ˜c c + -pp , ˜ ˜c c+ +W2 2
0.

Then, ˜ ¯ ˜c c qq2
0

1
0 via an off-shell squark

X jjj MSSM+RPV. LLP is bino LSP (c̃0) that is produced via
˜ ˜c c + -pp , ˜ ˜c c+ +W 0.

Then, c̃  qqq0 via an off-shell sfermion and the u d dc c c operator
 aX jjℓ MSSM+RPV. LLP is bino LSP (c̃0) that is produced via

˜ ˜c c + -pp , ˜ ˜c c+ +W 0.
Then, c̃  ¢ aqq ℓ0 via an off-shell sfermion and the aQd Lc operator

 a a
+ -X ℓ ℓ or a b

+ -ℓ ℓ MSSM+RPV. LLP is sneutrino (ñ ) that is produced via ˜ ˜c c + -pp ,
˜ ˜c n+ +ℓ . Then,

ñ a a b
+ -ℓ ℓ or ñ b a a

+ -ℓ ℓ via the a b aL L E c operator
 a a

+ -X ℓ ℓ +inv. MSSM. LLP is second neutralino (c̃2
0) that is produced via ˜ ˜c c + -pp ,

˜ ˜c c+ +W 2
0. Then, ˜ ˜c c a a

+ -ℓ ℓ2
0

1
0 via an off-shell slepton and the a b aL L E c

operator
 a b

+ -X ℓ ℓ +inv. MSSM+RPV. LLP is bino (c̃0) that is produced via ˜ ˜c c + -pp ,
˜ ˜c c+ +W 0. Then,

c̃ n a a b
+ -ℓ ℓ0 or c̃ n a b a

+ -ℓ ℓ0 via an off-shell slepton and the a b aL L E c operator
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however, it does allow theorists and experimentalists to simulate these particular dark
showers. The currently-included models are:

1. Radiating lepton jets:This is a model where DM is charged under a dark ( ) ¢U 1 gauge
interaction. The dark photon can be produced via final-state radiation from DM produced
in a collider. Due to the collinear enhancement radiation of the dark photon, this can lead
to a perturbative dark shower [589].

2. Semi-visible jets:This is a model in which hidden-sector states are charged under a new
confining gauge group, leading to QCD-like showers. The showers produce both stable,
invisible DM, as well as unstable states that decay back to the SM. This produces ‘semi-
visible’ jets [372, 574].

Table A4. Simplified model library process proposals for Higgs (HIG) production mode
where the Higgs decays to two LLPs. These modes are particularly important because
they can come in association with forward jets (VBF) or leptons and E T (VH). Note
that, in cases of >M M 2X h , the same production modes could still occur if the Higgs
is taken to be off-shell.

Decay mode Simplified model library process

ggX (N)MSSM. LLP is the lightest pseudoscalar Higgs (a) produced via
pp h, h aa

Then, gga .
ggX +inv. MSSM. LLP is the second neutralino (c̃2

0) produced via pp h, ˜ ˜c ch 2
0

2
0.

Then, ˜ ˜c c gg2
0

1
0 via an off-shell SM Higgs

X jj (N)MSSM. LLP is the lightest pseudoscalar Higgs (a) produced via
pp h, h aa.

Then, a jj.
X jj+inv. MSSM. LLP is the second neutralino(c̃2

0) that is produced via

pp h, ˜ ˜c ch 2
0

2
0.

Then, ˜ ˜c c jj2
0

1
0 via an off-shell squark

 a a
+ -X ℓ ℓ (N)MSSM. LLP is the lightest pseudoscalar Higgs (a) produced via

pp h, h aa.
Then,  a a

+ -a ℓ ℓ .
 a a

+ -X ℓ ℓ +inv. MSSM. LLP is the second neutralino (c̃2
0) produced via pp h, ˜ ˜c ch 2

0
2
0.

Then, ˜ ˜c c a a
+ -ℓ ℓ2

0
1
0 via an off-shell slepton

 a b
+ -X ℓ ℓ +inv. MSSM+RPV. LLP is the second neutralino (c̃2

0) produced via

pp h, ˜ ˜c ch 2
0

2
0.

Then, c̃ n a b
+ -ℓ ℓ2

0 via an off-shell slepton and RPV couplings

 a
+X ℓ jj MSSM+RPV. LLP is the second neutralino (c̃2

0) produced via

pp h, ˜ ˜c ch 2
0

2
0.

Then, c̃  a
+ℓ jj2

0 via an off-shell slepton and RPV couplings
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Table A5. Simplified model library process proposals for Higgs (HIG) production mode
where the Higgs decays to two LLPs plus invisible. These modes are particularly
important because they can come in association with forward jets (VBF) or leptons and
E T (VH). Note that, in cases of >M M 2X h , the same production modes could still
occur if the Higgs is taken to be off-shell.

Decay mode Simplified model library process

ggX (N)MSSM. LLP is a pseudoscalar or singlino (a) produced via
pp h, ˜ ˜c ch 2

0
2
0,

˜ ˜c c a2
0

1
0 . Finally, gga

ggX +inv. MSSM. LLP is the second neutralino (c̃2
0) produced via pp h, ˜ ˜nnh *,

˜ ˜n c n 2
0 . Then, ˜ ˜c c gg2

0
1
0 via an off-shell SM Higgs

X jj MSSM+RPV. LLP is a sneutrino (˜ )n produced via pp h,
˜ ˜c ch 1

0
1
0, ˜ ˜ ¯c nn1

0 .

Then, ñ  jj via the RPV operator LQdc

X jj+inv. MSSM. LLP is the second neutralino (c̃2
0) that is produced via pp h,

˜ ˜nnh *, ˜ ˜n nc 2
0. Then, ˜ ˜c c jj2

0
1
0 via an off-shell squark

 a a
+ -X ℓ ℓ MSSM+RPV. LLP is a sneutrino (˜ )nb produced via pp h,

˜ ˜c ch 1
0

1
0, ˜ ˜ ¯c n n b b1

0 .

Then, ñ b a a
+ -ℓ ℓ via the RPV operator a b aL L E c

 a a
+ -X ℓ ℓ +inv. MSSM. LLP is the second neutralino (c̃2

0) that is produced via pp h,

˜ ˜nnh *, ˜ ˜n nc 2
0. Then, ˜ ˜c c a a

+ -ℓ ℓ2
0

1
0 via an off-shell slepton

Table A6. Simplified model library process proposals for Higgs (HIG) production mode
where the Higgs decays to single LLP plus invisible. These modes are particularly
important because they can come in association with forward jets (VBF) or leptons and
E T (VH). Note that, in cases of >M M 2X h , the same production modes could still
occur if the Higgs is taken to be off-shell.

Decay mode Simplified model library process

ggX +inv. MSSM. LLP is the second neutralino (c̃2
0) produced via pp h,

˜ ˜c ch 2
0

1
0. Then,

˜ ˜c c gg2
0

1
0 via an off-shell SM Higgs

X jj+inv. MSSM. LLP is the second neutralino (c̃2
0) that is produced via pp h,

˜ ˜c ch 2
0

1
0.Then, ˜ ˜c c jj2

0
1
0 via an off-shell squark

 a a
+ -X ℓ ℓ +inv. MSSM. LLP is the second neutralino (c̃2

0) that is produced via pp h,

˜ ˜c ch 2
0

1
0. Then, ˜ ˜c c a a

+ -ℓ ℓ2
0

1
0 via an off-shell slepton

 a
+X ℓ jj MSSM+RPV. LLP is the second neutralino (c̃2

0) that is produced via pp h,

˜ ˜c ch 2
0

1
0. Then, c̃ a

+ℓ jj2
0 via the RPV operator QLdc

 a b
+ -X ℓ ℓ +inv. MSSM+RPV. LLP is the second neutralino (c̃2

0) that is produced via pp h,

˜ ˜c ch 2
0

1
0. Then, c̃ n a b s

+ -ℓ ℓ2
0 via the RPV operator b s aL L E c
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Table A7. Simplified model library process proposals for ¢Z Z (ZP) production mode
where the ¢Z decays to two LLPs. For this section, we mostly use a DM simplified
model, where fermion x2 is the LLP for  +X SM inv modes and scalar s2 is the LLP
for X SM modes. The same models can also be used for off-shell ¢Z Z where

> ¢M M 2X Z . The model file includes all processes in the table; the undesired couplings
can be set to zero and energy scales to be very large. The final entry uses a left–right
symmetric model; the mass of the intermediate ¢Z Z h can be changed to simulate the
desired decay kinematics.

Decay mode Simplified model library process

ggX DMSM. LLP is scalar s2,produced via  ¢ pp Z s s2 2,then ggs2

ggX +inv. DMSM. LLP is fermion x2,produced via  ¢ pp Z x x2 2,then ggx x2 1.
X jj DMSM. LLP is scalar s2,produced via  ¢ pp Z s s2 2,then ¯s qq2

 a a
+ -s ℓ ℓ2 couplings are proportional to SM Yukawacouplings.

X jj+inv. DMSM. LLP is fermion x2, produced via  ¢ pp Z x x2 2, then ¯x qqx2 1

 a a
+ -X ℓ ℓ DMSM. LLP is scalar s2, produced via  ¢ pp Z s s2 2, then  a a

+ -s ℓ ℓ2 .
 a a

+ -s ℓ ℓ2 couplings are proportional to SM Yukawa couplings
 a a

+ -X ℓ ℓ +inv. DMSM. LLP is fermion x2, produced via  ¢ pp Z x x2 2, then  a a
+ -x ℓ ℓ x2 1

 a
+X ℓ jj. LRSM. LLP is fermion nR, produced via n n ¢ pp Z Z h R R, then n  a

+ℓ jjR

via off-shell ¢W W

Table A8. Simplified model library process proposals for ¢Z Z (ZP) production mode
where the ¢Z Z decays to two LLPs plus invisible. For this section, we use a DM
simplified model, where the ¢Z decays into x3x3, and x3 then decays into the LLP
(fermion x2 for SM+inv decay mode or scalar s2 for SM decay mode), plus invisible
(scalar s1 or fermion x1, respectively). The same models can also be used for off-shell

¢Z Z where > ¢M M 2X Z . One model file (DMSM) includes all processes in the table.

Decay mode Simplified model library process

ggX DMSM. LLP is scalar s2, produced via  ¢  pp Z x x x s x,3 3 3 2 1, then ggs2

ggX +inv. DMSM. LLP is fermion x2, produced via  ¢  pp Z x x x x s,3 3 3 2 1,
then ggx x2 1

X jj DMSM. LLP is scalar s2, produced via  ¢  pp Z x x x s x,3 3 3 2 1, then ¯s qq2

 a a
+ -s ℓ ℓ2 couplings are proportional to SM Yukawa couplings

X jj+inv. DMSM. LLP is fermion x2, produced via  ¢  pp Z x x x x s,3 3 3 2 1,
then ¯x qqx2 1

 a a
+ -X ℓ ℓ DMSM. LLP is scalar s2, produced via  ¢  pp Z x x x s x,3 3 3 2 1,

then  a a
+ -s ℓ ℓ2

 a a
+ -s ℓ ℓ2 couplings are proportional to SM Yukawa couplings

 a a
+ -X ℓ ℓ +inv. DMSM. LLP is fermion x2, produced via  ¢  pp Z x x x x s,3 3 3 2 1,

then  a a
+ -x ℓ ℓ x2 1
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Table A9. Simplified model library process proposals for ¢Z Z (ZP) production mode
where the ¢Z Z decays to single LLP plus invisible. For this section, we use a DM
simplified model, where the ¢Z couples to an x1 x2 or s1 s2 pair. x1 and s1 behave as DM,
the LLP x2 decays into x1+SM, and the LLP s2 decays into SM. The DMSM model
file again includes all processes in the table except for the last, which is LRSM.

Decay mode Simplified model library process

ggX +inv. DMSM. LLP is fermion x2, produced via  ¢ pp Z x x1 2, then ggx x ;2 1

or a scalar s2, produced via  ¢ pp Z s s1 2, then ggs2

X jj+inv. DMSM. LLP is fermion x2, produced via  ¢ pp Z x x1 2, then x jjx ;2 1

or a scalar s2, produced via  ¢ pp Z s s1 2, then s jj2

 a a
+ -X ℓ ℓ +inv. DMSM. LLP is fermion x2, produced via  ¢ pp Z x x1 2, then  + -x ℓ ℓ x ;2 1

or a scalar s2, produced via  ¢ pp Z s s1 2, then  + -s ℓ ℓ2

 a
+X ℓ jj LRSM. LLP is fermion νR, produced via n̄ n ¢ pp Z Z h L R, then n  +ℓ jjR

Table A10. Simplified model library process proposals for charged current (CC) pro-
duction mode, ¢  +  W W X ℓ ;SM these can be simulated using left–right symmetric
models using either the W or ¢W (for simplicity, in the table above we only state
explicitly W). Right-handed neutrino lifetimes are most naturally long for sub-weak-
scale masses.

Decay mode Simplified model library process

X jj+inv. LRSM. LLP is the right-handed neutrino (νR) produced via
 pp W , n W ℓ R

Then, ¯n n qqR via an off-shell Z. For massive invisible state, it may be
possible

to use a cascade ¯n n qqR2 R1 treating the lightest right-handed neutrino as
stable

 X jjℓ LRSM. LLP is the right-handed neutrino (νR) produced via
 pp W , n W ℓ R.

Then, ¯n  ¢ qq ℓR via an off-shell W. Alternately, production and
decay can be mediated by WR.

 a a
+ -X ℓ ℓ +inv. LRSM. LLP is the right-handed neutrino (νR) produced via

 pp W , n W ℓ R

or  a b
+ -X ℓ ℓ +inv. Then, n n a a b

+ -ℓ ℓR or n n a b a
+ -ℓ ℓR via an off-shell W/Z
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1 Introduction

The Large Hadron Collider (LHC) at CERN will undergo major upgrades by 2025 to be able to
deliver peak instantaneous luminosities of 5−7.5×1034cm−2s−1. This High Luminosity upgrade of
the LHC (HL-LHC) will allow the CMS (Compact Muon Solenoid) [1] experiment to collect data
corresponding to integrated luminosities of the order of 300 fb−1 per year. Eventually, a total of
3000 fb−1 will be collected during ten years of operation. At the nominal instantaneous luminosity
of the HL-LHC, a single bunch crossing will produce 140-200 proton-proton collisions. The vast
majority of these collisions are “pileup” interactions with low momentum transfer that are of little
physics interest.

In order to fully exploit the increased luminosity and to cope with the very high pileup
environment, the detector and the trigger system of the CMS experiment need to be upgraded
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significantly [2]. The present CMS tracker was designed to operate up to an integrated luminosity
of 500 fb−1 [2, 3], beyond which radiation damage will lead to degradation of its performance. The
CMS experiment will replace the current tracker with a new silicon tracker. The upgraded tracker [3]
will feature increased radiation hardness, higher granularity, compatibility with higher data rates,
and a longer trigger latency. In addition, the tracker will provide tracking information to the Level-1
trigger, allowing trigger rates to be kept at a sustainable levelwithout sacrificing physics potential [3].

The CMS tracker for the HL-LHC period will consist of modules with two “stacked“ silicon
sensors, read out by front-end ASICs with the capability to discriminate tracks based on their
transverse momentum (pT). The concept of pT discrimination by means of very short track
segments called stubs, in so-called pT modules, will be discussed in the following section.

A number of module prototypes described in the following section, each with two stacked strip
sensors, also known as 2Smodules, were subjected to particle beams at CERN, Fermilab, andDESY
beam test facilities to measure the performance of the stub finding mechanism, the uniformity of
the stub finding efficiency in the entire detector, the potential to reject low pT tracks (< 2GeV),
and the ability to work efficiently up to the expected overall HL-LHC radiation level. In this paper,
results from beam tests carried out at CERN are reported and, where possible, compared to those
obtained at Fermilab and DESY. The results from previous beam test are reported in ref. [4].

2 CMS tracker for HL-LHC

The layout of the new tracker is shown in figure 1. The new tracker will consist of two parts: an Inner
Tracker (IT) and an Outer Tracker (OT). Both the IT and the OT will have a barrel section, made
out of coaxial cylindrical layers, and two endcaps, one on each side of the barrel, made out of discs.
The IT barrel will feature four layers of pixel detectors, providing three-dimensional hit coordinates,
resulting in excellent vertex resolution. Each IT endcap will consist of 12 pixel discs on each side
of the barrel. The OT barrel will comprise six layers of detector modules each having two silicon
sensors separated by a small distance and read out by the same front-end electronics. The separation
between the sensors of a module, defined by the distance between the sensor mid planes, will vary
between 1.6mm and 4mm [3]. Of the six layers of the OT barrel, the three inner layers will be
equipped with modules made of one macro-pixel sensor and one strip sensor (PS pT module). The
three outer layers will be equipped with modules with two strip sensors (2S pT module). The OT
endcaps will feature six discs and will be equipped with PS and 2S modules, as shown in figure 1.
The main specifications of the PS and 2S modules for the OT are listed in table 1.

Table 1. Main parameters of the 2S and PS modules of the proposed CMS Phase-2 tracker [3].

2S module PS module

∼ 2 × 90 cm2 active area ∼ 2 × 45 cm2 active area

No. of strips/sensor plane Strip length Pitch No. of strips/macro-pixels Strip/macro-pixel length Pitch

2 × 1016 ∼ 5 cm 90 µm 2 × 960/32 × 960 ∼ 2.4 cm/∼ 1.5 mm 100 µm
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Figure 1. Sketch of one quarter of the tracker layout in r − z view. The radial region below 200mm is
referred to as Inner Tracker and will be instrumented with pixel modules. In the Outer Tracker, the radial
region between 200 and 600 mm is equipped with PS modules (blue lines), while the region beyond 600 mm
will be populated with 2S modules (red lines). The CMS coordinate system is defined in ref. [1].

Figure 2. Illustration of the pT module concept [3]. Correlation of signals in closely spaced sensors enables
rejection of low-pT particles. The channels shown in green represent the selection window to define an
accepted stub; a low-pT rejected track is shown in red.

2.1 The concept of pT discrimination

In the presence of the 3.8 T solenoidal magnetic field inside the CMS detector, the trajectories of
charged particles produced in a collision will bend in a plane transverse to the direction of the beam.
The radius of the curvature of the trajectory of these particles depends on the particle pT. The
concept of pT discrimination is shown in figure 2. As a charged particle passes through the module,
it generates signals (hits) in the bottom and top sensors of the module. A hit in the bottom sensor
is then matched to the one in the top sensor and if they are within a predefined window, these two
hits are combined to form a short track segment or stub. These stubs will be used in the Level-1
(L1) track trigger.

The readout chips will provide the pT discrimination logic described above. The window for
hit matching can be set within the readout chip according to the pT threshold to be used. For the 2S
module, the readout chip is called the CMS Binary Chip (CBC) [5–9]. Each CBC has 254 readout
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Figure 3. Left: sketch of the full-size 2S module. Right: cross section of the 2S module. The connection
of the front-end chips to strips of both the top and the bottom sensor via routing lines in the flexible hybrid
(flex kapton circuit), which is bent around a stiffener/spacer sandwich [3], is visible.

channels with alternate channels connected to the top and bottom sensors in a module, as shown in
figure 3 (right), so that coincidences between channels of the two sensors can be obtained.

The 2S module, shown in figure 3, consists of two sensors (n-type strips in p-type silicon
substrate), support structures made from Al-CF (carbon fibre reinforced aluminium), two front-end
hybrids [10], each with eight CBCs and one concentrator integrated circuit (CIC) that aggregates
data from the CBCs, and a service hybrid for powering and output data serialization followed by
opto-electrical conversion.

All prototype modules discussed in this paper use the second prototype of the CMS Binary
Chip, the CBC2 [7–9]. The block diagram of the analogue front-end (FE) of the CBC2 ASIC is
shown in figure 4. Three I2C registers are used to control the main settings of the analogue FE :
Vplus, which controls the global DC baseline of the post-amplifier output, Voffset (labelled “Offset”
in figure 4) for fine control of the baseline of the post-amplifier output for individual channels on
the CBC2, and VCTH, which controls the comparator threshold. The readout for the CBC2 chip is
binary, thus it does not measure the amount of charge induced on each strip. If the charge on a strip
exceeds the comparator threshold, a hit is registered.

Offset

Figure 4. Block diagram of the analogue front-end (FE) of the CBC2 ASIC [7–9]. Three registers are used
to control the analogue FE.

2.2 Prototype detectors

Prototypes of the 2S module have been investigated at different test beam facilities (table 2). For
the beam tests described in section 3, two small prototype modules and one full-size module have
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Table 2. Details of modules used in various beam tests.
Module type No. of CBC2s Sensor active thickness Sensor separation Bias voltage Beam Test facility

Non-irradiated mini-module 2 270 µm 2.75mm 250V CERN, DESY, Fermilab
Irradiated mini-module 2 240 µm 3.05mm 600V CERN

Full-size module 16 240 µm 1.80mm 240V CERN, Fermilab

Figure 5. Left: the irradiated 2S mini-module assembled from a small prototype hybrid comprising two
CBC2 readout chips and two silicon sensors with 254 strips of 5 cm length. Right: the full-size 2S module
comprising two hybrids with eight CBC2 readout chips each and two full-size 2S sensors.

been studied. The strip sensors of the modules have 5 cm long n-type strips at 90 µm pitch on about
300 µm thick silicon sensors with p-type bulk. A negative voltage is applied to bias the sensors at
the sensor backplane but in the following the absolute values of the bias voltage applied are quoted.

The small prototype modules, called mini-modules, consist of a version of the front-end hybrid
housing two CBC2s. The hybrid is made of a rigid material with bond-pads on both sides and
the sensors are wire-bonded to the top and bottom sides of it. This contrasts with the flex-kapton
design used for full-sized modules that folds over the CF spacer to provide bond-pads for the bottom
sensor [3, 11]. The sensors have been glued on a small framemade of aluminium. Onemini-module
was left unirradiated. The sensors of this module have an active thickness of 270 µm and their
separation is 2.75mm. The second mini-module, shown in figure 5 (left), with an active sensor
thickness of 240 µm and a sensor separation of 3.05mm, was irradiated with 23MeV protons at
Irradiation Center Karlsruhe [12] to a fluence of 6×1014 neq/cm2 with an annealing of approximately
two weeks at room temperature. The maximum expected fluence for the innermost layer of the 2S
modules of the OT is 3 × 1014 neq/cm2 [3]. This value corresponds to 3000 fb−1 of proton-proton
(pp) collisions at

√
s = 14 TeV assuming a total inelastic cross section, σpp, of 80 mb.

The current-voltage characteristic of the sensors before and after irradiation can be seen in
figure 6. The effect of irradiation is reflected by an increase of the leakage current by three orders
of magnitude.

The full-size module consists of two sensors of about 10 cm × 10 cm, with two columns of
1016 strips each. The active thickness of each sensor is 240 µm and the sensors are separated by
1.8mm. Each of the front-end hybrids on both ends of the module houses eight CBC2s. A flex
hybrid is used to provide bond-pads for the top and bottom sensors (figure 3). The module is built
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Figure 6. The current-voltage characteristic of a sensor of the mini-module before (red) and after (black)
irradiation to 6 × 1014 neq/cm2, showing the increased current after irradiation. The measurements were
taken at −20◦ C and 20◦ C for the irradiated and non-irradiated sensors, respectively.

with a rotation angle between the strips of both sensors of below 400 µrad. This module is shown
in figure 5 (right).

3 Beam test infrastructure

The prototype modules have been studied at beam test facilities at CERN, Fermilab and DESY. In
all of the facilities, the detector under test (DUT) is placed within a tracking detector, referred to
as ‘telescope’ in the following. The telescope provides a reference to reconstruct the tracks of the
incident particles. The beam test facility at CERN is described in detail in the following section, and
the key features of the DESY and Fermilab test beam facilities are highlighted. The data acquisition
systems (DAQ) of the three facilities are also described.

3.1 Beam test setup

A schematic diagram of the setup at CERN is shown in figure 7. Data were collected using a
120GeV pion beam. The EUDET telescope [13] used in the CERN beam test of the 2S prototype
modules is a tabletop tracking detector composed of six planes of MIMOSA-26 [14] silicon pixel
sensors for accurate track reconstruction, a fast-timing reference plane (FE–I4) [15] for accurate
timing resolution, and a pair of crossed scintillators with photomultiplier tubes (PMTs) located at
either end of the telescope for trigger generation. The sixMIMOSA-26 sensor planes, each covering
an active area of 10.6×21.1 mm2, consist of 50 µm thick 18.4 µm×18.4 µm square pixels arranged
in 576 rows and 1152 columns. The fast-timing plane covers an active area of 16.8 × 20.0 mm2

and consists of 200 µm thick pixels arranged in 336 rows and 80 columns read out by the FE–I4
chip, which was designed for the innermost layer of the upgraded pixel detector of the ATLAS
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experiment. Each sensor plane is mounted inside a 20 mm thick aluminium jig, and two sets of
three jigs are attached via rail systems to the upstream/downstream arms of the telescope. The
minimum distance between sensor planes is defined by the thickness of the aluminium jig (and is
therefore 20 mm), and the maximum distance between sensor planes is defined by the length of each
arm (150 mm for equidistant spacing between the sensor planes). The resolution of the telescope
system over the six sensors used is 3.24 µm [16]. The jigs are cooled to a constant temperature of
16◦C to increase the stability of operation.

X
Y

Z

2S prototype 

254 Strips 

FeI4 
USBPIXII

1152 columns

5
7

6
 ro

w
s

80 columns
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3

6
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w
s

(Downstream)

Scintillators

(Upstream)

Scintillators

(Downstream)

Mimosa Planes

(Upstream)

Mimosa Planes

Figure 7. Schematic drawing of the beam test setup at CERN showing the three detector systems used to char-
acterize the performance of the 2S prototypemodule: the 6MIMOSAplanes, theATLASFE–I4 plane and the
four scintillators used to generate the NIM trigger. The DUT is placed within the telescope system as shown.

The synchronization of the data streams from the three detector systems (the 2S prototype, the
MIMOSA-26 sensor planes, and the FE–I4 plane) is performed by an FPGA-based Trigger Logic
Unit (TLU) [17, 18]. During the beam tests, dedicated NIM logic is used to generate a trigger signal
using the output signals from the two pairs of crossed scintillators at either extremity of the EUDET
telescope. This trigger signal is provided as input to the TLU, which distributes this signal to the
DUT and to the telescope’s sensor planes.

A simple handshake protocol is used by theDAQ system tomaintain synchronization among the
different detector systems. The detector systems assert busy signals on separate lines, which inhibit
triggers from the TLU until all of the lines are cleared. No new triggers are sent by the TLU until all
detectors drop their busy-lines. This ensures that detectorswith different dead-times can be triggered
and read out synchronously. In addition, the TLU can send a timestamp for each trigger via a dedi-
cated clock-data line, or it can receive a back-pressure (veto) signal from the DUTs on the same line.

The additional ATLAS FE–I4 plane is used to improve the timing resolution of the telescope
by associating the FE-I4 hits with the individual hits in the 115.2 µs rolling-shutter frame of the
telescope during event building. This allows the multiple tracks in a telescope frame to be correlated
to individual triggers. Because the FE-I4 readout has no dead-time and runs on an internal 40MHz
clock, the required time resolution of 25 ns for the CBCDAQ is achieved. The data streams from the
telescope and the FE-I4 are sent to the EUDAQ [13] online software via the TCP/IP protocol [19].
The two streams are stored together in the same format in a file, which makes the reconstruction
easier in the EUDET [20] framework.

The beam test at DESY uses the EUDET based telescope called DURANTA [13], similar to the
one used during the CERN beam test. It also uses six MIMOSA-26 pixel sensors with four crossed
scintillators for triggering and a TLU, however it was equipped with a CMS Phase-1 pixel [21]
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module as a timing reference plane instead of the FE–I4. The data were collected with a positron
beam of 5GeV energy.

The Fermilab Test Beam Facility, or FTBF [22], is equipped with two silicon telescopes aligned
along the beam line and configured to operate synchronously. It has a pixel telescope assembled
from eight planes and a telescope with strip modules made up of 14 detector planes. The strip
telescope increases the coverage of the pixel telescope and improves its tracking performance. The
trigger is generated by a coincidence signal of three scintillation counters, one placed in front and
two placed behind the telescopes. The synchronization of the data streams from the two telescopes
and the 2S module is performed by a Fermilab-designed FPGA-based trigger board. The data are
taken with a 120GeV proton beam.

3.2 Data acquisition system

The DAQ system for the CBC2 modules at CERN and Fermilab test beams is based on the CERN
Gigabit Link Interface Board (GLIB) [23] µTCA Advanced Mezzanine Card (AMC). Different
firmware versions are used to read data from the 2 and 16 CBC2s on the tested modules. Control
signals and readout data are exchanged between the GLIB and the control PC via the IPBus [24]
protocol, whereas trigger, busy and veto signals are interfaced to the TLU/Fermilab equivalent via a
dedicated five-channel I/O FPGAMezzanine Card (FMC). A simple block diagram of the different
components of the DAQ system is shown in figure 8.

2S Prototype
�������

��	
���������

MIMOSA Planes

�������
��	
���������

FEI4 
�������

��	
���������

Trigger Logic Unit

NIM Logic
Discriminator + Coincidence

GLIB 
( DIO5 + CBC FMC )

Scintillators 

T
rigger/B

usy
/V

eto

EUDAQ Run ControlCMS Run Control

USB

T
C

P
/IP

T
C

P
/IP

IPBUS

Trigger Input

Figure 8. Block diagram of the DAQ system used in the CERN and Fermilab beam test setups. The
correlation of the data from the two DAQ chains is described later in section 5.

An external high-precision clock generatorwas used to provide the clock signals to theGLIB via
the same FMC that connects to the TLU. TheCBC2 data are processed and formatted by the firmware
and then sent to a XDAQ [25] application that formats events in a CMS compatible format and
stores the data for later processing within the standard CMS reconstruction software, CMSSW [26].
The binary raw data stream is also stored and can be used for online data quality monitoring.

The beam test at DESY used a novel DAQ system, based on the FC7 [27] card. The FC7 hosts a
Kintex-7 FPGA and comes with a system firmware allowing for communication with other devices
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on the FC7 card and IPBus communication. A DIO5 FMC is used to send trigger and busy signals
via LEMO connectors. These are fed into a custom-built LVDS converter box and sent to the TLU
via a standard RJ45 connector.

4 Preparations for data-taking

4.1 Pedestal and noise

The pedestal and noise values of an individual channel in a system with binary readout can be
inferred from a channel’s S-curve. An S-curve is obtained by measuring the noise occupancy as
a function of the comparator threshold (VCTH in figure 4). The comparator threshold has been
measured in VCTH DAC units. One VCTH DAC unit corresponds to 375 electrons, as measured using
an X-ray source. The noise occupancy is given by the fraction of triggers for which a given channel
registers a hit. Higher numerical values of VCTH correspond to lower thresholds in the CBC2.
Figure 4 also shows the per-channel 8-bit DAC used to control the offset of the output voltage of
the second amplification stage to compensate for any channel-to-channel variations.

The pedestal value and the channel noise are extracted directly from the S-curve either by
fitting the curve with a sigmoid of the form

f (x, µ, σ) =
1
2

[
1 + er f

(
x − µ
√

2σ

)]
, (4.1)

or by numerically differentiating it. The mean parameter, µ, in eq. (4.1) (or the mean of a Gaussian
fitted to the differential histogram) then corresponds to the pedestal andσ (or the RMS of a Gaussian
fitted to the differential histogram) corresponds to the noise. An example of an S-curve recorded
for a CBC2 on a non-irradiated prototype module and the corresponding differential histogram are
shown in figure 9. Bothmethods return similar (i.e. consistent within 3σ) values for the pedestal and
noise. The pedestal value, obtained from fitting the left plot of figure 9 with a sigmoid function, is
120.0 ± 0.1 VCTH DAC units. A pedestal value of 119.3 ± 0.2 VCTH DAC units has been obtained by
fitting the distribution shown in figure 9, right, with a Gaussian function. For the noise, 2.12 ± 0.06
VCTH DAC units and 2.14 ± 0.15 VCTH DAC units are obtained, respectively.

Figure 10 shows the uniformity of the front-end response after adjustment of the individual
channels’ offsets. The pedestal and noise values were extracted from the fits to the individual
channels’ S-curves using eq. (4.1). The channel-to-channel variation in the pedestal, defined as the
RMSof themeasured distribution, ismeasured to be 0.30 ± 0.01 and 0.37 ± 0.02 VCTH DACunits for
the first and secondCBC2, respectively. Themean noisewas found to be 1.36 ± 0.06 and 2.38 ± 0.60
VCTH DAC units for the first and second CBC2, respectively. The same figure also clearly shows that
11 of the strips connected to the second CBC2 on the hybrid are significantly noisier than the rest.
These 11 strips are included in the noise figure quoted for the second CBC2. The strips exhibiting
a value of noise larger than 3 VCTH DAC units (1125 electrons) are not considered for analysis.

4.2 Latency scans

After the pedestal and noise scans, two latency scans, one for data and one for stubs, were carried out.
The data latency, measured in units of 40MHz clock cycles and set using an on-chip configuration
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Figure 9. S-curve measured for a single input channel on one of the two CBC2s on a non-irradiated prototype
module at room temperature with the sensor biased at 250V. On the left the measured data are shown along
with a fit to the measured data performed using eq. (4.1), while on the right the differential histogram is
shown with the corresponding Gaussian fit.

register, defines the position in the on-chip RAM from which the data are read upon reception of a
trigger. The stub latency, also measured in units of 40MHz clock cycles and set by a configuration
register in the back-end FPGA, defines the delay between hit and stub data arriving at the back-end
of the data acquisition system and is required to assemble the data at the back-end.

The resolution of the data latency measurement was improved using a high-resolution time-to-
digital converter (TDC) in the back-end FPGA. The TDC measures the time of arrival of the trigger
signal at the back-end with respect to the 40MHz clock edge in time slices of 3.125 ns, using a 3 bit
counter operating at 320MHz. The results of the latency scans performed in the CERN beam test
are shown in figure 11. These scans were used to identify the stub and data latencies to use during
data taking by counting the number of stubs and hits contained in the data stream for a fixed number
of triggers and selecting values for the data and stub latency that maximize the fraction of events
containing stubs and hits, respectively. Both scans were performed at a threshold of 113 DAC units
(3σ away from the pedestal). For further data taking, the data latency and stub latency were fixed
at 13 and 4, respectively, as shown by the dashed lines in figure 11.

5 Reconstruction

Dedicated software is used to reconstruct the data collected from the telescope system and the DUT.
Initially, the reconstruction of tracks of the incident particle is carried out using the hits in the
telescope system. The reconstruction of data from the DUT involves the formation of clusters and
stubs using the hits from the individual channels. The reconstructed tracks are then extrapolated to
the DUT, and the estimated position of the track on the DUT is computed. Using this information,
an alignment is performed to correct for the relative offset in position of the DUT with respect to
the telescope system. The reconstruction of tracks from the telescope data, clusters and stubs from
the DUT data, and alignment procedures are described in the following sections.
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Figure 10. Pedestal (top) and noise (bottom) for both CBC2s on a prototype module.

5.1 DUT reconstruction

The schematic diagram for the processing of the DUT data is shown in figure 12. The raw data
received from the 2S modules by the FPGA are converted to the CBC2 event format by the DAQ
software and served to the online Data Quality Monitoring (DQM) system. The raw data are also
sent to the CMS event builder (EVB) [28] which provides data in the Event Data Model (EDM)
format [29, 30]. The EDM data are then processed by the CMS offline software, CMSSW [26],
to produce clusters and stubs used in the offline analysis. Hits in adjacent strips of the DUT are
combined to form a cluster. The number of strips included in a cluster is called the cluster width.
The cluster position is defined by the center of the cluster rounded down to an integer strip number.
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Figure 11. Results from data (top) and stub (bottom) latency scans. The TDC phase gives fine resolution
within a 40MHz clock cycle (1/8). The dashed lines indicate the chosen values.

The CBC2 reconstructs stubs, by calculating the cluster positions in integer strip numbers. However,
it outputs only the information that a stub was present, not its position (in contrast to later versions
of the chip, which include this functionality). Therefore the stub reconstruction is done offline, by
emulating the logic in the CBC2. Clusters with cluster width greater than 3 are excluded from stub
formation. The difference in position (in number of strips) of the clusters in the bottom sensor is cal-
culatedwith respect to clusters in the top sensor. If this difference is less than the predefinedwindow,
an offline stub is formed. The position of the stub is defined as the position of the cluster in the bot-
tom sensor seeding the stub. As the DAQ systems for the telescope and for the DUT are different, an
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additional processing step is needed to synchronize the events coming from telescope and DUT data
streams by matching the individual trigger numbers using the ROOT data analysis framework [31].

Telescope DUT

Raw Data Raw Data

Telescope Event CBC Event DUT Event

Final Event

Telescope
Framework

DAQ software/ DQM CMS EVB
CMSSW

Figure 12. A schematic representation of the data processing for the beam tests at CERN. The Telescope
event contains information about the incident track parameters. The DUT event contains the information of
the hits as read from the DUT and also the clusters and stubs reconstructed using offline software. The CBC
event contains the information about CBC errors. Data from all three sources are merged and stored into a
single file for offline analysis.

5.2 Tracking

Tracks from the EUDET telescope are reconstructed in the EUTelescope [13] framework using
MIMOSA-26 planes. A database of noisy pixels (pixels with exceptionally high occupancy), is
built and used to exclude such pixels from subsequent steps of the analysis. Clusters are built
according to the nearest neighbour search algorithm, which iteratively joins adjacent pixels with
hits to form a cluster. A “pre-alignment” is performed in the telescope global frame, correcting only
for the misalignment in X and Y directions (as shown in figure 7). The output of this step is used
to constrain the alignment step itself, based on solving exact matrix equations with the Millipede
II framework [32]. Shifts in X, Y and Z coordinates and 3 Euler rotation angles for each Mimosa
plane are corrected for. Tracks are then reconstructed with a Deterministic Annealing Filter (DAF)
algorithm [33, 34], where all hits within a given radius are used for the track reconstruction. Tracks
reconstructed with the DAF are further cleaned to remove any duplicates, defined as two or more
tracks with X and Y coordinates at the FE–I4 plane less than 1 µm apart.

While Mimosa planes are read out with a rolling shutter having a window of 115 µs, the
maximum acquisition rate for the DUT and the FE–I4 plane is 40MHz. The presence of a hit in the
FE–I4 plane that can be matched to the track is used as a timestamp, which largely reduces track
combinatorics. Residuals at the FE–I4 plane are used to determine a nominal distance between
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the track impact point and the FE–I4 hit. The residuals are fitted with a step rectangular function
convolvedwith a Gaussian smearing. Themaximum distance to accept a track is set to half the width
of the step function, compatible with the FE–I4 pitch, plus two times the width of the Gaussian,
compatible with the track pointing resolution.

Track reconstruction and telescope alignment at the Fermilab test beam facility are performed
using a single dedicated software package [22] that provides a graphical interface to execute the
various steps. An iterative algorithm implements a least-squares minimization to compute 1st-
order roto-translational corrections using tracks reconstructed with a preliminary description of the
geometry.

The reconstruction of beam test data at DESY follows a similar procedure to that used for
beam tests at CERN. The main difference is that the entire reconstruction is performed within the
EUTelescope framework and that the General Broken Lines (GBL) [35] algorithm for alignment
is used. The GBL algorithm is required to account for the increased multiple scattering of the
comparatively low-energy particles available at the DESY beam test facility.

5.3 DUT alignment

The DUT alignment procedure consists of minimizing the residuals at the DUT plane to constrain
the degrees of freedom of the system:

χ2 =
1
N

N∑
i=0

(
xDUT − xTkAtDUT

σtkres

)2
,

where xDUT is the hit position in X and xTkAtDUT the position of the hit as derived from the track
extrapolation to the DUT location, while σtkres is the telescope pointing resolution. The sum runs
over all events in which at least one cluster in the DUT and one track are reconstructed. For each
event the closest pair is selected. To remove outliers, the sum is further restricted to events where
the residual |xDUT − xTkAtDUT | is less than 3σtkres away from the mean value of a Gaussian fit of the
residual distribution.

The track impact point on the FE–I4 plane is propagated to the first sensor plane of the DUT,
which corresponds to the plane of the sensor facing the beam direction, including degrees of freedom
for the X position of the first plane, Z position of the first plane, θ angle around the Y-axis, and the
distance between the two sensor planes of the DUT. This procedure eliminates the sign degeneracy
of the θ angle. For efficiency studies reported in section 6, a track is matched to a hit, cluster or
stub on the DUT if the residual, |xDUT − xTkAtDUT |, is less than 3σtkres.

6 Results

After calibration, the threshold (VCTH) and the angle of rotation of the DUT with respect to the
beam were varied in suitable step sizes and the properties of hits, clusters and stubs were studied.
The axis of rotation of the DUT was the Y axis, as shown in figure 7.

A scan of VCTH was performed at vertical beam incidence and measurements of the cluster
and stub efficiencies were carried out as a function of a number of functional parameters to fully
characterize the mini-modules (section 6.1) and the full-size module (section 6.2).
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Figure 13. Average number of hits per event on non-irradiated and irradiated sensors as a function of VCTH.
A bias voltage of 250 V (600 V) was applied to the non-irradiated (irradiated) mini-module.

6.1 Performance of mini-modules

Figures 13 and 14 show the average number of hits and clusters on the non-irradiated and irradiated
mini-modules, respectively. Lower numerical values of VCTH mean a higher signal threshold, as
mentioned in section 4.1. For the non-irradiated mini-module, the average number of hits/clusters
increases as VCTH is increased and a plateau with a value close to 1 is visible, up to VCTH values
of about 110. However, for the irradiated module, the average number of hits/clusters is mostly
less than 1 as VCTH is increased. This indicates that, for a given value of VCTH, we see a lower
number of hits/clusters in the irradiated mini-module as compared to the non-irradiated one. As
the VCTH setting is increased further (' 110 ), the noise increases in both mini-modules, leading to
a sharp rise in the average number of hits/clusters. Differential histograms of cluster occupancy as
a function of VCTH, derived by numerically differentiating the distributions of the cluster occupancy
as shown in figure 14, are shown in figure 15. The differential distributions show an inverted
Landau distribution, caused by the actual signal generated from the incident particle, and a noise
peak. Comparing the differential distributions, it can again be seen that the total number of clusters
is lower in the irradiated mini-module. The loss in the number of clusters for the irradiated mini-
module as seen in figure 14 and figure 15 indicates that the charge collection in the irradiated
mini-module is worsened due to radiation induced effects. Along with radiation induced effects,
the lower sensor active thickness of 240 µm for the irradiated module, compared to 270 µm of the
non-irradiated module, also leads to lower charge collection. By choosing appropriate VCTH values
of 106 and 110 DAC units for the non-irradiated and irradiated module, respectively, signals from
incident particles can be collected preferentially.

The cluster efficiency, defined as the ratio between the number of events with a cluster matched
to a track in a single track event and the total number of events with a single track, is thenmeasured as
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a function ofVCTH for different values of the trigger phase (TDC), to check for a potential dependency.
The cluster efficiencies for one of the sensors of the non-irradiated and irradiated mini-modules
are shown in figure 16. The lower charge collection in the irradiated module results in a smaller
effciency plateau (figure 16, bottom) compared to the non-irradiated module (figure 16, top). As
theVCTH increases further (> 110), the efficiency starts to degrade for both the mini-modules due to
increase of noise. Due to the higher noise occupancy, the probability of a neighbouring strip to fire
increases, resulting in larger cluster width. This shifts the position of the actual cluster away from
the track causing the track matching to fail. A small dependency on the trigger phase is present for
both sensors and is more evident at lower VCTH. A trigger phase is present in the CERN beam test
because the trigger signal is asynchronous with respect to the 40MHz clock that drives the readout
electronics.

Because there is no magnetic field, the dependence of the mini-module performance on the
transverse momentum of tracks is emulated by rotating the DUT with respect to the beam direction.
As the incident angle (referred to as α) of the particles increases, the charge deposited is shared
by multiple strips and hence the cluster width is expected to increase, which is shown in figure 17.
This effect is less evident on the irradiated module due to the radiation induced defects both in
the sensor bulk and on the surface, that change the electric field inside the sensor. This leads to a
modification of the charge sharing and further to a higher average cluster size at normal incidence.
The same effect is also evident from the distribution of the fraction of clusters with different strip
multiplicities, as shown in figure 18. The non-irradiated module shows a correlation between the
cluster fractions and the angle. This dependence is much less significant for the irradiated module.

In figure 19 the cluster efficiencies for different TDC values as a function of the DUT rotation
angle for the two modules are shown. The dependency on the trigger phase is negligible and the
mean cluster efficiency for the full range of the angular scan is 99.56 ± 0.01% and 98.21 ± 0.02%
for the non-irradiated and irradiated module, respectively.

For the CMS field strength of B = 3.8 T, the relationship between the beam incident angle
(α) and the emulated transverse momentum pT of the traversing particle for a radial position of the
module (R) is given by pT [GeV] ≈ 0.57·R[m]

sin (α) . The stub efficiency, defined as the ratio of the number
of events with stubs matched to a track in single track events to the number of events with a single
track, was measured for each incident angle. Tracks and stubs must match within 4σ of the spatial
resolution. The stub efficiency of the two mini-modules as a function of effective pT (beam-incident
angle) is shown in figure 20. For larger angles of incidence the relative shift in cluster position in
the two sensors of a module is larger, which leads to lower probability of correlating them as stubs.
The stub efficiency drops for larger angles for this reason. A stub correlation window of 5 strips
is used. A radius of 60 cm was used for the calculation of the effective pT from the beam incident
angle. The turn-on curve is different for the two modules due to different sensor spacing.

The turn-on curve was fitted with an error function of the form

f (pT) = 0.5A
(
1 + er f

( pT − pTµ

σpT

))
,

where A is the efficiency at the plateau, pTµ is the turn-on threshold for which the efficiency is 50%,
and σpT is the width of the Gaussian in the error function. The pT resolution is defined as the ratio
of the width of the Gaussian to the pT value at 50% of the plateau height, or σpT/pTµ . For the
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Figure 16. Cluster efficiency of the non-irradiated (top) and irradiated (bottom) 2S mini-modules presented
as a function of VCTH for different phase differences between trigger and readout clocks. A bias voltage of
250 V (600 V) was applied to the non-irradiated (irradiated) mini-module.

non-irradiated module, the turn-on threshold is 1.88GeV with a pT resolution of 5%, whereas the
expected turn-on threshold is 2GeV. The plateau efficiency for the non-irradiated module is 99%.
The high plateau efficiency with sharp turn-on demonstrates that the module can reject tracks with
pT < 2GeV efficiently. For the irradiated mini-module, the plateau efficiency reaches 97% with
a pT resolution of 6%. This shows that the stub finding logic of the 2S modules will work even
after being irradiated to a fluence of 6 × 1014 neq/cm2, which is twice the expected fluence for the
first layer of 2S modules. The stub efficiency measured using data collected at the DESY test beam
facility with the non-irradiated mini module is found to be 99%.

– 18 –



2
0
2
0
 
J
I
N
S
T
 
1
5
 
P
0
3
0
1
4

2 4 6 8 10 12 14 16
Angle (deg)

1.1

1.15

1.2

1.25

1.3

1.35

1.4

1.45

1.5

1.55
C

lu
st

er
 w

id
th

 (
nu

m
be

r 
of

 s
tr

ip
s)

Irradiated module

Non-irradiated module

Figure 17. Mean cluster width of non-irradiated and irradiated 2S mini-modules as a function of the beam
incident angle. Due to radiation induced defects, charge sharing is higher in the irradiated module, leading
to a larger mean cluster size. A bias voltage of 250 V (600 V) was applied to the non-irradiated (irradiated)
mini-module. AVCTH value of 106 (110) DAC units was used for the non-irradiated (irradiated) mini-module.

0 2 4 6 8 10 12 14 16
Angle (deg)

3−10

2−10

1−10

1

F
ra

ct
io

n
 o

f 
cl

u
st

e
rs

1 strip cluster

2 strips cluster

>2 strips cluster

0 2 4 6 8 10 12 14 16
Angle (deg)

3−10

2−10

1−10

1

F
ra

c
ti
o

n
 o

f 
c
lu

s
te

rs

1 strip cluster

2 strips cluster

>2 strips cluster

Figure 18. Fraction of clusters with different stripmultiplicity; (left) non-irradiatedmodule; (right) irradiated
module. A bias voltage of 250 V (600 V) was applied to the non-irradiated (irradiated) mini-module. A
VCTH value of 106 (110) DAC units was used for the non-irradiated (irradiated) mini-module.

– 19 –



2
0
2
0
 
J
I
N
S
T
 
1
5
 
P
0
3
0
1
4

0 2 4 6 8 10 12 14 16
Angle (deg)

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

1.01

C
lu

st
er

 e
ffi

ci
en

cy

TDC 4
TDC 5
TDC 6
TDC 7
TDC 8
TDC 9
TDC 10
TDC 11
TDC 12

4 6 8 10 12 14 16
Angle (deg)

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

1.01

C
lu

st
er

 e
ffi

ci
en

cy TDC 4

TDC 5

TDC 6

TDC 7

TDC 8

TDC 9

TDC 10

TDC 11

TDC 12

Figure 19. Cluster efficiency of the non-irradiated (top) and irradiated (bottom) 2S mini-modules as a
function of the beam incident angle for different TDC phases. A bias voltage of 250 V (600 V) was applied
to the non-irradiated (irradiated) mini-module. A VCTH value of 106 (110) DAC units was used for the
non-irradiated (irradiated) mini-module.

For the irradiated module three angular scans were performed, each with different stub corre-
lation windows. As shown in figure 21, the turn-on curve of the efficiency depends on the selected
correlation window, while the efficiency plateau does not.

6.2 Performance of the full-size module

For the full-size 2S module, the primary goal was to check the uniformity of the response across all
strips. Figure 22 (top) shows the stub efficiency per strip for the full-size 2S module. The module
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was operated at a bias voltage of 250 V andVCTH was set to 115 DAC units. The analysis techniques
used are the same as reported for the mini-modules. The region between strips 185 and 239 has no
data because it was not scanned by the beam. The large statistical uncertainty in efficiency at the
edges is due to the limited data collected for the scans performed at themodule edges. Themean stub
efficiency extracted from a linear fit, where the asymmetric errors on each measurement are taken
into account, is 97.4%, and the strip-to-strip variation of the stub efficiency was found to be 1.3%.
The efficiency is approximately 2% lower than that measured in the 2Smini-module. The difference
is due to a different operational configuration of themodules and a possible remaining contamination
of events for which themodule was not synchronized with the telescope. The stub efficiency per chip
is shown in figure 22 (bottom). The results demonstrate that the response of the full-size 2S module
is uniform across strips. The stub efficiency as a function of effective pT for the full-size 2S module
measuredwith data collected at the Fermilab test beam facility is shown in figure 23. The correlation
window used for stub formation was set to 5 strips. The figure shows that the behaviour of the full-
size module is similar to that of the mini-modules. From the fit, a turn-on threshold of 1.2GeV is
obtainedwith a pT resolution of 7.9%. The turn-on threshold is lower compared to the non-irradiated
mini-module since the sensor separation is smaller. The efficiency at the plateau is 99%.

7 Summary

A new silicon strip tracker will be installed in CMS for the HL-LHC period. The new Outer Tracker
will comprise novel detectormodules with two closely spaced sensors and a new front-endASIC that
is capable of correlating hits between the sensor layers. The performance of 2S prototype modules
has been characterized at three test beam facilities. The presence of tracking detectors at these facili-
ties has allowed for spatialmatching of the tracks of the incident beam and the hits on the 2Smodules.
This has provided the first measurements of the absolute efficiency of these prototype detectors.

Cluster efficiencies of approximately 99.5% and 98% have been measured for non-irradiated
and irradiated modules, respectively. These results are robust with respect to variations in particle
arrival times relative to the trigger. For the non-irradiated module, an increase in the mean cluster
width is observed as the beam incident angle increases. For the irradiated module, the average
cluster size is higher in general and thus the variation of cluster width with angle is less evident.

The stub efficiency across all the strips of the sensors shows a uniform response. The stub
efficiencies of both the non-irradiated mini-module and the full-size module are found to be around
99%. The stub efficiencies obtained from the analysis of data from the three test beam facilities are
in agreement with each other. For the irradiated module, the stub efficiency was found to be 97%.
All of the modules demonstrate the ability to reject tracks with pT < 2GeV. The high efficiency
of the irradiated module provides evidence that the modules will be able to operate throughout the
lifetime of the HL-LHC without much loss of efficiency.
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1. Introduction

Dark matter (DM)1 has not yet been observed in particle
physics experiments, and there is not yet any evidence for non-
gravitational interactions between DM and the Standard Model
(SM) particles. If such interactions exist, particles of DM could
be produced at the LHC. Since DM particles themselves do not
produce signals in the LHC detectors, one way to observe them is
when they are produced in association with a visible SM particle
X(=g, q, γ , Z,W , or h). Such reactions, which are observed at
colliders as particles or jets recoiling against an invisible state, are
called ‘‘mono-X’’ or /ET+X reactions (see e.g Refs. [1–5]), where /ET
is the missing transverse momentum observable in the detector.

Early Tevatron and LHC Run-1 searches for /ET+X signatures at
CDF [6], ATLAS [7–14] and CMS [15–21], employed a basis of con-
tact interaction operators in effective field theories (EFTs) [22,23]
to calculate the possible signals. These EFTs assume that produc-
tion of DM takes place through a contact interaction involving a
quark–antiquark pair, or two gluons, and two DM particles. In this
case, the missing energy distribution of the signal is determined
by the nature and the mass of the DM particles and the Lorentz
structure of the interaction. Only the overall production rate is
a free parameter to be constrained or measured. Provided that
the contact interaction approximation holds, these EFTs provide
a straightforward way to compare the results from different
collider searches with non-collider searches for DM.

The EFT describes the case when the mediator of the in-
teraction between SM and DM particles are very heavy; if this
is not the case, models that explicitly include these mediators
are needed [5,22,24,24–28]. Some ‘‘simplified models’’ [29–31] of
DM production were constructed, including particles and inter-
actions beyond the SM. These models can be used consistently
at LHC energies, and provide an extension to the EFT approach.
Many proposals for such models have emerged (see, for example
Refs. [32–48]). At the LHC, the kinematics of mono-X reactions oc-
curring via a TeV-scale mediator can differ substantially from the
prediction of the contact interaction. The mediator may also pro-
duce qualitatively different signals, such as decays back into the
SM particles. Thus, appropriate simplified models are an impor-
tant component of the design, optimization, and interpretation of
DM searches at ATLAS and CMS. This has already been recognized
in the CDF, ATLAS and CMS searches quoted above, where both
EFT and selected simplified model results are presented.

1.1. The ATLAS/CMS dark matter forum

To understand what signal models should be considered for
the upcoming LHC Run-2, groups of experimenters from both
ATLAS and CMS collaborations have held separate meetings with
small groups of theorists, and discussed further at the DM@LHC

1 Many theories of physics beyond the Standard Model predict the existence
of stable, neutral, weakly-interacting and massive particles that are putative DM
candidates. In the following, we refer to such matter as DM, even though the
observation of such matter at a collider could only establish that it is neutral,
weakly-interactive, massive and stable on the distance-scales of tens of meters.

workshop [39,40,49]. These discussions identified overlapping
sets of simplified models as possible benchmarks for early LHC
Run-2 searches. Following the DM@LHC workshop, ATLAS and
CMS organized a forum, called the ATLAS-CMS Dark Matter Forum,
to form a consensus on the use of these simplified models and
EFTs for early Run-2 searches with the participation of experts
on theories of DM. This is the final report of the ATLAS-CMS Dark
Matter Forum.

One of the guiding principles of this report is to channel the
efforts of the ATLAS and CMS collaborations towards a minimal
basis of dark matter models that should influence the design of
the early Run-2 searches. At the same time, a thorough survey
of realistic collider signals of DM is a crucial input to the overall
design of the search program.

The goal of this report is such a survey, though confined
within some broad assumptions and focused on benchmarks for
kinematically-distinct signals which are most urgently needed. As
far as time and resources have allowed, the assumptions have
been carefully motivated by theoretical consensus and compar-
isons of simulations. But, to achieve such a consensus in only a
few months before the start of Run-2, it was important to restrict
the scope and timescale to the following:

1. The forum should propose a prioritized, compact set of
benchmark simplified models that should be agreed upon
by both collaborations for Run-2 searches. The values for
the scan on the parameters of the models for which exper-
imental results are provided should be specified, to facili-
tate theory reinterpretation beyond the necessary model-
independent limits that should be provided by all LHC DM
searches.

2. The forum should recommend the use of the state of the
art calculations for these benchmark models. Such a recom-
mendation will aid the standardization the event generator
implementation of the simplified models and the harmo-
nization of other common technical details as far as prac-
tical for early Run-2 LHC analyses. It would be desirable to
have a common choice of leading order (LO) and next-to-
leading order (NLO) matrix elements corresponding to the
state of the art calculations, parton shower (PS) matching
and merging, factorization and renormalization scales for
each of the simplified models. This will also lead to a
common set of theory uncertainties, which will facilitate
the comparison of results between the two collaborations.

3. The forum should discuss how to apply the EFT formalism
and present the results of EFT interpretations.

4. The forum should prepare a report summarizing these
items, suitable both as a reference for the internal ATLAS
and CMS audiences and as an explanation of early Run-2
LHC benchmark models for theory and non-collider read-
ers. This report represents the views of its endorsers, as
participants of the forum.

This document constitutes the basis for further recommenda-
tions from the LHC Dark Matter Working Group [50–52].

http://creativecommons.org/licenses/by/4.0/
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1.2. Grounding assumptions

We assume that interactions exist between the SM hadrons
and the particles that constitute cosmological DM. If this is not
the case, then proton collisions will not directly produce DM
particles, and DM will not scatter off nuclei in direct detection
experiments.

The DM itself is assumed to be a single particle, a Dirac
fermion WIMP, stable on collider timescales and non-interacting
with the detector. The former assumption is reductionistic. The
rich particle content of the SM is circumstantial evidence that the
DM sector, which constitutes five times as much of the mass of
the universe, may be more complex than a single particle or a sin-
gle interaction. But, as was often the case in the discoveries of the
SM, here only one mediator and one search channel might play
a dominant role in the opening stages of an LHC discovery. The
latter assumption focuses our work on early LHC searches, where
small kinematic differences between models will not matter in a
discovery scenario, and with the imminent re-start of the LHC our
report relies heavily on a large body of existing theoretical work
which assumed Dirac fermionic DM.

Different spins of DM particles will typically give similar
results. Exceptions exist: For example, the choice of Majorana
fermions forbids some processes that are allowed for Dirac
fermions [22]. Aside from these, adjusting the choice of Dirac or
Majorana fermions or scalars will produce only minor changes in
the kinematic distributions of the visible particle and is expected
to have little effect on cut-and-count2 analysis. Thus the choice
of Dirac fermion DM should be sufficient as benchmarks for the
upcoming Run-2 searches.

One advantage of collider experiments lies in their ability to
study and possibly characterize the mediator. A discovery of an
anomalous /ET signature at the LHC would not uniquely imply dis-
covery of dark matter, while at the same time e.g. discovery of an
anomalous and annually-modulated signal in a direct-detection
experiment would leave unanswered many questions about the
nature of the interaction that could be resolved by the simul-
taneous discovery of a new mediator particle. Collider, direct,
and indirect detection searches provide complementary ways to
approach this problem [53], and it is in this spirit that much of
our focus is on the mediator.

We systematically explore the basic possibilities for mediators
of various possible spins and couplings. All models considered
are assumed to produce a signature with pairs of DM particles.
Though more varied and interesting possibilities are added to the
literature almost daily, these basic building blocks account for
much of the physics studied at hadron colliders in the past three
decades.

We also assume that Minimal Flavor Violation (MFV) [54–57]
applies to the models included in this report. This means that
the flavor structure of the couplings between DM and ordinary
particles follows the same structure as the SM. This choice is
simple, since no additional theory of flavor is required, beyond
what is already present in the SM, and it provides a mecha-
nism to ensure that the models do not violate flavor constraints.
As a consequence, spin-0 resonances must have couplings to
fermions proportional to the SM Higgs couplings. Flavor-safe
models can still be constructed beyond the MFV assumption, for
example [58], and deserve further study. For a discussion of MFV
in the context of the simplified models included in this report,
see Ref. [49].

2 Cut-and-count refers to an analysis that applies a certain event selection
and checks the inclusive number of events which pass. This is to be contrasted
with a shape analysis, which compares the distribution of events.

In the parameter scan for the models considered in this report,
we make the assumption of a minimal decay width for the parti-
cles mediating the interaction between SM and DM. This means
that only decays strictly necessary for the self-consistency of the
model (e.g. to DM and to quarks) are accounted for in the defini-
tion of the mediator width. We forbid any further decays to other
invisible particles of the Dark Sector that may increase the width
or produce striking, visible signatures. Studies within this report
show that, for cut-and-count analyses, the kinematic distributions
of many models, and therefore the sensitivity of these searches,
do not depend significantly on the mediator width, as long as
the width remains smaller than the mass of the particle and that
narrow mediators are sufficiently light.

The particle content of the models chosen as benchmarks is
limited to one single kind of DM whose self-interactions are not
relevant for LHC phenomenology, and to one type of SM/DM in-
teraction at a time. These assumptions only add a limited number
of new particles and new interactions to the SM. These simpli-
fied models, independently explored by different experimental
analyses, can be used as starting points to build more complete
theories. Even though this factorized picture does not always
lead to full theories and leaves out details that are necessary for
the self-consistency of single models (e.g. the mass generation
for mediator particles), it is a starting point to prepare a set of
distinct but complementary collider searches for DM, as it leads
to benchmarks that are easily comparable across channels.

1.3. Choices of benchmarks considered in this report and parameter
scans

Contact interaction operators have been outlined as basis set
of theoretical building blocks representing possible types of in-
teractions between SM and DM particles in [23]. The approach
followed by LHC searches (see e.g. Refs. [7,15] for recent jet+/ET
Run-1 searches with the 8 TeV dataset) so far has been to simulate
only a prioritized set of the possible operators with distinct
kinematics for the interpretation of the constraints obtained, and
provide results that may be reinterpreted in terms of the other
operators. This report intends to follow this strategy, firstly focus-
ing on simplified models that allow the exploration of scenarios
where the mediating scale is not as large. In the limit of large me-
diator mass, the simplified models map onto the EFT operators.
Secondly, this report considers specific EFT benchmarks when-
ever neither a simplified model completion nor other simplified
models yielding similar kinematic distributions are available and
implemented in one of the event generators used by both collabo-
rations. This is the case for dimension-5 or dimension-7 operators
with direct DM-electroweak boson couplings.3 Considering these
models as separate experimental benchmarks will allow to target
new signal regions and help validate the contact interaction limit
of new simplified models developed to complete these specific
operators. Results from these EFT benchmarks should include the
condition that the momentum transfer does not probe the scale
of the interaction; whenever there is no model that allows a
direct mapping between these two quantities, various options
should be tested to ensure a given fraction of events within the
range of applicability of the EFT approach. Experimental searches
should in any case deliver results that are independent from the
specific benchmark tested, such as fiducial cross-sections that are
excluded in a given signal region.

When choosing the points to be scanned in the parameter
space of the models, this report does not quantitatively consider

3 An example of a dimension-5 operator for scalar DM is described in Ap-
pendix A. Dimension-7 operators of DM coupling to gauge bosons exist in the
literature, but they require a larger particle spectrum with respect to the models
studied in this report.
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constraints that are external to the MET+X analyses. This is
the case also for results from LHC experiments searching for
mediator decays. The main reason for not doing so in this report
is the difficulty of incorporating these constraints in a rigorous
quantitative way within the timescale of the Forum. However,
even if the parameter scans and the searches are not optimized
with those constraints in mind, we intend to make all information
available to the community to exploit the unique sensitivity of
colliders to all possible DM signatures.

1.4. Structure of this report and dissemination of results

The report provides a brief theoretical summary of the mod-
els considered, starting from the set of simplified models and
contact interactions put forward in previous discussions and in
the literature cited above. Its main body documents the studies
done within this Forum to identify a kinematically distinct set
of model parameters to be simulated and used as benchmarks
for early Run-2 searches. The implementation of these studies
according to the state of the art calculations is detailed, including
instructions on how to estimate theoretical uncertainties in the
generators used for these studies. The presentation of results for
EFT benchmarks is also covered.

Section 2 of this report is dedicated to simplified models with
radiation of a hard object either from the initial state or from the
mediator. These models produce primarily monojet signatures,
but should be considered for all /ET+X searches. Section 3 con-
tains studies on the benchmark models for final states specifically
containing an electroweak boson (W/Z/γ /H). In this case, both
simplified models leading to mono-boson signatures and contact
interaction operators are considered. Details of the state of the art
calculations and on the implementation of the simplified models
in Monte Carlo generators are provided in Section 4. Section 5
is devoted to the treatment of the presentation of results for
the benchmark models from contact interaction operators. Sec-
tion 6 prescribes how to estimate theoretical uncertainties on the
simulation of these models. Section 7 concludes the report.

Further models that could be studied beyond early searches
and their implementation are described in Appendix A. For these
models, either the implementation could not be fully developed
by the time of this report, or some of the grounding assump-
tions were not fully met. Some of these models have been used
in previous ATLAS and CMS analyses and discussed thoroughly
within the Forum. They are therefore worth considering for fur-
ther studies and for Run-2 searches, since they lead to unique
/ET+X signatures that are not shared by any other of the mod-
els included in this report. Appendix B contains the necessary
elements that should be included in the results of experimental
searches to allow for further reinterpretation.

It is crucial for the success of the work of this Forum that
these studies can be employed as cross-check and reference to
the theoretical and experimental community interested in early
Run-2 searches. For this reason, model files, parameter cards, and
cross-sections for the models considered in these studies are pub-
licly available. The Git repository of the Forum [59] contains the
models and parameter files necessary to reproduce the studies
within this report.

2. Simplified models for all /ET +X analyses

In this Chapter we review models that yield X+/ET signatures,
where X is a QCD parton or γ ,W , Z or h.

The primary simplified models for Dirac fermion DM studied
and recommended by this Forum for early LHC Run-2 searches are
detailed in this Chapter, comprising spin-0 and spin-1 mediators.

Fig. 1. Representative Feynman diagram showing the pair production of DM
particles in association with a parton from the initial state via a vector or axial-
vector mediator. The cross section and kinematics depend upon the mediator
and DM masses, and the mediator couplings to DM and quarks respectively:
(Mmed, mχ , gχ , gq).

Section 2.1 covers the s-channel exchange of a vector mediator,4
while we consider both s-channel and t-channel exchange for
scalar mediators in Sections 2.2 and 2.3 respectively. Spin-2 me-
diators are briefly mentioned in Section 2.4. While these models
are general and cover a broad set of signatures, the discussion and
studies are focused on the monojet final state. Details on final
states with electroweak (EW) boson radiation and with heavy
flavor quarks from diagrams arising within these models are also
discussed in this Chapter.

A summary of the state of the art calculations and imple-
mentations for these models is provided in Table 9. Section 4
details the implementation of these models that have been used
for the studies in this Chapter and that will be employed for
the simulation of early Run-2 benchmark models for LHC DM
searches.

2.1. Vector and axial vector mediator, s-channel exchange

A simple extension of the SM is an additional U(1) gauge
symmetry, where a DM candidate particle has charges only under
this new group. Assuming that some SM particles are also charged
under this group, a new gauge boson can mediate interactions
between the SM and DM.

We consider the case of a DM particle χ of mass mχ that
is a Dirac fermion and where the production proceeds via the
exchange of a spin-1 mediator of mass Mmed in the s-channel,
illustrated in Fig. 1.

We consider two models with vector and axial-vector cou-
plings between the spin-1 mediator Z ′ and SM and DM fields,
with the corresponding interaction Lagrangians:

Lvector = gq
∑

q=u,d,s,c,b,t

Z ′

µq̄γ
µq + gχZ ′

µχ̄γ
µχ (1)

Laxial–vector = gq
∑

q=u,d,s,c,b,t

Z ′

µq̄γ
µγ 5q + gχZ ′

µχ̄γ
µγ 5χ. (2)

The coupling gq is assumed to be universal to all quarks. It is
also possible to consider other models in which mixed vector and
axial-vector couplings are considered, for instance the couplings
to the quarks are axial-vector whereas those to DM are vector.

4 Colored vector mediators can be exchanged in the t-channel, but there are
no examples in literature as of this report.
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As mentioned in the Introduction, when no additional visible
or invisible decays contribute to the width of the mediator, the
minimal width is fixed by the choices of couplings gq and gχ . The
effect of larger widths is discussed in Section 2.5.2. For the vector
and axial-vector models, the minimal width is:

Γ V
min =

g2
χMmed

12π

(
1 +

2m2
χ

M2
med

)
βDMθ (Mmed − 2mχ ) (3)

+

∑
q

3g2
qMmed

12π

(
1 +

2m2
q

M2
med

)
βqθ (Mmed − 2mq),

Γ A
min =

g2
χMmed

12π
β3
DMθ (Mmed − 2mχ ) (4)

+

∑
q

3g2
qMmed

12π
β3
q θ (Mmed − 2mq) .

θ (x) denotes the Heaviside step function, and βf =

√
1 −

4m2
f

M2
med

is the velocity of the fermion f with mass mf in the mediator
rest frame. Note the color factor 3 in the quark terms. Fig. 2
shows the minimal width as a function of mediator mass for both
vector and axial-vector mediators assuming the coupling choice
gq = gχ = 1. With this choice of the couplings, the dominant
contribution to the minimal width comes from the quarks, due to
the combined quark number and color factor enhancement. We
specifically assume that the vector mediator does not couple to
leptons. If such a coupling were present, it would have a minor
effect in increasing the mediator width, but it would also bring
in constraints from measurements of the Drell–Yan process that
would unnecessarily restrict the model space.

Therefore, the minimal set of parameters under consideration
for these two models is{
gq, gχ , mχ , Mmed

}
(5)

together with the spin structure of their couplings.
A thorough discussion of these models and their parameters

can also be found in [60].
These simplified models are known and available in event

generators at NLO + PS accuracy, as detailed in Section 4.1.1.
Results in this Section have been obtained using the model imple-
mentation within the POWHEG generator (v3359) [61], interfaced
to Pythia 8 [62] for the parton shower.

In addition, for the vector models considered, initial and final
state radiation of a Z ′ can occur which can appear as a narrow jet
if it decays hadronically and may not be distinguishable from a
QCD jet, thus accounting for some fraction of the monojet signal.
The ISR and FSR of Z ′ becomes more important at large values of
the couplings [63].

2.1.1. Parameter scan
In order to determine an optimal choice of the parameter grid

for the simulation of early Run-2 benchmark models, dependen-
cies of the kinematic quantities and cross sections on the model
parameters have been studied. Only points that are kinemati-
cally distinct will be fully simulated, while instructions on how
to rescale the results according to models with different cross
sections are presented in Section 2.5. The following paragraphs
list the main observations from the scans over the parameters
that support the final proposal for the benchmark signal grid.

Scan over the couplings. To study the dependence of kinematic
distributions on the coupling strength, samples were generated
where a pair of mχ = 10 GeV DM particles is produced on-shell
from the mediator of Mmed = 1 TeV. Fig. 3 compares the shapes
of the /ET distribution for the different choices of the coupling

Fig. 2. Minimal width as a function of mediator mass for vector and axial-vector
mediator assuming couplings of 1. The total width is shown as solid lines for
DM masses of 10 GeV, 30 GeV, 100 GeV and 300 GeV in black, red, brown
and green, respectively. The individual contributions from DM are indicated by
dotted lines with the same colors. The contribution from all quarks but top is
shown as magenta dotted line and the contribution from top quarks only is
illustrated by the dotted blue line. The dotted black line shows the extreme
case Γmin = Mmed . (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

strength. This is a generator-level prediction with no kinematic
selections or detector simulation. Coupling values in the scan
range 0.1–1.45, fixing gq = gχ , correspond to a rough estimate
of the lower sensitivity of mono-jet analyses and a maximum
coupling value such that Γmin < Mmed. We observe that the
shapes of the /ET or jet pT distributions do not depend on the
couplings (and consequently the width) in the ranges considered.
A large width of the mediator implies a broad integral over
the contributing parton distributions, which might not be well
approximated by the midpoint of this integral. This study shows
that the effect, in the pT distribution of the observed gluon, is not
important.

Based on similar findings for different choices of Mmed and mχ ,
we conclude that the shapes of kinematic distributions are not
altered by coupling variations, neither for the on-shell mediator
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Fig. 3. Scan over couplings. The /ET distribution is compared for the vector mediator models using the parameters as indicated. Ratios of the normalized distributions
with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively. All figures in
this Section have been obtained using the model implementation within the POWHEG generator (v3359) [61], interfaced to Pythia 8 [62] for the parton shower.

Fig. 4. Comparison of the /ET distributions from the D5 EFT sample and the vector models with 5 TeV heavy mediator of various widths. Ratios of the normalized
distributions with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

case where Mmed > 2mχ , nor for the off-shell case where Mmed <

2mχ . Only the production cross sections change. Differences in
kinematic distributions are expected only close to the transition
region between on-shell and off-shell mediators.

Special care needs to be taken when coupling strengths are
combined with extremely heavy mediators. Fig. 4 suggests a
change in the shape of the /ET distribution for a Mmed = 5 TeV
mediator once Γmin/Mmed is of the order of a percent or lower.

Such heavy mediators, although inaccessible with early LHC
data, are interesting since they provide a good approximation
for benchmark EFT models. The observed difference among the
simplified models in the plot arises from the fact that the region
of low invariant masses of the DM pair, mχ̄χ , is suppressed due to
narrow Breit–Wigner peak that only probes a narrow window of
parton distribution functions. For wider mediators, the low mass
region is significantly enhanced by parton distribution functions
at low Bjorken x, as illustrated in Fig. 5(a). This explains why
the sample with the narrowest mediator in Fig. 4 is heavily
suppressed in terms of production cross section and also gives
different /ET shape. Furthermore, Fig. 4 compares the vector model
with 5 TeV mediator to the D5 EFT sample and reveals that the
simplified models with larger mediator widths (e.g. for couplings
of 1 where Γmin/Mmed ∼ 0.5) are the ones resembling the
kinematics of contact interactions. This reflects the fact that in an
EFT there is no enhancement due to on-shell mediators, leading to
a closer resemblance to an off-shell regime where no peak in the
mχ̄χ distribution is present. In case of narrow width mediators,
e.g. Γmin/Mmed ∼ 0.05, even larger mediator masses need to be
chosen in order to significantly suppress the peak in the mχ̄χ

distribution and reproduce the kinematic shapes of an EFT model.
Fig. 5(b) verifies that the choice of 10 TeV mediator mass is
sufficient to achieve that.

Since kinematic distributions are robust to changes in the
specific values of coupling,5 the choice of gq = 0.25 and gχ = 1
is reasonable to reduce the parameter space to be scanned. There
are no complications associated with small couplings, but, also,
the early part of Run 2 will not be sensitive to them. The range of
couplings we recommend to generate limit the calculated width
of the mediator to be near or below Mmed.

For direct mediator searches, such as qq̄ → Z ′
→ qq̄, different

couplings (gq ̸= gχ ) might also be considered. A scan in gχ vs. gq
can then be performed for a fixed mediator mass. Such searches
may restrict gq to a greater degree than gχ .

Scan over mχ . For a fixed mediator mass Mmed and couplings, the
DM mass falls into three regimes:

On-shell: When Mmed ≫ 2mχ , most mediators are on-shell.
The hardness of the ISR is set by Mmed, and the kine-
matic distributions do not strongly depend on mχ . This
is illustrated in Fig. 6 for an example of Mmed = 1 TeV,
10 GeV < mχ < 300 GeV. The cross section decreases as
the mχ approaches Mmed/2. A coarse binning along mχ is
sufficient.

5 This applies as long as heavy narrow mediators are generated without any
truncation of low-mass tails at the generator-level.
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Fig. 5. Invariant mass of the DM pair in the vector mediator samples with
mχ = 10 GeV, Mmed = 5 TeV and different coupling strengths (a). A similar
comparison is shown for the samples with different mediator masses considering
Γmin/Mmed = 0.05 and 0.1 (b). An EFT sample is also displayed in the latter case.
The distributions are normalized to unit area.

Threshold: When Mmed ≈ 2mχ , the production is resonantly
enhanced, and both the cross section and kinematic dis-
tributions change more rapidly as a function of the two
masses, and finer binning is needed in order to capture
the changes.

Off-shell: When Mmed ≪ 2mχ , the DM pair is produced by
an off-shell mediator. The mediator propagator gives an
explicit suppression of (Mmed/Q )2 that suppresses hard
ISR. The mχ = 1 TeV case, shown in Figs. 6 and 7
demonstrates that the /ET spectrum hardens with increas-
ing mχ , accompanied by the gradual decrease of the cross
section. Due to the significant cross section suppression,
it is not necessary to fully populate the parameter space.
Imminent LHC searches are not expected to be sensitive
to these signals.

Scan over the mediator mass. Changing the mediator mass for
fixed DM mass and couplings leads to significant differences in
cross section and shapes of the kinematic variables for the on-
shell regime, as shown in Fig. 8. As expected, higher mediator
masses lead to harder /ET spectra. On the other hand, the /ET

shapes are similar for off-shell mediators. This is illustrated in
Fig. 9. Therefore, a coarse binning in Mmed is sufficient in the
off-shell regime.

Spin structure of the couplings. This section compares the kine-
matic properties of vector, axial-vector and mixed vector/axial-
vector models. The samples with pure vector and pure axial-
vector couplings are compared for Mmed = 100 GeV and different
DM masses in Fig. 10. No differences in the shape of the /ET
distributions are observed between the samples with coincident
masses. In the case of the on-shell mediators, where 2mχ ≪

Mmed, the cross sections of the pure vector and pure axial-vector
models are similar. With increasing DM mass towards the 2mχ =

Mmed transition and further into the off-shell regime, the relative
difference between the cross sections of the two samples is
increasing, with the vector ones having larger cross sections.

Fig. 11 shows the samples generated with pure and mixed
couplings for mχ = 100 GeV and Mmed = 1 TeV, i.e. where
the mediator is on-shell. The mediator width between the pure
vector and pure axial-vector couplings differ only by 2% in this
case, and <10% agreement between the cross sections is found.
The mediator widths for the samples with the same type coupling
to quarks agree at better than 1% since the width is dominated by
the quark contribution, as expected from Eq. (3). No significant
differences between the samples with same type DM coupling are
seen, given the statistical precision of the generated samples. This
is expected since the mediator is on-shell, and the details of the
invisible decay are unimportant in cut-and-count searches.

For the off-shell case, shown in Fig. 12 for mχ = 100 GeV and
Mmed = 100 GeV, there is approximately a factor 2 difference
between the cross-sections of the samples with pure couplings
is observed. As in the previous case, the samples with the same
type coupling to DM are similar both in terms of cross sections
and /ET shape. Since the contribution to the mediator width from
DM is closed in this case, only the quark couplings define the
width. Only couplings to light quarks are opened in the case of
Mmed = 100 GeV for which the differences between the partial
widths of vector and axial-vector couplings are marginal. This
explains the similar minimal widths for all four samples stated
in Fig. 12.

In general, the coupling to quarks is not expected to play
an important role in the kinematics as it is only needed to
produce the mediator which is confirmed by the observations
above. Based on this argument and on the observations above,
we recommend to consider only the models with pure vector
couplings or pure axial-vector couplings for simulation.

Proposed parameter grid. The final step in proposing a parameter
grid is to evaluate the sensitivity of Run-2 LHC data with respect
to rate and/or kinematics. The parameter scan focuses on two
important regions, the light mediator region and the heavy medi-
ator limit to reproduce the EFT limit, and takes into account the
projected sensitivities for the mono-jet analysis.

Considering simplified models also allows to discuss con-
straints from different search channels. In the case of the
s-channel exchange, the results from the mono-jet final states,
where the mediator decays to a DM pair, one can also take into
account dijet constraints on the processes where the mediator
decays back to the SM particles. The importance of the dijet
results depend on the magnitude of the coupling gq. We recom-
mend to keep the two channels rather independent by choosing
gq = 0.25 and gχ = 1, based on the findings given in Ref. [64].
Furthermore, it is also important to mention this choice leads to
Γmin/Mmed ≲ 0.06. Note that the usual choice of gq = gχ = 1
used in literature leads to Γmin/Mmed ∼ 0.5, questioning the
applicability of the narrow width approximation.

The expected upper limit at 95% confidence level on the prod-
uct of cross section, acceptance and efficiency, σ × A × ϵ, in
the final Run-1 ATLAS mono-jet analysis [7] is 51 fb and 7.2 fb
for /ET > 300 GeV and /ET > 500 GeV, respectively. Projected
sensitivities for a 14 TeV mono-jet analysis are available from



10 D. Abercrombie, N. Akchurin, E. Akilli et al. / Physics of the Dark Universe 27 (2020) 100371

Fig. 6. Scan over DM mass. The /ET distribution is compared for the vector mediator models using the parameters as indicated. Ratios of the normalized distributions
with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

Fig. 7. Scan over DM mass. The /ET distribution is compared for the vector mediator models using the parameters as indicated. Ratios of the normalized distributions
with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

Fig. 8. Scan over mediator mass. The /ET distribution is compared for the vector mediator models using the parameters as indicated. Ratios of the normalized
distributions with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

ATLAS [14]. These ATLAS studies estimate a factor of two increase
in sensitivity with the 2015 data. The generator level cross section
times efficiency times acceptance at /ET > 500 GeV for the model
with couplings gq = 0.25 and gχ = 1, a light DM particle of mχ

= 10 GeV and a Mmed = 1 TeV vector mediator is at the order
of 100 fb, i.e. the early Run-2 mono-jet analysis is going to be
sensitive to heavier mediators than this. The value of σ × ϵ × A
at /ET > 500 GeV for a 5 TeV vector mediator is at the order of
0.1 fb, therefore this model lies beyond the reach of the LHC in
the early Run-2. However, models with high enough mediators
are still useful to reproduce the EFT result.

Following these arguments, Mmed grid points are chosen,
roughly equidistant in a logarithmic scale: 10 GeV, 20 GeV,
50 GeV, 100 GeV, 200 GeV, 300 GeV, 500 GeV, 1000 GeV
and 2000 GeV. In the threshold regime Mmed = 2mχ , the mχ

grid points are taken at approximately Mmed/2, namely: 10 GeV,
50 GeV, 150 GeV, 500 GeV and 1000 GeV. Points on the on-
shell diagonal are always chosen to be 5 GeV away from the
threshold, to avoid numerical instabilities in the event generation.
The detailed studies of the impact of the parameter changes on
the cross section and kinematic distributions presented earlier in
this section support removing some of the grid points and relying
on interpolation. The optimized grids proposed for the vector and
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Fig. 9. Scan over mediator mass. The /ET distribution is compared for the vector mediator models using the parameters as indicated. Ratios of the normalized
distributions with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

Fig. 10. Comparison of the pure vector and pure axial-vector couplings. The /ET distribution is shown for the samples generated with Mmed = 100 GeV and different
DM masses. Ratios of the normalized distributions are shown for between the samples with coincident masses. A300 and A500 in the table denote the acceptance of
the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

Fig. 11. Comparison of the pure vector, V-V, and pure axial-vector, A-A, couplings with mixed couplings, A-V and V-A where the first (second) letter indicates the
SM (dark sector) vertex. The /ET distribution is shown for the samples generated with mχ = 100 GeV and Mmed = 1 TeV. Ratios of the normalized distributions are
shown for A-V over V-V and for V-A over A-A. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

axial-vector mediators are given in Table 1. One point at very
high mediator mass (10 TeV) is added for each of the DM masses
scanned, to aid the reinterpretation of results in terms of contact
interaction operators (EFTs), as discussed in Section 5.2.

Tables 2 and 3 give the Γmin/Mmed ratio for the parameter grid
proposed for vector and axial-vector s-channel models, respec-
tively. The numbers range from ∼ 0.02 in the off-shell regime
at 2mχ > Mmed to ∼ 0.06 in the on-shell regime for heavy
mediators where all coupling channels contribute.

2.1.2. Additional considerations for V + /ET signatures
All models detailed in this Section are applicable to signatures

where a photon, a W boson, a Z boson or a Higgs boson is radiated
from the initial state partons instead of a gluon. The experimental
signature is identified as V+/ET and it has been sought by ATLAS
and CMS in Refs. [8–11,16,17]. This signature is also produced by
the models described in Section 3.

Monojet searches are generally more sensitive with respect to
final states including EW bosons, due to the much larger rates of
signal events featuring quark or gluon radiation with respect to
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Fig. 12. Comparison of the pure vector, V-V, and pure axial-vector, A-A, couplings with mixed couplings, A-V and V-A where the first (second) letter indicates the
SM (dark sector) vertex. The /ET distribution is shown for the samples generated with mχ = 100 GeV and Mmed = 100 GeV. Ratios of the normalized distributions
are shown for A-V over V-V and for V-A over A-A. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively. The
suppression by β3 for mχ ∼ Mmed can be seen for the curves representing axial DM coupling.

Table 1
Simplified model benchmarks for s-channel simplified models (spin-1 mediators
decaying to Dirac DM fermions in the V and A case, taking the minimum width
for gq = 0.25 and gχ = 1).

mχ / GeV Mmed/ GeV

1 10 20 50 100 200 300 500 1000 2000 10 000
10 10 15 50 100 10 000
50 10 50 95 200 300 10 000

150 10 200 295 500 1000 10 000
500 10 500 995 2000 10 000

1000 10 1000 1995 10 000

radiation of bosons [65], in combination with the low branching
ratios if leptons from boson decays are required in the final state.
The rates for the Higgs boson radiation is too low for these models
to be considered a viable benchmark [48]. However, the presence
of photons, leptons from W and Z decays, and W or Z bosons
decaying hadronically allow backgrounds to be rejected more
effectively, making Z/γ /W+/ET searches still worth comparing
with searches in the jet+/ET final state (see e.g. Ref. [66]).

In the case of a spin-1 mediator, an example Feynman dia-
gram for these processes can be constructed by taking Fig. 1 and
replacing the gluon with γ ,W or Z .

When the initial state radiation is a W boson, Run-1 searches
have considered three benchmark cases, varying the relative cou-
pling of the W to u and d quarks. The simplified model with
a vector mediator exchanged in the s-channel includes only the
simplest of these cases, in which theW coupling to u and d quarks
is identical, as required naively by SU(2) gauge invariance. With
some more complex model building, other cases are possible.
The case in which the u and d couplings have opposite sign is
particularly interesting, since this enhances theW+/ET signal over
the jet+ /ET signal [44,67,68]. An example of a model of this type
is discussed in Appendix A.4.

Simulations for the models in this Section have been done at
the LO+PS level using MadGraph5_aMC@NLO 2.2.3 interfaced
to Pythia 8, and therefore no special runtime configuration is
needed for pythia 8. Even though merging samples with differ-
ent parton multiplicities is possible, this has not been deemed
necessary as the visible signal comes from the production of
a heavy SM boson whose transverse momentum distribution is
sufficiently well described at LO+PS level.

In these V+/ET models, as in the case of the jet+/ET models,
pT of the boson or the /ET does not depend strongly on the
width of the mediator. An example of the particle-level analysis
acceptance using the generator-level cuts from Ref. [8] for the

Table 2
Minimal width of the vector mediator exchanged in s-channel divided by its mass, assuming gq = 0.25 and gχ = 1.
The numbers tabulated under 2mχ = Mmed correspond to the width calculated for Mmed − 5 GeV.

mχ / GeV Mmed/ GeV

10 20 50 100 200 300 500 1000 2000 10000

1 0.049 0.051 0.051 0.051 0.051 0.051 0.056 0.056 0.056 0.056
10 0.022 0.024 0.054 0.052 0.056
50 0.022 0.025 0.025 0.055 0.053 0.056

150 0.022 0.025 0.025 0.061 0.058 0.056
500 0.022 0.029 0.030 0.060 0.057

1000 0.022 0.030 0.030 0.057

Table 3
Minimal width of the axial-vector mediator exchanged in s-channel divided by its mass, assuming gq = 0.25 and
gχ = 1. The numbers tabulated under 2mχ = Mmed correspond to the width calculated for Mmed − 5 GeV.

mχ / GeV Mmed/ GeV

10 20 50 100 200 300 500 1000 2000 10000

1 0.045 0.049 0.051 0.051 0.051 0.051 0.053 0.055 0.056 0.056
10 0.020 0.022 0.047 0.050 0.056
50 0.020 0.025 0.025 0.045 0.048 0.056

150 0.020 0.025 0.025 0.044 0.053 0.056
500 0.020 0.027 0.029 0.050 0.056

1000 0.020 0.029 0.030 0.055
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Table 4
Analysis acceptance ratios for the photon+/ET analysis when varying the medi-
ator width, in the case of a vector mediator exchanged in the s-channel. The
figures shown in this Section have been obtained using a LO UFO model in
MadGraph5_aMC@NLO 2.2.3 interfaced to Pythia 8 for the parton shower.
Acceptance ratio: Γ = Γmin vs. Γ = Mmed/3

Mmed/GeV mχ /GeV

10 50 200 400

50 0.96 0.99 0.95
100 0.97
300 1.00 1.02
600 0.96

1000 1.01 1.02 1.03
3000 1.02 1.03 1.01

photon+/ET analysis, but raising the photon pT cut to 150 GeV, is
shown in Table 4, comparing a width that is set to Γ = Mmed/3
to the minimal width (the ratio between the two widths ranges
from 1.05 to 1.5 with increasing mediator masses).

Examples of relevant kinematic distributions for selected
benchmark points are shown in Fig. 13.

2.2. Scalar and pseudoscalar mediator, s-channel exchange

In this section, we consider a parallel situation to the vector
and axial-vector mediators in the previous sections: a real scalar
or a pseudoscalar where the associated scalar is decoupled at
higher energies.6 This section is largely based on Refs. [41–43]
which contain a thorough discussion of these models.

Assuming MFV, spin-0 resonances behave in a similar fashion
as the SM Higgs boson. If the mediators are pure singlets of
the SM, their interactions with quarks are not SU(2)L invari-
ant. To restore this invariance, one could include the mixing
of such mediators with the Higgs sector. This leads to extra
interactions and a more complex phenomenology with respect to
what considered in this Section (for a more complete discussion,
see Refs. [42,43]). In the interest of simplicity, we do not study
models including those interactions in this report as early Run-2
benchmark models, but we give an example of a model of this
kind in Appendix A.6.

Relative to the vector and axial-vector models discussed
above, the scalar models are distinguished by the special con-
sequences of the MFV assumption: the very narrow width of
the mediator and its extreme sensitivity to which decays are
kinematically available, and the loop-induced coupling to gluons.
The interaction Lagrangians are

Lφ = gχφχ̄χ +
φ

√
2

∑
i

(
guyui ūiui + gdydi d̄idi + gℓyℓi ℓ̄iℓi

)
, (6)

La = igχaχ̄γ5χ +
ia
√
2

∑
i

(
guyui ūiγ5ui + gdydi d̄iγ5di+

gℓyℓi ℓ̄iγ5ℓi
)

(7)

where φ and a are respectively the scalar and pseudoscalar me-
diators, and the Yukawa couplings yfi are normalized to the Higgs
vev as yfi =

√
2mf

i /v.
The couplings to fermions are proportional to the SM Higgs

couplings, yet one is still allowed to adjust an overall strength
of the coupling to charged leptons and the relative couplings
of u- and d-type quarks. As in the preceding sections, for the

6 This assumption does not hold in a UV-complete model where the two
components of the complex scalar mediator would be approximately degenerate.
The complex scalar case could be studied separately in the case of heavy flavor
final states given the sufficiently different kinematics.

sake of simplicity and straightforward comparison, we reduce the
couplings to the SM fermions to a single universal parameter
gq ≡ gu = gd = gℓ. Unlike the vector and axial-vector models,
the scalar mediators are allowed to couple to leptons.7

The relative discovery and exclusion power of each search can
be compared in this framework. However, we again emphasize
the importance of searching the full set of allowed channels in
case violations of these simplifying assumptions lead to signif-
icant modifications of the decay rates that unexpectedly favor
different channels than the mix obtained under our assump-
tions. The coupling gχ parametrizes the entire dependence on the
structure between the mediator and the dark sector.

Given these simplifications, the minimal set of parameters
under consideration is{
mχ , mφ/a = Mmed, gχ , gq

}
. (8)

Fig. 14 shows the one-loop diagrams producing a jet+X signature.
The full calculation of the top loop is available at LO for DM pair
production in association with one parton.

The minimal mediator width (neglecting the small contri-
butions from quarks other than top in the loop) is given by

Γφ,a =

∑
f

Nc
y2f g

2
qmφ,a

16π

(
1 −

4m2
f

m2
φ,a

)x/2

+
g2
χmφ,a

8π

(
1 −

4m2
χ

m2
φ,a

)x/2

+
α2
s g

2
qm

3
φ,a

32π3v2

⏐⏐⏐⏐fφ,a ( 4m2
t

m2
φ,a

)⏐⏐⏐⏐2
(9)

where x = 3 for scalars and x = 1 for pseudoscalars. The loop
integrals, with f as complex functions, are

fφ(τ ) = τ

[
1 + (1 − τ ) arctan2

(
1

√
τ − 1

)]
, (10)

fa(τ ) = τ arctan2
(

1
√
τ − 1

)
(11)

where τ = 4m2
t /m

2
φ,a.

The minimal widths for scalar and pseudo-scalar mediators
with gq = gχ = 1 are shown in Fig. 20, illustrating the effect
of choosing the SM Higgs-like Yukawa couplings for the SM
fermions. For the mediator mass above twice the top quark mass
mt , the minimal width receives the dominant contribution from
the top quark. For lighter mediator masses, DM dominates as the
couplings to lighter quarks are Yukawa suppressed.

As shown in the diagram of Fig. 14, the lowest order process of
these models already involves a one-loop amplitude in QCD, and
only LO predictions are currently available. The generator used for
the studies for the jet+/ET signature is POWHEG [43,61,69–71],
with Pythia 8 [62] for the parton shower; within this implemen-
tation, the scalar and pseudoscalar mediator benchmark models
are known at LO+PS accuracy.

2.2.1. Parameter scan
Similarly as in the case of the vector and axial-vector couplings

of spin-1 mediators, scans in the parameter space are performed
also for the scalar and pseudo-scalar couplings of the spin-0
mediators in order to decide on the optimized parameter grid
for the presentation of Run-2 results. Figs. 15–19 show the scans

7 This contribution plays no role for most of the parameter space considered.
The choice to allow lepton couplings follows Refs. [41,42].
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Fig. 13. Kinematic distributions relevant for searches with W, Z and photons in the final state, for the simplified model with a vector mediator exchanged in the
s-channel.

Fig. 14. One-loop diagrams of processes exchanging a scalar (S) or pseudoscalar (P) mediator, leading to a mono-jet signature.

over the couplings, DM mass and mediator mass and the same
conclusions apply as in Section 2.1.

A scan over the mediator mass is shown in Fig. 19 where
Mmed = 300 GeV and 500 GeV are chosen to be below and
above 2mt . The off-shell case is assumed by taking an extreme
limit (mχ = 1 TeV) in order to study solely the effects of the
couplings to quarks. No differences in the kinematic distributions
are observed and also the cross sections remain similar in this

case. No significant changes appear for mediator masses around
the 2mt threshold.

It can be seen in Fig. 21 that the kinematics for the scalar and
pseudoscalar models coincides when considering the diagrams in
Fig. 14. For this reason, we recommend to fully simulate only
one of the two models. No preference is given between the two
models as they have the same kinematics, although it is worth
noting that the pseudo-scalar model has been used for a DM
interpretation of the DAMA signal and of the galactic center
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Fig. 15. Scan over couplings. The /ET distribution is compared for the scalar mediator models using the parameters as indicated. Ratios of the normalized distributions
with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively. Studies in all
figures for the jet+/ET signature is POWHEG, with Pythia 8 for the parton shower.

Fig. 16. Scan over DM mass. The /ET distribution is compared for the scalar mediator models using the parameters as indicated. Ratios of the normalized distributions
with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

Fig. 17. Scan over DM mass. The /ET distribution is compared for the scalar mediator models using the parameters as indicated. Ratios of the normalized distributions
with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

excess [72]. Like in the case of the vector and axial-vector models
described in , the differences between the cross sections for the
scalar and pseudo-scalar samples with the same mχ and Mmed
are increasing with the DM mass for fixed mediator mass, with
the pseudo-scalar model yielding larger cross sections. There is
an increasing difference between the minimal widths close to the
2mχ = Mmed threshold.

Proposed parameter grid. The optimized parameter grid in the
Mmed–mχ plane for scalar and pseudo-scalar mediators is moti-
vated by similar arguments as in the previous section. Therefore,

a similar pattern is followed here, with the exception of taking
gq = gχ = 1. The choice of gq = 0.25 for the vector and
axial-vector models is motivated by suppressing constraints from
di-jets, which is not a concern in the scalar and pseudo-scalar me-
diator case. Here a di-jet signal emerges only at the 2-loop level
through diagrams where the mediator is produced via gluon–
gluon fusion and decays back into two gluons through a top loop.
The strong loop suppression renders such signals unobservable
at the LHC. Further constraints on the scalar and pseudo-scalar
mediators may emerge from searches in t t̄ final states. Studies
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Fig. 18. Scan over mediator mass. The /ET distribution is compared for the scalar mediator models using the parameters as indicated. Ratios of the normalized
distributions with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

Fig. 19. Scan over mediator mass. The /ET distribution is compared for the scalar mediator models using the parameters as indicated. Ratios of the normalized
distributions with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

of the electroweak effects to t t̄ production suggest that one can
only expect percent level contributions for gq ∼ O(1) [73].
Therefore, keeping gq = gχ = 1 is a reasonable choice in the
case of the scalar and pseudo-scalar mediators. Contrary to the
vector and axial-vector models, note that couplings of 1 lead to
Γmin/Mmed ≲ 0.1, ensuring the narrow width approximation is
applicable. Furthermore, the sensitivity to the highest mediator
masses has to be re-evaluated. The generator level cross section
times the acceptance at /ET > 500 GeV for the model with
couplings gq = gχ = 1, light DM of mχ = 10 GeV and a Mmed
= 500 GeV scalar mediator is at the order of 10 fb, i.e. just at
the edge of the early Run-2 sensitivity. Increasing the mediator
mass to 1 TeV pushes the product σ × A down to approximately
0.1 fb, below the LHC sensitivity. Therefore, we choose to remove
the 2 TeV mediator mass from the grid and present the final grid
with 33 mass points only, as shown in Table 5. One point at very
high mediator mass (10 TeV) is added for each of the DM masses
scanned, to aid the reinterpretation of results in terms of contact
interaction operators (EFTs).

For the parameter grid for scalar and pseudo-scalar mediator
s-channel exchange, the Γmin/Mmed ratio is given in Tables 6
and 7, respectively. In the on-shell regime, the ratio is between
0.04 and 0.1. Very narrow resonances with Γmin/Mmed < 0.001
correspond to the mass points where the mediator is off-shell.
Note that the loop-induced contribution from gluons is ignored
in the width calculation.

2.2.2. Additional considerations for V + /ET signatures
The discussion of parameters for the model with a color-

singlet, spin-0 mediator parallels that in Section 2.

Table 5
Simplified model benchmarks for s-channel simplified models (spin-0 mediators
decaying to Dirac DM fermions in the scalar and pseudoscalar case, taking the
minimum width for gq = 1 and gχ = 1).

mχ (GeV) Mmed (GeV)

1 10 20 50 100 200 300 500 1000 10 000
10 10 15 50 100 10 000
50 10 50 95 200 300 10 000

150 10 200 295 500 1000 10 000
500 10 500 995 10 000

1000 10 1000 10 000

Even though the sensitivity of mono-boson searches to this
model is low and it may not be in reach of early LHC searches, this
model can be generated for W, Z and photon searches in order to
reproduce the kinematics of contact interaction operators that are
further described in Section 3.2.1, to aid later reinterpretation.

Other models of DM that couple dominantly to electroweak
gauge bosons through either pseudo-scalar or vector mediators
can be found in Ref. [74].

2.2.3. Additional considerations for t t̄ and bb̄ + /ET signatures
With the MFV assumption, the top and bottom quark can play

an important role in the phenomenology. The scalar and pseu-
doscalar mediator models predict not only the monojet process
described in Section 2.2, but also production of Dark Matter in
association with top (or bottom) pairs, as illustrated in Fig. 22.
Dedicated searches including jets from heavy flavor quarks in the
final state can be designed for this signature. Another class of
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Fig. 20. Minimal width as a function of mediator mass for scalar and pseudo-
scalar mediator assuming couplings of 1. The total width is shown as solid
lines for DM masses of mχ = 10 GeV, 30 GeV, 100 GeV and 300 GeV in
black, red, brown and green, respectively. The individual contributions from DM
are indicated by dotted lines with the same colors. The contribution from all
quarks but top is shown as magenta dotted line and the contribution from top
quarks only is illustrated by the dotted blue line. The dotted beige line shows
the contribution from the coupling to gluons. The dotted black line shows the
extreme case Γmin = Mmed . (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

simplified models, which includes a Dark Matter interpretation
among many others, and yields a single top quark in the final
state, is detailed in Appendix A.1.

In addition to the t t̄+DM models illustrated in Fig. 22, some
theoretically motivated scenario (e.g. for high tanβ in 2HDM
in the pMSSM) privilege the coupling of spin-0 mediators to
down generation quarks. This assumption motivates the study
of final states involving b-quarks as a complementary search to
the t t̄+DM models, to directly probe the b-quark coupling. An
example of such a model can be found in Ref. [42] and can be
obtained by replacing top quarks with b quarks in Fig. 22. Note
that, because of the kinematics features of b quark production
relative to heavy t quark production, a bb̄+DM final state may
only yield one experimentally visible b quark, leading to a mono-b
signature in a model that conserves b flavor.

Dedicated implementations of these models for the work of
this Forum are available at LO+PS accuracy, even though the state
of the art is set to improve on a timescale beyond that for early
Run-2 DM searches as detailed in Section 4.1.5. The studies in
this Section have been produced using a leading order UFO model
within MadGraph5_aMC@NLO 2.2.2 [75–77] using Pythia 8 for
the parton shower.

Parameter scan. The parameter scan for the dedicated t t̄+/ET
searches has been studied in detail to target the production mech-
anism of DM associated with heavy flavor quarks, and shares
many details of the scan for the scalar model with a gluon
radiation. The benchmark points scanning the model parameters
have been selected to ensure that the kinematic features of the
parameter space are sufficiently represented. Detailed studies
were performed to identify points in the mχ , mφ,a, gχ , gq (and
Γφ,a) parameter space that differ significantly from each other
in terms of expected detector acceptance. Because missing trans-
verse momentum is the key observable for searches, the mediator
pT spectra is taken to represent the main kinematics of a model.
Another consideration in determining the set of benchmarks is
to focus on the parameter space where we expect the searches
to be sensitive during the 2015 LHC run. Based on a projected
integrated luminosity of 30 fb−1 expected for 2015, we disregard
model points with a cross section times branching ratio smaller
than 0.1 fb, corresponding to a minimum of one expected event
assuming a 0.1% efficiency times acceptance.

The kinematics is most dependent on the masses mχ and
mφ,a. Figs. 23 and 24 show typical dependencies for scalar and
pseudoscalar couplings respectively. Typically, the mediator pT
spectrum broadens with larger mφ,a. The kinematics are also
different between on-shell (Mmed > 2mχ ) and off-shell (Mmed <

2mχ ) mediators as discussed in Section 2.2. Furthermore, the
kinematic differences in the /ET spectrum between scalar and
pseudoscalar are larger for light mediator masses with respect to
heavier mediators. It is therefore important to choose benchmark
points covering on-shell and off-shell mediators with sufficient
granularity, including the transition region between on-shell and
off-shell mediators.

Typically only weak dependencies on couplings are observed
(see Fig. 25) where the variation with width of the integral over
parton distributions is unimportant. As shown in Section 2.1.1,
for couplings ∼ O(1) the width is large enough that the pT of the
mediator is determined mainly by the PDF.

At large mediator masses (∼ 1.5 TeV) or very small couplings
(∼ 10−2), width effects are significant, but these regimes have
production cross sections that are too small to be relevant for
30 fb−1 and are not studied here. However, with the full Run 2
dataset, such models may be within reach.

Another case where the width can impact the kinematics is
whenmφ,a is slightly larger than 2mχ . Here, the width determines
the relative contribution between on-shell and off-shell media-
tors. An example is given in Fig. 26. As the minimal width choice
pursued in this document is the most conservative one, this effect
can be neglected in order to reduce the number of benchmark
points to be generated.

The points for the parameter scan chosen for this model are
listed in Table 5, chosen to be harmonized with those for other
analyses employing the same scalar model as benchmark. Based
on the sensitivity considerations above, DM masses are only sim-
ulated up to 500 GeV (but the 5 TeV mediator point is retained)
leading to a total of 24 benchmark points. However for these
searches we recommend to generate and simulate scalar and
pseudoscalar models separately, as the kinematics differs due to
the different coupling of the mediator to the final state top quarks
in the two cases, as shown in Figs. 23 and 24.
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Table 6
Minimal width of the scalar mediator exchanged in s-channel divided by its mass, assuming gq = gχ = 1. The
loop-induced gluon contribution is ignored. The numbers tabulated under 2mχ = Mmed correspond to the width
calculated for Mmed − 5 GeV.
mχ / GeV Mmed/ GeV

10 20 50 100 200 300 500 1000 10000

1 0.040 0.040 0.040 0.040 0.040 0.040 0.062 0.089 0.099
10 <0.001 <0.001 0.040 0.040 0.099
50 <0.001 <0.001 <0.001 0.040 0.040 0.099

150 <0.001 <0.001 <0.001 0.062 0.089 0.099
500 <0.001 0.022 0.049 0.099

1000 <0.001 0.049 0.099

Table 7
Minimal width of the pseudo-scalar mediator exchanged in s-channel divided by its mass, assuming gq = gχ = 1.
The loop-induced gluon contribution is ignored. The numbers tabulated under 2mχ = Mmed correspond to the width
calculated for Mmed − 5 GeV.
mχ / GeV Mmed/ GeV

10 20 50 100 200 300 500 1000 10000

1 0.040 0.040 0.040 0.040 0.040 0.040 0.083 0.095 0.099
10 <0.001 <0.001 0.040 0.040 0.099
50 <0.001 <0.001 <0.001 0.040 0.040 0.099

150 <0.001 <0.001 <0.001 0.083 0.095 0.099
500 <0.001 0.043 0.056 0.099

1000 <0.001 0.056 0.099

Fig. 21. Comparison of the /ET distributions for the scalar and pseudoscalar models for different Mmed = 300 GeV and different DM masses. Ratios of the normalized
distributions with respect to the first one are shown. A300 and A500 in the table denote the acceptance of the /ET > 300 GeV and /ET > 500 GeV cut, respectively.

Fig. 22. Representative Feynman diagram showing the pair production of Dark
Matter particles in association with t t̄ (or bb̄).

Similar studies were performed in the bb̄ case. It was found
that they show the same weak dependence of the kinemat-
ics of the event on the mediator width. The same benchmark
parameters of the t t̄ case could then be chosen.

Fig. 23. Example of the dependence of the kinematics on the scalar mediator
mass in the t t̄+/ET signature. The Dark Matter mass is fixed to be mχ = 1GeV.
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Fig. 24. Example of the dependence of the kinematics on the pseudoscalar
mediator mass in the t t̄+/ET . The Dark Matter mass is fixed to be mχ = 1GeV.
All figures concerning the t t̄+/ET signature have been produced using a leading
order model within MadGraph5_aMC@NLO 2.2.2, using Pythia 8 for the parton
shower.

Fig. 25. Study of the dependence of kinematics on the width of a scalar mediator
t t̄+/ET . The width is increased up to four times the minimal width for each
mediator and Dark Matter mass combination.

Fig. 26. Dependence of the kinematics on the width of a scalar mediator t t̄+/ET .
The width is increased up to the mediator mass. Choices of mediator and Dark
Matter masses such that mφ,a is slightly larger than 2mχ is the only case that
shows a sizeable variation of the kinematics as a function of the width.

2.3. Colored scalar mediator, t-channel exchange

The preceding sections address models with a Dirac fermion
coupled to the SM through exchange of a neutral spin-0 or spin-1
particle in an s-channel process. A t-channel process may couple
the SM and DM directly, leading to a different phenomenology.
For completeness, we examine a model where χ is a Standard
Model (SM) singlet, a Dirac fermion; the mediating particle, la-
beled φ, is a charged scalar color triplet and the SM particle is
a quark. Such models have been studied in Refs. [34,36,38,46,78,
79]. However, these models have not been studied as extensively
as others in this Forum.

Following the example of Ref. [78], the interaction Lagrangian
is written as

Lint = g
∑
i=1,2

(φ(i),LQ̄(i),L + φ(i),u,Rū(i),R + φ(i),d,Rd̄(i),R)χ (12)

where Q(i),L, u(i),R and d(i),R are the SM quarks of the ith gener-
ation and φ(i),L, φ(i),u,R and φ(i),d,R are the corresponding medi-
ators, which (unlike the s-channel mediators) must be heavier
than χ . These mediators have SM gauge representations under
(SU(3), SU(2))Y of (3, 2)−1/6, (3, 1)2/3 and (3, 1)−1/3 respectively.
Variations of the model previously studied in the literature in-
clude coupling to the left-handed quarks only [79,80], to the
φ(i),u,R [34] or φ(i),d,R [39,78], or some combination [36,38].

The minimal width of each mediator is expressed, using the
example of decay to an up quark, as

Γ (φ(i) → ū(i)χ ) =
g2
(i)

16πM3
φ(i)

(M2
φ(i)

− m2
u(i) − m2

χ )

×

√
(M2

φ(i)
− (mu(i) + mχ )2)(M2

φ(i)
− (mu(i) − mχ )2) ,

(13)

which reduces to

g2
(i)Mφ(i)

16π

(
1 −

m2
χ

M2
φ(i)

)2

(14)

in the limit Mφ(i) ,mχ ≫ mu(i) .
The generation index i for φ(i) is linked to the incoming

fermion(s), and it runs on all three quark generations due to the
MFV assumption. Ref. [78] considers two extreme cases for this
model in terms of cross-sections: the case in which all mediator
flavors are present, leading to the maximal cross-section, and
the case in which only right-handed down-type mediators are
present. Neither of the models in this reference include cou-
plings to the third quark generation, leading to a violation of the
MFV assumption. In the case of purely down-type right-handed
squarks this is still safe from flavor constraints. Furthermore,
reintroducing the third generation squarks would lead to models
that produce qualitatively similar signals in the mono-jet and
SUSY squark searches, the main difference being the production
cross-section. At the same time the presence of third generation
squarks will lead to further constraints from other searches such
as those for mono-bjets, for stops and for sbottoms, as discussed
in Section 2.3.2. The studies in this Section are performed using a
model with a mediator coupling to all three generation, following
Ref. [46]. Further differences between the two models (hyper-
charge, chirality) only lead to a change in the cross-section. The
LO UFO model is interfaced to MadGraph5_aMC@NLO v2.2.3, but
it was not possible to go beyond parton-level studies and inter-
face those models to a parton shower in time for the conclusion
of this Forum. The state of the art for calculating these models
is LO+PS, and the implementation of multi-parton merging has
been studied in detail [78,81–83], and further studies should be
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Fig. 27. Leading order mono-jet t-channel processes.
Source: Adapted from [78].

undertaken prior to generating signal samples for early Run-2
LHC searches.

The leading-order processes involved in /ET+jet production are
shown in Fig. 27. This model can also give a signal in the /ET
+ di-jet channel when, for example, the χ is exchanged in the
t-channel and the resulting φ pair each decay to a jet + χ . Fig. 28
shows the leading order diagrams. Except for the gg induced
process, di-jet production through the third-generation mediator
φ(3),u is not possible, and production through φ(3),d is suppressed.
However, if the coupling g includes a Yukawa coupling propor-
tional to the quark mass, and g is sufficiently large, LHC searches
will still be sensitive to this model, as explained in Section 2.3.2.

The diagram involving the t-channel exchange of χ is strongly
dependent upon the Dirac fermion assumption. For a Majorana

fermion, qq̄, q̄q̄, and qq production would be possible with the
latter having a pronounced enhancement at the LHC.

This model is similar to the simplified model considered in
SUSY searches, implemented as the MSSM with only light squarks
and a neutralino, except for two distinct points: the χ is a Dirac
fermion and the coupling g is not limited to be weak scale (g ≪

1). In the MSSM, most of these processes are sub-dominant, even
if resonantly enhanced, because the production is proportional to
weak couplings. In the more general theories considered here,
g is free to take on large values of order 1 or more, and thus
diagrams neglected in MSSM simulation can occur at a much
higher rate here. While constraints from SUSY jets+/ET analyses
on MSSM models can be recast to apply to the specific model in
this report, DM searches should also directly test their sensitivity
to the MSSM benchmark models.
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Fig. 28. Leading order two-jet t-channel processes.
Source: Adapted from [78].

The state of the art calculation for these models is LO and
they can be interfaced with a parton shower program. The studies
in this Section use a LO model implementation within Mad-
Graph5_aMC@NLO v2.2.3, but no parton shower could be em-
ployed in the time-frame of the conclusions of this Forum. Further
implementation details can be found in Section 4.1.3.

2.3.1. Parameter scan
As for the s-channel models, we adopt the simplifying assump-

tion that the mediator masses and couplings are equal for each
flavor and handedness. The free parameters are then

{mχ , Mφ, g}. (15)

Ref. [78] studies the parameter space and obtains bounds on
this model from LHC Run-1 mono-jet and dijets+/ET data. The
Forum did not exhaustively compare the kinematic distributions

of the t-channel models as done in the s-channel case. In par-
ticular, the absence of a parton shower simulation can affect
some of the conclusions on the points and sensitivity chosen.
While this means the conclusions on the parameter scan below
should be taken with more caution, the model is plausible and
distinctive, and it should be included in the design of early Run-2
LHC searches.

As in the s-channel models, scans should be performed over
mχ and Mφ . The viable ranges of both parameters nearly coincide
with the scan proposed for the s-channel. For the early Run-2
searches, we recommend to generate and fully simulate a subset
of the s-channel mono-jet grid that accounts for the on-shell and
off-shell regions. In contrast to the s-channel case, the bounds
one obtains from /ET+X searches depend strongly on the width
of the mediator, as is visible in Figs. 5 and 6 of Ref. [78] and in
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Fig. 29. Kinematic distributions normalized to unit area from the t-channel
model from Ref. [46], using MadAnalysis [84,86] and simplified analysis cuts
on the leading jet pT > 150 GeV and η < 2.8, /ET> 150 GeV. For these models,
a LO UFO model is interfaced to MadGraph5_aMC@NLO v2.2.3, and studies are
at parton-level only.

Fig. 29(a), except in the heavy mediator limit (Mφ ≈ 2TeV). This
figure has been obtained applying a simplified analysis selection
(cuts on the leading jet pT > 150 GeV and η < 2.8, /ET> 150
GeV.) using MadAnalysis [84,85]. Fig. 29(b) also shows that, if the
DM mass is low and the mediator is produced on-shell and its
width is narrow, the cross-section is dominated by qg → qχχ
diagram. The mediator energy is then split evenly between the
light DM particles and the quark, leading to a broad enhancement
at Mmed/2.

Points with distinct kinematic distributions for a preliminary
scan in {mχ , Mφ , g} are selected taking into account the expected
sensitivity of Run-2 searches, and requiring at least 100 events to
pass the kinematic cuts outlined for Fig. 29 in 25 fb−1 of collected
data, and respect Γ /Mmed < 1. They are outlined in Table 8. The
conclusions in this table may change when a parton shower is
employed together with multiparton matching.

2.3.2. Additional considerations for V + /ET signatures
The models and parameters with emission of an EW boson

generally follow those in Section 2.3. even though different di-
agrams are involved. A representative Feynman diagram can be
constructed by replacing a final-state gluon in Fig. 27 with a
γ ,W , Z boson, but radiation of electroweak bosons directly from
the mediator also leads to a mono-boson signature.

Table 8
Simplified model benchmark points for t-channel simplified model (spin-0
mediators coupling to Dirac DM fermions, taking the minimum width).
mχ / GeV Mmed/ GeV Couplings

1 10 50 100 300 0.1, 1, 3, 7
1 500 1000 0.25, 1, 3, 7
1 2000 1, 3, 7

50 55 0.1, 1, 3, 4π
50 200 300 0.1, 1, 3, 7

500 550 1, 3
500 1000 0.25, 1, 3
500 2000 3

1000 1100 3, 4π
1000 2000 3

Fig. 30. Missing transverse momentum distribution for the hadronic Z+/ET final
state, for the simplified model with a colored scalar mediator exchanged in the
t-channel.

The models considered in Section 2.3 present a relevant dif-
ference concerning final states with an electroweak boson. In the
model in [46], both right- and left-handed mediators can radiate
a Z boson, while only the left-handed mediator in [46] allows for
W and Z radiation.

The studies in this Section use the LO+PS UFO model from [46]
in MadGraph5_aMC@NLO v2.2.3, using Pythia 8 for the parton
shower. Fig. 30 shows the /ET distribution for the hadronic Z+/ET
final state, with varying DM and mediator mass, before any selec-
tion. The acceptance for a series of basic analysis selections (/ET
>350 GeV, leading jet pT > 40 GeV, minimum azimuthal angle
between jet and /ET > 0.4) applied at the generator level is shown
in Fig. 31.

The discussion of the parameter scan for the t-channel model
in the case of signatures including EW bosons parallels that of
the monojet case for mediator and DM masses, but no kinematic
dependence on the width is observed, so a coupling scan is not
needed.

Additional considerations for signatures with b−quarks + /ET . Mod-
els of bottom-flavored Dark Matter that are closely related to the
t-channel mediated model from this Section have been proposed
in Refs. [87,88]. We describe the b-FDMmodel of Ref. [88], created
to explain the Galactic Center (GC) gamma-ray excess observed
in data collected by the Fermi-LAT collaboration [89,90]. This
model favors couplings to third-generation quarks via Yukawa
couplings, therefore respecting the MFV assumption.
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Fig. 31. Acceptance for the hadronic Z+/ET final state, for the simplified model
with a colored scalar mediator exchanged in the t-channel.

The model contains a Dirac fermion transforming as a flavor
triplet, exclusively coupling to right-handed down-type quarks.
The third component of the triplet χb comprises the cosmological
DM. Within the MFV framework, the other fermions in the flavor
triplet can be made sufficiently heavy and weakly-coupled that
they can be neglected in the analysis. A flavor singlet, color triplet
scalar field Φ mediates the interactions between the DM and the
Standard Model quarks. The model is similar to the MSSM with a
light bottom squark and neutralino, and is thus a flavor-specific
example of a t-channel model. Similar top-flavored models can
exist, as e.g. in Refs. [91,92]. In the case where the top coupling is
the main DM coupling, the signal is very similar to a signal from
a stop quark, since unlike the other t-channel cases there is no
top in the initial state parton distribution functions (PDFs). This
is the reason why it was not considered as an additional model.
More recent literature shows that other flavor states could also
contribute to LHC signals, as shown in Ref. [93], but such models
will have to be investigate on a longer timescale with respect to
that of this Forum.

The Lagrangian considered is given by

−L ⊃ gΦ∗χ̄bbR + h.c. (16)

This model is known at LO+PS accuracy, and the studies
in this Section use a LO model implementation within Mad-
Graph5_aMC@NLO v2.2.3 interfaced to Pythia 8 for the parton
shower. Further implementation details can be found in Sec-
tion 4.1.5.

Parameter scan. In this model, the interference of diagrams with
QCD production of the mediator (which scale as g2

s ) with dia-
grams that are proportional to the coupling g in the b+/ET and
bb̄+/ET final states. In the case of large couplings, this is not
conducive to a simple scaling behavior that would allow us to
reduce the number of points to be simulated. This can be seen in
Fig. 33.

A full study of the parameter scan for this model was not
available for this report; thus for early Run-2 searches we rec-
ommend scanning a range of possible widths as discussed in
a more limited way than for the t-channel mono-jet, spanning
from the minimal width to a value approaching the particle limit,
e.g. g = 0.5, 1, 2, 3. A coupling benchmark such as g = 1
should be considered for each mass point since this would be
a distinctive feature of this benchmark from SUSY models with
sbottom squarks (see Section 2.3 for further discussion).

A scan of Dark Matter and mediator masses should be done
in the on-shell region MΦ > mχ + mb, since the cross-sections
in the off-shell region are too small to be probed with early LHC
data, spanning from 10 to 500 GeV in mχ and from 10 to 1300
GeV in MΦ . Examples of the kinematic distributions produced by
this model are shown in Fig. 32.8

2.4. Spin-2 mediator

In models with extra dimensions, the Kaluza–Klein excitations
of the graviton could also serve as a mediator between the SM
and dark sector physics. This kind of model was not studied
in the forum and is not included in the recommendations, but
models such as Ref. [94,95] may warrant further study on a longer
timescale.

2.5. Presentation of results for reinterpretation of s-channel media-
tor models

The aim of the parameter grid optimization done for the
s-channel models in the previous sections is to reduce the param-
eter space that must be simulated. We then need a procedure for
populating the full parameter space by using the simulated grid
points. We recommend doing this as follows:

• When the dependences on parameters are known, the cross
sections and efficiencies at general points can be calculated
from the grid data.

• In other cases, this information can be obtained by inter-
polation between the grid points. We have chosen the grid
points so that the dependence is sufficiently smooth that
this will be possible.

The results of the scan over the couplings presented in the
previous sections indicate that there are no changes in kinematic
distributions for different choices of the coupling strengths. This
means that the acceptance remains the same in the whole gq–gχ
plane and it is sufficient to perform the detector simulation only
for one single choice of gq, gχ . The resulting truth-level selection
acceptance and the detector reconstruction efficiency can then
be applied to all remaining grid points in the gq–gχ plane where
only the generator-level cross section needs to be known. This
significantly reduces the computing time as the detector response
is by far the most CPU-intensive part of the Monte Carlo sample
production. However, the number of generated samples can be
reduced even further if a parameterization of the cross section
dependence from one grid point to another exists. In this sec-
tion, we describe the details of a cross section scaling procedure
that can be used to reinterpret results for a fixed coupling for
s-channel mediator models. The studies in this section employ the
POWHEG [43] generator.

The propagator for the s-channel exchange is written in a
Breit–Wigner form as 1

q2−M2
med+iMmedΓ

, where q is the momentum

transfer calculated from the two partons entering the hard pro-
cess after the initial state radiation, which is equivalent to the
momentum of the DM pair.9 The size of the momentum transfer
with respect to the mediator mass allows us to identify three
cases:

8 Following the grounding assumptions in this report, the normalization to
the relic density is considered only in these example plots rather than as a
necessary ingredient for the parameter scan of this model.
9 Using a running width and replacing the denominator of the propaga-

tor with q2 − M2
med + i Q 2 Γ

Mmed
should be considered in the case of wide

mediators [96].
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Fig. 32. /ET (left) and jet multiplicity (right) for various DM and mediator masses and couplings normalized to the relic density observed in the early universe. Studies
in this section use a LO UFO model implementation within MadGraph5_aMC@NLO v2.2.3 interfaced to Pythia 8 for the parton shower.

Fig. 33. /ET (left) and jet multiplicity (right) for mχ = 35 GeV and MΦ = 500 GeV for varying couplings of g = 1, 2.

• off-shell mediator, when q2 ≫ M2
med leading to suppressed

cross sections,
• on-shell mediator, when q2 ∼ M2

med leading to enhanced
cross sections,

• effective field theory (EFT) limit when q2 ≪ M2
med.

In the case of the off-shell mediator and the EFT limit, the first
and second term in the propagator dominate, respectively, which
reduces the dependence on the mediator width. Therefore, in
these cases one can approximate the cross section as

σ ∝ g2
qg

2
χ . (17)

The on-shell regime is the most interesting one as it gives the
best chances for a discovery at the LHC given the cross section
enhancement. The propagator term with the width cannot be
neglected in this case and, in the narrow width approximation
which requires Γ ≪ Mmed (this is not necessarily the case in the
benchmarks considered in the scans), one can integrate∫

ds
(s − M2

med)2 + M2
medΓ

2
=

π

MmedΓ
(18)

which further implies the cross section scaling

σ ∝
g2
qg

2
χ

Γ
. (19)

The narrow width approximation is important here as it ensures
an integration over parton distribution functions (PDFs) can be
neglected. In other words, it is assumed the integrand in Eq. (18)
is non-zero only for a small region of s, such that the PDFs can be
taken to be constant in this range. By simplifying the dependence
of the minimal width on the couplings as Γ ∼ g2

q + g2
χ , one can

approximate this scaling rule in the extreme cases as follows

σ ∝
g2
qg

2
χ

g2
q + g2

χ

gq≪gχ
−−−→ g2

q (20)

σ ∝
g2
qg

2
χ

g2
q + g2

χ

gq≫gχ
−−−→ g2

χ . (21)

However, it is important to keep in mind that this formula omits
color and multiplicity factors as well as possible Yukawa sup-
pression, and there is no simple scaling rule for how the cross
section changes with the DM mass and the mediator mass, or
for mediators with a large width, because PDFs matter in such
cases as well. Therefore, the scaling procedure outlined above is
expected to work only for fixed masses and fixed mediator width,
assuming the narrow width approximation applies.

Fig. 34 shows the minimal width over the mediator mass in
the gq–gχ plane for vector and scalar mediators for Mmed =

100 GeV and 1000 GeV, taking mχ = 10 GeV. The individual
colors indicate the lines of constant width, along which the cross
section scaling may work for narrow mediators. The limiting case
Γmin = Mmed defines the upper values of the couplings below
which the narrow width approximation can be considered and
provides more stringent constraint than the perturbative limit
gq = gχ = 4π . For vector and axial-vector mediators, the minimal
width is predominantly defined by gq due to the number of quark
flavors and the color factor. On the contrary, both the SM and
DM partial width have comparable contributions in case of scalar
and pseudo-scalar mediators if the top quark channel is open
(Mmed > 2mt ). However, mostly gχ defines the minimal width for
Mmed < 2mt due to the Yukawa-suppressed light quark couplings.
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Fig. 34. Minimal width over the mediator mass for vector (top) and scalar (bottom) mediators as a function of the individual couplings gq and gχ , assuming
Mmed = 100 GeV (left) and Mmed = 1 TeV (right). mχ = 10 GeV is considered in all cases. Only the cases with Γmin < Mmed are shown.

The performance of the cross section scaling is demonstrated
in Fig. 35 where two mass points Mmed = 100 GeV and 1 TeV
with mχ = 10 GeV are chosen and rescaled from the starting
point gq = gχ = 1 according to Eq. (19) to populate the whole
gq–gχ plane. This means the width is not kept constant in this test
and this is done in purpose in order to point out deviations from
the scaling when the width is altered. For each mass point, the
rescaled cross section is compared to the generator cross section
and the ratio of the two is plotted. For the given choice of the
mass points, the scaling seems to work approximately within the
precision of ∼ 20% in the region where Γmin < Mmed. Constant
colors indicate the lines along which the cross section scaling
works precisely and there is a remarkable resemblance of the
patterns shown in the plots of the mediator width. To prove the
scaling along the lines of constant width works, one such line
is chosen in Fig. 36 for a scalar mediator, defined by Mmed =

300 GeV, mχ = 100 GeV, gq = gχ = 1, and the rescaled and
generated cross sections are found to agree within 3%.

2.5.1. Proposed parameter grid for cross-section scaling
We propose to deliver collider results in the gq–gχ plane

using the following prescription, to ease reinterpretation through
cross-section scaling:

• Since the shapes of kinematic quantities do not change for
different couplings, use the acceptance and efficiency for
the available mχ = 50 GeV, Mmed = 300 GeV grid point
from the Mmed–mχ plane for the scalar and pseudo-scalar
mediator. In case of the vector and axial-vector mediator,
use the grid point mχ = 150 GeV, Mmed = 1 TeV.

• Generate additional samples in order to get generator cross
sections only. For scalar and pseudo-scalar mediator, choose
mχ = 50 GeV, Mmed = 300 GeV with the following values
for gq = gχ : 0.1, 1, 2, 3. For vector and axial vector mediator,
choose mχ = 150 GeV, Mmed = 1 TeV with the following
values for gq = gχ : 0.1, 0.25, 0.5, 0.75, 1, 1.25, 1.5. The

upper values are defined by the minimal width reaching the
mediator mass.

• Rescale the generator cross sections for on-shell resonance
production along the lines of constant width in order to
populate the whole gq–gχ plane in the region Γmin < Mmed.
The scaling follows from Eq. (19) which for the constant
width implies:

σ ′
= σ ×

g ′2
q g ′2

χ

g2
qg2
χ

. (22)

2.5.2. Rescaling to different mediator width
In general it is also important to consider a larger mediator

width than Γmin in order to accommodate additional interactions
of the mediator with the visible and hidden sector particles [41,
42]. If the narrow width approximation applies, the cross section
scaling method described above can be used to reinterpret the
results presented for the minimal width, since multiplying the
width by factor n is equivalent to changing the coupling strength
by factor

√
n, i.e.

σ (gq, gχ , nΓmin(gq, gχ )) ∝
g2
qg

2
χ

Γmin(
√
ngq,

√
ngχ )

. (23)

The cross section for the sample with couplings gq and gχ and
modified mediator width Γ = nΓmin can therefore be rescaled
from a sample generated with the minimal width corresponding
to the couplings scaled by

√
n as described in the following

formula.

σ (gq, gχ , nΓmin(gq, gχ )) =
1
n2 σ (

√
ngq,

√
ngχ ,Γmin(

√
ngq,

√
ngχ ))

(24)

The advantage of doing this is in the fact that no event selection
and detector response needs to be simulated since the changes
in couplings do not have an effect on the shapes of kinematic
distributions.
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Fig. 35. Ratio of the rescaled and generated cross sections in the gq–gχ plane.
The point at gq = gχ = 1, taken as a reference for the rescaling, is denoted by
a star symbol. Scalar model with Mmed = 100 GeV (left) and 1 TeV (right) is
plotted for mχ = 10 GeV. The limiting case Γmin = Mmed is indicated by a black
line and no results are shown beyond.

It should be noted again that this procedure is only useful
when the narrow width approximation applies. Care must be
taken to ensure that is the case. For example, in the vector and
axial-vector cases, one quickly breaks this approximation even for
small n.

Additional considerations for t t̄ and bb̄+ /ET signatures. The cross-
section scaling considerations shown in Section 2.5 still apply for
the reactions in the scalar and psuedoscalar models with explicit
b and t quarks. Here we detail the specific studies done for the t t̄
model.

Given that the kinematics are similar for all couplings g ≃ 1,
we recommend to generate only samples with gχ = gq = 1. It
follows from this that these benchmark points should be a good
approximation for non-unity couplings and for gχ ̸= gq, provided
that the sample is rescaled to the appropriate cross section times
branching ratio.

While the simple scaling function

σ ′
× BR′

= [σ × BR] ×

(
g ′
q

gq

)2

×

(g ′
χ

gχ

)2

×
Γ

Γ ′
(25)

is sufficient for a limited range of coupling values (see Fig. 37 for
example), this scaling is only approximate (up to 20%) and relies
on the narrow width approximation, ignoring PDFs effects.

3. Specific models for signatures with EW bosons

In this Section, we consider specific models with a photon, a
W boson, a Z boson or a Higgs boson in the final state (V+/ET sig-
nature), accompanied by DM particles that either couple directly
to the boson or are mediated by a new particle. The common
feature of those models is that they provide different kinematic
distributions with respect to the models described in Section 2.

The models considered in this Section can be divided into two
categories:

V-specific simplified models These models postulate direct
couplings of new mediators to bosons, e.g. they couple the
Higgs boson to a new vector or to a new scalar [48,97].

Models involving a SM singlet operator including a boson pair
that couples to DM through a contact interaction Shown
on the right-hand side of Fig. 38, these models allow for
a contact interaction vertex that directly couples the bo-
son to DM [45,97–99]. The models of this type included
in this report are devoted to simplified models since UV
completions for most of these operators proceed through
loops and are not available to date. These models provide
a benchmark to motivate signal regions that are unique
to searches with EW final states and would otherwise not
be studied. However, we recommend to use these models
as placeholders and emphasize model-independent results
especially in signal regions tailored to these models. Wher-
ever results are interpreted in terms of these operators,
a truncation procedure to ensure the validity of the EFT
should be employed, as detailed in Section 5.

The following Sections describe the models within these cate-
gories, the chosen parameters for each of the benchmark models
and the studies towards the choices of the parameters to be
scanned.

3.1. Specific simplified models including EW bosons, tailored to
Higgs+MET searches

Three benchmark simplified models [48,97] are recommended
for Higgs+/ET searches:

• A model where a vector mediator (Z ′

B) is exchanged in the
s-channel, radiates a Higgs boson, and decays into two DM
particles (Fig. 39(a)). As in Section 2.1, we conservatively
omit couplings of the Z ′

B to leptons.
• A model where a scalar mediator S is emitted from the Higgs

boson and decays to a pair of DM particles (Fig. 40).
• A model where a vector Z ′ is produced resonantly and

decays into a Higgs boson plus an intermediate heavy pseu-
doscalar particle A0, in turn decaying into two DM particles
(Fig. 39(b)).

These models are kinematically distinct from one another, as
shown in the comparison of the /ET spectra in Fig. 41 for high and
low masses of the pseudoscalar mediator. Fig. 41(a) shows the /ET
distribution for models with high mediator masses (mS = 1 TeV,
mZ ′ = 1 TeV, mA0 = 1 TeV) and DM mass of either 50 (Z ′

B and
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Fig. 36. Scaling along the lines of constant width. The line of constant width for Mmed = 300 GeV and mχ = 100 GeV, intercepting gq = gχ = 4 is shown on left.
The generated and rescaled cross sections are compared in the middle, the corresponding ratio is shown on right.

A0 models) or 65 GeV (scalar mediator model). Fig. 41(b) shows
the /ET distribution for models with low pseudoscalar mediator
masses (mZ ′

B
= 100 GeV, mZ ′ = 1 TeV, mA0 = 100 GeV) and DM

mass of 1 TeV for all models.
Predictions for this class of models have been so far considered

at LO+ Parton Shower (PS), even though they could be extended
to NLO+PS in the near future. The studies in this Section have
been performed using a model within MadGraph5_aMC@NLO
v5.1.5.12, interfaced to Pythia 6 for the parton shower. The
implementation details for these models are discussed in Sec-
tion 4.2.1.

3.1.1. /ET +Higgs from a baryonic Z ′

The model shown in Fig. 39(a) postulates a new gauge boson
Z ′ corresponding to a new U(1)B baryon number symmetry. The
stable baryonic states included in this model are the DM candi-
date particles. The mass of the Z ′ boson is acquired through a
baryonic Higgs hB, which mixes with the SM Higgs boson.

The interactions between the Z ′, the quarks and the DM are
described by the following Lagrangian:

L = gqq̄γ µqZ ′

µ + gχ χ̄γ µχZ ′

µ. (26)

The quark couplings gq are fixed to be equal to one third
of the gauge coupling gB, while the DM coupling to the Z ′ are
proportional to the baryon number and to the gauge coupling
(gχ = BgB). No leptonic couplings of the Z ′ are allowed, thus
evading dilepton constraints. After incorporating the mixing of
the baryonic and SM Higgs bosons, this model is described by the

following Lagrangian term at energies below mZ ′
10:

Leff = −
gqgχ
m2

Z ′

q̄γ µqχ̄γµχ
(
1 +

ghZ ′Z ′

m2
Z ′

h
)
, (27)

The first term of this equation is the standard DMV model in
the large MZ ′ limit. This term can lead to a monojet signature,
which can be also used to constrain this model. The second term
describes the interaction between the Z ′ and the SM Higgs boson,
via the coupling ghZ ′Z ′ =

mZ ′2 sin θ
vB

, where sin θ is the mixing angle

between the SM Higgs and the baryonic Higgs hB, and vB is the
Baryonic Higgs vacuum expectation value.

In its most general form, this model can contribute to mono-
Z signals due to the Z ′ mixing with the Z or photon. Note that
EWSB and U(1)B breaking do not lead to this mixing at tree-level.
Instead, kinetic mixing occurs between the U(1)Y and U(1)B gauge
bosons due to the gauge invariant term FµνY FBµν . This mixing is a
free parameter which we assume to be small in order to focus on
the mono-Higgs signature. Mixing may also occur due to radiative
corrections, however we choose to ignore this here as it is model
dependent.

The predictions of the model depend upon the two additional
parameters beyond an s-channel simplified model, namely the
mixing angle between baryonic Higgs hB and the SM-like Higgs
boson sin θ and the coupling of the mediator to SM-like Higgs

10 The operator in Eq. (27) is an effective one, to highlight the two main terms.
The full dimension-4 simplified model is used in the model for event generation.
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Fig. 37. An example comparing a simple cross section scaling versus the
computation from the MadGraph5_aMC@NLO generator, for a scalar t t̄+/ET
model with mφ = 400GeV, mχ = 1GeV and all couplings set to unity. In this
example, the scaling relationship holds for Γφ/mφ below 0.2, beyond which
finite width effects become important and the simple scaling breaks down.

boson, ghZ ′Z ′ . Thus, a full model is specified by:{
Mmed, mχ , gχ , gq, sin θ, ghZ ′Z ′

}
. (28)

Parameter scan. The width of the Z ′ mediator is calculated using
all possible decays to SM particles (quarks) and to pairs of DM
particles if kinematically allowed as in the DMV model.

The dependence of the missing transverse momentum (/ET ) on
the model parameters is studied by varying the parameters one
at a time. The variation of parameters other than Mmed and mχ

does not result in significant variations of the /ET spectrum, as
shown in Fig. 42. Fig. 43 shows that for an on-shell mediator,
varying mχ with the other parameters fixed does not affect the
/ET distribution, while the distribution broadens significantly in
the case of an off-shell mediator. For this reason, the same grid in
Mmed,mχ as for the vector mediator of the jet+/ET search (Table 1)

Fig. 38. Sketch of benchmark models including a contact interaction for V+MET
searches.
Source: Adapted from [100].

is chosen as a starting point. The coupling ghZ ′Z ′ , along with gq and
gχ , are subject to perturbativity bounds:

gq, gχ < 4π,

and

ghZ ′Z ′ <
√
4πmZ ′ sin θ.

The value ghZ ′Z ′/mZ ′ = 1 is chosen as a benchmark value
for the generation of Monte Carlo samples since it maximizes
the cross section (as shown in the following paragraph) without
violating the bounds. The mediator-DM coupling gχ is fixed to 1,
and the mediator-quark gq coupling is fixed to 1/3. The kinematic
distributions do not change as a function of these parameters, so
results for other values of ghZ ′Z ′/mZ ′ , gχ and gq can be obtained
through rescaling by the appropriate cross sections.

Figs. 44 and 45 show the kinematic distributions for the two
leading jets in the H → b̄b decay channel, for two values of the
mediator mass and varying the DM mass.

Experimentalists should perform further studies, beyond those
studies performed for the forum, to estimate the reach of the
analysis with respect to all points in the grid and therefore decide
on a smaller set of grid points to be generated.

3.1.2. /ET +Higgs from a scalar mediator
A real scalar singlet S coupling to DM can be introduced as

a portal between SM and the dark sector through the Higgs
field. The most general scalar potential is detailed in Ref. [101],
including terms that break Z2. The Z2 symmetry, which causes
the new scalar to also be a DM candidate, is not covered in this
report, but follows Ref. [48] introducing an additional coupling to

Fig. 39. Examples of Feynman diagrams leading to Higgs+/ET events: (a) a model with a vector mediator (Z ′) coupling with DM and with the Higgs boson h, and
(b) a 2HDM model with a new invisibly decaying pseudoscalar A0 from the decay of an on-shell resonance Z ′ giving rise to a Higgs+/ET signature .
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Fig. 40. Examples of Feynman diagrams leading to Higgs+/ET events for a model with a scalar mediator (S) coupling with DM and with the Higgs boson h.

DM that breaks Z2 and leads to a new invisible decay of S. For this
reason, no symmetry is broken and no new interactions arise, so
there is no dependence on the vacuum expectation value of S: a
shift in the field leads to a redefinition of the model couplings.
The new scalar S mixes with the SM Higgs boson, and couples to
DM through a Yukawa term yχ . The relevant terms in the scalar
potential are:

V ⊃ a|H|
2S + b|H|

2S2 + λh|H|
4

−→
1
2a(h + v)2S +

1
2b(h + v)2S2 +

λh

4
(h + v)4, (29)

where a, b are new physics couplings and λh is the Higgs quartic
coupling.

The additional Lagrangian terms for this model are:

L ⊃ −yχ χ̄χ (cos θ S − sin θ h) −
mq

v
q̄q(cos θ h + sin θ S) (30)

where θ is the mixing angle between the Higgs boson and the
new scalar.

Mono-Higgs signals in this second model arise through pro-
cesses shown in Fig. 40 (a,b), or through the radiation of a Higgs
boson from the t quark in the production loop, in Fig. 40(c). The
first two processes depend on the h2S and hS2 cubic terms in
Eq. (29). At leading order in sin θ , these terms are:

Vcubic ≈
sin θ
v

(2m2
h + m2

S )h
2S + b v h S2 + · · · , (31)

with a and λh expressed in terms of sin θ and m2
h , respectively.

At leading order of sin θ , the h2S term is fixed once the mass
eigenvalues mh,mS and mixing angle are specified. The h S2 term
is not fixed and remains a free parameter of the model, depending
on the new physics coupling b.

This model also has mono-X signatures through h/S mixing.
This model is related to the scalar model discussed in Section 2.2
in the case of mS ≫ mh or mh ≫ mS and Mmed equal to the lighter
of the two masses, albeit with different mono-Higgs signatures
due to the hS2 vertex.

Parameter scan. The model is described by five parameters:

1. the Yukawa coupling of heavy scalar to dark matter, gχ
(also referred to as yχ )

2. the mixing angle between heavy scalar and SM-like Higgs
boson, sin θ ;

3. the new physics coupling, b;
4. mass of heavy scalar, mS , also termed Mmed;
5. mass of DM. mχ ;

The mixing angle is constrained from current Higgs data to
satisfy cos θ = 1 within 10% and therefore sin θ ≲ 0.4. This
provides a starting point for the parameter scan in this model:
we recommend to set sin θ = 0.3.

Fig. 47 shows that the kinematics does not depend on the
value of this angle, and results for different values can be obtained
via rescaling the results for this mixing angle according to the
relevant cross-section. It can also be observed from Figs. 46 and
48 that the kinematics of this model follows that of the equivalent
jet+/ET model: only small changes are observed in the on-shell
region, while the relevant distributions diverge when the media-
tor is off-shell. For this reason, the same grid in Mmed, mχ as for
the scalar mediator of the jet+/ET search (Table 5) is chosen as
a starting point. The Yukawa coupling to DM yDM is set to 1, the
new physics coupling between scalar and SM Higgs b = 3. Results
for other values can be obtained via a rescaling of the results for
these parameters.
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Fig. 41. Comparison of the missing transverse momentum distributions at
generator level in different simplified models leading to a Higgs+/ET signature.
The model parameter settings are detailed in the text. The figures in this Section
have been obtained using LO UFO models within MadGraph5_aMC@NLO v2.2.3,
interfaced to Pythia 8 for the parton shower.

Figs. 49 and 50 show the kinematic distributions for the two
leading jets in the H → b̄b decay channel, for two values of the
mediator mass and varying the DM mass.

3.1.3. Higgs+/ET signal from 2HDM model with a Z ′ and a new
pseudoscalar

In this simplified model [97], a new Z ′ resonance decays to a
Higgs boson h plus a heavy pseudoscalar state A0 in the 2HDM
framework, which in turn decays to a DM pair. This model is
represented in the diagram in Fig. 39(b).

The motivation for coupling the DM to the pseudoscalar is that
DM coupling to a Higgs or Z ′ boson is generically constrained by
other signal channels and direct detection. A reason to consider

Fig. 42. Missing transverse momentum distributions at generator level in the
vector mediator scenario for different values of: the mediator-DM coupling gχ
(left), and the coupling between the mediator and the SM-like Higgs boson,
scaled by the mediator mass, ghZ ′Z ′/mZ ′ (right).

this model is that it has different kinematics due to the on-shell
Z ′ production, where for heavy Z ′ masses the /ET and pT spectra
are much harder. This model can satisfy electroweak precision
tests and constraints from dijet resonance searches, and still give
a potentially observable Higgs+/ET signal.

The model comprises of two doublets, where Φu couples to
up-type quarks and Φd couples to down-type quarks and leptons:

−L ⊃ yuQ Φ̃uū + ydQΦdd̄ + yeLΦdē + h.c. (32)

After electroweak symmetry breaking, the Higgs doublets at-
tain vacuum expectation values vu and vd, and in unitary gauge
the doublets are parameterized as

Φd =
1

√
2

(
− sinβ H+

vd − sinα h + cosα H − i sinβ A0

)
,

Φu =
1

√
2

(
cosβ H+

vu + cosα h + sinα H + i cosβ A0

)
(33)
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Fig. 43. Missing transverse momentum distributions at generator level in the
vector mediator scenario: for different values of the DM mass mχ and a mediator
mass of Mmed= 100 GeV (left) and Mmed= 1 TeV (right).

where h,H are neutral CP-even scalars, H± is a charged scalar,
and A0 is a neutral CP-odd scalar. In this framework, tanβ ≡

vu/vd, and α is the mixing angle that diagonalizes the h−H mass
squared matrix. This model also contains an additional scalar
singlet φ that leads to spontaneous symmetry breaking. We take
α = β − π/2, in the alignment limit where h has SM-like
couplings to fermions and gauge bosons as per Ref. [102], and
tanβ ≥ 0.3 as implied from the perturbativity of the top Yukawa
coupling. The Higgs vacuum expectation values lead to Z−Z ′ mass
mixing, with a small mixing parameter given by

ϵ ≡
1

M2
Z ′ − M2

Z

ggz
2 cos θw

(zdv2d + zuv2u)

=
(M0

Z )
2

M2
Z ′ − M2

Z

2gz cos θw
g

zu sin2 β, (34)

where zi are the Z ′ charges of the two Higgs doublets, and g and gz
related to the mass-squared values in absence of mixing (M0

Z )
2

=

g2(v2d + v2u)/(4 cos2 θw) and (M0
Z ′ )2 = g2

z (z
2
dv

2
d + z2uv

2
u + z2Φv

2
Φ ).

Fig. 44. Comparison of the kinematic distributions for the two leading b−jets
(from the Higgs decay) in the vector Z ′ simplified model, when fixing the Z ′

mass to 100 GeV and varying the DM mass.

The production cross section for this model scales as (gz)2, as
the decay width for this process to leading order in ϵ (Eq. (34))
is

ΓZ ′→hA0 = (gz sinβ cosβ)2
|p|
24π

|p|2

M2
Z ′

. (35)
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Fig. 45. Comparison of the kinematic distributions for the two leading jets from
the Higgs decay in the vector Z ′ simplified model, when fixing the Z ′ mass to
1000 GeV and varying the DM mass.

where the center of mass momentum for the decay products
is

|p| =
1

2MZ ′

√
(M2

Z ′ − (mh + mA0 )2)(M
2
Z ′ − (mh − mA0 )2). (36)

Fig. 46. Missing transverse momentum distributions at generator level in the
scalar mediator scenario, for different values of: the new physics coupling gb
(left), and the mediator-DM coupling gχ (right).

The Z ′ can also decay to Zh, leading to the same signature if the
Z decays invisibly. The partial width for this decay is:

ΓZ ′→hZ = (gz sinβ2)2
|p|
24π

(
|p|2

M2
Z ′

+ 3
M2

Z

M2
Z ′

)
. (37)

We recommend to generate these two decays separately and
combine them at a later stage.

Parameter scan. The model is described by five parameters:

• the pseudoscalar mass MA0 ,
• the DM mass mχ ,
• the Z ′ mass, MZ ′ ,
• tanβ(≡ vu/vd),
• the Z ′ coupling strength gz .

To study the signal production and kinematic dependencies on
these parameters, we produced signal samples varying each of
the five parameters through MadGraph5_aMC@NLO for the ma-
trix element, Pythia 8 for the parton shower, and DELPHES [103]
for a parameterized detector-level simulation.
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Fig. 47. Missing transverse momentum distributions at generator level in the
scalar mediator scenario: for different values of the mixing angle sin θ .

As seen in Fig. 51, variations of tanβ does not lead to any
kinematic difference and the production cross section simply
scales as a function of tanβ . Hence we recommend to fix tanβ
to unity in the signal generation.

Similarly, variations of gz do not lead to any kinematic changes.
The value of gz for a given MZ ′ and tanβ can be set according to
the maximum value allowed by electroweak global fits and dijet
constraints, as described in [97]. Since this parameter does not
influence the kinematics, we leave it up to individual analyses to
decide whether they generate benchmark points only according
to these external constraints.

Since the DM pair are produced as a result of the decay of A0,
there are minimal kinematic changes when varying mχ as long
as mχ < MA0/2 so that A0 production is on-shell, as shown in
Figs. 52 and 53 (before detector simulation).

We recommend to produce signal events for a fixed gz = 0.8,
tanβ = 1 and mχ = 100 GeV. For these values, we scan the 2-D
parameter space of MZ ′ ,MA0 with MZ ′ = 600, 800, 1000, 1200,
1400 GeV, and MA0 = 300, 400, 500, 600, 700, 800 GeV with
MA0 < MZ ′ −mh, for a total of 24 points. The choice of scan is jus-
tified by the sensitivity study in [97]: the expected LHC sensitivity
for Run-2 is up to MZ ′ ∼ 1.5 TeV. For the parameter scan, the DM
mass is fixed to 100 GeV. For two MZ ′ , MA0 value sets, we vary
the DM mass to obtain sample cross section for rescaling results.
All LO cross sections for the various parameter scan points are
reported on HEPData. The parameter scan excludes the off-shell
region, as the cross-sections are suppressed and the LHC would
not have any sensitivity to these benchmark points in early data.

The kinematic distributions with varying MZ ′ for fixed MA0

are shown in Fig. 54, while the dependency on MA0 is shown in
Fig. 55.

This model also allows for an additional source of Higgs plus
/ET signal with a similar kinematics (Fig. 56, shown with detector
simulation samples) to the signal process from the decay of Z ′

→

hZ , where the Z decays invisibly. The partial decay width for the
Z ′ is:

ΓZ ′→hZ = (gz cosα sinβ)2
|p|
24π

(
|p|2

M2
Z ′

+ 3
M2

Z

M2
Z ′

)
. (38)

Fig. 48. Missing transverse momentum distributions at generator level in the
scalar mediator scenario: for different values of the DM mass mχ and a mediator
mass of Mmed = 100 GeV (left) and Mmed = 1 TeV (right).

The values for the Z ′ masses scanned for those samples should
follow those of the previous samples, namely values of MZ ′ =

600, 800, 1000, 1200, 1400 GeV. This signal process has no MA
dependence.

3.2. EFT models with direct DM-boson couplings

The EFT operators considered in this section do not have
an implementation of a simplified model completion for Dirac
fermion Dark Matter available to date. They provide kinematic
distributions that are unique to mono-boson signatures, and that
in most cases are not reproduced by an equivalent simplified
model.11

A complete list of effective operators with direct DM/boson
couplings for Dirac DM, up to dimension 7, can be found in [45,
98,99]. Higher dimensional operators, up to dimension 8, leading

11 Wherever this is the case, for practical reasons one can only generation a
simplified model result in the limiting EFT case, as the results can be rescaled
and reinterpreted.
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Fig. 49. Comparison of the kinematic distributions for the two leading jets from
the Higgs decay in the scalar simplified model, when fixing the new scalar mass
to 100 GeV and varying the DM mass.

to Higgs+/ET signatures, are mentioned in [45,97]. The first part of
this Section outlines the main characteristics for a limited number
of these models that could be considered in early Run-2 searches.
However, the EFT approximation made for these operators can be

Fig. 50. Comparison of the kinematic distributions for the two leading jets from
the Higgs decay in the scalar simplified model, when fixing the new scalar mass
to 1000 GeV and varying the DM mass.

problematic, see Ref. [97] for discussion. For this reason, model-
independent results as in Appendix B should be privileged over
considering these operators as realistic benchmarks.

However, the Forum discussion highlighted that the EFT ap-
proach allows more model-independence when reinterpreting
results, and that it is worth still considering interpretation of the
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Fig. 51. Kinematic distributions of the signal process varying tanβ , in the case
of a Higgs boson decaying into two b quarks, after parameterized detector
simulation: no kinematic dependence is observed on the mixing angle.

results available in terms of these operators. Furthermore, once
simplified models are available for those operators, EFT results
can be used as a limiting case for consistency checks. We devote
the end of this Section to a discussion on the presentation of re-
sults from this model, including an assessment of their reliability
using a conservative procedure that is only dependent on EFT
parameters.

The studies in this Section have been performed using a UFO
model within MadGraph5_aMC@NLO v2.2.3, interfaced to Pythia
8 for the parton shower. The implementation of these models is
discussed further in Section 4.2.2.

3.2.1. Dimension 5 operators
The lowest dimension benchmark operators we consider are

effective dimension 5, such as the one depicted in Fig. 57.
Following the notation of [45], models from this category have

a Lagrangian that, after electroweak symmetry breaking, includes
terms such as:

m2
W

Λ3
5
χ̄χ W+µW−

µ +
m2

Z

2Λ3
5
χ̄χ ZµZµ , (39)

where mZ and mW are the masses of the Z and W boson, Wµ and
Zµ are the fields of the gauge bosons, χ denotes the Dark Matter

Fig. 52. Kinematic distributions of the signal process varying mχ : minimal
kinematic dependency on mχ as expected when A0 is produced on-shell. Plots
shown for MZ ′ = 1000 GeV, MA0 = 300 GeV.

fields andΛ5 is the effective field theory scale. Note that these op-
erators are of true dimension 7, but reduce to effective dimension
5 once the Higgs vacuum expectation values, contained in the W
and Z mass terms, are inserted. As such, one expects that these
operators would naturally arise in UV complete models where
Dark Matter interacts via a Higgs portal where heavy mediators
couple to the Higgs or other fields in an extended Higgs sector. In
such models the full theory may be expected to contain additional
operators with Higgs-Dark Matter couplings [104]. The above
operator also induces signatures with /ET in conjunction with Z
and W bosons at tree level, as shown in Fig. 38, while at loop level
it induces couplings to photon pairs and Zγ through W loops.
In these models, a clear relation exists between final states with
photons, EW bosons and Higgs boson.

As shown in Fig. 58, the kinematics of this model can be
approximated by that of a simplified model including a high-
mass scalar mediator exchanged in the s-channel described in
Section 2.2.2. For this reason, the list of benchmark models with
direct boson-DM couplings for photon, Z and W only includes
dimension 7 operators: if the scalar model with initial state
radiation of an EW boson is already generated, then its results
can be rescaled.
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Fig. 53. Missing transverse momentum distributions at generator level in the
Z ′

+2HDM scenario for different values of the DM mass mχ , with mZ ′ = 1 TeV
and mA0 = 300 GeV (left) and mA0 = 1 TeV (right).

The Higgs+/ET analysis, however, will not consider the scalar
simplified model as benchmark, due to the very low sensitivity
in early LHC analyses, and will instead use this dimension 5
operator.

Parameter scan. The two parameters of this model are the scale
of new physics λ and the DM particle mass. SM-DM coupling and
new physics scale are related by gχ = (246 GeV)/λ.

The initial value of the new physics scale λ chosen for the
sample generation is 3 TeV. This is a convention and does not
affect the signal kinematics: the cross-section of the samples can
be rescaled when deriving the constraints on this scale. However,
more care should be given when rescaling Higgs+/ET operators
of higher dimensions, as different diagrams have a different λ
dependence.

The DM mass values for the benchmark points to be simulated
are chosen to span a sufficient range leading to different kine-
matics, that is within the LHC sensitivity for early searches and
that is consistent across the various signatures and EFT operators.

Fig. 54. Kinematic distributions of the signal process varying MZ ′ , for mχ =

100 GeV, MA0 = 300 GeV.

We therefore start the mass scan at mχ = 1 GeV, where collider
experiments are complementary to direct and indirect detection
and choose the last point corresponding to a DM mass of 1.3 TeV.
We recommend a scan in the following mass points:

mχ = 1, 10, 50, 100, 200, 400, 800, 1300 GeV.



D. Abercrombie, N. Akchurin, E. Akilli et al. / Physics of the Dark Universe 27 (2020) 100371 37

Fig. 55. Kinematic distributions of the signal process varying MA0 , for mχ =

100 GeV, MZ ′ = 1000 GeV.

A set of kinematic distributions from the Higgs+/ET signature
where the Higgs decays into two b−quarks is shown in Fig. 59,
for points similar to those of the grid scan proposed.

Fig. 56. Kinematic distributions of Z ′
→ A0 h exclusive production, Z ′

→ Zh
exclusive production and Z ′ inclusive production for MZ ′ = 1000 GeV and
MA0 = 300 GeV.

3.2.2. Dimension 7 operators
The dimension-7 benchmark models contain the SU(2)L ×

U(1)Y gauge-invariant couplings between DM fields and the ki-
netic terms of the EW bosons. The CP-conserving scalar couplings
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Fig. 57. Diagram for EFT operators giving rise to a Higgs+/ET signature.

Fig. 58. Comparison of the missing transverse momentum for the simplified
model where a scalar mediator is exchanged in the s-channel and the model
including a dimension-5 scalar contact operator, in the leptonic Z+/ET final state.
All figures in this Section have been performed using a UFO model within
MadGraph5_aMC@NLO v2.2.3, interfaced to Pythia 8 for the parton shower.

of this type can be written as
c1
Λ3

S
χ̄χ BµνBµν +

c2
Λ3

S
χ̄χ W i

µνW
i,µν . (40)

Here Bµν = ∂µBν −∂νBµ and W i
µν = ∂µW i

ν −∂νW i
µ+g2ϵ ijkW j

µW
k
µ

are the U(1)Y and SU(2)L field strength tensor, respectively, and
g2 denotes the weak coupling constant. In the case of the pseu-
doscalar couplings, one has instead
c1
Λ3

P
χ̄γ5χ Bµν B̃µν +

c2
Λ3

P
χ̄γ5χ W i

µνW̃
i,µν , (41)

where B̃µν = 1/2 ϵµνλρ Bλρ and W̃ i
µν = 1/2 ϵµνλρW i,λρ are the

dual field strength tensors. In addition to the CP-conserving inter-
actions (40) and (41), there are also four CP-violating couplings
that are obtained from the above operators by the replacement
χ̄χ ↔ χ̄γ5χ .

The effective interactions introduced in (40) and (41) appear in
models of Rayleigh DM [105]. Ultraviolet completions where the
operators are generated through loops of states charged under
U(1)Y and/or SU(2)L have been proposed in [106] and their LHC
signatures have been studied in [107]. If these new charged
particles are light, the high-pT gauge bosons that participate in
the /ET processes considered here are able to resolve the substruc-
ture of the loops. This generically suppresses the cross sections
compared to the EFT predictions [108], and thus will weaken the

Fig. 59. Comparison of the kinematic distributions for the two leading b− jets
(from the Higgs decay) in the model with direct interactions between the Higgs
boson and the DM particle, when varying the DM mass.

bounds on the interaction strengths of DM and the EW gauge
bosons to some extent. Furthermore, the light charged media-
tors may be produced on-shell in pp collisions, rendering direct
LHC searches potentially more restrictive than /ET searches. Mak-
ing the above statements precise would require further studies
beyond the timescale of this forum.
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Since for ΛS = ΛP the effective interactions (40) and (41) pre-
dict essentially the same value of the mono-photon, mono-Z and
mono-W cross section [45,99], we consider below only the former
couplings. We emphasize however that measurements of the jet–
jet azimuthal angle difference in /ET +2j events may be used to
disentangle whether DM couples more strongly to the combina-
tion BµνBµν (W i

µνW
i,µν) or the product Bµν B̃µν (W i

µνW̃
i,µν) of field

strength tensors [98,99].
After EW symmetry breaking the interactions (40) induce di-

rect couplings between pairs of DM particles and gauge bosons.
The corresponding Feynman rule reads:

4i
Λ3

S
gV1V2

(
pµ2
1 pµ1

2 − gµ1µ2 p1 · p2
)
, (42)

where pi (µi) denotes the momentum (Lorentz index) of the
vector field Vi and for simplicity the spinors associated with the
DM fields have been dropped. The couplings gViVj take the form:

gγ γ = c2w c1 + s2w c2 ,
gγ Z = −swcw

(
c1 − c2

)
,

gZZ = s2w c1 + c2w c2 ,
gWW = c2 ,

(43)

with sw (cw) the sine (cosine) of the weak mixing angle. Note
that our coefficients c1 and c2 are identical to the coefficients CB
and CW used in [99], while they are related via k1 = cw2c1 and
k2 = sw2c2 to the coefficients k1 and k2 introduced in [45].

The coefficients c1 and c2 appearing in (43) determine the rela-
tive importance of each of the /ET channels and their correlations.
For example, one observes that:

• Only c2 enters the coupling between DM and W bosons,
meaning that only models with c2 ̸= 0 predict a mono-W
signal;

• If c1 = c2 the mono-photon (mono-Z) signal does not
receive contributions from diagrams involving Z (photon)
exchange;

• Since numerically c2w/s
2
w ≃ 3.3 the mono-photon channel is

particularly sensitive to c1.

Parameter scan. As stated above and shown in Ref. [100], the
kinematic distributions for dimension-7 scalar and pseudoscalar
operators only shows small differences. This has been verified
from a generator-level study: the signal acceptance after a sim-
plified analysis selection (/ET >350 GeV, leading jet pT > 40 GeV,
minimum azimuthal difference between either of the two jets
and the /ET direction > 0.4) is roughly 70% for both models,
independent from the coefficients c1 and c2. We therefore only
suggest to generate one of the two models.

The differences in kinematics for the various signatures are
negligible when changing the coefficients c1 and c2, since these
coefficient factorize in the matrix element. Only the case c1 =

c2 = 1 is generated as benchmark; other cases are left for reinter-
pretation as they will only need a rescaling of the cross-sections
(see Fig. 60).

3.2.3. Higher dimensional operators
Many higher dimensional operators can induce signals of pho-

tons or W/Z/H bosons in the final state. A complete list can be
found in Refs. [47,48,97] and references therein.

Although with lower priority with respect to the operators
above, a representative dimension-8 operators can be chosen as
benchmark, with the form:

1
Λ4 χ̄γ

µχBµνH†DνH.

Fig. 60. /ET distribution for the dimension-7 model with a hadronically decaying
Z in the final state, for the scalar and pseudoscalar operators representing direct
interactions between DM and bosons. The values of the coefficients in the legend
are multiplied by 100.

In this case, the new physics scale is Λ is related to the
coupling of the DM as yχ =

1
Λ4 . An advantage of this operator is

that it includes all signatures with EW bosons, allowing to assess
the relative sensitivity of the various channels with the same
model. The kinematics for this operator is different with respect
to other operators, leading to a harder /ET spectrum, as illustrated
by comparing the leading b−jet distribution for the dimension 5
operator to the dimension 8 operator (see Fig. 61).

3.2.4. Validity of EW contact operators and possible completions
It is important to remember that the operators described in

this section may present problems in terms of the validity of the
contact interaction approach for the energy scales reached at the
LHC.

As outlined in [97], designing very high /ET search signal re-
gions that are exclusively motivated by the hard /ET spectra of
the dimension 7 and 8 operators will mean that the momentum
transfer in the selected events is larger. This in turn means that
processes at that energy scale (mediators, particles exchanged in
loops) are accessible, and a simple contact interaction will not be
able to correctly describe the kinematics of these signals.

Contact interaction operators like the ones in this section
remain useful tools for comparison of the sensitivity of different
search channels, and for reinterpretation of other models under
the correct assumptions. To date, while UV-complete models are
known, their phenomenology has not been studied in full detail
as their completion involves loops.12

However, this may be the focus of future theoretical explo-
ration, as discussed in Ref. [99]. An example of a complete model
for scalar DM corresponding to the dimension-5 operator is pro-
vided in the Appendix A. Providing results for the pure EFT limit
of these models will prove useful to cross-check the implemen-
tation of future.

Given these considerations, we recommend to present results
for these models as follows:

12 An example case for the need of loop completions is a simplified model
with an additional scalar exchanged at tree level. The scalar couples to WW and
ZZ in a gauge-invariant way, Integrating out the mediator does not lead to the
Lorentz structure of a dimension-7 operator, so it is not possible to generate
dimension-7 operators that satisfy gauge and Lorentz invariance at the same
time. A model with a spin-1 mediator cannot be considered as an candidate for
completion either, since dimension-7 operators only have scalar or pseudoscalar
couplings.
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Fig. 61. Comparison of the transverse momentum for the leading b− jet from
the Higgs decay for a dimension 5 and dimension 7 operator with direct
boson-DM couplings.

• Deliver fiducial limits on the cross section of any new
physics events, without any model assumption, according
to the guidelines in Appendix B.

• Assess the percentage of events that pass a condition of
validity for the EFT approximation that does not depend on
a specific completion, and present results removing of the
invalid events using the procedure in Section 5 alongside the
raw EFT results.

4. Implementation of models

4.1. Implementation of s-channel and t-channel models for /ET +X
analyses

In the studies to date, a number of different Monte Carlo tools
have been used to simulate DM signals. In this Chapter, we make
recommendations on the accuracy at which simulations should
be performed for different final states. We also provide explicit
examples of codes and implementations (including specific set-
tings) that have been used to obtain the results in this report.
We stress that these recommendations are based on the current
status of publicly available codes and users should always check
whether new results at a better accuracy have appeared in the
meantime. We recommend to update the corresponding analyses
directly using the new releases and/or codes respectively, and
in case this would not be possible, to at least take into account

the new information in the analysis (e.g., via a MC comparison
with the latest predictions, or by effectively using global/local K -
factors). For all models included in this report, Pythia 8 has been
used to provide the parton shower simulation. Nevertheless, we
note that showering matrix element events with Herwig [109–
112] should be considered as an equally valid alternative.

4.1.1. Implementation of s-channel models for mono-jet signature
These models include those discussed in Sections 2.1 and 2.2.

In monojet analyses, i.e. when final states are selected with a
few jets and /ET , observables and in particular the /ET spectrum
depend upon the accuracy of the simulation of QCD radiation.
For the vector and axial vector models, the current state of the
art is NLO+PS. It is particularly simple to obtain simulations
for these processes at NLO+PS and even for merged samples
at NLO accuracy, starting from SM implementations. We there-
fore recommend simulations to be performed at NLO+PS, and
in case multi-jet observables are employed, by merging sam-
ples with different multiplicities. Results at such accuracy can
be obtained either in dedicated implementations, such as that
of POWHEG [61], or via general purpose NLO tools like Mad-
Graph5_aMC@NLO employing available UFO models at NLO. A
testing version of the full set of these UFO models has been made
available only in June 2015 [113]. For this reason, it was not used
as part of the studies of this Forum on initial Run-2 benchmark
models. Nevertheless, we encourage further study of these UFO
models by the ATLAS and CMS collaborations.

A study using POWHEG [61,114] has shown that the NLO
corrections result in a substantial reduction in the dependence
on the choice of the renormalization and factorization scales and
hence a reduced theoretical uncertainty on the signal prediction.
For the central choice of renormalization and factorization scales,
the NLO corrections also provide a minor enhancement in the
cross section due to the jet veto that has been so far employed in
Run-1 analyses.

For the scalar and pseudoscalar models, the lowest order pro-
cess already involves a one-loop amplitude in QCD. Because of
the complexity of performing NLO calculations for this class of
processes and in particular the absence of general methods for
computing two-loop virtual contributions, only LO predictions are
currently available. These can be interfaced to shower programs
exactly as usual tree-level Born computations, i.e. by considering
one parton multiplicity at a time or by merging different parton
multiplicities via CKKW or MLM schemes to generate inclusive
samples with jet rates at LO accuracy. For spin-0 mediators in the
mono-jet final state, the top-quark loop is the most important
consideration. The matrix element implementation with exact
top-loop dependence of the s-channel spin-0 mediated DM pro-
duction is available in MCFM [41,114]13 at fixed order and in
POWHEG [43] and MadGraph5_aMC@NLO [113] for event gener-
ation at LO+PS level. The POWHEG and MCFM implementations
include the finite top quark mass dependence for DM pair produc-
tion and one extra parton at LO. The same processes are available
in MadGraph5_aMC@NLO v2.3 and could be made available in
the future in codes like Sherpa+OpenLoops/GoSam, including up
to two extra partons in the final state. Samples can be merged
employing CKKW, KT -MLM procedures.

Most of the results that have been presented in this document
for these processes have been obtained with POWHEG interfaced
to Pythia 8, matching the state of the art calculation as of Spring
2015. For future reference, we document the specific settings
needed to run the POWHEG generation for the dark matter mod-
els so they can serve as nominal benchmarks for the early Run-2

13 Only the scalar mediator is available in the public release.
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ATLAS and CMS DM analyses. POWHEG parameter cards for all
models can be found on the Forum Git repository [115–118].

Powheg configuration for s-channel DM models. The latest
POWHEG release is available for download using the instructions
at http://powhegbox.mib.infn.it/. The Forum recommends using
at least version 3059.

• POWHEG can generate either unweighted (uniformly–
weighted) or weighted events. The relevant keywords in the
input card are bornsuppfact and bornktmin.

1. unweighted events:
bornsuppfact: negative or absent
bornktmin PT
This runs the program in the most straightforward
way, but it is likely not the more convenient choice,
as will be explained below. POWHEG will generate
unweighted events using a sharp lower cut (with
value PT) on the leading-jet pT. Since this is a gen-
eration cut, the user must check that the choice of
bornktmin does not change the cross section for
signal events passing analysis selections. It is a good
practice to use 10–20% smaller /ET value in the input
card than the final analysis selection, and check that
the final result is independent, by exploring an even
smaller value of bornktmin. The drawback of using
this mode is that it is difficult to populate well, and
in a single run, both the low-pT region as well as the
high-pT tail.

2. weighted events:
bornsuppfact PTS
bornktmin PT
POWHEG will now produce weighted events, thereby
allowing to generate a single sample that provides
sufficient statistics in all signal regions. Events are still
generated with a sharp lower cut set by bornktmin,
but the bornsuppfact parameter is used to set the
event suppression factor according to

F (kT) =
k2T

k2T + bornsuppfact2 . (44)

In this way, the events at, for instance, low /ET , are
suppressed but receive higher weight, which ensures
at the same time higher statistics at high /ET . We
recommend to set bornsuppfact to 1000.
The bornktmin parameter can be used in conjunction
with bornsuppfact to suppress the low /ET region
even further. It is recommended to set bornktmin to
one-half the value of the lowest /ET selection. For in-
stance, for the event selection used in the CMS/ATLAS
monojet analyses, assuming the lowest /ET region be-
ing defined above 300GeV, the proposed value for
bornktmin is 150. However, this parameter should
be set keeping in mind the event selection of all the
analyses that will use these signal samples, and hence
a threshold lower than 150 may be required.

• The POWHEGmonojet implementations can generate events
using two expressions for the mediator propagators. The
default setup (i.e if the keyword runningwidth is absent,
commented out or set to 0) is such that a normal Breit–
Wigner function is used for the propagator: in this case, the
expression

Q 2
− M2

+ i M Γ

is used for the propagator’s denominator, where Q is the
virtuality of the mediator, and M and Γ are its mass and
width, respectively. This is the more straightforward, simple
and transparent option, and it was used for the Forum
studies. It should be the method of choice, unless one ap-
proaches regions of parameter space where Γ /M starts to
approach order 1 values. In those cases, a more accurate
modeling (or at least a check of the validity of the fixed
width approach) can be achieved by using a running width:
by setting the runningwidth token to 1, POWHEG uses as
the denominator of the mediator propagator the expression

Q 2
− M2

+ i Q 2 Γ

M
,

which is known to give a more realistic description. See
Ref. [96] for a discussion.

• Set the parameters defining the bounds on the invariant
mass of the dark matter pair, mass_low and mass_high,
to −1. In this way, POWHEG will assign values internally.

• The minimal values for ncall1, itmx1, ncall2, itmx2 are
250000, 5, 1 000000, 5 for the vector model, respectively.

• The minimal values for ncall1, itmx1, ncall2, itmx2
are 100000, 5, 100000, 5 for the scalar top-loop model,
respectively.

• When NLO corrections are included (as for instance in the
vector model), negative-weighted events could occur and
should be kept in the event sample, hence withnegweights
should be set to 1. If needed, their fraction can be de-
creased by setting foldsci and foldy to larger values (2
for instance). foldphi can be kept to 1.

• One should use the automatic calculation of systematic un-
certainties associated with the choice of hard scale and PDFs
as described in Section 6.

• idDM is the integer that identifies the DM particle in the
Monte Carlo event record. This should be chosen so that
other tools can process the POWHEG output properly.

POWHEG in itself is not an event generator and must be inter-
faced with a tool that provides parton showering, hadronization,
etc. For some time, a Pythia 8 [119] interface has existed for
POWHEG. The Pythia 8 runtime configuration is the following:

POWHEG:veto = 1
POWHEG:pTdef = 1
POWHEG:emitted = 0
POWHEG:pTemt = 0
POWHEG:pThard = 0
POWHEG:vetoCount = 100
SpaceShower:pTmaxMatch = 2
TimeShower:pTmaxMatch = 2

As always, it is recommended to use the latest Pythia 8 release,
available at http://home.thep.lu.se/torbjorn/Pythia.html. At the
time of this report, the latest version is 8.209.

4.1.2. Merging samples with different parton multiplicities
For the models discussed in the previous section, it is impor-

tant to calculate the hard process as accurately as possible in
QCD. For many other signal models, the /ET signature depends
more upon the production and decay of the mediator. In some
cases, observables built in terms of the jets present in the final
state are considered, relying on the assumption that inclusive
samples accurate in higher jet multiplicities are available. In these
cases, one can employ LO+PS simulations where different parton
multiplicities are merged and then matched to parton shower,
using schemes such as CKKW or MLM merging.

http://powhegbox.mib.infn.it/
http://home.thep.lu.se/torbjorn/Pythia.html
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Here, we consider the example of an EFT model produced in
association with up to 2 additional QCD partons. A Monte Carlo
sample based on this method could be used in alternative to a
NLO+PS sample for describing shapes and jet distributions (but
not for the overall normalization which would still be at LO). The
methodology described here could also be used for the t-channel
model discussed in Section 2.3.

For the calculation of tree-level merged samples for DM sig-
nals, tools that can read UFO files and implement multi-parton
merging should be employed, such that MadGraph5_aMC@NLO
(+Pythia 8 or HERWIG++) and Sherpa [120]. In this report we
have mostly employed MadGraph5_aMC@NLO.
MadGraph5_aMC@NLO provides a flexible and easy-to-use
framework for implementing new models via the FeynRules
package. MadGraph5_aMC@NLO can perform both LO and NLO
calculations in QCD, matched/merged to parton showers [83].
For NLO ones, dedicated UFO model implementations at NLO
should be used. Several UFO models at NLO are publicly available
that although not developed specifically for DM, are suitable to
make mode independent simulations at NLO accuracy, including
multiparton merging via the FxFx technique [121]. A dedicated
DM UFO implementation has been developed and it has been
released as a testing version [113].

Merging events generated via matrix elements with different
number of partons in the final state can be achieved by a judicious
procedure that avoids double counting of the partons from matrix
elements and parton showering. Several merging techniques are
available. Based on some comparative studies [122], there is
some advantage to using the CKKW-L merging scheme [123]
implemented in Pythia 8. Alternatively, one can use the kT -MLM
scheme also available in Pythia 8.

Generation of the LHE file. The example presented here is a D5 EFT
model, and includes tree-level diagrams with χχ̄+0,1,2 partons.
We stress that MadGraph5_aMC@NLO, like POWHEG, is not in
itself and event generator, but must be interfaced with an event
generator through an LHE file. The production of the LHE file
proceeds through setting the process parameters and the run
parameters.

The process parameters are:

import model MODELNAME
generate p p > chi chi~ [QCD] @0
add process p p > chi chi~ j [QCD] @1
add process p p > chi chi~ j j [QCD] @2

The runtime parameters are more numerous, and define the
collider properties, PDF sets, etc. The specific parameters needed
for matching are, for the example of CKKW-L matching:

ickkw = 0
ktdurham = matching scale
dparameter = 0.4
dokt = T
ptj=20
drjj=0
mmjj=0
ptj1min=0

For different kinds of matching, a different choice of ickkw and
related parameters would be made.

Implementation of the CKKW-L merging. To illustrate the settings
related to merging different multiplicities, the EFT D5 samples
were generated with MadGraph5_aMC@NLO version 2.2.2 and
showered in Pythia 8.201, using the Madgraph parameters in the
previous section (Section 4.1.2).

The Pythia 8 parameters for the CKKW-L kT -merging scheme
are:

Merging:ktType = 1
Merging:TMS = matching scale
1000022:all = chi chi~ 2 0 0 30.0 0.0 0.0 0.0 0.0
1000022:isVisible = false
Merging:doKTMerging = on
Merging:Process = pp>{chi,1000022}{chi~,

-1000022}
Merging:nJetMax = 2

The matching scales should be the same for the generation and
parton showering. In the model implementation, the particle data
group ID 1000022 is used for weakly interacting dark matter
candidates. Since this is a Majorana particle by default (with
no corresponding anti-particle), and the model produces a DM
Dirac fermion, the particle properties are changed accordingly.
Also, the DM mass is set to 30 GeV. The Merging:Process
command specifies the lowest parton emission process generated
in MadGraph5_aMC@NLO and Merging:nJetMax = 2 gives the
maximum number of additional parton emissions with respect to
the lowest parton emission process.

In general, it is desired to take the hard parton emissions from
the matrix element generation in MadGraph5_aMC@NLO and
allow Pythia 8 to take care of soft emissions only. The transition
between these two regimes is defined by the matching scale
and its optimal value can be determined by studying the cross-
section as a function of the number of jets (differential jet rates).
The differential rates dNi→j

d log10(kcut)
give the number of events which

pass from i jets to j jets as the kT value increases beyond kcut.
An optimal matching scale should lead to smooth differential jet
rates.

Two examples of differential jet rates, using matching scale
30 GeV and 80 GeV, from the EFT D5 sample generated as de-
scribed in the previous section are given in Figs. 62 and 63,
respectively. Although a kink is visible around the matching scale
value in both cases, the 80 GeV scale leads to smoother distri-
butions. In order to find the optimal matching scale, additional
samples with matching scale 50, 70, and 90 GeV are generated as
well and a detailed comparison of the differential jet rates close
to the transition region is shown in Fig. 64. The largest differences
among the samples are visible for the 1 → 2 jets transition where
the 30 GeV and 50 GeV scale lead to a drop of the rates around
the matching scale values. On the contrary, there is a hint of an
increased rate around the matching scale value in the sample
generated with the 90 GeV scale. Therefore, we recommend to
use 80 GeV as the baseline matching scale.

The prescription for the event generation given in Section 4.1.2
starts with the emission of 0 partons and ends with maxim 2
partons in addition. Producing the samples separately allows to
investigate the relative composition of the individual samples in
various parts of the phase space. Fig. 65 shows the /ET distribution
of the EFT D5 sample with the matching scale at 80 GeV. The plot
reveals that the 0-parton sample gives the dominant contribu-
tion in the region below the matching scale value that rapidly
decreases at higher /ET . Assuming the lowest analysis /ET cut in
early Run-2 mono-jet analyses at 300 GeV, the generation of the
0-parton emission sample can be safely omitted as it only gives
< 1% contribution at /ET > 300 GeV. For the 1- and 2-parton
emission samples, one can use a generator cut on the leading
parton pT, ptj1min, in order to avoid generating low /ET events
that are irrelevant for the analysis.

In order to describe the signal kinematics correctly and save
time during MC production, the parton emissions will only be
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Fig. 62. Distributions of differential jet rates dNi→j
d log10(kcut)

for EFT D5 sample with CKKW-L matching scale at 30 GeV. The 0-, 1- and 2-parton emission samples are
generated separately and indicated in the plots as Prod 1, Prod 2 and Prod 3, respectively. A vertical line is drawn at the matching scale.

Fig. 63. Distributions of differential jet rates dNi→j
d log10(kcut)

for EFT D5 sample with CKKW-L matching scale at 80 GeV. The 0-, 1- and 2-parton emission samples are
generated separately and indicated in the plots as Prod 1, Prod 2 and Prod 3, respectively. A vertical line is drawn at the matching scale.
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Fig. 64. Distributions of differential jet rates dNi→j
d log10(kcut)

for EFT D5 sample with CKKW-L matching scale at 30, 50, 70, 80 and 90 GeV. A zoom of the region around
the matching scale values is shown on right.
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Fig. 65. Missing transverse momentum distributions for EFT D5 sample with
CKKW-L matching scale at 80 GeV. Individual contributions from the 0-, 1- and
2-parton emission samples are shown.

generated up to a certain multiplicity. The higher multiplic-
ity samples usually have small enough cross sections and the
corresponding parts of the phase space can be sufficiently ap-
proximated by parton showering in Pythia 8. A dedicated study
comparing samples generated with up to 1-, 2-, or 3-parton
multiplicities was performed, using again the settings for the
CKKW-L kT -merging with the 80 GeV matching scale and the
Merging:nJetMax parameter adjusted accordingly. Fig. 66
shows the /ET distribution of the samples at /ET > 250 GeV.

With an event selection requiring /ET and the leading jet pT
being larger than 250 GeV, the sample generated with up to 1
parton has 10.3% larger yield compared to the sample with up to
3 partons, while the yield of the sample with up to 2 partons is
only 2.3% larger. If an additional cut is applied allowing for up to
3 jets with pT > 30 GeV, the agreement improves to 3.2% larger
for up to 1 parton and 0.7% larger for up to 2 partons, compared
with up to 3 partons.

A similar comparison is shown in Fig. 67 for the jet multiplicity
in the events with the leading jet pT > 250 GeV, where an
agreement at the level of ∼ 3% between the samples with up
to 2 and 3 parton emissions is observed for number of jets up
to 7. This justifies it is sufficient to produce samples with up
to 2 parton emissions only at the generator level and ignore
generating higher parton emissions.

4.1.3. Implementation of t-channel models for the jet+/ET final state
The simulations for t-channel models are available via LO UFO

implementations, where events are generated at LO+PS accuracy.
The UFO file and parameter cards for the t-channel models with
couplings to light quarks only [78] can be found on the Forum
Git repository [124]. The model files from Ref. [46] can also be
found on the repository [125]. The latter is the implementation
that has been used for the studies in this report: in the monojet
case there are only cross section differences between this model
and the model in [124].

Multi-parton simulation and merging are necessary and re-
quire particular care for this model: this has not been a topic of
detailed studies within the Forum, and we suggest to follow the
procedure outlined in Ref. [78].

4.1.4. Implementation of s-channel and t-channel models with EW
bosons in the final state

Currently, simulations for most of these models are available
via LO UFO implementations, allowing event generation at the

Fig. 66. Missing transverse momentum distributions for EFT D5 sample with
CKKW-L matching scale at 80 GeV produced with maximum 1 (black), 2 (red)
and 3 (blue) partons emitted at the generator level. The ratios are shown with
respect to the latter sample. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

LO+PS accuracy. We note, however, that inclusion of NLO correc-
tions would be possible. In MadGraph5_aMC@NLO, for example,
this amounts to simply upgrading the currently employed UFO
models to NLO, where the calculations exist for this class of
processes. However, this was not available within the timescale
of the Forum towards simulation of early Run-2 benchmarks. As a
consequence, in this work we have used LO UFO implementations
within MadGraph5_aMC@NLO 2.2.3 interfaced to Pythia 8 for
the parton shower. The corresponding parameter cards used for
the Run-2 benchmark models can be found on the Forum Git
repository [126]. This is the implementation that will be used for
early Run-2 LHC Dark Matter searches.

None of these models requires merging samples with differ-
ent parton multiplicities since the visible signal comes from the
production of a heavy SM boson whose transverse momentum
distribution is sufficiently well described at LO+PS level. As a
result, no special runtime configuration is needed for Pythia 8.
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Fig. 67. Multiplicity of jets with pT > 30 GeV and |η| < 2.8 for EFT D5 sample
with CKKW-L matching scale at 80 GeV produced with maximum 1 (black), 2
(red) and 3 (blue) partons emitted at the generator level. The ratios are shown
with respect to the latter sample. The leading jet pT is required to be larger than
250 GeV. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

4.1.5. Implementation of s-channel and t-channel models with
heavy flavor quark signatures

Dedicated implementations for DM signals in this final state
are available at LO+PS accuracy. However, the state of the art
of the simulations for t t̄ and bb̄ with a generic scalar and vector
mediator is NLO+PS accuracy. For example, simulations for t t̄ +

scalar can be obtained via POWHEG and sherpa starting from the
SM implementations. In MadGraph5_aMC@NLO, all final relevant
final states, spin-0 (scalar and pseudo scalar) and spin-1, (vector
and axial) are available at NLO+PS via the dedicated NLO UFO for
DM has been released in June 2015 [113]).

Within the scope of the Forum, simulations for the t t̄ and
bb̄ signatures of the scalar mediator model have been generated
starting from a leading order UFO with MadGraph5_aMC@NLO
2.2.2, using Pythia 8 for the parton shower. The UFO file and
parameter cards that will be used as benchmarks for early Run-
2 searches in these final states can be found on the Forum Git
repository [127]. Multi-parton merging has been used for the bb̄
case but it has not been studied in detail within this Forum.
The b-flavored DM model of Section 2.3.2 is simulated at LO+PS
using MadGraph5_aMC@NLO v2.2.3 and Pythia 8 for the parton
shower. The corresponding UFO and parameter files can be found
on the Forum Git repository [128].

Quark flavor scheme and masses. In the case of bb̄ final state an
additional care should be taken when choosing the flavor scheme
generation and whether quarks should be treated as massive or
massless.

The production of DM+bb̄, dark matter in association with b
jets via a decay of a (pseudo) scalar boson, is dominated in sim-
plified mediator models by the gluon–gluon initiated production,
similar to the production of Z+bb̄ at the LHC. The Z+bb̄ process
has been studied in detail in the Z(ll)+b-jets final state, which
can be used to validate both the modeling of DM+bb and, its
main background, Z(νν)+bb̄. In this context, the pT of the Z boson
is related to the observed MET, whereas the b-jet kinematics
determines the ratio of mono-b/di-b signatures in the detector.

For basic kinematic criteria applied to Z+bb̄ production, this
process leads in ∼ 90% of the events to a signature with only 1 b-
jet in the acceptance (‘Z+1b-jet production’) and only in ∼ 10% of
the events to a signature with 2 b-jets in the detector (‘Z+2b-jets

production’). The production cross section of the Z+bb̄ process
can be calculated in the ‘five-flavor scheme’, where b quarks are
assumed massless, and the ‘four-flavor scheme’, where massive b
quarks are used [129–131]. Data slightly favor the cross-section
predictions in the five-flavor scheme [132] for the 1 b-jet sig-
nature. In this document we have preferred the 5-flavor scheme
due to its simplicity and cross section agreement within the SM.
The PDF used to calculate these cross section is NNPDF3.0 (lhaid
263000).

On the other hand, both data [132–134] and theoretical stud-
ies [135,136] suggest that the best modeling of an inclusive
Z+bb̄ sample especially for what concerns b-quark observables,
is achieved at NLO+PS using a 4-flavor scheme and a massive
treatment of the b-quarks. In Fig. 68 we show that, at LO, as
expected, no appreciable difference is visible in the kinematics
between either flavor scheme used for DM+bb̄. In our generation
we have used NNPDF3.0 set (lhaid 263400).

4.2. Implementation of specific models for V + /ET analyses

4.2.1. Model implementation for mono-Higgs models
Currently, simulations for most of these models are avail-

able via LO UFO implementations, allowing event generation at
the LO+PS accuracy. We note, however, that the inclusion of
NLO corrections would be possible but not available in time
for the conclusion of these studies. In MadGraph5_aMC@NLO,
for example, this amounts to simply upgrading the currently
employed UFO models to NLO. Simulation of loop-induced as-
sociated production of DM and Higgs is also possible with the
exact top-quark mass dependence. In MadGraph5_aMC@NLO, for
example, this can be obtained from the NLO UFO SM and 2HDM
implementations.

In this work all three Higgs+/ET models have been generated at
leading order with MadGraph5_aMC@NLO 2.2.2, using Pythia 8
for the parton shower. No merging procedure has been employed.
The LO UFO implementations of the scalar and vector models that
will be used as early Run-2 benchmarks can be found on the
Forum Git repository [137], while the 2HDM model can be found
at this link [138].

As a final technical remark, we suggest always to let the
shower program handle the h decay (and therefore to generate
a stable h at the matrix element level). In so doing a much
faster generation is achieved and the h branching ratios are more
accurately accounted for by the shower program.

Madgraph5_amc@nlo details for scalar mediator Higgs+MET
model. The case of the associated production of a Higgs and
scalar mediator via a top-quark loop can be either considered
exactly or via an effective Lagrangian where the top-quark is
integrated out. While this latter model has been shown not to be
reliable [108,139,140], for simplicity we have chosen to perform
the study in this tree-level effective formulation. A full study of
the process including finite top-quark mass and parton shower
effects is possible yet left for future work.

Madgraph5_amc@nlo details for 2HDM Higgs+MET model. While
a 2HDM UFO implementation at NLO accuracy to be used with
MadGraph5_aMC@NLO has been made available at the end of the
work of the Forum [113], in this work we have only considered
LO simulations.

The two couplings that can be changed in the implemented
model follow the nomenclature below:

• Tb - tanβ
• gz - gz , gauge coupling of Z ′ to quarks
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Fig. 68. Comparison of the jet multiplicity (left) and angular correction ∆R(j1, j2) (right) for the DM+bb̄ scalar model generated in the 4-flavor and 5-scheme. The
samples are generated for mχ = 1 GeV and mφ = 10 GeV.

The other couplings are not changed, including gx (the Aχ̄χ
coupling) which has little impact on the signal. sinα is fixed
internally such that cos(β − α) = 0. The width of the Z ′ and A
can be computed automatically within MadGraph5_aMC@NLO.
The couplings here do not affect the signal kinematics, so they
can be fixed to default values and then the signal rates can be
scaled appropriately.

The nomenclature for the masses in the implemented model
is:

• MZp - PDG ID 32 - Z ′

• MA0 - PDG ID 28 - A
• MX - PDG ID 1000022 - dark matter particle

The other masses are unchanged and do not affect the result.
Both Z ′

→ hZ(ν̄ν) and Z ′
→ hA(χ̄χ ) contribute to the final

state, scaling different with model parameters. We recommend to
generate them separately, and then add the two signal processes
together weighted by cross sections.

4.2.2. Implementation of EFT models for EW boson signatures
The state of the art for these models is LO+PS. NLO+PS can be

achieved as well, but the corresponding implementation is not yet
available. In our simulations we have implemented the models in
the corresponding UFO files and generated events at LO via Mad-
Graph5_aMC@NLO 2.2.2, using Pythia 8 for the parton shower.
UFO files and parameter cards that will be used as early Run-2
benchmarks can be found on the Forum Git repository: [137] for
operators with Higgs+MET final states and [141] for W/Z/γ final
states. These models do not require merging.

5. Presentation of EFT results

Most of this report has focused on simplified models of dark
matter. In this Chapter, we wish to emphasize the applicability
of Effective Field Theories (EFTs) in the interpretation of DM
searches at the LHC. Given our current lack of knowledge about
the nature of a DM particle and its interactions, it appears manda-
tory to provide the necessary information for a model indepen-
dent interpretation of the collider bounds. This approach should
be complemented with an interpretation within a choice of sim-
plified models. We note that, even though EFT benchmarks are
only valid in given conditions, the results provided by the cur-
rent list of simplified models cannot always characterize the
breadth of SM-DM interactions. In at least one case, compos-
ite WIMPs [142–144], the contact interaction framework is the
correct one to constrain new confinement scales.

Ideally, experimental constraints should be shown as bounds
of allowed signal events in the kinematic regions considered for

the search, as detailed in Appendix B. A problematic situation
is the attempt to derive a limit on nucleon–dark matter scat-
tering cross sections from EFT results based on collider data.14
Experiments that directly probe the nucleon–dark matter scat-
tering cross section are testing the regime of small momentum
transfers, where the EFT approximation typically holds. Collider
experiments, though, are sensitive to large momentum transfers:
We first illustrate the complications that can arise with EFTs at
colliders by considering an effective interaction

Lint =
(q̄γµq)(χ̄γ µχ )

M2
∗

= (q̄γµq)(χ̄γ µχ )
g
Λ2

that couples quarks and DM χ fields.15 The strength of this
interaction is parameterized by 1

M2
∗

=
g
Λ2 . A monojet signature

can be generated from this operator by applying perturbation
theory in the QCD coupling. An experimental search will place a
limit on M∗. For a fixed M∗, a small value of g will correspond
to a small value of Λ. The EFT approximation breaks down if
Q > Λ, where Q is a typical hard scale of the process. The limit
on small g can only be reliable if the kinematic region Q > Λ

is removed from the event generation. However, if a fraction of
events is removed from the prediction, the corresponding value
of g must increase to match the experimental limit on M∗. On the
other hand, if, for the same value of M∗, a large Λ is assumed so
that the full set of events fulfill the EFT validity condition, a larger
value of g is required. For large enough g , computations based on
perturbation theory become unreliable.

In the first part of this Chapter, we summarize two methods
that have been advocated to truncate events that do not fulfill
the condition necessary for the use of an EFT. These methods are
described in detail in Refs. [7,28,80,97,145,146]. We then propose
a recommendation for the presentation of EFT results for early
Run-2 LHC searches.

5.1. Procedures for the truncation of EFT benchmark models

5.1.1. EFT truncation using the momentum transfer and information
on UV completion

In the approach described in Ref. [145], the EFT prediction is
modified to incorporate the effect of a propagator for a relatively

14 Comparisons between constraints from different experiments meant to
highlight their complementarity should be expressed as a function of the model
parameters rather than on derived observables; however this is a point that
should be developed further after the conclusion of the work of this Forum.
15 The exact operator chosen is not important: as detailed in the following,
statements concerning the applicability of an EFT can also be made without a
specific relation to simplified models.
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light mediator. For a tree-level interaction between DM and the
SM via some mediator with mass Mmed, the EFT approximation
corresponds to expanding the propagator for the mediator in
powers of Q 2

tr/M
2
med, truncating at lowest order, and combining

the remaining parameters into a single parameter M∗ (connected
to the scale of the interaction Λ in the literature). For an example
scenario with a Z ′-type mediator (leading to some combination of
operators D5 to D8 in the notation of [23] for the EFT limit), this
corresponds to setting

gχgq
Q 2
tr − M2

med
= −

gχgq
M2

med

(
1 +

Q 2
tr

M2
med

+ O

(
Q 4
tr

M4
med

))
≃ −

1
M2

∗

,

(45)

where Qtr is the momentum carried by the mediator, and gχ ,
gq are the DM-mediator and quark-mediator couplings respec-
tively.16 A minimal condition that must be satisfied for this
approximation to be valid is that Q 2

tr < M2
med = gχgqM2

∗
. This

requirement avoids the regions: Q 2
tr ∼ M2

med, in which case
the EFT misses a resonant enhancement, and it is conservative
to ignore this enhancement; and Q 2

tr ≫ M2
med, in which case

the signal cross section should fall according to a power of Q−1
tr

instead of M−1
med. The latter is the problematic kinematic region.

The condition Q 2
tr < M2

med = gχgqM2
∗
was applied to restrict

the kinematics of the signal and remove events for which the
high-mediator-mass approximation made in the EFT would not
be reliable. This leads to a smaller effective cross-section, after
imposing the event selection of the analysis. This truncated signal
was then used to derive a new, more conservative limit on M∗ as
a function of (mχ , gχgq).

For the example D5-like operator, where the cross section σ
scales as M−4

∗
, there is a simple rule for converting a rescaled

cross section into a rescaled constraint on M∗. if the original limit
is based on a simple cut-and-count procedure. Defining σ cut

EFT as
the cross section truncated such that all events pass the condition
√gχgqMrescaled

∗
> Qtr, we have

Mrescaled
∗

=

(
σEFT

σ cut
EFT(Mrescaled

∗
)

)1/4

Moriginal
∗

, (46)

which can be solved for Mrescaled
∗

via either iteration or a scan.
Similar relations exist for a given UV completion of each operator.

This procedure has been proposed in Ref. [145] and its applica-
tion to ATLAS results can be found in Ref. [7] for a range of oper-
ators. We reiterate: knowledge of the UV completion for a given
EFT operator was necessary for this procedure; this introduces a
model-dependence that was not present in the non-truncated EFT
results.

Currently, simplified models (including the full effect of the
mediator propagator) are available for comparison with the data,
and since knowledge of the simplified models is needed for the
truncation procedure, there is no reason to apply this prescrip-
tion. Instead, the simplified model limit for large M∗ can be
presented for interpretation in terms of EFT operators.

5.1.2. EFT truncation using the center of mass energy
The procedure presented in the previous section was predi-

cated on some knowledge of the simplified model. This led to
the identification of the mass of the DM pair as the relevant
kinematic quantity to use in a truncation procedure. In general,
if no assumption is made about the underlying dynamics, it is
more conservative to place a limit on the total center of mass
energy Ecm of the DM production process. Furthermore, the direct

16 Here, we ignore potential complications from the mediator width when the
couplings are large.

connection between the mass scale of the EFT validity, Mcut,
and the mass scale that normalizes the EFT operator, M∗, is
unknown. For such cases, Refs.[97,146] proposed a procedure
to extract model independent and consistent bounds within the
EFT that can be applied to any effective Lagrangian describing
the interactions between the DM and the SM. This procedure
provides conservative limits that can be directly reinterpreted in
any completion of the EFT. The condition ensuring that the EFT
approximation is appropriate is:

Ecm < Mcut . (47)

The relationship between Mcut and M∗ can be parameterized
by an effective coupling strength g∗, such that Mcut = g∗ M∗ . A
scan over values of g∗ provides an indication of the sensitivity of
the prediction to the truncation procedure. In the Z ′-type model
considered above, g∗ is equal to √gχgq. The resulting plots are
shown in [146] for a particular effective operator.

The advantage of this procedure is that the obtained bounds
can be directly and easily recast in any completion of the EFT, by
computing the parameters M∗, Mcut in the full model as functions
of the parameters of the complete theory. On the other hand, the
resulting limits will be weaker than those obtained using Qtr and
a specific UV completion.

5.1.3. Truncation at the generator level
The conditions on the momentum transfer can also be ap-

plied directly at the generator level, by discarding events that
are invalid and calculating the limits from this truncated shape.
This provides the necessary rescaling of the cross section while
keeping the information on the change in the kinematic distri-
butions due to the removal of the invalid events. This procedure
is more general with respect to rescaling the limit in the two
sections above, and it should be followed if a search is not sim-
ply a counting experiment and exploits the shapes of kinematic
distributions.

5.1.4. Sample results of EFT truncation procedures
An example of the application of the two procedures to the

limit on M∗ from Ref. [14] as a function of the product of the
couplings is shown in Fig. 69. Only the region between the dashed
and the solid line is excluded. It can be seen that the procedure
from [146] outlined in Section 5.1.2, shown in blue, is more
conservative than the procedure from Refs. [7,145], described in
Section 5.1.1.

5.1.5. Comments on unitarity considerations
A further consideration applicable to EFT operators at hadron

colliders is the potential violation of unitarity. An analysis of the
operator q̄γµqχ̄γµχ

M2
∗

provides the limit:

M∗ > β(s)
√
s

√
√
3

4π
, (48)

where
√
s is (maximally) the collider energy and β(s) is the

DM velocity [24]. Constraints for other operators have also been
derived [147]. This constraint on M∗ still is open to interpretation,
since the relation to Mcut is not resolved, except for a specific
simplified model. Derived limits on M∗ should be compared to
this unitarity bound to check for consistency.

5.2. Recommendation for presentation of EFT results

In this report, we make two recommendations for the presen-
tation of collider results in terms of Effective Field Theories for the
upcoming Run-2 searches. A full discussion of the presentation of
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Fig. 69. 95% CL lower limits on the scale of the interaction of the D5 operator
at 14 TeV, after the two truncation procedures. The procedure from [146]
outlined in Section 5.1.2 is shown in blue, while the procedure from Refs. [7,145],
described in Section 5.1.1 is shown in red. Only the region between the dashed
and the solid lines is excluded. Even though the intersection between the two
lines is not shown in this plot, it should be noted that no limit can be set
anymore for sufficiently low couplings, whatever truncation method is used.

collider results in relation to other experiments is left to work
beyond this Forum, where ATLAS, CMS, the theory community
and the Direct and Indirect Detection communities are to be
involved.

We divide the EFT operators in two categories: those that
can be mapped to one or more UV-complete simplified models,
such as those commonly used in LHC searches so far and detailed
in [23], and those for which no UV completion is available to LHC
experiments, such as those outlined in Section 3.2.

5.2.1. EFT benchmarks with corresponding simplified models
If a simplified model can be mapped to a given EFT, then

the model’s high-mediator-mass limit will converge to the EFT.
A study of 14 TeV benchmarks for narrow resonances with gq
= 0.25 and gχ = 1 (see Section 2.1.1) shows that a mediator
with a mass of at least 10 TeV fully reproduces the kinematics
of a contact interaction and has no remaining dependence on the
presence of a resonance. A comparison of the main kinematic
variables for the s-channel vector mediator model with a width
of 0.1 Mmed is shown in Fig. 70.17

As already observed in Section 2.1.1, varying the DM mass
changes the kinematics, both in the simplified model and in the
EFT case. This can be seen in Fig. 71.

Based on these studies, the Forum recommends experimental
collaborations to add one grid scan point at very high mediator
mass (10 TeV) to the scan, for each of the DM masses for the
s-channel simplified models described in Section 2. This will
allow to reproduce the results of an equivalent contact interaction
as a simple extension of the existing parameter scan.

It should be checked that the high-mass mediator case for the
simplified model is correctly implemented

5.2.2. EFT benchmarks with no corresponding simplified models
Whenever a UV completion is not available, an EFT still cap-

tures a range of possible theories beyond the simplified models
that we already consider. However, in the case of the dimension-7

17 The use of a fixed width rather than the minimal width is exclusive of
these plots.

operators detailed in Section 3.2 we can only roughly control how
well the EFT approximation holds, as described in Section 3.2.4.
Despite the fact that a propagator was introduced to motivate the
truncation procedure for s-channel models, the prescription from
Section 5.2.1 depends upon the simplified model to derive the en-
ergy scaling that is used for the comparison with the momentum
transfer. The simple fact remains that the effective coupling of
the operator – g/Λn – should not allow momentum flow Q >

Λ or g > 4π . Given our ignorance of the actual kinematics,
the truncation procedure recommended for this purpose is the
one described in Section 5.1.2, as it is independent from any UV
completion details.

Because there is no UV completion, the parameter Mcut can be
treated more freely than an explicit function of g and Λ. It makes
sense to choose Mcut such that we identify the transition region
where the EFT stops being a good description of UV complete
theories. This can be done using the ratio R, which is defined as
the fraction of events for which ŝ > M2

cut. For large values of Mcut,
no events are thrown away in the truncation procedure, and R
= 1. As Mcut becomes smaller, eventually all events are thrown
away in the truncation procedure, i.e. R = 0, and the EFT gives no
exclusion limits for the chosen acceptance.

We propose a rough scan over Mcut, such that we find the
values of Mcut for which R ranges from 0.1 to 1. The analysis can
then perform a scan over several values of Mcut, and show the
truncated limit for each one of them.

6. Evaluation of signal theoretical uncertainties

A comprehensive and careful assessment of signal theoret-
ical uncertainties plays in general a more important role for
the background estimations (especially when their evaluation
is non-entirely data-driven) than it does for signal simulations.
Nevertheless, also for signal samples theoretical uncertainties are
relevant, and may become even dominant in certain regions of
phase space.

The uncertainties on the factorization and renormalization
scales are assessed by the experimental collaborations by varying
the original scales of the process by factors of 0.5 and 2. The
evaluation of the uncertainty on the choice of PDF follows the
PDF4LHC recommendation [148] of considering the envelope of
different PDF error sets, in order to account for the uncertainty on
the various PDFs as well as the uncertainty on the choice of the
central value PDF. The Forum has not discussed the uncertainties
related to the merging of different samples, nor the uncertainty
due to the choice of the modeling of the parton shower. This
Chapter provides technical details on how scale and PDF uncer-
tainties can be assessed for events generated with POWHEG and
MadGraph5_aMC@NLO.

6.1. POWHEG

When using POWHEG [69–71], it is possible to study scale
and PDF errors for the dark matter signals. A fast reweighting
machinery is available in POWHEG-BOX that allows one to add,
after each event, new weights according to different scale or
PDF choices, without the need to regenerate all the events from
scratch.

To enable this possibility, the variable storeinfo_rwgt
should be set to 1 in the POWHEG input file when the events
are generated for the first time.18 After each event, a line starting
with

#rwgt

18 Notice that even if the variable is not present, by default it is set to 1.
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Fig. 70. Comparison of the kinematic distributions at 14 TeV between a narrow s-channel mediator and the corresponding D5 contact operator, at generator level
for a jet+/ET signature.

is appended, containing the necessary information to generate
extra weights. In order to obtain new weights, corresponding
to different PDFs or scale choice, after an event file has been
generated, a line

compute_rwgt 1

should be added in the input file along with the desired change in
parameters. For instance, renscfact and facscfact allow one
to study scale variations on the renormalization and factorization
scales around a central value. By running the program again, a
new event file will be generated, named
<OriginalName>-rwgt.lhe, with one more line at the end of
each event of the form

#new weight,renfact,facfact,pdf1,pdf2

followed by five numbers and a character string. The first of these
numbers is the weight of that event with the new parameters

chosen. By running in sequence the program in the reweight-
ing mode, several weights can be added on the same file. Two
remarks are in order.

• The file with new weights is always named
<OriginalName>-rwgt.lhe
hence care has to be taken to save it as
<OriginalName>.lhe
before each iteration of the reweighting procedure.

• Due to the complexity of the environment where the pro-
gram is likely to be run, it is strongly suggested as a self-
consistency check that the first reweighting is done keeping
the initial parameters. If the new weights are not exactly
the same as the original ones, then some inconsistency must
have happened, or some file was probably corrupted.

It is possible to also have weights written in the version 3 Les
Houches format. To do so, in the original run, at least the token

lhrwgt_id ’ID’
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Fig. 71. Comparison of the kinematic distributions for a narrow s-channel mediator, at generator level for a jet+/ET signature, for varying DM masses.

must be present. The reweighting procedure is the same as de-
scribed above, but now each new run can be tagged by using a
different value for the lhrwgt_id keyword. After each event, the
following lines will appear:

<rwgt>
<wgt id=’ID’>
<wgt id=’ID1’>
</rwgt>

A more detailed explanation of what went into the compu-
tation of every single weight can be included in the <header>
section of the event file by adding/changing the line

lhrwgt_descr ’some info’
in the input card, before each ‘‘reweighting’’ run is performed.
Other useful keywords to group together different weights are
lhrwgt_group_name and lhrwgt_group_combine.

More detailed information can be obtained by inspecting the
document in /Docs/V2-paper.pdf under the common
POWHEG-BOX-V2 directory.

6.2. The SysCalc package in MadGraph5_aMC@NLO

SysCalc is a post-processing package for parton-level events
as obtained from leading-order calculations in
MadGraph5_aMC@NLO. It can associate to each event a series
of weights corresponding to the evaluation of a certain class of
theoretical uncertainties. The event files in input and output are
compliant with the Les Houches v3 format. For NLO calculations,
PDF and scale uncertainties are instead evaluated automatically
by setting corresponding instructions in the run_card.dat and
no post-processing is needed (or possible).

The requirements of the package as inputs are :

• A systematics file (which can be generated by MadGraph 5
v. 1.6.0 or later) [75,149].

• The Pythia-PGS package (v. 2.2.0 or later) [150]. This is
needed only in the case of matching scales variations.

• The availability of LHAPDF5 [151].
• A configuration file (i.e. a text file) specifying the parameters

to be varied.

SysCalc supports all leading order computations generated in
MadGraph5_aMC@NLO including fixed-order computation and
matched–merged computation performed in the MLM scheme
[152]. MadGraph5_aMC@NLO stores additional information in-
side the event in order to have access to all the information
required to compute the convolution of the PDFs with the matrix
element for the various supported systematics.

An example configuration file is as follows:
# Central scale factors

scalefact:
0.5 1 2
# Scale correlation
# Special value -1: all combination (N**2)
# Special value -2: only correlated variation
# Otherwise list of index N*fac_index + ren_index
# index starts at 0
scalecorrelation:
-1
# αs emission scale factors
alpsfact:
0.5 1 2
# matching scales
matchscale:
30 60 120
# PDF sets and number of members (optional)
PDF:
CT10.LHgrid 53
MSTW2008nlo68cl.LHgrid

Without matching/merging, SysCalc is able to compute the
variation of renormalization and factorization scale (parameter
scalefact) and the change of PDFs. The variation of the scales
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can be done in a correlated and/or uncorrelated way, basically
following the value of the scalecorrelation parameter which
can take the following values:

• -1 : to account for all N2 combinations.
• -2 : to account only for the correlated variations.
• A set of positive values corresponding to the following en-

tries (assuming 0.5, 1, 2 for the scalefact entry):

0: µF = µ
orig
F /2, µR = µ

orig
R /2

1: µF = µ
orig
F /2, µR = µ

orig
R

2: µF = µ
orig
F /2, µR = µ

orig
R ∗ 2

3: µF = µ
orig
F , µR = µ

orig
R /2

4: µF = µ
orig
F , µR = µ

orig
R

5: µF = µ
orig
F , µR = µ

orig
R ∗ 2

6: µF = µ
orig
F ∗ 2, µR = µ

orig
R /2

7: µF = µ
orig
F ∗ 2, µR = µ

orig
R

8: µF = µ
orig
F ∗ 2, µR = µ

orig
R ∗ 2

Without correlation, the weight associated to the renormaliza-
tion scale is the following:

W µR
new =

αN
S (∆ ∗ µR)
αN
S (µR)

∗ Worig, (49)

where ∆ is the scale variation considered, Worig and Wnew are
respectively the original/new weights associated to the event.
N is the power in the strong coupling for the associated event
(interference is not taken account on an event by event basis).
The weight associated to the scaling of the factorization scale is:

W µF
new =

f1,orig(x1,∆ ∗ µF ) ∗ f2,orig(x2,∆ ∗ µF )
f1,orig(x1, µF ) ∗ f2,orig(x2, µF )

∗ Worig, (50)

where fi,orig are the probabilities from the original PDF set asso-
ciated to the incoming partons, which hold a proton momentum
fraction x1 and x2 for the first and second beam respectively.

The variations for the PDF are given by the corresponding
weights associated to the new PDF sets:

W PDF
new =

f1,new(x1, µF ) ∗ f2,new(x2, µF )
f1,orig(x1, µF ) ∗ f2,orig(x2, µF )

∗ Worig, (51)

where fi,new is the new PDF probability associated to parton i.
In presence of matching, MadGraph5_aMC@NLO associates

one history of radiation (initial and/or final state radiation) ob-
tained by a kT clustering algorithm, and calculates αs at each
vertex of the history to a scale given by the aforementioned clus-
tering algorithm. Furthermore, MadGraph5_aMC@NLO reweights
the PDF in a fashion similar to what a parton shower would
do. SysCalc can perform the associated re-weighting (parameter
alpsfact) by dividing and multiplying by the associated factor.

For each step in the history of the radiation (associated to a
scale µi = kT ,i), this corresponds to the following expression for
a Final State Radiation (FSR):

W FSR
new =

αs(∆ ∗ µi)
αs(µi)

∗ Worig, (52)

and to the following expression for Initial State Radiation (ISR),
associated to a scale µi and fraction of energy xi:

W ISR
new =

αs(∆ ∗ µi)
αs(µi)

fa(xi,∆∗µi)
fb(xi,∆∗µi+1)

fa(xi,µi)
fb(xi,µi+1)

∗ Worig, (53)

where µi+1 is the scale of the next step in the (initial state) history
of radiation.

SysCalc can include the weight associated to different merging
scales in the MLM matching/merging mechanism (for output of
the pythia6 package or pythia-pgs package).

In that case, the parton shower does not veto any event
according to the MLM algorithm, although in the output file the
scale of the first emission is retained. Having this information,
SysCalc can test each value of the specified matching scales
under the matchscale parameter block. SysCalc will then test
for each of the values specified in the parameter matchscale if
the event passes the MLM criteria or not. If it does not, then a
zero weight is associated to the event, while if it does, then a
weight 1 is kept. As a reminder, those weights are the equivalent
of having a (approximate) Sudakov form-factor and removing at
the same time the double counting between the events belonging
to different multiplicities.

Finally, we give an example of the SysCalc output which
follows the LHEF v3 format. The following block appears in the
header of the output file:

<header>
<initrwgt>
<weightgroup type="Central scale variation" combine="envelope">

<weight id="1"> mur=0.5 muf=0.5 </weight>
<weight id="2"> mur=1 muf=0.5 </weight>
<weight id="3"> mur=2 muf=0.5 </weight>
<weight id="4"> mur=0.5 muf=1 </weight>
<weight id="5"> mur=1 muf=1 </weight>
<weight id="6"> mur=2 muf=1 </weight>
<weight id="7"> mur=0.5 muf=2 </weight>
<weight id="8"> mur=1 muf=2 </weight>
<weight id="9"> mur=2 muf=2 </weight>

</weightgroup>
<weightgroup type="Emission scale variation" combine=
"envelope">

<weight id="10"> alpsfact=0.5</weight>
<weight id="11"> alpsfact=1</weight>
<weight id="12"> alpsfact=2</weight>

</weightgroup>
<weightgroup type="CT10nlo.LHgrid" combine="hessian">

<weight id="13">Member 0</weight>
<weight id="14">Member 1</weight>
<weight id="15">Member 2</weight>
<weight id="16">Member 3</weight>
...
<weight id="65">Member 52</weight>

</weightgroup>
</initrwgt>

</header>

For each event, the weights are then written as follows:

<rwgt>
<wgt id="1">83214.7</wgt>
<wgt id="2">61460</wgt>
<wgt id="3">47241.9</wgt>
<wgt id="4">101374</wgt>
...
<wgt id="64">34893.5</wgt>
<wgt id="65">41277</wgt>

</rwgt>

7. Conclusions

The ATLAS/CMS Dark Matter Forum concluded its work in
June 2015. Its mandate was focused on identifying a prioritized,
compact set of simplified model benchmarks to be used for the
design of the early Run-2 LHC searches for /ET +X final states.
Its participants included many of the experimenters from both
collaborations that are involved in these searches, as well as many
of the theorists working actively on these models. This report
has documented this basis set of models, as well as studies of
the kinematically-distinct regions of the parameter space of the
models, to aid the design of the searches. Table 9 summarizes
the state of the art of the calculations, event generators, and
tools that are available to the two LHC collaborations to simulate
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Table 9
Summary table for available benchmark models considered within the works of this Forum. The results in this document have been obtained with the implementations
in bold.
Benchmark models for ATLAS and CMS Run-2 DM searches

Vector/axial vector mediator, s-channel (Section 2.1)

Signature State of the art calculation and tools Implementation References

jet + /ET NLO + PS (POWHEG, SVN r3059) [115,116] [43,61,69–71]
NLO+PS (DMsimp UFO + MadGraph5_aMC@NLO v2.3.0) [113] [75–77]
NLO (MCFM v7.0) Upon request [41,114]

W/Z/γ + /ET LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [126] [75–77]
NLO+PS (DMsimp UFO + MadGraph5_aMC@NLO v2.3.0) [113] [75–77]

Scalar/pseudoscalar mediator, s-channel (Section 2.2)

Signature State of the art calculation and tools Implementation References

jet + /ET LO + PS, top loop (POWHEG, r3059) [117,118] [43,61,69–71]
LO+PS, top loop (DMsimp UFO + MadGraph5_aMC@NLO v.2.3.0) [113] [75–77,153]
LO, top loop (MCFM v7.0) Upon request [41,114]

W/Z/γ + /ET LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [75–77]
t t̄, bb̄+ /ET LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [127] [75–77]

NLO+PS (DMsimp UFO + MadGraph5_aMC@NLO v2.3.0) [113] [75–77]

Scalar mediator, t-channel (Section 2.3)

Signature State of the art calculation and tools Implementation References

jet(s) + /ET (2-quark gens.) LO+PS (UFO + MadGraph5_aMC@NLO v2.2.3) [124] [75–78]
jet(s) + /ET (3-quark gens.) LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [125] [46,75–77]
W/Z/γ + /ET LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) TBC [46,75–77]
b + /ET LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [128] [75–77,87,88]

Specific simplified models with EW bosons (Section 3.1)

Signature and model State of the art calculation and tools Implementation References

Higgs + /ET , vector med. LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [137] [48,75–77,97]
Higgs + /ET , scalar med. LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [137] [48,75–77,97]
Higgs + /ET , 2HDM LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [138] [75–77,97]

Contact interaction operators with EW bosons (Section 3.1)

Signature and model State of the art calculation and tools Implementation References

W/Z/γ + /ET , dim-7 LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [141] [45,75–77,97–99]
Higgs + /ET , dim-4/dim-5 LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [154] [47,48,75–77,97]
Higgs + /ET , dim-8 LO + PS (UFO + MadGraph5_aMC@NLO v2.2.3) [137] [47,48,75–77,97]

these models at the start of Run-2. It also describes some that are
known to be under development as the report was finalized.

This document primarily presents studies related to simplified
models. The presentation of results for EFT benchmark models is
also discussed. The studies contained in this report are meant to
highlight the use of EFTs as a benchmark that is complementary
to simplified models, and to demonstrate how that collider results
could be presented a function of the fraction of events that are
valid within the contact interaction approximation.

A number of points remain to be developed beyond the scope
of this Forum, in order to fully benefit from LHC searches in
the global quest for Dark Matter. First and foremost, to accom-
modate the urgent need of a basis set of simplified models,
this work has made many grounding assumptions, as stated in
the introduction. Departures from these assumptions have not
been fully explored. As a consequence, the list of models and
implementations employed by the ATLAS and CMS collaborations
for early LHC Run-2 searches is not meant to exhaust the range of
possibilities for mediating processes, let alone cover all plausible
models of collider dark matter production. Rather, it is hoped
that others will continue the systematic exploration of the most
generic possibilities for collider dark matter production, building
upon the framework used in this report just as this report has
relied heavily on the work of many others. This also applies to
models that exist in literature but do not have an implementation
yet: we hope that this work will further encourage the theory
and generator community to improve the implementation of new
models as well as the precision of the calculations of existing
ones. The role of constraints on the mediator particles from

direct past and present collider searches should also be developed
further.

Furthermore, we see the need for broader discussion on the
comparison of experimental results amongst collider and non-
collider searches for particle dark matter. This point will have
to be addressed before the presentation of Run-2 results: The
uncertainties in the comparisons between experiments should
be discussed and conveyed, so that the different results can be
placed in their correct context, and so we can collectively build a
fair and comprehensive picture of our understanding of particle
dark matter.
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Appendix A. Additional models for dark matter searches

A.1. Models with a single top−quark + /ET

Many different theories predict final states with a single top
and associated missing transverse momentum (monotop), some
of them including dark matter candidates. A simplified model
encompassing the processes leading to this phenomenology is
described in Refs. [155–157], and is adopted as one of the bench-
marks for Run 2 LHC searches.

The simplified model is constructed by imposing that the
model Lagrangian respects the electroweak SU(2)L ×U(1)Y gauge
symmetry and by requiring minimality in terms of new states
to supplement to the Standard Model fields. As a result, two
monotop production mechanisms are possible. In the first case,
the monotop system is constituted by an invisible (or long-lived
with respect to detector distances) fermion χ and a top quark. It
is produced as shown in the diagram of A.72(a) where a colored
resonance ϕ lying in the triplet representation of SU(3)C decays
into a top quark and a χ particle. In the second production mode,
the monotop state is made of a top quark and a vector state
V connected to a hidden sector so that it could decay invisibly
into, e.g., a pair of dark matter particles as studied in [157]. The
production proceeds via flavor-changing neutral interactions of
the top quark with a quark of the first or second generation and
the invisible V boson (see the diagrams of A.72(b) and (c)).

Resonant production. In this case, a colored 2/3-charged scalar
(ϕ) is produced and decays into a top quark and a spin-1/2
invisible particle, χ . The dynamics of the new sector is described
by the following Lagrangian:

L =

[
ϕd̄c

[
aqSR + bqSRγ5

]
d + ϕū

[
a1/2SR + b1/2SR γ5

]
χ + h.c.

]
, (A.1)

where u (d) stands for any up-type (down-type) quark, the nota-
tion SR refers to the monotop production mechanism via a scalar
resonance and all flavor and color indices are understood for
clarity.

In the notation of [156], the couplings of the new colored fields
to down-type quarks are embedded into the 3 × 3 antisymmetric
matrices aqSR (scalar couplings) and bqSR (pseudoscalar couplings)
while those to the new fermion χ and one single up-type quark
are given by the three-component vectors a1/2SR and b1/2SR in flavor
space.

Under the form of Eq. (A.1), the Lagrangian is the one intro-
duced in the original monotop search proposal [155]. It has been
used by the CMS collaboration for Run I analyses after neglecting
all pseudoscalar components of the couplings and adding the
vector resonance case for which minimality requirements are dif-
ficult to accommodate [18]. In contrast, the study of Ref. [157] has
imposed electroweak gauge invariance and required minimality.

This enforces all new couplings to be right-handed so that

a1/2SR = b1/2SR =
1
2
y∗

s and aqSR = bqSR =
1
2
λs , (A.2)

where the objects ys and λs are a tridimensional vector and a
3 × 3 matrix in flavor space respectively. This class of scenarios
is the one that has been adopted by the ATLAS collaboration for
its Run I monotop searches [12] and will be considered by both
collaborations for Run II analyses.

The resulting model can be likened to the MSSM with an R-
parity violating of a top squark to the Standard Model down-type
quarks and an R-parity conserving interaction of a top quark and
a top-squark to a neutralino.

Non-resonant production. For non-resonant monotop production,
the monotop state is produced via flavor-changing neutral in-
teractions of the top quark, a lighter up-type quark and a new
invisible vector particle V . This is the only case considered, as
having a new scalar would involve in particular a mixing with the
SM Higgs boson and therefore a larger number of free parameters.
The Lagrangian describing the dynamics of this non-resonant
monotop production case is:

L =

[
Vµūγ µ

[
a1FC +b1FCγ5

]
u + h.c.

]
, (A.3)

where the flavor and color indices are again understood for
clarity. The strength of the interactions among these two states
and a pair of up-type quarks is modeled via two 3 × 3 matrices
in flavor space a1FC for the vector couplings and b1FC for the axial
vector couplings, the FC subscript referring to the flavor-changing
neutral monotop production mode and the (1) superscript to the
vectorial nature of the invisible particle.

As for the resonant case, the Lagrangian of Eq. (A.3) is the one
that has been used by CMS after reintroducing the scalar option
for the invisible state and neglecting all pseudoscalar interac-
tions [18]. As already mentioned, a simplified setup motivated
by gauge invariance and minimality has been preferred so that,
as shown in Ref. [157], we impose all interactions to involve
right-handed quarks only,19

a1FC = b1FC =
1
2
aR (A.4)

where aR denotes a 3 × 3 matrix in flavor space. This implies the
vector field to be an SU(2)L singlet.

Model parameters and assumptions. The models considered as
benchmarks for the first LHC searches contain further assump-
tions in terms of the flavor structure of the model with respect
to the Lagrangians of the previous subsection. In order to have
an observable monotop signature at the LHC, the Lagrangians
introduced above must include not too small couplings of the new
particles to first and second generation quarks. For simplicity, we
assumed that only channels enhanced by parton density effects
will be considered, so that we fix

(aR)13 = (aR)31 = a ,
(λs)12 = −(λs)21 = λ and (ys)3 = y ,

(A.5)

all other elements of the matrices and vectors above being set to
zero.

Implementation. In order to allow one for the Monte Carlo sim-
ulation of events relevant for the monotop production cases

19 Ref. [158], which became public only after the conclusion of this Forum,
introduces both left- and right-handed couplings.
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Fig. A.72. Feynman diagrams of leading order processes leading to monotop events: production of a colored scalar resonance ϕ decaying into a top quark and a
spin-1/2 fermion χ (a), s− (b) and t-channel (c) non resonant production of a top quark in association with a spin-1 boson V decaying invisibly.

described above, we consider the Lagrangian

L =

[
aVµūγ µPRt + λϕd̄cPRs + yϕχ̄PRt + h.c. ,

]
(A.6)

where PR stands for the right-handed chirality projector and the
new physics couplings are defined by the three parameters a, λ
and y. We additionally include a coupling of the invisible vector
boson V to a dark sector (represented by a fermion ψ) whose
strength can be controlled through a parameter gDM ,

L = gDMVµψ̄γ µψ . (A.7)

This ensures the option to make the V -boson effectively invisible
by tuning gDM respectively to a. We implement the entire model
in the FeynRules package [76] so that the model can be exported
to a UFO library [77] to be linked to MadGraph5_aMC@NLO [75]
for event generation, following the approach outlined in [159].

A.2. Parameter scan

Under all the assumptions of the previous sections, the param-
eter space of the resonant model is defined by four quantities,
namely the mass of the new scalar field ϕ, the mass of the
invisible fermion χ and the strengths of the interactions of the
scalar resonance with the monotop system y and with down-
type quarks λ. One of both coupling parameters could however
be traded with the width of the resonance.

The parameter space of the non-resonant model is defined by
two parameters, namely the mass of the invisible state V and its
flavor-changing neutral coupling to the up-type quarks aR.

In the case of the non-resonant model, the invisible vector is
connected to a hidden sector that could be, in its simplest form,
parameterized by a new fermion [157]. This has effects on the
width of the invisible V state.

A consensus between the ATLAS and CMS collaborations has
been reached in the case of non-resonant monotop production.
The results have been described above. In contrast, discussions
in the context of resonant monotop production are still on-going.
The related parameter space contains four parameters and must
thus be further simplified for practical purposes. Several options
are possible and a choice necessitates additional studies that will
be achieved in a near future.

It has been verified that the kinematics do not depend on the
width of the invisible state in the case where this width is at most
10% of the V -mass. This is illustrated in Fig. A.73, where we show
the transverse-momentum spectra of the V -boson when it decays
into a top-up final state and for different V -boson masses. The
results are independent of the visible or invisible decay modes
as we are only concerned with the kinematic properties of the
invisible state.

A.3. Single top model implementation

Card files for MadGraph5_aMC@NLO are provided on the Fo-
rum Git repository [160] and correspond to the Lagrangian that
has been implemented in FeynRules. Each coupling constant of
the model can be set via the block COUPX of the parameter card.
Its entries 1, 2 and 3 respectively correspond to the monotop-
relevant parameters a, λ and y, while the width (and in particular
the invisible partial width) of the V -boson can be tuned via the
gDM parameter to given in the entry 10 of the COUPX block.

The masses of the particles are set in the MASS block of the
parameter card, the PDG codes of the new states being 32 (the
vector state V ), 1000006 (the ϕ colored resonance), 1000022 (the
invisible fermion χ ) and 1000023 (the fermion ψ connecting the
V state to the dark sector). The width of the new vector has to
be computed from all open tree-level decays (after fixing gDM to
a large value and setting the relevant entry to Auto in the DECAY



56 D. Abercrombie, N. Akchurin, E. Akilli et al. / Physics of the Dark Universe 27 (2020) 100371

Fig. A.73. Distributions of the transverse momentum of the V boson in the case of the process pp → tV → t(tū + c.c.). We have imposed that the V -boson is
produced on-shell and have chosen its mass to be mV = 200, 600 and 1000 GeV (left, central and right panels). We have considered three possible cases for the
total width of the V -boson, which has been fixed to 0.61%, 0.1% and 10% of the mass.

block of the parameter card), while the way to calculate the width
of the resonance φ is under discussion by both the ATLAS and
CMS collaborations. The chi and psi fermions are taken stable so
that their width vanishes.

A.4. Further W+/ET models with possible cross-section enhance-
ments

As pointed out in Ref. [67], the mono-W signature can probe
the iso-spin violating interactions of dark matter with quarks. The
relevant operator after the electroweak symmetry breaking is
1
Λ2 χγµχ

(
uLγ

µuL + ξ d̄Lγ µdL
)
. (A.8)

Here, we only keep the left-handed quarks because the right-
handed quarks do not radiate a W -gauge boson from the weak
interaction. As the LHC constrains the cutoff to higher values, it
is also important to know the corresponding operators before the
electroweak symmetry. At the dimension-six level, the following
operator
c6
Λ2 χγµχ Q Lγ

µQL (A.9)

conserves iso-spin and provides us ξ = 1 [67]. At the dimension-
eight level, new operators appear to induce iso-spin violation and
can be
cd8
Λ4 χγµχ (HQ L)γ µ(QLH†) +

cu8
Λ4 χγµχ (H̃Q L)γ µ(QLH̃†) . (A.10)

After inputting the vacuum expectation value of the Higgs field,
we have

ξ =
c6 + cd8 v

2
EW/2Λ

2

c6 + cu8 v
2
EW/2Λ2

. (A.11)

For a nonzero c6 and vEW ≪ Λ, the iso-spin violation effects are
suppressed. On the other hand, the values of c6, cd8 and cu8 depend
on the UV-models.

There is one possible UV-model to obtain a zero value for c6
and non-zero values for cd8 and cu8 . One can have the dark matter
and the SM Higgs field charged under a new U(1)′ symmetry.
There is a small mass mixing between SM Z-boson and the new Z ′

with a mixing angle of O(v2EW/M
2
Z ′ ). After integrating out Z ′, one

has different effective dark matter couplings to uL and dL fields,
which are proportional to their couplings to the Z boson. For this
model, we have c6 = 0 and

ξ =
−

1
2 +

1
3 sin2 θW

1
2 −

2
3 sin2 θW

≈ −2.7 (A.12)

and order of unity.

A.5. Simplified model corresponding to dimension-5 EFT operator

As an example of a simplified model corresponding to the
dimension-5 EFT operator described in Section 3.2, we consider
a Higgs portal with a scalar mediator. Models of this kind are
among the most concise versions of simplified models that pro-
duce couplings of Dark Matter to pairs of gauge-bosons. Scalar
fields may couple directly to pairs of electroweak gauge bosons,
but must carry part of the electroweak vacuum expectation value.
One may thus consider a simple model where Dark Matter cou-
ples to a scalar singlet mediator, which mixes with the fields in
the Higgs sector.

L ⊂
1
2
msS2 + λS2|H|

2
+ λ′S|H|

2
+ ySχχ (A.13)

where H is a field in the Higgs sector that contains part of the
electroweak vacuum expectation value, S is a heavy scalar singlet
and χ is a Dark Matter field. There is then an s-channel diagram
where DM pairs couple to the singlet field S, which then mixes
with a Higgs-sector field, and couples to W and Z bosons. This
diagram contains 2 insertions of EW symmetry breaking fields,
corresponding in form to the effective dimension-5 operator in
Section 3.2.1.

A.6. Inert two-Higgs Doublet Model (IDM)

For most of the simplified models included in this report, the
mass of the mediator and couplings/width are non-trivial param-
eters of the model. In these scenarios, we remain agnostic about
the theory behind the dark matter sector and try to parameterize
it in simple terms.

We have not addressed how to extend the simplified models
to realistic and viable models which are consistent with the
symmetries of the Standard Model. Simplified models often vi-
olate gauge invariance which is a crucial principle for building
a consistent BSM model which incorporates SM together with
new physics. For example, with a new heavy gauge vector boson
mediating DM interactions, one needs not just the dark matter
and its mediator, but also a mechanism which provides mass to
this mediator in a gauge invariant way.

Considering both the simplified model and other elements
necessary for a consistent theory is a next logical step. The
authors of [161] term these Minimal Consistent Dark Matter
(MCDM) models. MCDM models are at the same time still toy
models that can be easily incorporated into a bigger BSM model
and explored via complementary constraints from collider and
direct/indirect DM search experiments as well as relic density
constraints.
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Fig. A.74. Feynman diagrams for gg → h1h1 + g process contributing to mono-jet signature.
Source: Adapted from [161].

Fig. A.75. Feynman diagrams for qq̄ → h1h2 + g (gq → h1h2 + q) process contributing to mono-jet signature.
Source: Adapted from [161].

Fig. A.76. Feynman diagrams for qq̄ → h1h1 + Z process contributing to mono-Z signature.
Source: Adapted from [161].

The idea of an inert Two-Higgs Doublet Model (IDM) was
introduced more than 30 years ago in Ref [162]. The IDM was
first proposed as a Dark Matter model in Ref. [163] and its
phenomenology further studied in Refs. [14,161,164–173]. It is
an extension of the SM with a second scalar doublet φ2 with
no direct coupling to fermions. This doublet has a discrete Z2
symmetry, under which φ2 is odd and all the other fields are even.
The Lagrangian of the odd sector is,

L =
1
2
(Dµφ2)2 − V (φ1, φ2) (A.14)

with the potential V containing mass terms and φ1 − φ2 interac-
tions:

V = −m2
1(φ

†
1φ1) − m2

2(φ
†
2φ2) + λ1(φ

†
1φ1)2 + λ2(φ

†
2φ2)2

+ λ3(φ
†
2φ2)(φ

†
1φ1) + λ4(φ

†
2φ1)(φ

†
1φ2) (A.15)

+
λ5

2

[
(φ†

1φ2)2 + (φ†
2φ1)2

]
,

where φ1 and φ2 are SM and inert Higgs doublets respectively car-
rying the same hypercharge. These doublets can be parameterized
as

φ1 =
1

√
2

(
0

v + H

)
φ2 =

1
√
2

( √
2h+

h1 + ih2

)
(A.16)

In addition to the SM, the IDM introduces four more degrees
of freedom coming from the inert doublet in the form of a Z2-
odd charged scalar h± and two neutral Z2-odd scalars h1 and h2.
The lightest neutral scalar, h1 is identified as the dark matter
candidate. Aspects of the IDM collider phenomenology have been
studied in [161,163,173–184]. Its LHC signatures include dilep-
tons [179,184], trileptons [180] and multileptons [181] along with

missing transverse energy, modifications of the Higgs branching
ratios [173,182,183], as well as /ET + jet, Z, and Higgs and /ET +VBF
signals (see Figs. A.74–A.79).

Based on the various LHC search channels, DM phenomenol-
ogy issues and theoretical considerations, numerous works have
proposed benchmark scenarios for the IDM, see e.g. [173,181]
while a FeynRules implementation (including MadGraph, CalcHEP
and micrOMEGAs model files) was provided in [181]. An updated
analysis of the parameter space has recently been performed in
Ref. [161].

The authors suggested to study mono-X signatures that are
relevant to model-independent collider DM searches, and eval-
uated their rates presented below. They have implemented and
cross-checked the IDM model into CalcHEP and micrOMEGAs,
with an implementation publicly available on the
HEPMDB database, including loop-induced HHG and γ γH models.
They propose an additional set of benchmark points, mostly
inspired by mono-X and VBF searches (Table A.10). Though the
overall parameter space of IDM is 5-dimensional, once all relevant
constraints are applied the parameter space relevant to a specific
LHC signature typically reduces to 1–2 dimensional. In the mono-
jet case, one can use two separate simplified models, a gg →

h1h1 + g process (via Higgs mediator) and a qq → h1h2 + g(gq →

h1h2 + q) process (through a Z-boson mediator) to capture the
physics relevant to the search. The cross sections for the various
mono-X and VBF signatures produced by this model are displayed
in Fig. A.80.

Appendix B. Presentation of experimental results for reinter-
pretation

http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
http://hepmdb.soton.ac.uk/hepmdb:0615.0189
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Fig. A.77. Feynman diagrams for gg → h1h1 + H process contributing to mono-Higgs signature.
Source: Adapted from [161].

Fig. A.78. Feynman diagrams for qq̄ → h1h2 + H process contributing to mono-Higgs signature.
Source: Adapted from [161].

Fig. A.79. Diagrams for qq → qqh1h1 DM production in vector boson fusion process.
Source: Adapted from [161].

Table A.10
Five benchmarks for IDM in (Mh1 ,Mh2 ,Mh±

, λ2, λ345) parameter space. We also present the
corresponding relic density (Ωh2), the spin-independent cross section for DM scattering on the
proton (σSI ), and the LHC cross section at 13 TeV for mono-jet process pp → h1, h1 + jet for
pjetT > 100 GeV cut (σLHC ).

BM 1 2 3 4 5

Mh1 (GeV) 48 53 70 82 120
Mh2 (GeV) 55 189 77 89 140
Mh±

(GeV) 130 182 200 150 200
λ2 0.8 1.0 1.1 0.9 1.0
λ345 −0.010 −0.024 +0.022 −0.090 −0.100
Ωh2 3.4 × 10−2 8.1 × 10−2 9.63 × 10−2 1.5 × 10−2 2.1 × 10−3

σSI (pb) 2.3 × 10−10 7.9 × 10−10 5.1 × 10−10 4.5 × 10−10 2.6 × 10−9

σLHC (fb) 1.7 × 102 7.7 × 102 4.3 × 10−2 1.2 × 10−1 2.3 × 10−2

When collider searches present results with the recommended
benchmarks, we suggest the following:

• Provide limits in collider language, on fundamental parame-
ters of the interaction: the couplings and masses of particles
in simplified model.

• Translate limits to non-collider language, for a range of
assumptions, in order to convey a rough idea of the range
of possibilities. The details of this point are left for work
beyond the scope of this Forum.

• Provide all necessary material for theorists to reinterpret
simplified model results as building blocks for more com-
plete models (e.g. signal cutflows, acceptances, etc.). This
point is detailed further in this appendix.

• Provide model-independent results in terms of limits on
cross-section times efficiency times acceptance of new phe-
nomena for all cases, but especially when EFTs are employed
as benchmarks. This recommendation has been issued be-
fore: see Ref. [185] for detailed suggestions.
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Fig. A.80. LHC cross section at 13 TeV for various signatures, from [161].

• Provide easily usable and clearly labeled results in a digi-
tized format, e.g. [186] entries, ROOT histograms and macros
or tables available on analysis public pages.

This appendix describes further considerations for reinterpre-
tation and reimplementation of the analyses, as well as for the use
of simplified model results directly given by the collaborations.

B.1. Reinterpretation of analyses

In the case of reinterpretation for models different than those
provided by the experimental collaborations, the information
needed primarily includes expected and observed exclusion lines
along with their ±1σ uncertainty, expected and observed upper
limits in case of simplified models, efficiency maps and kinematic
distributions as reported in the analysis. If the kinematics of the
new model to be tested in the reinterpretation is similar to that
of the original model provided by the collaboration, it will be
straight-forward to rescale the results provided to match the new
model cross-section using this information.

B.2. Reimplementation of analyses

One of the important developments in recent years is an active
development of software codes [84,85,187–190] necessary for
recasting analyses. The aim of these codes is to provide a public
library of LHC analyses that have been reimplemented and vali-
dated, often by the collaborations themselves. Such libraries can
then be used to analyze validity of a BSM scenario in a systematic
and effective manner. The availability of public libraries further
facilitates a unified framework and can lead to an organized and
central structure to preserve LHC information long term. The
reimplementation of an analysis consists of several stages. Typi-
cally, the analysis note is used as a basis for the implementation of
the preselection and event selection cuts in the user analysis code
within the recasting frameworks. Signal events are generated,
and passed through a parameterized detector simulation using
software such as Delphes or PGS [103,191]. The reconstructed
objects are then analyzed using the code written in the previous
step, and the results in terms of number of events are passed
through a statistical analysis framework to compare with the
backgrounds provided by the collaborations.

In order to be able to effectively use such codes, it is important
to get a complete set of information from the collaborations.

For what concerns the generation of the models, it is desirable
to have the following items as used by the collaborations:

• Monte Carlo generators: Monte Carlo generators along with
the exact versions used to produce the event files should be
listed.

• Production cross sections: The order of production cross sec-
tions (e.g. LO,NLO,NLL) as well as the codes which were used
to compute them should be provided. Tables of reference
cross sections for several values of particle masses are useful
as well.

• Process Generation: Details of the generated process, detail-
ing number of additional partons generated.

• LHE files: selected LHE files (detailing at least a few events if
not the entire file) corresponding to the benchmarks listed
in the analysis could also be made available in order to cross
check process generation. Experimental collaborations may
generate events on-the-fly without saving the intermediate
LHE file; we advocate that the cross-check of process gen-
eration is straight-forward if this information is present, so
we encourage the generation of a few selected benchmark
points allowing for a LHE file to be saved. Special atten-
tion should be paid to list the parameters which change
the production cross section or kinematics of the process
e.g. mixing angles.

• Process cards: Process cards including PDF choices, details
of matching algorithms and scales and details of process
generation. If process cards are not available, the above
items should be clearly identified.

• Model files: For models which are not already implemented
in MadGraph5_aMC@NLO, the availability of the
corresponding model files in the UFO format [77] is highly
desired. This format details the exact notation used in the
model and hence sets up a complete framework. In case
MadGraph5_aMC@NLO is not used, enough information
should be provided in order to clearly identify the un-
derlying model used for interpretations and reproduce the
generation.

The ATLAS/CMS Dark Matter Forum provides most of the infor-
mation needed within its Git repository [59].

Efficiency maps and relevant kinematic distributions as re-
ported in the analysis should be provided, in a digitized format
with clearly specified units. If selection criteria cannot be easily
simulated through parameterized detector simulation, the col-
laborations should provide the efficiency of such cuts. Overall
reconstruction and identification efficiencies of physics objects
are given as an input to the detector simulation software. It
is thus very useful to get parameterized efficiencies for recon-
structed objects (as a function of the rapidity η and/or transverse
momentum pT ), along with the working points at which they
were evaluated (e.g. loose, tight selection). Object definitions
should be clearly identifiable. Digitized kinematic distributions
are often necessary for the validation of the analysis so that the
results from the collaboration are obtained, and so are tables
containing the events passing each of the cuts.

The availability of digitized data and backgrounds is one of the
primary requirements for fast and efficient recasting. Platforms
such as HepData [186] can be used as a centralized repository;
alternatively, analysis public pages and tables can be used for dis-
semination of results. Both data and Standard Model backgrounds
should be provided in the form of binned histogram that can be
interpolated if needed.
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Fig. C.81. Cross section of the pp → Hχχ̄ process as a function of ghZ ′Z ′ for mZ ′ = 100 GeV (left) and mZ ′ = 1 TeV (right). The fit functions are shown in the text.

A detailed description of the likelihood used in order to derive
the limits from the comparison of data to signal plus background
should be given. This can be inferred from the analysis documen-
tation itself, however direct availability of the limit setting code
as a workspace in RooStats or HistFitter [192] is highly desirable.

Finally, the collaborations can also provide an analysis code
directly implemented in one of the public recasting codes detailed
above. Such codes can be published via INSPIRE [193] in order to
track versioning and citations.

B.3. Simplified model interpretations

Dark Matter searches at the LHC will include simplified model
interpretations in their search results. These interpretations are
simple and can be used for a survey of viability of parameter
space. Codes such as [194–196] can make use of the simplified
model results given in the form of 95% Confidence Level (CLs)
upper limit or efficiency maps in order to test Beyond the Stan-
dard Model parameter space. As mentioned above, it will thus be
extremely useful if the results are given in a digitized form that
is easily usable by the theory community.

The parameter space of these models should be clearly speci-
fied. For example, for a simplified model containing dark matter
mass mχ , mediator mass Mmed and couplings gχ , gq it will be
very useful to have upper limits on the product of couplings
√gχgq or cross section times branching ratio as a function of mχ ,
Mmed. Limits on visible cross sections of the simplified models
considered for interpretations should be made available.

The usage of simplified model results relies on interpolating
between upper limit values. In order to facilitate the interpola-
tion, regions where large variation of upper limits is observed
should contain denser grid, if a uniform grid over the entire
plane is not possible. For simplified model involving more than
three parameters (two masses and product of couplings), slices
of upper limits in the additional dimensions will be necessary for
reinterpretation.

As already mentioned in the introduction to this Chapter,
acceptance and efficiency maps for all the signal regions involved
in the analysis should be made available. These results are not
only useful for model testing using simplified models but also
to validate implementation of the analysis. Information about the
most sensitive signal regions as a function of new particle masses
is also useful in order to determine the validity of approximate
limit setting procedures commonly used by theorists.

Appendix C. Additional details and studies within the forum

Further information for baryonic Z ′ model

Cross-section scaling
The dependence of the cross section of the pp → Hχχ̄ + X

process on ghZ ′Z ′ is shown in Fig. C.81. The curves have been fit
to second-order polynomials, where y is the cross-section and x
is the coupling ghZ ′Z ′ .

For mmed = 100 GeV, the fit function is

y = −0.12 − 3.4 × 10−3x + 2.7 × 10−4x2. (C.1)

For Mmed = 1 TeV, the fit function is:

y = 0.0012 − 2.4 × 10−7x + 1.5 × 10−7x2. (C.2)
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Coherent transition radiation from the geomagnetically-induced current in cosmic-ray air showers:
Implications for the anomalous events observed by ANITA
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We show that coherent transition radiation from the electrically-neutral transverse geomagnetic current (CTR-
GM) in a cosmic-ray air shower provides a natural, standard model, explanation to the recent “anomalous”
events observed by the ANITA detector. We demonstrate that for zenith angles less than ∼70 degrees, combined
with high surface elevation, the inclusion of CTR-GM can significantly alter the emitted electric field from
a cosmic-ray air shower. CTR-GM therefore has to be included in radio emission models to provide a full
description of the radio emission from a high-energy cosmic-ray air shower traversing a dielectric boundary.

Introduction— During propagation through the atmo-
sphere, the electrons and positrons of a cosmic ray air shower
will be deflected in Earth’s magnetic field, inducing a net
transverse current in the shower front. This results in geomag-
netically induced radio emission up to GHz frequencies [1–
4], which allows the shower to be detected with radio instru-
ments. A second radio emission source is the net negative
excess charge in the shower, first predicted by Askaryan in
1962 [5] and experimentally confirmed in 2001 [6].

Detection of high energy cosmic rays using radio is cur-
rently a well established method [7, 8], with development
stretching back to the initial efforts of the 1960’s [9]. In ad-
dition to cosmic-ray air shower radio detectors, several radio
detectors are currently under development to probe particle
cascades induced by high-energy (> 10 PeV) cosmic neutri-
nos interacting in more dense media such as ice or rock [10–
13].

In recent works [14–16] another important emission mech-
anism is discussed, coherent transition radiation (CTR) from
a high-energy particle cascade traversing different media. The
considered source of the transition radiation is the net excess
charge predicted by Askaryan (CTR-A). Other works consid-
ering particle cascades moving through dielectrics concern the
EXTASIS experiment [17], for which the emission at ground
based cosmic-ray detection set-ups due to the absorption of
the cosmic-ray air shower by Earth was treated in Ref. [18].
Recently, CTR-A was confirmed experimentally at the Tele-
scope Array Electron Light Source facility, where the emis-
sion from a high-energy electron beam leaving the accelerator
was quantified in detail [19], earlier works on CTR-A using
electron beams are found in Refs. [20, 21].

In this work, we present a second CTR contribution that is
expected for cosmic-ray air showers hitting a boundary sur-
face. We show that strong coherent transition radiation from
the geomagnetically-induced current (CTR-GM) can be ex-
pected once a significantly large particle number crosses a
boundary surface. We also show that this condition in general
is satisfied for high-energy cosmic-ray air showers with shal-
low zenith angles (. 70◦) incident upon high surface eleva-
tions (&2.5 km). If these criteria are not satisfied, the particle

∗ krijn.de.vries@vub.ac.be
† prohira.1@osu.edu

content at the boundary is too small for the coherent transition
radiation to be significant [14, 18].

We discuss the obtained results in the context of the two
so-called ‘anomalous events’ detected by the stratospheric
balloon-borne ANITA instrument [22][23]. Though primarily
a neutrino detector, ANITA also observes the emission from
downward-going cosmic-ray air showers after reflection from
the ice. The anomalous cosmic-ray like events detected by
ANITA have the same polarization as a typical cosmic-ray,
but an inverted polarity. Polarization is a measure of the plane
of oscillation of the electric field, while polarity is a mea-
sure of the sign of the dominant peak(s) of this field. Con-
sequently, the inverted polarity of the anomalous events has
been interpreted as emission from an upward-going shower of
some kind.

Such an upward moving cascade, however, is only possible
for primary particles having traversed a long path through the
earth. Plausible standard-model explanations for such events
are largely ruled out by ANITA exposure limits [24], and other
explanations require physics beyond the standard model [25–
34].

In this work, we show that CTR-GM from a down-going
cosmic ray shower provides a natural explanation for the
observed inverted polarity signals. We show that CTR-GM
significantly affects the expected electric field pulse shapes
and that the two anomalous events have cascade geometries
for which strong coherent transition radiation is expected,
which is not the case for the majority of the cosmic-ray events
observed by the ANITA detector.

Coherent transition radiation— To calculate the coher-
ent transition radiation from the geomagnetically-induced air
shower current, we follow the approach presented in Ref. [14].
In what follows, we denote z as the axis normal to the ice sur-
face, the subscript b refers to the air/ice boundary, and primed
quantities are ‘retarded’ or ‘emission’ times.

Since the particle cascade is moving relativistically, the
emission will be boosted along its direction of motion. In the
following we will therefore only consider emission in the for-
ward direction. In the left half of Fig. 1, the forward emission
from a cosmic-ray air shower while propagating in air is il-
lustrated by the full black cone. The signal gets ‘split’ at the
boundary zb, where part of the emission gets transmitted into
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FIG. 1. The geometry for coherent transition radiation just before
(left) and just after (right) the relativistic shower front crosses the
air/ice boundary zb at retarded time t′b. The geomagnetic current is
indicated by ~J . The direct emission from this current is given by the
solid black cone on the left figure, which reflects up (label 1) for an
in-air observer and refracts down for an in-ice observer (label 2). At
time t′b + ε, the path to the in-air observer has vanished.

the ice given by the dashed line (label 2) and part of the signal
gets reflected off the surface, shown by the full line (label 1).
After the cascade penetrates the ice at time tb (Fig. 1, right),
the reflected path completely vanishes and only the direct path
remains (label 3).

From Fig. 1, it immediately follows that the observed emis-
sion depends strongly on the observer location. For an in-ice
observer, one has to consider paths 2 and 3, where for an in-air
observer only path 1 has to be considered. In the following,
we derive the expected fields due to coherent transition radia-
tion for both situations separately.

CTR for an in-ice observer— The in-air potential ob-
tained at an infinitesimal distance ε above the boundary is ob-
served through a completely different refracted path (Fig. 1,
left, label 2), compared to the emission emitted an infinitesi-
mal distance ε below the boundary (Fig. 1, right, label 3). A
direct consequence of this discontinuity in the path length is
a discontinuity in the observed potentials, leading to strong
emission from the boundary, coherent transition radiation. It
also follows that this is a geometrical effect, and as such is not
limited to the net excess charge predicted by Askaryan, but ap-
plies equally well to the geomagnetically-induced air shower
current.

To calculate the transition radiation from the
geomagnetically-induced current for a typical cosmic-
ray air shower, we consider the three dimensional current
distribution given by Jx(t′, ~r, h) = Ne(t

′)evdw(~r, h).
Here, Ne(t′) denotes the number of leptons at the emission
time t′, to be observed at the observer time t. The drift
velocity vd = 0.04 c is the average velocity induced by
Earth’s magnetic field for electrons and positrons in a typical
cosmic-ray air shower [35]. The function w(~r, h) gives the
particle distribution within the charge cloud, where ~r denotes
the lateral distance and h the longitudinal distance within the
cloud which moves by definition with the speed of light along

the cascade axis. The total particle number, as well as the
particle distributions within the charge cloud are parameter-
ized following Ref. [35] and the detailed parameterizations
are presented in the supplementary materials.

Closely following the formalism for a net excess charge
presented in Ref. [14], the potential for the geomagnetically-
induced air shower current crossing a boundary surface is
given by,

Ax(~x, t)=
µ0

4π

∫
d2~r dh Tair−ice

Jx(t′, r, h)

|D2|
θ(z − zb)

∣∣∣∣
t′

+
µ0

4π

∫
d2~r dh

Jx(t′, r, h)

|D3|
θ(zb − z)

∣∣∣∣
t′
. (1)

Here, Tair−ice denotes the Fresnel transmission coefficient,
and the different path lengths are included in the retarded dis-
tance D = L dt

dt′ , where L denotes the optical path length
from the emission point at emission time t′ to the observer,
where the signal arrives at the observer time t. The elec-
tric fields are now obtained through the standard relation
~E = −dA0/d~x − d ~A/d(ct). These derivatives work on
all terms under the integral. The specific contribution where
the derivatives operate on the Heaviside step function θ(z) is
called CTR and gives rise to the fields

Ex(~x, t)=
µ0

4π
lim
ε→0

∫
d2~r Tair−ice

Jx(t′, r, h)

|D2|

∣∣∣∣
z=zb+ε

−µ0

4π
lim
ε→0

∫
d2~r

Jx(t′, r, h)

|D3|

∣∣∣∣
z=zb−ε

. (2)

CTR for an in-air observer.— The derivation for coher-
ent transition radiation for an in-air observer is similar to the
derivation for an in-ice observer outlined above. For an in-air
observer, however, the reflected path through which the poten-
tial is observed (Fig. 1, left, label 1) instantly vanishes below
the boundary. Though the (backward) emission from the cas-
cade propagation below the ice reaches the detector, due to
relativistic beaming this component is negligible compared to
the reflected component from the in-air emission. As such, it
is safe to ignore this in-ice contribution to the potential. We
continue to use the term “transition radiation,” however, be-
cause the transition from air to ice is explicitly responsible
for the induced shock in the potential. The potential from the
geomagnetically-induced air shower current for an in-air ob-
server is thus given by,

Ax(~x, t) =
µ0

4π

∫
d2~r dh Rair−ice

Jx(t′, r, h)

|D1|
θ(z − zb)

∣∣∣∣
t′
,

(3)
using the Fresnel reflection coefficient Rair−ice. We subse-
quently obtain the field due to the vanishing of the potential at
the boundary,

~Ex(~x, t) =
µ0

4π
lim
ε→0

∫
d2~r Rair−ice

Jx(t′, r, h)

|D1|

∣∣∣∣
z=zb+ε

.

(4)
The ANITA anomalous events.— In this section

we investigate if coherent transition radiation from the
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FIG. 2. The ratio of the number of charged particles hitting the ice
boundary (Nb) to the maximum number of charged particles in the
shower (Nmax), versus zenith angle of the shower. Both the ANITA-
I cosmic rays as well as the ANITA-I and ANITA-III anomalous
events are shown. The error on the ANITA-1 CR sample is due to
the reported error in the energy estimate. The shaded region is ex-
cluded by ANITA’s field of view.

geomagnetically-induced air shower current can provide an
explanation for the ANITA anomalous events. For strong co-
herent transition radiation to occur, a significant part of the
cosmic-ray air shower has to hit Earth’s surface. From Fig. 7
in Ref. [14], it follows that this restricts us to cosmic-ray air
showers with zenith angles below∼ 70 degrees for the typical
environments in which the ANITA detector operates.

To quantify this, a set of Monte-Carlo (MC) showers has
been made using the CX-MC-GEO package presented in
Ref [35]. This package allows to obtain the three dimensional
charge and current distributions located inside the high-energy
cascade front and is based on the full MC cascade mode of
CONEX [36, 37]. The showers have been produced in the
zenith angle range from 40-80 degrees, containing 10 simu-
lations for each degree interval. The considered showers are
induced by a 1018 eV proton primary, and the air-ice bound-
ary is chosen at 3 km above sea level similar to conditions at
Antarctica.

The results are shown by the green plane in Fig. 2. Here
we plot the number of particles hitting the air-ice boundary,
Nb, with respect to the maximum number of shower particles,
Nmax. From this we indeed confirm that for zenith angles
larger than 70 degrees the particle content at the boundary be-
comes small.

Additionally, the shaded area in Fig. 2 shows the range of
zenith angles excluded by the ANITA antenna array field of
view [10]. To investigate in more detail if the ANITA anoma-
lous events lie within the region of interest for coherent transi-
tion radiation to be significant, we ran 10 Monte-Carlo show-
ers for each anomalous event within their given reconstruction
errors. These errors are obtained by using the event param-

eters published by the ANITA collaboration [23], including
energy (the reported energies for the anomalous events, pro-
vided for a direct shower, have been scaled by the empirically
determined surface reflectivity coefficients attained on recent
ANITA flights [38]), zenith angle, and surface elevation. A
similar procedure has been made for the normal cosmic-ray
air shower events detected during the ANITA-1 flight [39, 40].

From Fig. 2, it indeed follows that the ANITA anomalous
events lie within the region of interest, separated from the ma-
jority of the ANITA cosmic-ray sample. For the CTR-GM sig-
nal to be significant, a combination of three variables of each
event has to be considered: the event must be high energy, ar-
rive at a zenith angle .70 degrees, and impact the surface at a
high elevation. It happens that in these variables, the ANITA
anomalous events are within the region of interest and live in
the tails of the typical CR distribution.

To quantify if coherent transition radiation can be an expla-
nation for the ANITA anomalous events, as well as the nor-
mal cosmic-ray air showers observed in this region, in Fig. 3,
we show the expected field for one of the ANITA anomalous
events with a reconstructed zenith angle of 55 degrees and
a surface elevation of 2.7 km, that is seen by an observer lo-
cated 30 km above the air-ice boundary. The field is simulated
at different viewing angles of α = 0, 1.7, 3.9 degrees with re-
spect to the specular angle of the cascade axis. It follows that,
depending on the observer geometry, the expected transition
radiation can be large compared to the geomagnetic emission
in air, inverting the field polarity (Fig. 3 (b)). Furthermore, the
time-ordering of the peaks can be reversed, (Fig. 3 (a)). These
effects are absent for observer geometries further out from the
specular angle (Fig. 3 (c)). For comparison, in Fig. 3 (d), we
show the expected emission observed at a viewing angle of
α = 1.7 degree for a primary of the same energy and sur-
face elevation, only adapting the zenith angle to 70 degrees,
typical of an ANITA-1 CR. As expected in this situation, the
transition radiation becomes negligible.

We further note that, being derived from the geomagnetic
current, the CTR-GM signal is aligned with the local geomag-
netic angle, and thus it has the same polarization–but inverted
polarity–to the in-air signal from the induced geomagnetic
current, a fact which has so far not been explained without
significant tension with the standard model. Additionally, an
interesting signature to distinguish the expected CTR-GM sig-
nal from the in-air emission is found in the received spectrum,
increasing the high-frequency content due to the sharp shock
in the potential. As such, a detailed comparison of the spec-
tra of events that satisfy the CTR-GM criteria–anomalous or
not–to the spectra of those events which are not expected to be
influenced by CTR-GM can be used to confirm the presented
hypothesis. Finally, since the CTR-GM signal is expected to
dominate at small zenith angles we suggest an increased ex-
posure for the ANITA detector towards these angles in future
flights which will increase their cosmic-ray statistics within
the region of interest for the CTR-GM signal.

Conclusions— We have shown that coherent transition
radiation is not limited to a net excess charge, but ap-
plies equally well to a (net charge-neutral) transverse cur-
rent traversing different media. We investigated if the anoma-
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FIG. 3. The expected radio emission (full purple lines) from a down-
going cosmic ray air shower hitting an air-ice boundary at 3 km
above sea level for a shower with a zenith angle of 55 degrees ob-
served at: a) the specular angle of the shower axis, the CTR-GM
(striped blue line) is seen before the in-air emission (dotted red line),
b) 1.7 degrees from the specular angle, the CTR-GM emission is
strong and arrives approximately at the same time as the in-air emis-
sion, c) 3.9 degrees from the shower axis, the CTR-GM emission is
seen after the in-air emission. The situation for a 70 degrees inclined
shower at 1.7 degree from the specular angle, is given in d), where it
is observed that the CTR-GM emission is negligible.

lous events observed by the ANITA detector can be explained
by coherent transition radiation from the geomagnetically-
induced air shower current hitting the Antarctic surface. It
is shown that the anomalous events have a particularly high
particle content at the air-ice boundary compared to the
typical cosmic-ray events detected by ANITA. Furthermore,
we show that for showers with relatively small zenith an-
gles . 70 degrees, similar to the two anomalous events de-
tected by ANITA, the expected electric field at the detector
can be dominated by coherent transition radiation, and even
more interestingly, the apparent polarity can be inverted. For
larger zenith angles, the particle content at the boundary is too

small to have a significant influence on the expected electric
fields. It follows that coherent transition radiation from the
geomagnetically-induced air shower current provides a nat-
ural, standard model explanation for the ANITA anomalous
events. We recommend a more detailed event-by-event inves-
tigation to confirm this hypothesis.
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Appendix A: Particle distribution parameterization—
The electric field calculations presented in Fig. 3 are based on
the obtained field equations presented in Eq. 6. The three di-
mensional distribution Jx(t′) describing the geomagnetically
induced air shower current is parameterized as,

Jx(t′, ~r, h) = Ne(t
′)evdw(~r, h). (5)

The total particle number as function of the emission time t′ is
obtained directly from the NKG formalism [41, 42], and out-
lined in detail in [14]. Following [35], the drift velocity vd =
0.04 c is taken constant throughout the 3D particle distribution
in the cascade front. This distribution is assumed to be radially
symmetric and subdivided as w(~r, h) = 2πw1(r)w2(r, h).
The radial particle distribution w1(r) is obtained through,

w1(r) =
Γ(4.5− p)

Γ(p)Γ(4.5− 2p)

(
r

r0

)p−1(
r

r0
+ 1

)p−4.5
(6)

Here p = 1.1, and r0 = 80 m are fit parameters fixed to their
values obtained close to shower maximum from the CX-MC-
GEO package [35]. The longitudinal particle distribution is a
function of distance from the shower axis and given by,

w2(r, h) =
4h

(h1)2
exp(−2h/h1). (7)

The radial dependence is hidden in the width parameter
h1(r) = 5(0.02 + 0.1r) m fitted by comparison of this pa-
rameter with results obtained by the CX-MC-GEO package,
corresponding to an effective width of 10 cm at the shower
axis up to 10 meters at a radial distance of 100 m away from
the shower axis (see Fig [10] of [35]).
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We report the observation of radar echoes from the ionization trails of high-energy particle cascades. These
data were taken at the SLAC National Accelerator Laboratory, where the full electron beam (∼109 e− at
∼10 GeV/e−) was directed into a plastic target to simulate an ultra high-energy neutrino interaction. This
target was interrogated with radio waves, and coherent radio reflections from the cascades were detected, with
properties consistent with theoretical expectations. This is the first definitive observation of radar echoes from
high-energy particle cascades, which may lead to a viable neutrino detection technology for energies & 1016 eV.

Introduction.— Ultra high energy (UHE; & 1016 eV) as-
trophysical neutrinos offer great discovery potential. They
would probe the accelerators of UHE cosmic rays, which are
detected up to∼1020 eV. Unlike cosmic rays, which are down-
scattered on the cosmic microwave background and also de-
flected in magnetic fields, detected neutrinos will point back
to their sources. UHE neutrino-nucleon interactions probe
center-of-mass energies above the energy scale of colliders,
allowing sensitive tests of new physics. To fully exploit the
scientific potential of UHE neutrinos, we ultimately need an
observatory with sufficient exposure to collect high statistics
even in pessimistic flux scenarios.

When UHE neutrinos interact in matter, they produce a
relativistic cascade of particles, as well as a trail of non-
relativistic electrons and nuclei produced through the energy
loss of the relativistic particles. The time-integrated cascade
profile is a ellipsoid of length∼ 10 m and radius∼ 0.1m, and
nearly all of the primary interaction energy goes into ioniza-
tion of the medium.

The incoherent optical Cherenkov emission from individ-
ual cascade electrons and positrons can be detected in TeV–
PeV detectors like IceCube [1] and similar experiments [2–
4]. However, the optical portion of the proposed successor
IceCube-Gen2 [5] is too small to be an adequate UHE obser-
vatory, due to the steeply falling neutrino spectrum. There-
fore, there are several proposed and implemented methods to
detect these cascades from UHE neutrinos. First, the coherent
radio-frequency Cherenkov emission from a net charge asym-
metry in the cascade (the Askaryan effect [6]) has been ob-
served in the lab [7], and is the focus of a variety of past [8],
present [9–11], and proposed [12, 13] experiments. Radio
methods can instrument large volumes more sparsely than op-
tical detectors due to the transparency of radio in ice [14–
16] making the construction of a large detector more cost-
effective. Second, a τ neutrino, interacting in the earth,
can produce a τ lepton—carrying much of the primary ντ
energy—that exits the earth and decays in air, producing a

cascade. A current is induced in this cascade as it moves rela-
tivistically through the earth’s geomagnetic field, leading to
coherent radio emission [17–21] that might be detected by
proposed experiments [22–24]. Third, the optical Cherenkov
light from such in-air decays can be detected by balloon-or
satellite-borne experiments [25, 26]. All of these methods
have potential for discovery at very high energies. However,
they all have limited sensitivity at the lower end of the UHE
range, between 10-100 PeV, just above the reach of optical
Cherenkov detectors like IceCube.

Finally, it has been proposed that cascades can be detected
by radar reflections off the ionization trail left in their wake.
This technique shows promising projected sensitivity [27, 28],
and is the only technique forecasted to have peak sensitivity in
the 10-100 PeV range, with the potential to close the gap be-
tween optical Cherenkov detectors and the high energy tech-
nologies listed above. To that end, several recent experimen-
tal efforts [29–31] have made incremental progress toward the
detection of a radar echo from a cascade in a dense medium.

In this letter, we present the first definitive observation
of a radar echo from a particle cascade. This observation
was made by experiment T576 at the SLAC National Ac-
celerator Laboratory, where their electron beam was used to
produce a particle cascade with a density equivalent to that
of a ∼1019 eV neutrino interaction in ice, and with a sim-
ilar shower profile. A transmitting antenna (TX) broadcast
continuous-wave (CW) radio into the target, and several re-
ceiving antennas (RX) monitored the target for a radar reflec-
tion. We report on the observation of a signal consistent with
theoretical predictions. Below, we detail the experiment, anal-
ysis technique, and results.

Experimental setup and data collection.— The experi-
ment, depicted in Fig. 1, took place at End Station A at SLAC,
a large, open hall with a rich history of discovery. Designated
T576, the experiment had two runs during 2018, one in May
after which a suggestion of a reflection was reported [32], and
a second run in October, which is the focus of the present
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FIG. 1. Cartoon of the radar method and T576. 1) A transmitter
(TX) illuminates a target. 2) The beam passes through the integrating
current toroid (ICT, to monitor beam charge and align the data during
analysis) and creates a cascade inside the target, leaving behind an
ionization cloud. The transmitted signal is reflected to a monitoring
receiver (RX). Not to scale.

article. We broadcast CW radio at a range of frequencies be-
tween 1 and 2.1 GHz and a range of amplitudes, using a sig-
nal generator, 50 W power amplifier, and transmitting antenna
(TX) toward a target of high-density polyethylene (HDPE),
into which the electron beam was directed. Receiving anten-
nas (RX) were also directed at this target to measure the radar
reflection. The data presented in this article were captured by
a Tektronix 4 channel, 20 GS/s oscilloscope.

Two different types of antennas were used in this analy-
sis. One was a Vivaldi-style, ultra-wide-band antenna (0.6–
6 GHz) with a measured forward gain of +12 dBi at 2 GHz,
and the other was a custom-built 0.9–4 GHz log-periodic
dipole antenna (LPDA). The LPDA was used in conjunction
with a parabolic dish reflector, with a measured forward gain
of +18 dBi at 2 GHz. Surrounding the beam pipe exit was an
integrating current toroid (ICT), which gave a precise mea-
surement of the charge in each bunch, and provided a very
stable reference point for post-run alignment of the dataset.

The data taking was separated into sub-runs consisting of
100–500 events. Between sub-runs, certain parameters (TX
frequency, TX amplitude, TX position and RX position) were
varied. Runs in which data was taken for analysis are called
signal-runs. Other sub-runs were reserved for taking back-
ground data, which will be discussed in the data analysis sec-
tion, and are called background-runs. The run lasted 8 days,
with over 4 full days of beam time acquired in 12-hour incre-
ments.

Expectations.—The radar method had been suggested for

cosmic-ray initiated extensive-air-shower (EAS) detection in
the atmosphere as early as 1940 [33, 34], with further devel-
opment in the 1960s [35], followed by stagnation, and then
renewed interest in the early 2000s [36–38]. Recent experi-
mental searches from terrestrial radar systems [39] and a ded-
icated experiment, Telescope Array RAdar (TARA), [40, 41]
reported no signal due to collisional losses—which limit the
efficiency of the scattering—and insufficient ionization den-
sity in air. Short free-electron lifetimes (τ ∼ ns) in air at EAS
altitudes cause the ionization to vanish before a sufficient den-
sity to reflect incident RF can be achieved. Cascades in ice or
other dense media do not suffer from this problem.

The theory for radar is well-established, and models of
radar detection of cascades in dense media have evolved to
maturity in recent years. Whether built up from a macro-
scopic [27] or first-principles [28] viewpoint, the properties of
a reflection are well-defined, and subject to several properties
of the material in which the cascade happens. The maximum
density of the ionization is directly proportional to the den-
sity of the medium. Another critical parameter is the mean
ionization lifetime of the material. This lifetime τ dictates
the longitudinal extent of the ionization deposit, and thus the
overall length scale of the reflector. For ice, τ ranges from
O(1− 10 ns) and is strongly dependent upon the temperature
of the ice [42]. For HDPE, the lifetimes are comparable to
those of cold polar ice [43].

For a given transmitter and receiver, the spectral content of
the reflected signal is a function of τ and the cascade geom-
etry. For a compact cascade, as was the case for T576, any
lifetime exceeding 1 ns would produce a significant radar re-
flection at the transmitted frequency. (In nature, an UHE cas-
cade of similar density would be longer by a factor of∼few in
ice, which is expected to cause an effective Doppler shift de-
pending upon the radar geometry.) We transmitted at a peak
power of 50 W, with no amplification on our receivers. The
expected signal for T576 was a radar return of a few ns in
duration, at the transmitter frequency, at a level of a few mV.

Data analysis.— The data analysis for T576 was chal-
lenging because of the high-amplitude backgrounds. When
a charge bunch such as the SLAC beam traverses media with
differing indices of refraction, or effective indices of refrac-
tion, transition radiation of various forms [44–46] is pro-
duced. These signals—which would not be present in na-
ture1—exceeded our expected radar signal by a factor of 10-
100 in amplitude. We call the total RF background caused by
the beam ‘beam splash’ owing to its overall messy character.
Fortunately, the beam splash was quite stable, and therefore
able to be characterized and filtered using a sensitive matrix-
decomposition technique, detailed in [47] and based on [48],

1 Except for the case of a cascade crossing the air/ice boundary, either an
in-ice neutrino cascade breaking out into the air, or an in-air cosmic ray
cascade breaking into the ice. Sensitivity to such events is subject to the
orientation of transmit and receive antennas, and will be explored.
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that we call singular-value-decomposition filtration, or SVD-
filtration.

There are four nominal components to the signal-run data:
CW, beam splash, noise, and signal (a radar reflection). The
background-run data contains only beam-splash and thermal
noise. Assuming that the response of our system is linear
for the range of signals received (which we confirmed subse-
quently in the lab with independent measurements, discussed
below) then the total background to our signal can be formed
by a linear combination of CW, beam splash, and thermal
noise. We call this linear combination ‘null data.’ To build
the null data, we added pre-signal-region CW from signal-run
data to signal-region beam splash in background-run data.

SVD-filtration identifies and removes patterns. Patterns
are features in the data that are found in multiple individual
measurements, such as the beam splash and CW. The SVD-
filtration characterizes these patterns within a set of carefully
aligned null data, producing a filter basis. Then a filter is pro-
duced for each individual event by expanding it in the filter ba-
sis. After applying this filter, the only thing remaining in the
event should be random, featureless background noise, and
any putative signal present in the real data.

The filtration process was a blind procedure, having been
tuned on a number of sub-runs comprising <10% of the data.
In addition to the null data produced to build the SVD-filter
basis, a null event was constructed for every real event in the
full dataset, to serve as the null hypothesis. An SVD-filter
was constructed for each signal-run according to its associated
background-run, and both datasets (real and null) were filtered
using the same SVD-filter basis. The resultant filtered data
was then analyzed for excess.

Results.—After filtration, the dataset was further processed
using a method devised during the run-1 analysis. To investi-
gate both the time and spectral content of the signal, a time-
versus-frequency spectrogram was generated for each filtered
event in a signal-run, and these spectrograms were averaged.
The result of such a process is shown in Figure 2, where a clear
excess is visible in the real data—and not in the null data—at
the transmitter frequency of 2.1 GHz with a duration of a few
ns. A similar excess was observed at many different transmit
frequencies, antenna positions, and in different antennas, but
no excess is observed at the same time and frequency point
in the null data. Signal and sideband regions are indicated by
the solid and dashed lines respectively, used in significance
calculations defined below.

The highest amplitude signal was expected and received
during runs with a horizontally-polarized, high-gain antenna
at the specular angle, where the resultant (SVD-filtered) signal
was large enough to extract a time-domain waveform through
careful alignment and averaging. The alignment was per-
formed so that the events could shift by no more than a frac-
tion of a transmit period, and they were averaged. A resul-
tant time-domain average is shown in Figure 3, where only
events that had high enough SNR for reliable cross-correlation
are used in order to facilitate qualitative comparison to simu-
lation. Also in Figure 3 is a comparison to an FDTD sim-
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FIG. 2. (Top) Time-versus-frequency (spectrogram) representation
of the observed signal in data. This is the average of 200 events in
a single signal-run. (Bottom) The same representation for the asso-
ciated null data set for this sub-run. In both plots, the cross-hairs
indicate the signal and sideband regions, used to calculate the signif-
icance as described in the main text.

ulation of the same signal-run (including models of the ac-
tual antennas used, the same ionization profile, and the same
target material), and a comparison to the RadioScatter sim-
ulation code [49], which is particle-level and runs within
GEANT4 [50]. The simulations have been scaled by a few
percent to allow comparison of the waveform shapes and
aligned in time with the data. The plasma lifetime is set to
τ = 3 ns in the simulation.

Several checks were performed to establish that the ob-
served signal has properties consistent with a radar scatter.
The first and most obvious is the observation that the signal
scales with the transmitter output power. This is shown in Fig-
ure 4, where we plot the effective scattering cross section, σeff,
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simulation for the same signal-run (dashed red), and a RadioScatter simulation for the same signal-run (dashed cyan). The plasma lifetime for
the simulation is 3 ns.
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FIG. 4. The effective scattering cross section, σeff, as a function of
transmitter output power, for various receiving antennas (LPDA+dish
and Vivaldi) and 2 different frequencies. Errors are statistical and
systematic, and dominated by the latter. Each set of 4 points has been
clustered around the true X axis value, for clarity, with the offset indi-
cated in the figure legend. The solid bands are σeff from RadioScatter
including statistical and systematic errors.

as a function of transmitter power. This expression, discussed
in [28], is a measure of the effective ‘size’ of the reflecting
region, should have a weak dependence on frequency at these
energies, and should be constant with transmit power. All of
these attributes are observed for the signal, which is shown in
comparison to RadioScatter simulation (solid bands, includ-
ing systematic error of HDPE collisional frequency, which is

Systematic Est. error (dB) dependence
Room effects 3 A,F,G
Antenna gain/orientation 1 A,F
Cable loss measurement 1 P
TX output power 2 P,G

TABLE I. Sources of systematic error (in dB of received power), and
their associated estimated errors, used in Figure 4. Indicated in the
right column is the dependence of the individual systematic on the
data, either antenna-to-antenna dependent (A), frequency dependent
(F), power dependent (P) or globally dependent (G).

ionization energy dependent [51]). The errors in the measure-
ment of σeff include statistical and systematic uncertainties,
and the systematic errors are tabulated in Table I along with
the dependence of each error. Some errors affect the overall
level of all received signal amplitudes (globally dependent)
while others would, for example, introduce systematic offsets
between antennas (antenna-to-antenna dependent). Trending
of the signal with TX or RX baselines was not observed, ow-
ing to the fact that our antennas were not in the diffractive
far field. This non-observation of such trends was verified by
FDTD simulations.

Because the signal is so small relative to the beam splash,
and the null hypothesis relies on a linear combination of back-
ground components, an obvious concern is a non-linearity in
the overall system. After the run, a series of tests were per-
formed in which CW at the same frequency and amplitude as
T576 was amplified and broadcast via a Vivaldi antenna, and
another Vivaldi, connected to an oscilloscope, was set up as
a receiver. A high-voltage pulse with similar spectral content
to the beam splash was broadcast simultaneously. The same
analysis technique explained here, involving construction of
null data and SVD-filtration, was performed on these data,
and no excess was observed.
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To establish a significance against a random fluctuation of
the background, we generated N = 107 sets of 100 null
events via bootstrapping, made an average spectrogram (like
in Figure 2) for each set, and evaluated a test statistic of the
sideband-subtracted power excess in the signal region. The
signal region, tuned on a discarded subset of the data, is out-
lined in Figure 2. The value of the test statistic (µW ns) in the
null data is TSnull = 2.20+6.56

−6.20. The value of the test statistic
in the measured data is TSdata = 61.2+7.40

−6.58, well in excess of
the 5σ quantile.

Conclusions.— In this letter, we have presented the ob-
servation of a radar reflection from a particle-shower induced
cascade in a dense material. We have shown that the signal
is in good agreement with theoretical expectations, and has a
negligible probability of being a background fluctuation. This
detection has promising implications for UHE neutrino detec-
tion, particularly in the 10-100 PeV range.
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Multi-messenger observations of a flaring blazar
coincident with high-energy neutrino

IceCube-170922A

The IceCube, Fermi-LAT, MAGIC, AGILE, ASAS-SN, HAWC, H.E.S.S,
INTEGRAL, Kanata, Kiso, Kapteyn, Liverpool telescope, Subaru, Swift/NuSTAR,

VERITAS, and VLA/17B-403 teams ∗†

Individual astrophysical sources previously detected in neutrinos are limited
to the Sun and the supernova 1987A, whereas the origins of the diffuse flux of
high-energy cosmic neutrinos remain unidentified. On 22 September 2017 we
detected a high-energy neutrino, IceCube-170922A, with an energy of∼290 terra–
electronvolts. Its arrival direction was consistent with the location of a known
γ-ray blazar TXS 0506+056, observed to be in a flaring state. An extensive
multi-wavelength campaign followed, ranging from radio frequencies to γ-
rays. These observations characterize the variability and energetics of the
blazar and include the first detection of TXS 0506+056 in very-high-energy γ-
rays. This observation of a neutrino in spatial coincidence with a γ-ray emit-
ting blazar during an active phase suggests that blazars may be a source of
high-energy neutrinos.

Since the discovery of a diffuse flux of high-energy astrophysical neutrinos (1, 2), IceCube
has searched for its sources. The only non-terrestrial neutrino sources identified previously are
the Sun and the supernova 1987A, producing neutrinos with energies millions of times lower
than the high-energy diffuse flux, such that the mechanisms and the environments responsible
for the high-energy cosmic neutrinos are still to be ascertained (3, 4). Many candidate source
types exist, with Active Galactic Nuclei (AGN) among the most prominent (5), in particular
the small fraction of them designated as radio-loud (6). In these AGNs, the central super-
massive black hole converts gravitational energy of accreting matter and/or the rotational energy
of the black hole into powerful relativistic jets, within which particles can be accelerated to

∗The full lists of participating members for each team and their affiliations are provided in the supplementary
material.
†Email: analysis@icecube.wisc.edu
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high energies. If a number of these particles are protons or nuclei, their interactions with the
radiation fields and matter close to the source would give rise to a flux of high-energy pions that
eventually decay into photons and neutrinos (7). In blazars (8) – AGNs that have one of the jets
pointing close to our line of sight – the observable flux of neutrinos and radiation is expected
to be greatly enhanced owing to relativistic Doppler boosting. Blazar electromagnetic (EM)
emission is known to be highly variable on time scales from minutes to years (9).

Neutrinos travel largely unhindered by matter and radiation. Even if high-energy photons
(TeV and above) are unable to escape the source owing to intrinsic absorption, or are absorbed
by interactions with the extragalactic background light (EBL) (10, 11), high-energy neutrinos
may escape and travel unimpeded to Earth. An association of observed astrophysical neutrinos
with blazars would therefore imply that high-energy protons or nuclei up to energies of at least
tens of PeV are produced in blazar jets, suggesting that they may be the birthplaces of the most
energetic particles observed in the Universe, the ultra-high energy cosmic rays (12). If neutrinos
are produced in correlation with photons, the coincident observation of neutrinos with electro-
magnetic flares would greatly increase the chances of identifying the source(s). Neutrino de-
tections must therefore be combined with the information from broad-band observations across
the electromagnetic spectrum (multi-messenger observations).

To take advantage of multi-messenger opportunities, the IceCube neutrino observatory (13)
has established a system of real-time alerts that rapidly notify the astronomical community
of the direction of astrophysical neutrino candidates (14). From the start of the program in
April 2016 through October 2017, 10 public alerts have been issued for high-energy neutrino
candidate events with well-reconstructed directions (15).

We report the detection of a high-energy neutrino by IceCube and the multi-wavelength/multi-
instrument observations of a flaring γ-ray blazar, TXS 0506+056, which was found to be po-
sitionally coincident with the neutrino direction (16). Chance coincidence of the IceCube-
170922A event with the flare of TXS 0506+056 is statistically disfavored at the level of 3σ in
models evaluated here associating neutrino and γ-ray production.

The neutrino alert
IceCube is a neutrino observatory with more than 5000 optical sensors embedded in 1 km3 of
the Antarctic ice-sheet close to the Amundsen-Scott South Pole Station. The detector consists
of 86 vertical strings frozen into the ice 125 m apart, each equipped with 60 digital optical
modules (DOMs) at depths between 1450 and 2450 m. When a high-energy muon-neutrino
interacts with an atomic nucleus in or close to the detector array, a muon is produced mov-
ing through the ice at superluminal speed and creating Cherenkov radiation detected by the
DOMs. On 22 September 2017 at 20:54:30.43 Coordinated Universal Time (UTC), a high-
energy neutrino-induced muon track event was detected in an automated analysis that is part
of IceCube’s real-time alert system. An automated alert was distributed (17) to observers 43
seconds later, providing an initial estimate of the direction and energy of the event. A sequence

2



of refined reconstruction algorithms was automatically started at the same time, using the full
event information. A representation of this neutrino event with the best-fitting reconstructed
direction is shown in Figure 1. Monitoring data from IceCube indicate that the observatory was
functioning normally at the time of the event.

A Gamma-ray Coordinates Network (GCN) Circular (18) was issued ∼ 4 h after the initial
notice including the refined directional information (offset 0.14◦ from the initial direction, see
Figure 2). Subsequently, further studies were performed to determine the uncertainty of the
directional reconstruction arising from statistical and systematic effects, leading to a best-fitting
right ascension (RA) 77.43+0.95

−0.65 and declination (Dec) +5.72+0.50
−0.30 (degrees, J2000 equinox, 90%

containment region). The alert was later reported to be in positional coincidence with the known
γ-ray blazar TXS 0506+056 (16), which is located at RA 77.36◦ and Dec +5.69◦ (J2000) (19),
0.1◦ from the arrival direction of the high-energy neutrino.

The IceCube alert prompted a follow-up search by the Mediterranean neutrino telescope
ANTARES (acronym for Astronomy with a Neutrino Telescope and Abyss environmental RE-
Search) (20). The sensitivity of ANTARES at the declination of IceCube-170922A is about
one-tenth that of IceCube’s (21) and no neutrino candidates were found in a ±1 day period
around the event time (22).

An energy of 23.7±2.8 TeV was deposited in IceCube by the traversing muon. To estimate
the parent neutrino energy, we performed simulations of the response of the detector array,
considering that the muon-neutrino might have interacted outside the detector at an unknown
distance. We assumed the best-fitting power-law energy spectrum for astrophysical high-energy
muon neutrinos, dN/dE ∝ E−2.13 (2) where N is the number of neutrinos as a function of en-
ergy E. The simulations yielded a most probable neutrino energy of 290 TeV, with a 90%
confidence level (C.L.) lower limit of 183 TeV, depending only weakly on the assumed astro-
physical energy spectrum (25).

The vast majority of neutrinos detected by IceCube arise from cosmic-ray interactions
within Earth’s atmosphere. Although atmospheric neutrinos are dominant at energies below
100 TeV, their spectrum falls steeply with energy, allowing astrophysical neutrinos to be more
easily identified at higher energies. The muon-neutrino astrophysical spectrum, together with
simulated data, was used to calculate the probability that a neutrino at the observed track energy
and zenith angle in IceCube is of astrophysical origin. This probability, the so-called signal-
ness of the event (14), was reported to be 56.5% (17). Although IceCube can robustly identify
astrophysical neutrinos at PeV energies, for individual neutrinos at several hundred TeV, an at-
mospheric origin cannot be excluded. Electromagnetic observations are valuable to assess the
possible association of a single neutrino to an astrophysical source.

Following the alert, IceCube performed a complete analysis of relevant data prior to 31
October 2017. Although no additional excess of neutrinos was found from the direction of
TXS 0506+056 near the time of the alert, there are indications at the 3σ level of high-energy
neutrino emission from that direction in data prior to 2017, as discussed in a companion pa-
per (26).
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side view

125mtop view 0 500 1000 1500 2000 2500 3000
nanoseconds

Figure 1: Event display for neutrino event IceCube-170922A. The time at which a DOM
observed a signal is reflected in the color of the hit, with dark blues for earliest hits and yellow
for latest. Time shown are relative to the first DOM hit according to the track reconstruction,
and earlier and later times are shown with the same colors as the first and last times, respectively.
The total time the event took to cross the detector is ∼3000 ns. The size of a colored sphere is
proportional to the logarithm of the amount of light observed at the DOM, with larger spheres
corresponding to larger signals. The total charge recorded is ∼5800 photoelectrons. Inset is an
overhead perspective view of the event. The best-fitting track direction is shown as an arrow,
consistent with a zenith angle 5.7+0.50

−0.30 degrees below the horizon.
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High-energy γ-ray observations of TXS 0506+056
On 28 September 2017, the Fermi Large Area Telescope (LAT) Collaboration reported that
the direction of origin of IceCube-170922A was consistent with a known γ-ray source in a
state of enhanced emission (16). Fermi-LAT is a pair-conversion telescope aboard the Fermi
Gamma-ray Space Telescope sensitive to γ-rays with energies from 20 MeV to greater than
300 GeV (27). Since August 2008, it has operated continuously, primarily in an all-sky survey
mode. Its wide field of view of ∼2.4 steradian provides coverage of the entire γ-ray sky every
3 hours. The search for possible counterparts to IceCube-170922A was part of the Fermi-LAT
collaboration’s routine multi-wavelength/multi-messenger program.

Inside the error region of the neutrino event, a positional coincidence was found with a
previously cataloged γ-ray source, 0.1◦ from the best-fitting neutrino direction. TXS 0506+056
is a blazar of BL Lacertae (BL Lac) type. Its redshift of z = 0.3365 ± 0.0010 was measured
only recently based on the optical emission spectrum in a study triggered by the observation of
IceCube-170922A (28).

TXS 0506+056 is a known Fermi-LAT γ-ray source, appearing in three catalogs of Fermi
sources (23, 24, 29) at energies above 0.1, 50, and 10 GeV, respectively. An examination of the
Fermi All-Sky Variability Analysis (FAVA) (30) photometric light curve for this object showed
that TXS 0506+056 had brightened considerably in the GeV band starting in April 2017 (16).
Independently, a γ-ray flare was also found by Fermi’s Automated Science Processing (ASP,
(25)). Such flaring is not unusual for a BL Lac object, and would not have been followed up as
extensively if the neutrino were not detected.

Figure 3 shows the Fermi-LAT light curve and the detection time of the neutrino alert. The
light curve of TXS 0506+056 from August 2008 to October 2017 was calculated in bins of 28
days for the energy range above 0.1 GeV. An additional light curve with 7-day bins was calcu-
lated for the period around the time of the neutrino alert. The γ-ray flux of TXS 0506+056 in
each time bin was determined through a simultaneous fit of this source and the other Fermi-
LAT sources in a 10◦ by 10◦ region of interest along with the Galactic and isotropic dif-
fuse backgrounds, using a maximum likelihood technique (25). The integrated γ-ray flux of
TXS 0506+056 forE > 0.1 GeV, averaged over all Fermi-LAT observations spanning 9.5 years,
is (7.6± 0.2)× 10−8 cm−2 s−1. The highest flux observed in a single 7-day light curve bin was
(5.3±0.6)×10−7 cm−2 s−1, measured in the week 4 to 11 July 2017. Strong flux variations were
observed during the γ-ray flare, the most prominent being a flux increase from (7.9±2.9)×10−8

cm−2 s−1 in the week 8 to 15 August 2017 to (4.0± 0.5)× 10−7 cm−2 s−1 in the week 15 to 22
August 2017.

The Astro-Rivelatore Gamma a Immagini Leggero (AGILE) γ-ray telescope (31) confirmed
the elevated level of γ-ray emission at energies above 0.1 GeV from TXS 0506+056 in a 13-day
window (10 to 23 September 2017). The AGILE measured flux of (5.3± 2.1)× 10−7 cm−2 s−1

is consistent with the Fermi-LAT observations in this time period.
High-energy γ-ray observations are shown in Figures 3 and 4. Details on the Fermi-LAT

and AGILE analyses can be found in (25).
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Very-high-energy γ-ray observations of TXS 0506+056
Following the announcement of IceCube-170922A, TXS 0506+056 was observed by several
ground based Imaging Atmospheric Cherenkov Telescopes (IACTs). A total of 1.3 hours of
observations in the direction of the blazar TXS 0506+056 were taken using the High-Energy
Stereoscopic System (H.E.S.S.) (32), located in Namibia, on 23 September, 2017 (Modified
Julian Date (MJD) 58019),∼4 hours after the circulation of the neutrino alert. A 1-hour follow-
up observation of the neutrino alert under partial cloud coverage was performed using the Very
Energetic Radiation Imaging Telescope Array System (VERITAS) γ-ray telescope array (33),
located in Arizona, USA, later on the same day, ∼12 hours after the IceCube detection. Both
telescopes made additional observations on subsequent nights but neither detected γ-ray emis-
sion from the source [see Figure 3 and (25)]. Upper limits at 95% C.L. on the γ-ray flux were
derived accordingly (assuming the measured spectrum, see below): 7.5×10−12 cm−2 s−1 during
the H.E.S.S. observation period, and 1.2× 10−11 cm−2 s−1 during the VERITAS observations,
both for energies E >175 GeV.

The Major Atmospheric Gamma Imaging Cherenkov (MAGIC) Telescopes (34) observed
TXS 0506+056 for 2 hours on 24 September 2017 (MJD 58020) under non-optimal weather
conditions and then for a period of 13 hours from 28 September to 4 October 2017 (MJD
58024–58030) under good conditions. MAGIC consists of two 17 m telescopes, located at the
Roque de los Muchachos Observatory on the Canary Island of La Palma (Spain).

No γ-ray emission from TXS 0506+056 was detected in the initial MAGIC observations on
24 September 2017, and an upper limit was derived on the flux above 90 GeV of 3.6 × 10−11

cm−2 s−1at 95% C.L. (assuming a spectrum dN/dE ∝ E−3.9). However, prompted by the
Fermi-LAT detection of enhanced γ-ray emission, MAGIC performed another 13 hours of ob-
servations of the region starting 28 September 2017. Integrating the data, MAGIC detected a
significant very-high-energy (VHE) γ-ray signal (35) corresponding to 374 ± 62 excess pho-
tons, with observed energies up to about 400 GeV. This represents a 6.2 σ excess over ex-
pected background levels (25). The day-by-day light curve of TXS 0506+056 for energies
above 90 GeV is shown in Figure 3. The probability that a constant flux is consistent with the
data is less than 1.35%. The measured differential photon spectrum (Figure 4) can be described
over the energy range of 80 to 400 GeV by a simple power law dN/dE ∝ Eγ with a spectral
index γ= −3.9±0.4 and a flux normalization of (2.0 ± 0.4) ×10−10 TeV−1 cm−2 s−1 at E =
130 GeV. Uncertainties are statistical only. The estimated systematic uncertainties are < 15%
in the energy scale, 11 to 18% in the flux normalization and ±0.15 for the power-law slope of
the energy spectrum (34). Further observations after 4 October 2017 were prevented by the full
Moon.

An upper limit to the redshift of TXS 0506+056 can be inferred from VHE γ-ray observa-
tions using limits on the attenuation of the VHE flux due to interaction with the EBL. Details
on the method are available in (25). The obtained upper limit ranges from 0.61 to 0.98 at a 95%
C.L., depending on the EBL model used. These upper limits are consistent with the measured
redshift of z = 0.3365 (28).
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No γ-ray source above 1 TeV at the location of TXS 0506+056 was found in survey data of
the High Altitude Water Cherenkov (HAWC) γ-ray observatory (36), either close to the time of
the neutrino alert, or in archival data taken since November 2014 (25).

VHE γ-ray observations are shown in Figures 3 and 4. All measurements are consistent
with the observed flux from MAGIC, considering the differences in exposure, energy range and
observation periods.

Radio, optical and x-ray observations
The Karl G. Jansky Very Large Array (VLA) (37) observed TXS 0506+056 starting 2 weeks
after the alert in several radio bands from 2 to 12 GHz (38), detecting significant radio flux
variability and some spectral variability of this source. The source is also in the long-term
blazar monitoring program of the Owens Valley Radio Observatory (OVRO) 40-m telescope at
15 GHz (39). The light curve shows a gradual increase in radio emission during the 18 months
preceding the neutrino alert.

Optical observations were performed by the All-Sky Automated Survey for Supernovae
(ASAS-SN) (40), the Liverpool telescope (41), the Kanata Telescope (42), the Kiso Schmidt
Telescope (43), the high resolution spectrograph (HRS) on the Southern African Large Tele-
scope (SALT) (44), the Subaru telescope Faint Object Camera and Spectrograph (FOCAS) (45)
and the X-SHOOTER instrument on the Very Large Telescope (VLT) (46). The V band flux
of the source is the highest observed in recent years, and the spectral energy distribution has
shifted towards blue wavelengths. Polarization was detected by Kanata in the R band at the
level of 7%. Redshift determination for BL Lac objects is difficult owing to the non-thermal
continuum from the nucleus outshining the spectral lines from the host galaxies. Attempts
were made using optical spectra from the Liverpool, Subaru and VLT telescopes to measure
the redshift of TXS 0506+056, but only limits could be derived, [see, e.g., (47)]. The redshift
of TXS0506+056 was later determined to be z = 0.3365 ± 0.0010 using the Gran Telescopio
Canarias (28).

X-ray observations were made by the x-Ray Telescope (XRT) on the Neil Gehrels Swift
Observatory (0.3 to 10 keV) (48), MAXI Gas Slit Camera (GSC) (2 to 10 keV) (49), Nuclear
Spectroscopic Telescope Array (NuSTAR) (3 to 79 keV) (50) and the INTErnational Gamma-
Ray Astrophysics Laboratory (INTEGRAL) (20 to 250 keV) (51), with detections by Swift and
NuSTAR. In a 2.1 square degree region around the neutrino alert, Swift identified nine x-ray
sources, including TXS 0506+056.

Swift monitored the x-ray flux from TXS 0506+056 for 4 weeks after the alert, starting 23
September 2017 00:09:16 UT, finding clear evidence for spectral variability (see Figure 3D).
The strong increase in flux observed at VHE energies over several days up until MJD 58030 (4
October 2017) correlates well with an increase in the x-ray emission in this period of time. The
spectrum of TXS 0506+056 observed in the week after the flare is compatible with the sum of
two power-law spectra, a soft spectrum with index −2.8 ± 0.3 in the soft x-ray band covered
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by Swift XRT and a hard spectrum with index −1.4 ± 0.3 in the hard x-ray band covered
by NuSTAR (25). Extrapolated to 20 MeV, the NuSTAR hard-spectrum component connects
smoothly to the plateau (index −2) component observed by the Fermi-LAT between 0.1 and
100 GeV and the soft VHE γ-ray component observed by MAGIC (compare Fig. 4). Taken
together, these observations provide a mostly complete, contemporaneous picture of the source
emissions from 0.3 keV to 400 GeV, more than nine orders of magnitude in photon energy.

Figures 3 and 4 summarize the multi-wavelength light curves and the changes in the broad-
band spectral energy distribution (SED), compared to archival observations. Additional details
about the radio, optical, and x-ray observations can be found in (25).

Chance coincidence probability
Data obtained from multi-wavelength observations of TXS 0506+056 can be used to constrain
the blazar-neutrino chance coincidence probability. This coincidence probability is a measure
of the likelihood that a neutrino alert like IceCube-170922A is correlated by chance with a
flaring blazar, considering the large number of known γ-ray sources and the modest number of
neutrino alerts.

Given the large number of potential neutrino source classes available, no a priori blazar-
neutrino coincidence model was selected ahead of the alert. After the observation, however,
several correlation scenarios were considered and tested to quantify the a posteriori significance
of the observed coincidence. Testing multiple models is important as the specific assumptions
about the correlation between neutrinos and γ rays have an impact on the chance coincidence
probability. In each case, the probability to obtain, by chance, a degree of correlation at least
as high as that observed for IceCube-170922A was calculated using simulated neutrino alerts
and the light curves of Fermi-LAT γ-ray sources. Given the continuous all-sky monitoring of
the Fermi-LAT since 2008, all tests utilized 28-day binned γ-ray light curves above 1 GeV from
2257 extragalactic Fermi-LAT sources, derived in the same manner as used for the analysis of
TXS 0506+056 γ-ray data.

To calculate the chance probabilities, a likelihood ratio test is used that allows different
models of blazar-neutrino flux correlation to be evaluated in a consistent manner. All models
assume that at least some of the observed γ-ray flux is produced in the same hadronic interac-
tions that would produce high-energy neutrinos within the source. Our first model assumes that
the neutrino flux is linearly correlated with the high-energy γ-ray energy flux (4). In this sce-
nario, neutrinos are more likely to be produced during periods of bright, hard γ-ray emission.
In the second model, the neutrino flux is modeled as strongly tied to variations in the observed
γ-ray flux, regardless of the average flux of γ-rays. Here, a weak or a strong γ-ray source is
equally likely to be a neutrino source if the neutrino is temporally correlated with variability in
the γ-ray light curve. Third, we consider a correlation of the neutrino flux with the VHE γ-ray
flux. Because hadronic acceleration up to a few PeV is required to explain the detected neu-
trino energy, VHE γ-ray sources are potential progenitors. Full details and results from these
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Figure 4: Broadband spectral energy distribution for the blazar TXS 0506+056. The SED
is based on observations obtained within 14 days of the detection of the IceCube-170922A
event. The E2dN/dE vertical axis is equivalent to a νFν scale. Contributions are provided
by the following instruments: VLA (38), OVRO (39), Kanata Hiroshima Optical and Near-
InfraRed camera (HONIR) (52), Kiso and the Kiso Wide Field Camera (KWFC) (43), South-
eastern Association for Research in Astronomy Observatory (SARA/UA) (53), ASAS-SN (54),
Swift Ultraviolet and Optical Telescope (UVOT) and XRT (55), NuSTAR (56), INTEGRAL (57),
AGILE (58), Fermi-LAT (16), MAGIC (35), VERITAS (59), H.E.S.S. (60) and HAWC (61).
Specific observation dates and times are provided in (25). Differential flux upper limits (shown
as colored bands and indicated as “UL" in the legend) are quoted at the 95% C.L. while mark-
ers indicate significant detections. Archival observations are shown in gray to illustrate the
historical flux level of the blazar in the radio-to-keV range as retrieved from the ASDC SED
Builder (62), and in the γ-ray band as listed in the Fermi-LAT 3FGL catalog (23) and from an
analysis of 2.5 years of HAWC data. The γ-ray observations have not been corrected for ab-
sorption owing to the EBL. SARA/UA, ASAS-SN, and Kiso/KWFC observations have not been
corrected for Galactic attenuation. The electromagnetic SED displays a double-bump structure,
one peaking in the optical-ultraviolet range and the second one in the GeV range, which is char-
acteristic of the non-thermal emission from blazars. Even within this 14-day period, there is
variability observed in several of the energy bands shown (see Figure 3) and the data are not all
obtained simultaneously. Representative νµ + νµ neutrino flux upper limits that produce on av-
erage one detection like IceCube-170922A over a period of 0.5 (solid black line) and 7.5 years
(dashed black line) are shown assuming a spectrum of dN/dE ∝ E−2 at the most probable
neutrino energy (311 TeV).
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analyses are presented in (25).
The neutrino IceCube-170922A was found to arrive in a period of flaring activity in high-

energy γ-rays. Prior to IceCube-170922A, nine public alerts had been issued by the IceCube
real-time system. Additionally, 41 archival events have been identified among the IceCube data
recorded since 2010, before the start of the real-time program in April 2016, which would have
caused alerts if the real-time alert system had been in place. These events were also tested for
coincidence with the γ-ray data.

Chance coincidence of the neutrino with the flare of TXS 0506+056 is disfavored at the
3σ level in any scenario where neutrino production is linearly correlated with γ-ray production
or with γ-ray flux variations. This includes look-elsewhere corrections for all 10 alerts issued
previously by IceCube and the 41 archival events. One of the neutrino events that would have
been sent as an alert and had a good angular resolution (<5◦) is in a spatial correlation with
the γ-ray blazar 3FGL J1040.4+0615. However, this source was not in a particularly bright
emission state at the detection time of the corresponding neutrino. Therefore, a substantially
lower test statistic would be obtained in the chance correlation tests defined in this paper (25).

We have investigated how typical the blazar TXS 0506+056 is among those blazars that
might have given rise to a coincident observation similar to the one reported here. A simulation
that assumes that the neutrino flux is linearly correlated with the blazar γ-ray energy flux shows
that in 14% of the signal realizations we would find a neutrino coincident with a similarly
bright γ-ray state as that observed for TXS 0506+056 (25). The detection of a single neutrino
does not allow us to probe the details of neutrino production models or measure the neutrino-
to-γ-ray production ratio. Further observations will be needed to unambiguously establish a
correlation between high-energy neutrinos and blazars, as well as to understand the emission
and acceleration mechanism in the event of a correlation.

Discussion
Blazars have often been suggested as potential sources of high-energy neutrinos. The calorimet-
ric high-energy output of certain candidate blazars is high enough to explain individual observed
IceCube events at 100 TeV to 1 PeV energies (63). Spatial coincidences between catalogs of
blazars and neutrinos have been examined in (64), while (65) investigated one shower-like event
with several thousand square degrees angular uncertainty observed in time coincidence with a
blazar outburst. A track-like event, IceCube-160731, has been previously connected to a flaring
γ-ray source (66). However, the limited evidence for a flaring source in the multi-wavelength
coverage did not permit an identification of the source type of the potential counterpart (66).

Owing to the precise direction of IceCube-170922A, combined with extensive multi-wavelength
observations, a chance correlation between a high-energy neutrino and the potential counterpart
can be rejected at the 3σ level. Considering the association between IceCube-170922A and
TXS 0506+056, γ-ray blazars are strong candidate sources for at least a fraction of the ob-
served astrophysical neutrinos. Earlier studies of the cross-correlation between IceCube events
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and the γ-ray blazar population observed by Fermi-LAT demonstrated that these blazars can
only produce a fraction of the observed astrophysical neutrino flux above 10 TeV (4). Although
these limits constrain the contribution from blazars to the diffuse neutrino background, the po-
tential association of one or two high-energy neutrinos to blazars over the total observing time
of IceCube is fully compatible with the constraint.

Adopting cosmological parameters (67) H0 = 67.8, Ωm = 0.308, Ωλ = 0.692, where H0 is
the Hubble constant, Ωm is the matter density and Ωλ is the dark energy density, the observed
redshift of z = 0.3365 implies an isotropic γ-ray luminosity between 0.1 GeV and 100 GeV
of 1.3 × 1047 erg s−1 in the ±2 weeks around the arrival time of the IceCube neutrino, and a
luminosity of 2.8 × 1046 erg s−1, averaged over all Fermi-LAT observations. Observations in
the optical, x-ray, and VHE γ-ray bands show typical characteristics of blazar flares: strong
variability on time scales of a few days, and an indication of a shift of the synchrotron emission
peak towards higher frequencies. VHE γ-ray emission is found to change by a factor of ∼ 4
within just 3 days. Similarly, the high-energy γ-ray energy band shows flux variations up to a
factor of ∼ 5 from 1 week to the next.

No other neutrino event that would have passed the selection criteria for a high-energy alert
was observed from this source since the start of IceCube observations in May 2010. The muon
neutrino fluence for which we would expect to detect one high-energy alert event with IceCube
in this period of time is 2.8×10−3 erg cm−2. A power-law neutrino spectrum is assumed in this
calculation with an index of−2 between 200 TeV and 7.5 PeV, the range between the 90% C.L.
lower and upper limits for the energy of the observed neutrino (see (25) for details).

The fluence can be expressed as an integrated energy flux if we assume a time period during
which the source was emitting neutrinos. For a source that emits neutrinos only during the ∼
6 month period corresponding to the duration of the high-energy γ-ray flare, the corresponding
average integrated muon neutrino energy flux would be 1.8×10−10 erg cm−2 s−1. Alternatively,
the average integrated energy flux of a source that emits neutrinos over the whole observation
period of IceCube, i.e. 7.5 years, would be 1.2 × 10−11 erg cm−2 s−1. These two benchmark
cases are displayed in Figure 4. In an ensemble of faint sources with a summed expectation
of order 1, we would anticipate observing a neutrino even if the individual expectation value is
� 1. This is expressed by the downward arrows on the neutrino flux points in Figure 4.

The two cases discussed above correspond to average isotropic muon neutrino luminosities
of 7.2 × 1046 erg s−1 for a source that was emitting neutrinos in the ∼ 6 month period of the
high-energy γ-ray flare, and 4.8 × 1045 erg s−1 for a source that emitted neutrinos throughout
the whole observation period. This is similar to the luminosity observed in γ-rays, and thus
broadly consistent with hadronic source scenarios (68).

A neutrino flux that produces a high-energy alert event can, over time, produce many lower-
energy neutrino-induced muons in IceCube. A study of neutrino emission from TXS 0506+056
prior to the high-energy γ-ray flare, based on the investigation of these lower-energy events, is
reported in a companion paper (26).
Supplementary Materials
Supplementary Text
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IceCube
IceCube is a cubic-kilometer-sized neutrino detector (13) installed in the ice at the geographic
South Pole, Antarctica between depths of 1450 m and 2450 m. The detector consists of 5160
digital optical modules (DOMs) attached to 86 cables (called strings), each instrumented with
60 DOMs. The strings are arranged in a hexagonal pattern with 125 m average horizontal spac-
ing. Each DOM consists of a glass pressure-resistant sphere containing a photomultiplier and
electronics, and operates independently producing digital signals, which are transmitted to the
surface along the string. Detector construction was completed in 2010, and IceCube has oper-
ated with an ∼99% duty cycle since then.

IceCube does not directly observe neutrinos, but rather the secondary particles produced in
the neutrino interaction with matter. IceCube detects these particles by observing the Cherenkov
light emitted as they travel through the ice. The ability to accurately determine the direction
of a neutrino event recorded in IceCube is highly dependent on the ability to reconstruct the
trajectories of these secondary particles. The secondary particles produce two distinct classes
of signals within the instrumented volume: tracks and cascades. Track events, the primary focus
of the IceCube alert system, are produced by muons, arising primarily from the charged-current
interaction of muon-type neutrinos, which produce tracks with lengths of the order of a few
kilometers. These tracks can be reconstructed with a directional uncertainty less than 1 deg, but
with a large uncertainty on the neutrino energy since an unmeasured fraction of their energy is
deposited outside the instrumented volume.

The IceCube neutrino alerts are generated in real time by applying direction and energy
estimates to all events as the data are collected (14), and notifying the astronomical community
immediately of a candidate astrophysical neutrino event. IceCube-170922A was generated by
the “EHE” through-going track selection in the real-time alert system. The event selection was
inspired by the event requirements used to search for cosmogenic/GZK neutrinos (69) and was
modified for online use to give a larger number of astrophysical neutrinos. The sensitivity of
this event selection is highlighted by the effective area for several zenith angle ranges, shown in
Figure S1. The zenith angle of IceCube-170922A (cos(zenith) =−0.1) was in the most sensitive
zenith acceptance range, a direction where atmospheric muons are easily blocked, but neutrino
absorption in the Earth has not depleted the high-energy neutrino flux.

Calculations of systematic uncertainties for IceCube-170922A The directional resolution
of muon tracks passing through the IceCube detector is limited by the stochastic nature of the
detected light, the finite density of DOMs where Cherenkov light is detected and the uncertainty
in the optical properties of the glacial ice (70). We modeled the expected uncertainty due
to these statistical and systematic effects by re-simulating a large sample of candidate events
similar to the observed event, and studying the distance of their best-fitting directions from
their true simulated direction.

A dedicated simulation set was generated containing muon tracks passing through the same
part of the detector as the originally observed event (closer than 30 m from the original best-
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Figure S1: Neutrino effective area for the through-going track alert channel. Effective
area for the online through-going track (“EHE”) selection in three zenith angle ranges. The
zenith angle of IceCube-170922A was cos(zenith) = −0.1, a preferred direction for this event
selection. In the range −0.55 to −0.45 (∼30 deg below the horizon) a strong absorption by the
Earth at the highest neutrino energies is seen, while in the interval 0.25 to 0.35 (∼20 deg above
the horizon) strong cuts on track energy are needed to suppress the background from cosmic-ray
muons, limiting sensitivity below 1 PeV. The most probable neutrino energy of 290 TeV is also
shown.
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fitting track at any point within the instrumented volume and within 2 deg of the best-fitting
direction) and with a similar energy loss pattern (total deposited charge within ±20% of the
original charge). Each event was simulated using an ice model sampled from the space of ice
models compatible with the current baseline best-fitting ice model (71).

Each event in this simulation set is reconstructed using the same method as is applied to the
observed event and a test statistic (TS), defined as the difference in log-likelihood (L) between
the best-fitting direction and the true direction is recorded as TS = 2(logLtrue− logLbest). The
50% and 90% percentiles of the distribution of TS over this simulation set are recorded and used
to draw the 50% and 90% contour lines in the reconstructed likelihood fit at the corresponding
likelihood ratios.

This algorithm allows us to include the uncertainty in the modeling of optical properties
of the glacial ice into the fit uncertainty providing a combined statistical and systematic error
(taking into account ice model systematics only). By construction, this method is not able to
shift the best-fitting direction of the reconstruction and will include systematic bias on average
only.

Calculation of the neutrino energy As IceCube detects the secondary muon produced in
the neutrino’s interaction in or near the instrumented volume, a precise determination of the
neutrino energy is generally not possible for track events. However, for high-energy muons, a
robust estimation of the energy of the muon as it traverses the instrumented volume is avail-
able (72, 73). Muons above ∼1 TeV experience large stochastic energy losses due to pair pro-
duction, bremsstrahlung, and photo-nuclear interactions. These energy losses grow with muon
energy and can be used to estimate the energy as the muon passes through the detector.

Figure S2 presents the measured muon energy (72) observed in simulation of neutrino track
events for a wide range of neutrino energies. The exact distribution of muon energies will
depend on the assumed neutrino spectral index. For the observed muon energy of the IceCube-
170922A track, the most-probable neutrino energy and the 90% C.L. lower limit can be calcu-
lated, and is shown in Figure S2 for three spectral indices. Using the measured spectral index
of −2.13 (−2.0) for the estimated diffuse astrophysical muon neutrino spectrum (2), the most-
probable neutrino energy of 290 TeV (311 TeV), a 90% C.L. lower limit on the neutrino energy
of 183 TeV (200 TeV), and a 90% C.L. upper limit on the neutrino energy of 4.3 PeV (7.5 PeV)
are determined.

High-energy γ-ray observations
Generation of the Fermi-LAT light curves of TXS 0506+056 The light curve is based on
Pass 8 SOURCE class photons detected in the time interval from the start of the science phase
of the mission in 4 August, 2008 to 24 October, 2017. This is the recommended class for
most analyses and provides good sensitivity for analysis of point sources. Standard good-time
intervals were selected excluding time intervals when the field of view of the LAT intersected
the Earth, and during which bright γ-ray bursts and solar flares were observed.
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Figure S2: Estimate of neutrino energy for IceCube-170922A. Estimate of the neutrino en-
ergy of IceCube-170922A derived from an estimator of the muon energy in the detector (72).
Note that the muon energy estimator is not equivalent to the deposited energy as the muon
passed through the detector. The deposited muon energy sets a lower limit on the neutrino and
muon energies. Panel A presents the 2-D distribution of neutrino energy vs. muon energy esti-
mator (“Muon Energy Proxy”) from simulation. The observed energy estimator is indicated by
a horizontal dashed black line. Assuming a prior distribution of true neutrino energies (modeled
as power-law spectra with various indices), a probability distribution of true neutrino energies
for the event can be derived (Panel B). For each neutrino spectral index, the 90% C.L. lower
limit and most probable ("peak") neutrino energies are listed. The result is only weakly depen-
dent on the chosen spectral index.
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A binned maximum likelihood technique (binned in space and energy) was applied using the
standard Fermi-LAT Science-Tools package version v11r05p02 available from the Fermi Sci-
ence Support Center (FSSC) (74) and the P8R2_SOURCE_V6 instrument response functions.
Data in the energy range of 100 MeV to 1 TeV were binned into eight equally spaced logarith-
mic energy intervals per decade. To minimize the contamination from the γ-rays produced in
Earth’s upper atmosphere, a zenith angle cut of < 90 deg was applied.

A 10 deg × 10 deg region of interest (ROI) was selected centered on the assumed source
position and binned in 0.1 deg pixels. The input model for the ROI included all known γ-ray
sources from the Fermi-LAT Third Source Catalog (3FGL) (23). We refined the best-fitting
position of TXS 0506+056, including the additional data taken since the release of the 3FGL
catalog. Similarly, we searched for additional sources in the ROI that may be significantly
detected in the current data set, but were too faint to be included in this catalog, a standard
procedure (75). The model of the ROI included the isotropic and Galactic diffuse compo-
nents (gll_iem_ext_v06.fits and iso_P8R2_SOURCE_V6_v06.txt). To build the light curve,
the spectral functional forms given in the 3FGL/3FHL (24) catalog for each source in the ROI
were adopted. For each time interval analyzed for the light curve, the flux normalization of
TXS 0506+056 and of other sources within 3 deg of it were free parameters, while the spectral
shapes were fixed to their forms in the overall best-fitting model for the entire 9.5-year dataset
starting in August 2008. Light curves for TXS 0506+056 were created with a time binning of
28 days over the full Fermi-LAT observation period, and a binning of 7 days around the time of
the IceCube neutrino alert.

Similar light curves, but with an energy threshold of 1 GeV and using 28 day bins only, were
compiled for all extragalactic Fermi-LAT sources (time binning and energy threshold were cho-
sen to reduce the required computing resources). All sources from the four-year source catalog
(3FGL) and the six-year hard source catalog (3FHL) (24) which are classified as extragalactic
objects were included. Unclassified sources were added if they were more than 5 deg from the
Galactic equator. Sources that were marked with an analysis flag (23), were removed. In total,
2257 sources were selected. These light curves were used in the calculation of the chance coin-
cidence probability of the apparent neutrino-flaring blazar correlation. Very bright sources were
modeled with log-parabolic spectra. For the light curve generation, the spectra of the sources
were kept fixed to the values obtained from a fit over the total observation period. The limited
statistics in the 28 day time bins do not allow fitting bin-by-bin spectral parameters for most
sources.

Fermi-LAT real-time follow up pipelines Following the neutrino alert, the quick recognition
of the coincident blazar flare was made possible by automated high-level software pipelines de-
veloped by the LAT collaboration that provide continuous monitoring of the γ-ray sky. The Au-
tomated Science Processing (ASP) (76) and the Fermi All-sky Variability Analysis (FAVA) (30)
are model independent techniques that search for variations in γ-ray flux, on timescales from
hours to one week. The statistical significances of the candidate sources identified by ASP and
FAVA are subsequently evaluated with the more robust maximum-likelihood technique, and
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further inspected by the so-called Flare Advocates in the LAT collaboration, who communi-
cate significant results to the external scientific community through the Fermi multi-wavelength
mailing list, Astronomer’s Telegrams, and direct e-mail (77). Significant flares seen with ASP
are reported automatically as Gamma-ray Coordinates Network notices (78).

ASP is based on the source detection algorithm PGWave (79), used also in the Fermi-LAT
catalog pipeline to identify candidate sources. PGWave applies a two-dimensional Mexican Hat
wavelet filtering to find significant clusters of photons in the LAT data from different intervals
(6-hour, 1-day and 1-week) and in three energy ranges (0.1 GeV – 300 GeV, 0.1 GeV – 1 GeV
and 1 GeV – 300 GeV).

FAVA searches for γ-ray variability on a weekly time scale in a low and high energy bands,
i.e., from 0.1 GeV to 0.8 GeV and from 0.8 GeV to 300 GeV. A photometric technique is used
to compare the weekly flux to the long-term average flux over the first four years of the mission
in a grid of regions covering the entire sky. If the photometric technique finds a deviation
from the average in at least one of the two energy bands with a significance greater than 4σ, a
maximum likelihood analysis is applied. This models the ROI, including background sources
and the diffuse emission, taking into account the LAT PSF that is applied to accurately assess
the statistical significance.

The FAVA results are updated in real time and are displayed in a public web interface (80).
FAVA has been used as a tool to quickly find potentially variable sources in the neutrino error
circle. In the time bin during which IceCube-170922A arrived, FAVA reported a significance
at the position of TXS 0506+056 obtained in the likelihood analysis of 6.5σ in the low-energy
band and 6.9σ in the high-energy band.

AGILE The γ-ray satellite AGILE (31) monitors the sky in spinning mode in the energy range
30 MeV–30 GeV. AGILE detected enhanced γ-ray emission above 100 MeV from the IceCube-
170922A/TXS 0506+056 region and reported this in an Astronomer’s Telegram, issued 7 days
after the neutrino detection (58).

A refined analysis of the data acquired with the AGILE imaging γ-ray detector leads to
significant detections from this region on short and long timescales before and near the time of
the IceCube neutrino alert, compatible with the flaring activity observed by Fermi-LAT from
TXS 0506+056.

The AGILE γ-ray flux above 100 MeV from TXS 0506+056, estimated with the AGILE
Maximum Likelihood (ML) algorithm (81) in a time window of 13 days centered at MJD
58012.5 (16 September, 2017) is found to be (5.3± 2.1)× 10−7 cm−2 s−1. The corresponding
energy flux density of this AGILE observation, scaled at 200 MeV assuming a power-law index
of -2, is (8.8± 3.5)× 10−11 erg cm−2 s−1.

Very-high-energy γ-ray observations
MAGIC MAGIC followed-up 4 of the 10 IceCube alerts that had been issued by 1 October,
2017. The properties of the events that were followed-up are listed in Table S1. For the alerts
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Figure S3: Significance of the VHE γ-ray signal from TXS 0506+056 as measured by
MAGIC. Distribution of the squared angular distance, θ2, between the re-constructed source
position and the nominal source position (blue points) or the background estimation position
(shaded area) for the direction of the blazar TXS 0506+056. Statistical uncertainties on the
number of signal (blue markers) or background (red markers) events are shown as vertical error
bars. The number of excess events (Nex = 374 ± 62) and significance (82) are calculated in the
region from 0 to the vertical dashed line. The estimated energy threshold is 90 GeV.
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issued before September 2017 no signal was detected by MAGIC within the 50% containment
radius reported by IceCube (15).

Table S1: Neutrino alerts selected as MAGIC targets. For each set of targeted observations,
the position, directional uncertainty and reported deposited energy from the neutrino alert are
listed. Additionally, MAGIC zenith angle ranges and times over which observations were made
are listed.

IceCube- 160427A 160731A 170321A 170922A
From IceCube:
Right Ascension [deg] 240.57 214.54 98.33 77.43
Declination [deg] 9.34 −0.33 −14.48 5.72
Median angular resolution [deg] 0.60 0.33 0.33 0.25
Deposited energy [TeV] ∼140 <100 >120 >23
MAGIC data taking:
Zenith angle range [deg] 18 - 26 45-65 45-60 22-52
Effective observation time [h] 1.85 1.3 1.0 12.9

MAGIC performed the first observations of the reported IceCube-170922A event direction
for 2 hours on 24 September, 2017 (32 hours after the IceCube alert was issued), under non-
optimal weather conditions. The standard MAGIC analysis framework MARS was used for the
data analysis (34). After data quality selection, 1.07 hours of observations were used to derive
an upper limit on the TXS 0506+056 flux above 90 GeV of 3.56× 10−11 cm−2 s−1 at 95% C.L.
The upper limit was calculated (83) assuming a 30% systematic uncertainty in the estimated γ-
ray detection efficiency of MAGIC. Observations were resumed on 28 September, 2017. With
good observational conditions, data from 28 September, 2017 and 29 September, 2017 revealed
hints of a signal, with an excess observed at the ∼3.5 σ significance level. The significance
of this signal grew steadily over the following nights, motivating the long exposure. Analysis
cuts optimized for Crab Nebula detection above 90 GeV were applied to the data. Integrating
12.9 hours of good quality data, MAGIC detected a clear signal with 374 ± 62 excess events at
the location of the blazar TXS 0506+056 (RA: 77.36 deg, Dec: +5.69 deg (J2000) (19)). The
combined signal is shown in Figure S3. The day-to-day results from the MAGIC observations
are provided in Table S2. Observations with a detection significance of less than 2σ are reported
as flux upper limits at 95% C.L., again including a 30% systematic uncertainty on the detection
efficiency.

The MAGIC VHE γ-ray observations can be used to determine an upper limit for the red-
shift of TXS 0506+056 constraining the attenuation of the VHE flux due to interaction with the
EBL (10, 11). These redshift limits are derived from assumed properties of the intrinsic spec-
trum, the measured VHE spectrum from MAGIC and models for the EBL. Here, the intrinsic
spectrum is assumed to be a simple power-law dN/dE ∝ Eγ , with the index constrained to
be γ < −1.5. For each assumed redshift value, the VHE gamma-ray spectrum is evaluated
including attenuation with the EBL and the expected rate of γ-ray events is calculated using the
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MAGIC instrument response. A likelihood test is constructed by comparing the expected event
rates to those observed in the source region and in the background control regions. The likeli-
hood (L) is maximized by allowing the intrinsic spectral model parameters to vary and treating
uncertainties in the cosmic-ray induced background as nuisance parameters. Performing a scan
in redshift, at each step the profile likelihood following (84) is used to derive an upper limit to
the source redshift at 95% C.L. When the maximum likelihood value is obtained for z=0, the
so-called "bounded likelihood" approach is followed, i.e. the increase in −2 lnL is computed
relative to its value at z=0. The dominant experimental systematics are evaluated by varying
the simulated total light throughput of the instrument (including effects in the atmosphere) by
±15%. The most conservative value derived from all realizations is taken as a result for the
upper limit.

For TXS 0506+056, the redshift upper limit ranges from 0.61 to 0.67 at 95% C.L, adopting
the EBL models from (85–87). More conservative are the results obtained using the models
from (88–90) for which the redshift upper limit ranges from 0.83 to 0.98 at 95% C.L. Consid-
ering a lower confidence level of 90% C.L. the results are in better agreement, the full range of
upper limits values for all EBL models considered here being 0.41 to 0.57. Conservatively, the
resulting 95% confidence level upper limit on the source redshift is z< 0.98 taking into account
a 15% systematic uncertainty on the total light throughput of the instrument (11). These results
are consistent with the measured redshift of z=0.3365 (28).

Table S2: MAGIC nightly observations of TXS 0506+056. Summary of MAGIC observations
for each night’s observation of TXS 0506+056, including: date corresponding to the middle of
the observation window; effective observation time after quality cuts; integral photon flux above
90 GeV, with flux upper limits (indicated by <) given at 95% C.L.; and per-night significance.

Date Effective time Flux > 90 GeV Significance
MJD [hours] [ph cm−2 s−1] σ
58020.16 1.07 < 3.6× 10−11 0
58024.21 1.25 < 6.2× 10−11 1.8
58025.18 2.9 < 5.8× 10−11 1.0
58026.17 3.0 < 3.6× 10−11 0.95
58027.18 2.9 1.9± 1.2× 10−11 2.5
58028.23 0.8 < 5.8× 10−11 1.7
58029.22 1.3 5.9± 1.5× 10−11 4.3
58030.24 0.65 8.0± 2.0× 10−11 5.4

H.E.S.S. The High Energy Stereoscopic System (H.E.S.S.) of imaging atmospheric Cherenkov
telescopes has been routinely performing follow-up observations of high-energy neutrinos de-
tected by IceCube and ANTARES since 2015. The H.E.S.S. system has been designed to
automatically react to neutrino alerts, allowing for a search for VHE γ-ray sources in coin-
cidence with a neutrino detection on timescales that range from a few tens of seconds to several
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days (91). In the past, several neutrino alerts were followed up by H.E.S.S. (92). All follow-up
observations of IceCube alerts performed by H.E.S.S. are summarized in Table S3.

Table S3: Neutrino follow-up observations performed by H.E.S.S. IceCube-170922A repre-
sents the IceCube alert which was followed up with the longest exposure and the shortest delay.
The long exposure was taken following the Fermi-LAT announcement of TXS 0506+056 being
in a high emission state (16).

Date Alert Delay of Duration of
identifier observations observations

Apr 27, 2016 IceCube-160427A 2d 15h 2h
Jul 31, 2016 IceCube-160731A 16h 2h
Nov 3, 2016 IceCube-161103A 12h 2h
Sep 22, 2017 IceCube-170922A 4h 3h 14m

H.E.S.S. performed follow-up observations towards the direction of the blazar TXS 0506+056
during the nights of 22 September, 2017 and 23 September, 2017 after the detection of a high-
energy neutrino by IceCube. Initial observations started ∼4 hours after the circulation of the
neutrino alert (18). A preliminary on-site analysis did not reveal any significant γ-ray emis-
sion (60) for this data set. A second set of observations was acquired during the nights of
27 September, 2017 and 28 September, 2017 following the announcement of Fermi-LAT that
TXS 0506+056 was in an active state and positionally coincident with the direction of the neu-
trino event (16). In total 3.25 hours of high-quality observations including the central large
telescope (CT5) were obtained at zenith angles ranging from 31 deg to 46 deg.

The 3.25 hours of CT5 data were analyzed in mono mode using the Model Analysis (93)
with loose cuts to achieve a low energy threshold. No γ-ray emission at a significant level was
detected and upper limits on the VHE γ-ray flux have been calculated. The best fit spectral
index of −3.9 as measured from the MAGIC data was used as the spectral assumption. Limits
at 95% C.L. were derived using the Rolke method (94) and assuming a systematic uncertainty
of 30%. Negative excess fluctuations of the measured counts in the signal region were taken
into account by replacing them with the measured background counts, scaled with the signal
region exposure time.

The limits and fluxes were calculated for each night of the data set individually. They are
shown in Figure 3 and summarized in Table S4 above an energy threshold of 175 GeV. The
table and figure also include flux upper limits from two archival observation campaigns from
September 2015 and December 2015 to January 2016. Additionally, differential flux upper
limits were calculated for the whole 3.25 hour dataset. They are depicted in Figure 4 and
summarized in Table S5. All results have been cross-checked with an independent calibration
and analysis chain (95), which showed consistent results.
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Table S4: Flux upper limits from H.E.S.S. for TXS 0506+056. Archival and nightly γ-ray flux
upper limits at 95% confidence level for TXS 0506+056 derived from the H.E.S.S. observations
assuming an E−3.9 energy spectrum.

MJD Observation time Flux > 175 GeV
[days] [h] [ph cm−2 s−1]

57286 – 57288 5.4 < 7.2× 10−12

57358 – 57390 4.4 < 1.1× 10−11

58019.07 1.35 < 1.0× 10−11

58024.08 0.48 < 1.8× 10−11

58025.08 1.65 < 1.8× 10−11

Table S5: H.E.S.S. differential γ-ray flux upper limits for TXS 0506+056. Flux upper limits
(fγ) at 95% C.L. obtained for the full TXS 0506+056 H.E.S.S. data set and assuming an E−3.9

energy spectrum. Emin and Emax define the energy range over which the differential flux upper
limit is derived.

Emin Emax fγ
[TeV] [TeV] [cm−2 s−1 TeV−1]
0.16 0.28 < 6.6× 10−11

0.28 0.48 < 2.1× 10−11

0.48 0.85 < 4.5× 10−12

0.85 1.50 < 1.8× 10−12

1.50 2.63 < 5.9× 10−13

2.63 4.62 < 3.3× 10−13
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VERITAS The Very Energetic Radiation Imaging Telescope Array System (VERITAS) (33),
was used to perform follow-up observations of IceCube-170922A. Observations started on 23
September 2017 at 09:06 UTC, 12.2 hours after the IceCube detection, accumulating an expo-
sure of one hour under partial cloud coverage in normal observation mode. Additional VER-
ITAS observations were collected following the Fermi-LAT report of the detection of a hard
GeV γ-ray flare from the blazar TXS 0506+056 located within the neutrino error region. Five
additional hours were collected during the period between 28 September 2017 at 08:57 UTC
and 30 September 2017 at 11:04 UTC (5.5 to 7.6 days after the neutrino detection), resulting in
a total exposure of 5.5 hours for the entire data set after quality cuts.

An analysis of the data optimized for soft-spectrum sources shows no evidence of γ-ray
emission at the blazar location or anywhere else in the 3.5 deg VERITAS field of view. The
integral γ-ray flux upper limit derived from the VERITAS observations at the TXS 0506+056
position is 1.2× 10−11 cm−2 s−1 at 95% C.L. above an energy threshold of 175 GeV assuming
the power-law photon spectral index of -3.9 from the MAGIC data.

All limits were calculated using the method described in (84) with the requirement of a min-
imum of 10 events present in the off-source region to reduce the uncertainty in the estimation
of the background rate. The systematic uncertainty in the energy scale of VERITAS is 15% to
20% (96). Differential γ-ray flux upper limits are listed in Table S7 at 95% C.L. for observa-
tions obtained within two weeks of the neutrino alert. These observations, with the addition of
historical observations of the blazar TXS 0506+056 performed by VERITAS prior to the detec-
tion of IceCube-170922A, were used to calculate light-curve integral flux upper limits above a
threshold of 175 GeV which are listed in Table S6. For observation periods where the VERI-
TAS energy threshold was higher than 175 GeV, the upper limits were scaled to this value by
conservatively assuming a photon spectral index of −4.3 based on a 1σ deviation of the index
from the MAGIC data (−3.9±0.4).

VERITAS observations of IceCube-170922A were performed as part of the VERITAS neu-
trino follow-up program (97). Prompt follow-up observations performed by VERITAS under
this program in response to alerts prior to the IceCube-170922A are included in Table S8.

HAWC The High-Altitude Water Cherenkov (HAWC) γ-ray observatory (36) has a very wide
field of view (∼ 2 sr) and operates with>95% uptime, enabling it to survey 2/3 of the sky above
∼1 TeV. The IceCube-170922A location was not in the field of view of HAWC at the time of
the event. Three time periods were searched for VHE γ-rays with no evidence for a source in
any of the studies. For all these searches, the 95% C.L. upper limits on the flux above 1 TeV
assume a spectral index of −3.9. The 1 TeV threshold for flux limits was chosen so that the
limit depends very weakly on the spectral index.

First, a time integrated search at the location of TXS 0506+056 was made using archival data
from 26 November 2014 to 27 August 2017. The upper limit on the flux is 1.6×10−13 cm−2 s−1.
Second, the transits of TXS 0506+056, in HAWC, right before and right after the time stamp
of IceCube-170922A (22 September 2017, from 08:37:15 to 14:29:45 UTC and 23 Septem-
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Table S6: Flux upper limits from VERITAS for TXS 0506+056. Nightly γ-ray flux upper
limits at 95% confidence level from VERITAS above an energy threshold of 175 GeV, assuming
an E−3.9 energy spectrum.

MJD Time window (half width) Flux > 175 GeV
[days] [days] [ph cm−2 s−1]

57685.4392 ±0.0104 < 6.8× 10−12

57686.4500 ±0.0200 < 5.7× 10−12

57786.1544 ±0.0142 < 1.1× 10−11

58019.3971 ±0.0124 < 2.1× 10−10

58024.4380 ±0.0653 < 1.4× 10−11

58025.3932 ±0.0219 < 5.2× 10−11

58026.4399 ±0.0211 < 1.1× 10−11

Table S7: VERITAS differential γ-ray flux upper limits for TXS 0506+056. Differential
γ-ray flux upper limits (fγ) derived from VERITAS observations of the TXS 0506+056 blazar
position. Emin and Emax define the energy range over which the differential flux upper limit is
derived and are based on observations obtained within 2 weeks of the neutrino alert.

Emin Emax fγ
[TeV] [TeV] [cm−2 s−1 TeV−1]
0.141 0.316 < 5.4× 10−11

0.316 0.708 < 6.4× 10−12

0.708 1.585 < 5.3× 10−13

1.585 3.548 < 8.0× 10−14

ber 2017, from 08:33:19 to 14:25:49 UTC) were used. The upper limit on the flux is 3.6 ×
10−12 cm−2 s−1. Finally, data from 9 September 2017 09:28:22 to 19 September 2017 14:41:33
UTC and from 21 September 2017 08:41:11 to 6 October 2017 13:34:43 UTC was used (the
time gap was due to a power outage after Mexico’s earthquake on 19 September 2017), roughly
coinciding with the Fermi-LAT reported flare (16), results in an upper limit of the flux of
2.1 × 10−12 cm−2 s−1. Quasi-differential upper limits on E2dN/dE using HAWC data are
presented in Figure 4 using the method described in (99).

Radio, optical and X-ray observations
VLA The Karl G. Jansky Very Large Array (VLA) (37) was used to obtain radio frequency
observations of the blazar TXS 0506+056, following its identification as the potential astro-
physical origin of IceCube-170922A (18). The VLA observations were taken over six epochs
between 5 October 2017 and 21 November 2017, in S (2 − 4 GHz), C (4 − 8 GHz) and X
(8−12 GHz) bands. The array was split into 3 sub-arrays, with 8 antennas observing at C band,
9 antennas at X band, and 10 antennas observing at S band, to simultaneously sample the source
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Table S8: Neutrino follow-up observations performed by VERITAS.

IceCube UTC Date Obs delay Exposure VERITAS
Alert ID [hr] [hr] publication

IceCube-160427A 27 April 2016 0.05 3.15 (98)
IceCube-161103A 3 November 2016 0.06 1.5 -
IceCube-170321A 21 March 2017 19.3 0.5 -
IceCube-170922A 22 September 2017 12.2 5.5 (59)

flux density across the three receiver sets. The antennas for each sub-array were selected so that
all sub-arrays had similar beam patterns. A total of 10.8 minutes on target were acquired in each
band, per epoch, cycling continuously between the calibrator (1 min) and target (5.4 min). All
observations were made with the 8-bit samplers, using 2 base-bands with 8 spectral windows of
64 2 MHz channels each, giving a total bandwidth of 1.024 GHz per base-band. The flagging,
calibration, and imaging were carried out within the Common Astronomy Software Application
package (CASA, v5.1.1; (100)) using standard procedures.

For all sub-arrays, 3C 138 (QSO J0521+166) was applied as the flux calibrator, and QSO J0502+0609
as the phase calibrator. When imaging, a natural weighting scheme was used to maximize sen-
sitivity. A phase-only self-calibration was performed on the data (with 10 second solution
intervals) to correct for phase de-correlation of the unresolved emission. No self-calibration
was performed when the preliminary flux densities of the first 4 epochs were reported in (38).
As expected, phase de-correlation was strongest at higher frequencies, and on 6 October 2017,
that was measured to have significantly stronger tropospheric contribution to the interferometric
phase.

TXS 0506+056 was detected significantly in all bands/epochs. Observation times and flux
densities for TXS 0506+056 are shown in Table S9, where a point source was fitted in the
image plane (with the CASA imfit task) to obtain each of these measurements. The reported
uncertainties on the flux density do not include the∼ 5% systematic uncertainty on the absolute
flux scale calibration. This uncertainty should be included when comparing these flux density
measurements to those with other facilities. Flux densities and the measured ν∼0.2 spectra were
relatively constant from 5 - 12 October 2017 (epochs 1–4). The source brightened slightly
above 4 GHz on 24 October 2017. The final data (on 21 November 2017) indicate a (∼20%)
brighter source at frequencies below 6 GHz, and spectral steepening at higher frequencies (ν∼0.2

at lower frequencies and ν∼−0.1 at higher frequencies). This peak may be due to synchrotron
self-absorption. An injection of energy (e.g., jet ejecta) that moves downstream and reaches the
radio photosphere for ν ∼ 10 GHz by 21 November 2017, could provide a spectral turnover.

ASAS-SN The All-Sky Automated Survey for Supernovae (ASAS-SN) consists of two units
— one at Haleakala, Hawaii and one at Cerro Tololo in Chile — each comprising four robotic
14 cm telescopes. ASAS-SN has been monitoring the visible sky to ∼ 17 mag in the V band on
a 2–3 day cadence (101).
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An initially extracted light curve spanning from August 2013 to October 2017 from the
ASAS-SN Sky Patrol (40) interface indicated that TXS 0506+056 had brightened by ∆V ∼
0.5 mag over the 50 days prior to the neutrino event (54). While the source shows significant
variability, the recent data indicate this is the brightest this object has been in several years. This
source was observed at higher cadence compared to the regular survey for a few days after the
neutrino detection thanks to automated ASAS-SN target-of-opportunity observations triggered
by the public IceCube alerts.

The ASAS-SN V band light curve is shown in Figure 3 and is extracted using aperture pho-
tometry on the difference images and combining the multiple images obtained at each epoch.
Proximity to the Sun prevented observations from April to July 2017. The source had a rel-
atively steady flux of V ∼ 14.5 mag in the previous observing season (August 2016 to April
2017) and brightened from a minimum of V ' 15.0 mag in the season before that (July 2015
to March 2016). ASAS-SN images have ∼ 15” FWHM PSF. There is a modest dilution of the
variability amplitude through the contributions of a nearby source to the photometry aperture.

Kanata/HONIR TXS 0506+056 was monitored in the imaging mode with the Hiroshima
Optical and Near-InfraRed camera (HONIR) (42) installed at the Cassegrain focus of the 1.5-m
Kanata telescope at the Higashi-Hiroshima Observatory, starting ∼ 20 hours after the IceCube-
170922A alert. Polarimetric observation with HONIR was also performed since 30 September
2017, revealing that TXS 0506+056 was highly polarized (∼ 7% in R band). The magnitude was
measured by relative photometry with respect to the nearby reference stars listed in the AAVSO
Photometric All-Sky Survey (102). For polarimetry of TXS 0506+056, strongly-polarized stan-
dard stars (BD +64 106 and BD +59 389; (103)), and several unpolarized standard stars, were
observed for calibration. The instrumental polarization for HONIR was confirmed to be neg-
ligibly small (. 0.1%), and no correction was applied. The foreground Galactic extinction
(EB−V = 0.096, (104)) indicates that the interstellar polarization is pR ≤ 0.9% (105), sug-
gesting the observed large polarization is predominantly intrinsic to the blazar. Possible blazar
candidates were selected from flat spectrum radio sources of α > −0.5 (where α is a spectral
index defined as Fν ∝ να) from 0.15 GHz TGSS (106) and 1.4 GHz NVSS (107) catalogs. Four
flat-radio-spectrum objects (including TXS 0506+056) found within the IceCube-170922A er-
ror region were examined. Visual inspection of differenced images taken on 23 September 2017
and 24 September 2017 showed a clear fading of blazar TXS 0506+056 (52).

Kiso/KWFC Monitoring observations of TXS 0506+056 in optical g, r, and i bands com-
menced after the neutrino alert with the Kiso Wide Field Camera (43) attached to the 1.05 m
Kiso Schmidt telescope. The point spread function sizes are 4-6 arcsec FWHM, well separated
from a nearby bright star in the KWFC images. The data were reduced in the same manner as
that for a previous supernova survey (108). Compared with previous observations (109), the
flux of the object increased by approximately 1.0 mag and remained in a bright phase until at
least November 2017.
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Figure S4: Liverpool Telescope measured spectrum of TXS 0506+056. Spectrum of TXS
0506+056 obtained with the low resolution (R≈350) spectrograph SPRAT on the Liverpool
Telescope on 29 September 2017. The spectrum shows a smooth continuum typical of a BL
Lac object, with absorption features that are telluric or attributable to Galactic interstellar Na I
absorption.

Liverpool Telescope Low resolution (resolving power∼ 350, 4000−8000 Å) optical spectra
of TXS 0506+056 were obtained with the SPRAT spectrograph of the 2.0 m Liverpool Tele-
scope (41) on 29 September 2017 02:31 UTC and 30 September 2017 02:15 UTC. The spectra,
shown in Figure S4, showed no sign of variation and are typical of a BL Lac object, showing a
smooth continuum. The only feature seen is attributable to Galactic interstellar Na I absorption.
No redshift measurement is possible from the optical spectra. Both spectra have a flat spectral
energy distribution with Fλ ∼ 4 × 10−15 ergs s−1cm−2Å−1, which is bluer than the (similarly
featureless) spectrum presented in (110), indicating a likely “bluer-when-brighter" behavior.

Subaru/FOCAS Low resolution (resolving power ∼ 400 in 4700-8200 Å and ∼ 1200
in 7500-10500 Å) optical spectra were obtained with the Faint Object Camera and Spectro-
graph (45) on the 8.2-m Subaru telescope on 30 September 2017 and 1 October 2017, respec-
tively, and are shown in Figure S5. The data was reduced with IRAF software in the standard
manner (111). The signal-to-noise ratios are roughly 350 per pixel. The spectra are almost
featureless smooth continua over the entire wavelength range except for a weak emission line
is marginally detected around 8,800A, corresponding [NII] detected in (28).
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Figure S5: Subaru/FOCAS spectra of TXS 0506+056. Normalized spectra taken with FO-
CAS on the 8.2-m Subaru telescope on 30 September 2017 (blue) and 1 October 2017 (red), in
two different settings of the grism and order-sort filters. Note that some atmospheric absorption
effects remain. The [NII] line detected by Paiano et al. (28) is marginally detected as shown in
the inset figure.

Swift and NuSTAR Swift carried out rapid-response follow-up observations of IceCube-170922A
as a mosaic of 19 pointings beginning 3.25 hours after the neutrino detection, lasting 22.5 hours,
and accumulating approximately 800 s exposure per pointing. The tiled Swift XRT observa-
tions together cover a roughly circular region centered on RA, Dec (J2000) = (77.2866 deg,
+5.7537 deg), with radius of approximately 0.8 deg and sky area 2.1 deg2. XRT data was ana-
lyzed automatically as data was received at the University of Leicester, via the reduction rou-
tines described in (112, 113). Nine sources were detected in the covered region down to a
typical achieved depth of 3.8 × 10−13 erg cm−2 s−1 (0.3 keV – 10.0 keV). All of the detected
sources were identified as counterparts to known and cataloged stars, X-ray sources, or radio
sources (114). Source 2 from these observations, located 0.077 deg from the center of the neu-
trino localization, was identified as the likely X-ray counterpart to TXS 0506+056.

Following the Fermi-LAT report that TXS 0506+056 was in an enhanced GeV-flaring state,
a Swift monitoring campaign was initiated (55) and a single NuSTAR observation (56) was
requested. Swift monitoring observations began on 27 September 2017 with 12 epochs (and
24.7 ks total exposure time) completed by 23 October 2017 (Table S10). NuSTAR observa-
tions over 02:23 to 17:48 UTC on 29 September 2017 yielded 23.9 ks (24.5 ks) exposure
in the A (B) units, respectively, after processing with NuSTAR standard software tools (115)
(SAAMODE=strict). With count rates of 21.3 ct ks−1 (20.8 ct ks−1) in the A (B) units, TXS 0506+056
is well detected in these data.

For joint analysis purposes, the Swift XRT data from the 27 September 2017 and 30 Septem-
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Figure S6: Swift-XRT and NuSTAR observations of TXS 0506+056. The spectrum of TXS
0506+056 from a joint fit to Swift-XRT data with the NuSTAR spectrum of TXS 0506+056.
Swift-XRT data are shown with orange markers and the two NuSTAR units are shown with blue
and green markers.

ber 2017 monitoring observations were selected; processing of these data occurred with the
online tools of the UK Swift Science Data Centre (112), yielding a 6.9 ks exposure, with the
source exhibiting a count rate of 88 ct ks−1.

The resulting TXS 0506+056 spectrum over 0.3 keV – 100 keV is adequately fit with a dou-
ble power-law spectral model with the galactic hydrogen column density(NH) fixed at the ex-
pected Galactic value, NH = 1.11× 1021 cm−2 (Fig. S6).

The soft power-law component has the photon index Γs = −2.78±0.30 and yields a flux of
(1.78±0.41)×10−12 erg cm−2 s−1 over 0.3 keV – 10 keV, while the hard power-law component
has the photon index Γh = −1.43± 0.25 and yields a flux of (4.7± 2.4)× 10−12 erg cm−2 s−1

over 3 keV – 100 keV. The hard power-law component that dominates over the NuSTAR band-
pass extrapolates to νFν = 5.8× 10−11 erg cm−2 s−1 at Eγ = 20 MeV, consistent with the flux
observed over the Fermi-LAT bandpass (0.1 GeV – 100 GeV) at that epoch.

To characterize the X-ray flux and spectral variability of TXS 0506+056, we performed a
power-law fit to each individual Swift XRT observation (Table S10), as well as to the summed
spectrum from all listed epochs. The 14 October 2017 observation is excluded from the spectral
analysis due to low exposure time. The summed spectrum (24.7 ks total exposure) is adequately
fitted with a single power-law spectral model havingNH = 1.11×1021 cm−2, resulting in a pho-
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ton index Γ = −2.46± 0.06 and mean flux of 3.06× 10−12 erg cm−2 s−1(0.3 keV – 10.0 keV).
This source has been observed on multiple previous occasions with the Swift XRT (113). In
past observations, TXS 0506+056 exhibits a typical count rate of 40 ct ks−1, with one observa-
tion at approximately 90 ct ks−1. The source was therefore in an active X-ray flaring state by
comparison to historical X-ray measurements (cf. Figure 3).

Individual monitoring observations show evidence of spectral variability; photon indices and
X-ray flux measurements for each epoch are provided in Table S10, and the variations in photon
index are shown in Figure 3. The χ2 statistic for photon index variations (compared to a fixed
Γ = −2.46 from the summed spectrum) is 33.91 for 11 degrees of freedom (p = 3.7× 10−4).

INTEGRAL The INTEGRAL observatory (51) has surveyed the sky in hard X-rays and soft γ-
rays at energies above 20 keV since October 2002. At the time of the IceCube-170922A detec-
tion, INTEGRAL was performing a slew between two pointings, and the sensitivity to emission
from the IceCube neutrino direction depends on time. Combining data from the Spectrome-
ter on INTEGRAL - Anti-Coincidence Shield (SPI-ACS) and Imager on Board the INTEGRAL
Satellite - Veto (IBIS/Veto) instruments, we set a limit on the 8-second peak flux at any time
within ±30 minutes from the time of the alert at a level of 10−7 erg cm−2 s−1, assuming a
power-law spectrum with a slope of -2 (57).

The location of IceCube-170922A was serendipitously in the field of view of INTEGRAL
from 30 September 2017, 05:36:04 UTC (MJD 58026.23) to 24 October 2017, 16:20:25 UTC
(MJD 58050.68). Due to the large off-axis angle, the resulting effective exposure was only
32 ks. In the combined mosaicked images of INTEGRAL Soft Gamma-Ray Imager data we
did not detect the source, and set an upper limit (3σ C.L.) on the average flux from the posi-
tion of TXS 0506+056 of 7.1×10−11 erg cm−2 s−1 in the 20 keV – 80 keV energy range and
9.8×10−11 erg cm−2 s−1 in the 80 keV – 250 keV energy range.

Neutrino-blazar coincidence analysis
In order to calculate the chance probability of a coincidence between a neutrino alert, such as
IceCube-170922A, and a flaring blazar, several hypothesis tests have been performed covering
a range of assumptions on the spatial and temporal signal distribution and neutrino emission
scenarios. For each hypothesis we create a test statistic (TS) that we use in a likelihood ratio
test to compare the signal hypothesis to the null hypothesis. In each case our null hypothesis
assumes no correlation between a cataloged γ-ray source and high-energy neutrino events (in-
cluding atmospheric neutrinos and misidentified muons, and the astrophysical neutrinos). The
signal hypothesis assumes that neutrino events originate from cataloged Fermi-LAT blazars,
given a particular model for the correlation between the neutrino and γ-ray emission.

As a common framework for all the analyses, we start with an unbinned likelihood function
defined in a similar way to previous IceCube point source analyses (3, 4):
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L =
N∏
i

(ns
N
S + (1− ns

N
)B
)
, (S1)

with signal and background probability density functions (PDFs) denoted as S and B, respec-
tively. N is the total number of events and ns the number of signal events. Additionally, there
is one constrained nuisance parameter included in the likelihood for the γ-ray energy flux (or
flux ratio) normalization of each source using the method from (116), treating the flux error as
a normal distribution. Including the nuisance factor does not have a significant influence on the
results. In the simple case considered here, only a single event enters the analysis, i.e. N = 1.

We define a test statistic of the form

TS = 2 log
L(ns = 1)

L(ns = 0)
= 2 log

S
B . (S2)

In this definition the likelihood ratio test reduces to a test between two fixed alternate hypotheses
and TS can take negative values for background-like events. The signal PDF consists of three
independent parts, a spatial factor, a flux weight factor, and a factor for the detector acceptance:

S(~x, t) =
∑
s

1

2πσ2
e−|~xs−~x|

2/(2σ2)ws(t)wacc(θs), (S3)

where the sum runs over all 2257 extragalactic Fermi-LAT sources, s. Their light curves were
constructed as described above for the analysis of the Fermi-LAT light curves for TXS 0506+056,
where 28-day wide bins are used to characterize the γ-ray activity at time t. The term wacc is the
IceCube acceptance as a function of zenith angle (normalized over all zenith angles, θs), assum-
ing a neutrino signal spectral index γ = −2.13. This factor accounts for the zenith-dependent
sensitivity of the IceCube detector. The function ws(t) derived from the Fermi-LAT light curve,
describes the model-dependent relation between the γ-ray emission and the expected neutrino
flux from source s as a function of time.

The leading factor inside the summation is the spatial weight accounting for the distance of
a source at position, ~xs, to the reconstructed neutrino direction, ~x, in terms of the reconstruction
uncertainty σ of the neutrino direction, which is found on a per-event basis (3). The uncertainty
of the γ-ray source position is negligible compared to the neutrino angular uncertainty. Sources
at large angular distances from the neutrino are assigned a negligible weight by the spatial
factor, which models the IceCube point-spread function (PSF). The “signalness” of a neutrino
event, as mentioned in the main text, is a quantity constructed by the realtime system from
the energy and zenith angle estimates, to rapidly allow an assessment of whether an event is a
worthy target of opportunity. It does not enter into the likelihood.

The background PDF is described by the zenith acceptance, PBG(sin θ), which is a prob-
ability density function describing the zenith distribution of the alert events that are due to
background.
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B(~x) =
PBG(sin θ)

2π
, (S4)

where θ is the zenith angle of the reconstructed neutrino direction ~x. To construct a back-
ground TS distribution we randomly draw neutrino events from an IceCube all-sky Monte Carlo
sample containing muon-neutrinos and misidentified muons from air-showers and astrophysical
neutrinos with energies according to the spectral shape presented in (2).

The final p-value is then determined by calculating the fraction of background TS values
larger than the measured one for IceCube-170922A. Note that the overall normalization of S
and B does not influence the final p-value, but only shifts the TS distribution.

As the production mechanisms of neutrinos and γ-rays in astrophysical environments are
poorly understood, three models connecting the γ-ray and the neutrino flux are considered for
ws(t). All models are based on the assumption that at least part of the γ-ray emission is of
hadronic origin. In all cases the extragalactic sources from the Fermi-LAT catalog are used.

Model 1: The neutrino energy flux is proportional to the γ-ray energy flux of the source in the time
bin where the neutrino arrives (4). This is motivated by the fact that a similar amount of
energy is expected to be channeled into the neutrino and γ-ray emission, if pion decays
from pp or pγ interactions dominate at high energies. Alternatively, it can be relevant
even if emission from electrons dominate, as long as protons and electrons are accelerated
at a fixed power ratio.

In this case the weight is equal to the γ-ray energy flux defined as:

ws(t) = φE(t) =

∫ 100 GeV

1 GeV
Eγ
dφγ(t)

dEγ
dEγ, (S5)

where φγ(t) is the photon flux from the γ-ray light curves, at time t. The resulting pre-
trial p-value is 2.1 · 10−5, corresponding to a Gaussian equivalent one-sided probability
of 4.1σ.

Model 2: The neutrino production and detection probability depend only on the relative flux change
of the γ-ray source emission around the neutrino event time, t. This prevents missing a
correlation with γ-dim sources that may be much brighter in neutrinos than γ-rays, at the
cost of some sensitivity to bright sources.

Here,
ws(t) = φγ(t)/ 〈φγ〉 , (S6)

where 〈φγ〉 is the time averaged γ-ray flux from the source. The resulting pre-trial p-value
is 2.5 · 10−5 (4.1σ).

Model 3: The neutrino energy flux is proportional to the γ-ray energy flux predicted in the very-
high-energy (VHE) γ-ray regime (100 GeV – 1 TeV). This approach is triggered by the
detection of VHE γ-ray emission by MAGIC.
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If a similar amount of energy is channeled into neutrinos and γ-rays in the sources (as in
Model 1) the energy flux is expected to be correlated with the neutrino energy flux. The
VHE γ-ray emission is closer in energy to the observed neutrino and might therefore be
a better indicator for high-energy particle acceleration.

As no unbiased survey of the sky exists at energies above 100 GeV, the 2257 extragalactic
Fermi-LAT sources were considered. The VHE spectral functional form was obtained
through extrapolations of the spectrum measured by Fermi-LAT in the energy range from
1 GeV – 100 GeV over the entire 9.5-year Fermi-LAT exposure. The VHE spectral nor-
malization was scaled to match each monthly bin of the Fermi-LAT light-curve. Since
any additional softening of the spectrum in the VHE energy band due to limitations in the
acceleration capabilities of the source, limitations in the radiative efficiency, absorption
within the source or in the extragalactic background light (EBL) would yield a lower flux,
these extrapolations represent a conservative assumption.

The pre-trial p-value in this case is 4.9 · 10−5 (3.9σ). Including absorption by the extra-
galactic background light for the extrapolations does not change the p-value significantly.
Extrapolations to VHE energies are potentially uncertain for weaker, hard-spectrum sources
with a spectral shape not well constrained in the high-energy band. For the sources within
the Fermi 3FHL catalog, the results obtained with the best fit from 9.5 years of Fermi-
LAT data (e.g. power-law or log-parabola or power-law with exponential cutoff) were
compared to extrapolations based on the power-law fit. Minimal impact was found on the
weights in the energy band considered.

A test was applied to assess the impact of the flux weight on the chance coincidence prob-
ability, and to quantify the probability of a simple spatial coincidence between a neutrino alert
and a cataloged source. To achieve that, the flux weight was set to one for all cataloged sources
(ws(t) = 1). This choice implies that the intensities of the neutrino and γ-ray emission are
not correlated for LAT catalog sources. In this case, the pre-trial p-value is reduced to 0.0017
(2.9σ). Another set of tests was applied to check the impact of the spatial factor in the likeli-
hood description above, given that IceCube-170922A was found very close to the source (at a
distance of 0.1 deg, much smaller than the 90% angular error typical for IceCube through-going
track events). The Gaussian PSF factor is replaced by 1 in this test for neutrino events within 0.5
deg of the source and by 0 otherwise. If the full PSF information is not used, the significance
values drop by 0.4σ − 0.5σ for the three models described above.

Prior to 22 September 2017, IceCube had publicly issued 9 alerts. In addition 41 archival
events (before April 2016) were inspected, which would have triggered alerts if the realtime sys-
tem had been operational. Since no Fermi-LAT source comparable in energy flux to TXS 0506+056
was found within the 90% error region of any of the potential previous alerts, the global p-value,
corrected for all trials, can be obtained from the pre-trial local p-value pglobal = 1−(1−plocal)N ,
where N = 51 is the number of trials. For plocal � 1 this simplifies to pglobal ≈ plocalN . For
Model 1 and 2, the trial factor correction yields a global p-value of 3.0σ. Five of the 10 Ice-
Cube alerts were followed-up by VHE observations. With the exception of IceCube-170922A,

S39



no alert has been observed by an IACT more than 3.2 hours. Considering 5 alerts only, the
global p-value for Model 3 based on the formula above becomes 3.5σ. For 10 (51) alerts the
corresponding p-values are 3.3σ (2.8σ). Since IACTs do not follow up all IceCube alerts, it is
not clear if these values are relevant in this case.

Correlation analysis sensitivity To demonstrate that the test described above is sensitive to
our signal hypothesis, an ensemble of simulated IceCube observations was generated assum-
ing a proportionality between the instantaneous γ-ray and neutrino emission, corresponding to
Model 1 above.

In these simulations, the signal normalization is set such that the expected number of Ice-
Cube real-time alerts originating from cataloged extragalactic Fermi-LAT sources is equal to
1. Here we have assumed that the purity of the IceCube real-time stream is ∼ 40% and that
blazars produce ∼ 5% of the diffuse neutrino flux, which is consistent with the current upper
limits in (4). With a total of 51 alerts, we expect roughly one coincidence. In each realization of
these signal simulations, one IceCube event is injected on a cataloged extragalactic Fermi-LAT
source. The probability to select each individual source is set proportional to its energy flux.

For each injected IceCube event, we calculate the TS as described above using the observed
γ-ray light curves.

The resulting signal and background TS distributions are compared in Figure S7. Defining
sensitivity as the fraction of the signal realizations correctly identified as such, the figure shows
that for a reasonable cut at e.g. TS = 9, a sensitivity > 50% is obtained for a p-value less than
1%. The pre-trial p-value shown for IceCube-170922A is 2.1 · 10−5, corresponding to Model 1.
This test has been applied for the assumption of one signal event and can therefore be directly
compared with the pre-trial p-values of the energy flux weighting scenario described above.

Furthermore the energy flux distribution of γ-ray sources with simulated neutrino coinci-
dences was inspected assuming that all sources produce neutrinos proportional to their γ-ray
energy flux. It is found that 14% of all sources have an equal to or larger γ-ray energy flux
than TXS 0506+056 during the time of IceCube-170922A (see Fig. S7). This shows that if the
neutrino flux is in fact highly correlated with the γ-ray flux it is not surprising that we detect a
neutrino in coincidence with this particular source and flaring incident. This test neglects dim
γ-ray sources below the detection threshold of the Fermi-LAT, which would also contribute to
the neutrino flux.

Previous high-energy IceCube events Prior to IceCube-170922A, the IceCube real-time sys-
tem sent 9 public high-energy neutrino alerts. IceCube data recorded prior to the start of the
real-time system in April 2016, starting from 2010, has been inspected for events that would
have passed the selection criteria of the real-time stream. An additional 41 events were iden-
tified. The 90% error contours of all 51 events were searched for γ-ray sources in spatial
coincidence. The angular resolution for those events varies strongly with the topology and en-
ergy of the event. Only events with an angular uncertainty of less than 5 deg2 are considered,
excluding 4 events from the pre-alert time period. Events with larger uncertainty would get
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a small spatial weight assigned in the likelihood analysis and would not yield a significant p-
value. One neutrino (9 December 2014) is found with a 90% location uncertainty region of
1.76 deg2 in spatial coincidence with the γ-ray source 3FGL J1040.4+0615. The best-fitting
neutrino position is 0.27 deg from the position of the γ-ray source. In the monthly time bin
around the neutrino arrival time, the source was detected with an energy flux of 1.3× 10−11 erg
cm−2 s−1 between 1 GeV and 100 GeV, more than an order of magnitude lower than the energy
flux at TXS 0506+056 during the time of IceCube-170922A of 1.9 × 10−10 erg cm−2 s−1, and
about a factor of 2 below the brightest emission period (2.7× 10−11 erg cm−2 s−1) observed for
this particular source. Therefore, this event would have produced substantially lower test statis-
tic values in the statistical tests for chance coincidence described above, where a correlation
between the gamma-ray and neutrino emission is assumed.
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Table S9: VLA Radio Frequency Flux Densities of TXS 0506+056. A ∼ 5% systematic
uncertainty in the absolute flux scale should be included when comparing these to flux densities
measured with other facilities.

Epoch MJD Sub-array Frequency Flux Density
Receiver Band (GHz) mJy

1 58031.6429± 0.0104 S 2.50 519.7± 1.3
S 3.50 540.4± 0.9
C 5.25 565.3± 1.0
C 7.45 624.9± 1.1
X 9.00 663.2± 1.5
X 11.00 695.9± 1.4

2 58032.3724± 0.0104 S 2.50 522.8± 0.8
S 3.50 543.6± 0.5
C 5.25 569.8± 1.0
C 7.45 640.2± 1.3
X 9.00 662.8± 3.5
X 11.00 725.7± 6.1

3 58035.5662± 0.0104 S 2.50 507.5± 0.9
S 3.50 529.4± 0.6
C 5.25 563.3± 1.1
C 7.45 625.9± 1.5
X 9.00 650.1± 1.2
X 11.00 670.9± 1.1

4 58038.3585± 0.0104 S 2.50 520.4± 0.8
S 3.50 535.0± 0.6
C 5.25 571.3± 1.0
C 7.45 631.9± 1.0
X 9.00 661.9± 1.1
X 11.00 722.8± 1.1

5 58050.3048± 0.0104 S 2.50 511.4± 1.6
S 3.50 549.7± 0.8
C 5.25 607.2± 1.4
C 7.45 699.4± 1.6
X 9.00 723.8± 1.7
X 11.00 753.0± 1.6

6 58078.5534± 0.0104 S 2.50 606.0± 1.6
S 3.50 658.4± 1.3
C 5.25 696.2± 1.2
C 7.45 669.3± 1.5
X 9.00 667.0± 1.4
X 11.00 646.2± 1.0
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(A)

(B)

Figure S7: γ-ray energy flux and neutrino correlation study sensitivity. Panel A: TS distri-
bution for background trials (blue) and signal trials (green dashed) assuming a linear correlation
of γ-ray energy flux and neutrino flux. The solid blue line indicates the TS value below which
99% of the background trials lie. The green dotted line shows the median TS of the signal
trial distribution. The red dashed line shows the measured TS value for IceCube-170922A.
The x-axis is suppressed in order to show only the relevant tail of the background distribution.
Panel B: distribution of γ-ray energy flux (for γ-ray energies >1 GeV) for found neutrino γ-ray
correlations assuming that all sources produce neutrinos proportionately to their energy fluxes
in the range 1 GeV – 100 GeV.
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The Radar Echo Telescope for Cosmic Rays (RET-CR) is a recently initiated experiment designed to detect
the englacial cascade of a cosmic-ray initiated air shower via in-ice radar, toward the goal of a full-scale, next-
generation experiment to detect ultra high energy neutrinos in polar ice. For cosmic rays with a primary energy
greater than 10 PeV, roughly 10% of an air-shower’s energy reaches the surface of a high elevation ice-sheet
(&2k̇m) concentrated into a radius of roughly 10 cm. This penetrating shower core creates an in-ice cascade
many orders of magnitude more dense than the preceding in-air cascade. This dense cascade can be detected
via the radar echo technique, where transmitted radio is reflected from the ionization deposit left in the wake of
the cascade. RET-CR will test the radar echo method in nature, with the in-ice cascade of a cosmic-ray initiated
air-shower serving as a test beam. We present the projected event rate and sensitivity based upon a three part
simulation using CORSIKA, GEANT4, and RadioScatter. RET-CR expects ∼1 radar echo event per day.

I. INTRODUCTION

Ultra high energy cosmic rays (UHECR) and neutrinos
(UHEN) are important messengers from the most energetic
astrophysical sources. Identifying and understanding these
sources is a key goal of current multi-messenger astronomy, a
burgeoning field with exciting recent breakthroughs and many
discoveries to be made [1–3].

The primary challenge to detecting UHECR and particu-
larly UHEN is the low flux at the highest energies. This
low flux requires an observatory that can efficiently probe a
large target volume, in order to acquire a statistically signif-
icant sample of events. There are several current and pro-
posed experimental strategies to achieve this large volume [4–
10]. In this paper we discuss the radar echo method. This
method has promising projected sensitivity to neutrinos in the
10-100 PeV range, providing complementarity with existing
and future techniques for measuring UHEN. [11–16]

A high energy particle (e.g. neutrino) interacting in a dense
medium (e.g. ice) creates a cascade of relativistic particles
that ionize atoms in the target medium. A short-lived cloud of
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FIG. 1. The RET-CR concept. A surface detector triggers on the
charged in-air cascade particles as they reach the surface. The energy
of this in-air cascade is deposited into the ice, where a denser in-ice
cascade is produced. Radio is broadcast from the transmitter (TX)
and reflected from the in-ice cascade to the embedded receiver (RX).

charge is left behind, which can, if sufficiently dense, reflect
incident radio waves. RET proposes to illuminate a volume
of ice with a transmitter radio-frequency antenna and moni-
tor that same volume for reflections with a receiving antenna.
To improve reconstruction of the geometry of a cascade, and
therefore the progenitor source direction, a target volume can
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be illuminated with multiple transmitters, and monitored with
multiple receivers. Overall, the radar echo method allows for
the coverage of a large volume with minimal apparatus and
station layout optimized for a given neutrino energy, making
it an attractive option for UHEN detection.

The radar echo method has been verified in the lab [11, 12],
with first observations of radar echoes from particle cascades
recently reported[15, 16]. These lab tests are critical steps in
developing an ultimate radar echo neutrino observatory. The
final step in validating the technique is to translate the labora-
tory tests into nature, and test the method in situ with a known
test beam: the in-ice cascade produced when the extensive air
shower (EAS) of an UHECR impacts the ice.

In this paper we describe the Radar Echo Telescope for
Cosmic Rays (RET-CR) (Figure 1) which will serve as a
testbed for the radar echo method, and a final stepping stone
toward the eventual construction of a full-scale radar echo
telescope for UHEN.

II. HISTORY, THEORY, AND BACKGROUND.

First efforts on the radar echo method were chronicled by
Lovell [17]. With collaborator Blackett, the Jodrell bank ob-
servatory was constructed in the UK, anticipating that radar
echoes from UHECR might explain “sporadic radio reflex-
ions” from the upper atmosphere. Ultimately, those signals
were determined to be from meteors, which ionize similar, far
denser trails in the upper atmosphere. After several experi-
mental efforts (including the Telescope Array RAdar (TARA))
failed to detect UHECR via radar [18–21], and theoretical
work explaining the lack of observed reflections [22, 23],
the in-air method was finally deemed not viable due to
short ionization lifetimes in the atmosphere at EAS altitudes,
and damping from collisions between ionized electrons and
neutral air molecules (an issue first raised by Eckersley in
1941 [17], though largely subsequently ignored.)

Neutrino interactions in the ice produce ionization densities
many orders of magnitude more dense than those in-air, owing
to the ∼ 103 greater density of ice relative to air. Therefore,
while the ionization lifetime remains short in ice (roughly
10 ns [24]) and the collision rate is extremely high, so too is
the underlying ionization density, allowing for a possible scat-
ter. Several models now exist for the in-ice radar echo [13, 14]
and show promising experimental sensitivity. Laboratory tests
have shown good agreement with theory, but in order to test
the radar echo method in nature, a source of in-ice ionization
is required; EAS offer such a source.

The EAS of a UHECR expands radially outward from the
shower axis, such that an EeV cascade has a O(100 m) foot-
print on the ground. However, nearly all of the cascade energy
is contained within ∼10 cm of the shower axis, as illustrated
below [25]. The sought-after signal depends on the total num-
ber of particles in the shower core, as well as the geometry
of the shower. In Figure 2, we plot the ratio of the number
of particles at the air/ground boundary (Nb) to the maximum
number in the cascade (Nmax) for different primary UHECR
energies for different ice elevations as a function of zenith an-
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FIG. 2. The ratio of the number of cascade particles, Nb, arriving
at the air/ground boundary relative to the maximum number in the
cascade, Nmax, for various energies and ground elevations. At 2.4
km elevation and 1 EeV primary energy, shower maximum at normal
incidence is in-ice.

gle using the NKG approximation [26]. For a high elevation
(such as the interior Antarctic plateau), this ratio is ≥0.9 for
energies ≥10 PeV for a wide zenith angle range, indicating
that a significant fraction of the energy of the primary particle
will arrive at the air/ice boundary.

The core of a UHECR when it impacts the ice can be used
as an in-nature test beam. Though TARA demonstrated that
UHECR detection in air via radar echo was not feasible, the
in-ice cascade produced by the remaining EAS particles, as
demonstrated by our beam tests, should be detectable via radar
echo. For energies above 10 PeV, we expect an ionized col-
umn with a density that decreases rapidly with radius, and an
in-ice length of about 10 m. The effective radius along this
column at which radar will scatter depends on the transmitter
frequency (discussed below); for frequencies in the 100s of
MHz range, this radius is approximately 10 cm. The profile of
this ionization deposit is similar to that which would be pro-
duced by a neutrino-induced cascade, the primary difference
being that neutrino events are more likely to occur in deep ice
rather than near the surface.

The properties of the in-ice cascade from EAS have been
studied using CORSIKA [27] to simulate the extensive air
shower evolution, GEANT-4 [28] to simulate the propaga-
tion of these cascades once they enter the ice, and RadioScat-
ter [29] to calculate the reflected signals from the ionization
deposits left in the wake of the cascades. We next discuss
our planned detector layout and design, and then describe our
simulation and projected sensitivity.
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III. EXPERIMENTAL CONCEPT

The experimental concept is shown in Figure 1. A transmit-
ter illuminates the region of ice just below the surface, with
receivers monitoring this same region. The EAS of a UHECR
with a primary energy greater than 1016 eV deposits a frac-
tion (&10%) of the primary energy at the surface of a high-
elevation ice sheet. This energy is largely centered around the
cascade axis, resulting in a dense secondary in-ice cascade
roughly 10-20 m long. The charged particles from the EAS
are detected by a surface scintillator array, triggering a radio
receiver waveform to be recorded in the radar data acquisition
system (DAQ). This simple setup closely parallels that already
employed for the laboratory test-beam experiment, with the
focus of the experiment on post-run, offline analysis of the
data. This relative simplicity also allows for testing various
radar based trigger routines, which can be optimized for effi-
cacy against the charged particle trigger. Such testing is crit-
ical, as an eventual neutrino detector will be triggered by the
radar signal itself.

When the cascade leaves the air and enters the ice, the den-
sity of the resultant ionization increases dramatically. This
results in an ionization deposit in the ice with a plasma fre-
quency ωp =

√
4πneq2/m far higher than any point in air.

The plasma frequency, with ne the number density of the ion-
ization, q the electric charge, and m the electron mass, is a
measure of the density of an ionization deposit. To first or-
der, incident fields with interrogating frequencies lower than
ωp are reflected efficiently. 1 The profile of ωp from a primary
cosmic ray as it moves through air into the ice is shown in Fig-
ure 3, where the in-air and in-ice components of an EAS are
indicated, as well as a vertical line indicating 100 MHz. The
plasma frequency for the in-ice portion of EAS with primary
energies greater than 1016 eV exceeds 100 MHz, indicating ef-
ficient scattering for interrogating frequencies in this range.

In the following sections, we describe the various sub-
systems of RET-CR. We provide a detail of the experimental
layout in the Appendix.

A. Surface detector

The RET-CR surface detector is designed to detect the air
shower incident on the surface of the radar detector, providing
both an external trigger to the radar DAQ, and an independent
reconstruction of the air shower. Using the surface detector as
a trigger for the radar system will ensure that an UHECR has
entered the radar detector volume with sufficient energy to be
detected through the radar echo technique. The independent
reconstruction of shower parameters by the surface detector
will provide values for the core position, energy, and arrival

1 In a collisionless plasma, ωp is a hard cutoff between the ’overdense’ and
’underdense’ regimes, which indicate fully coherent and incoherent scat-
tering respectively. When taking collisions into account, this boundary is
smeared, but ωp is still a useful discriminator for the underlying ionization
density.

direction of the incident UHECR. These values will then be
used to validate the reconstruction parameters obtained by the
radar echo system.

The primary component of the surface detector is a scintil-
lator plate array. The plates will be grouped in pairs following
the design of the Cosmic-Ray Energy Cross-Calibration Array
[30]. The plates in each pair of scintillators will be separated
by 20 m and will be accompanied by a radio antenna operating
in the frequency band 30-300 MHz, to form a station. Each
station will have its own DAQ and power system. The com-
bination of a radio and scintillator signal at each station will
be beneficial in providing event reconstruction and energy es-
timates. The current deployment layout is shown in Appendix
A, where the stations are grouped into two sets of three sta-
tions, separated by the central radar system. Additionally, a
system diagram is provided in Appendix B. The station lay-
out has been optimized for trigger efficiency, discussed below.

For the current prototyping and development of the RET-
CR surface detector, and the current simulation work, the
scintillators used are those from the KASCADE experiment
[31]. The radio antennas have been donated by the CO-
DALEMA/EXTASIS experiment [32, 33]. As such, for mod-
elling the polyvinyl-toluene scintillator in GEANT4 we use
a carbon:hydrogen ratio of 9:10 [34]. The panels deployed
to the field will be similar in size and composition, and we
do not expect any difference in performance from the panels
simulated here.

The scintillator trigger threshold is tuned to maximize the
radar echo detections. Simulations indicate that air showers
with energy less than 1015.5 eV are inadequate to produce an
in-ice cascade detectable via radar echo (and the rate of such
showers would overwhelm the DAQ storage and may cause
interesting events at higher energies to be lost). Additionally,
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simulations of the air shower radio footprint show that radio
reconstruction of the air shower is not possible for showers
with an energy less than approximately 1016.0 eV. Therefore
we target 100% efficiency at 1016.5 eV, with efficiency de-
fined as the percentage of cosmic ray air showers traversing
the instrumented area that trigger the surface detector. We
aim for a trigger rate of order 105 events per month, leading
to approximately 300 surface triggered events a day. This is a
manageable rate for both the surface and radar DAQ systems.

Simulation studies have been conducted to determine an ap-
propriate triggering scheme for the surface detector. Events
have been simulated with energies in the range 1015.0 eV
to 1019.0 eV and zenith angles in the range 0-30 degrees.
We limit ourselves to this zenith range because in-ice en-
ergy deposition decreases dramatically beyond 30 degrees
zenith. The simulations were made using the CORSIKA
and CoREAS [35] software for air shower simulation with
a ground elevation set to 2400 m, that of an optimal deploy-
ment site, Taylor Dome, Antarctica. A change in this altitude
will affect the point within the shower development at which
the air shower passes through the detector. Showers at sea
level are generally developed beyond shower maximum be-
fore reaching the ground. At the altitude of Taylor Dome,
whether the shower has developed to a point before or after
the shower maximum is strongly dependent on the energy and
zenith angle of the air shower (Figure 2).

The stations of the surface detector will trigger indepen-
dently. Each scintillator will be required to contain a deposit
of 6 MeV (1 minimally ionizing particle) or greater per event
and both scintillators in a station must trigger coincidentally
within an event (an L0 trigger). The final trigger requirement
is that all stations within one cluster must have coincident (re-
stricting our zenith angle to < 30◦ zenith), above threshold
energy deposits in all scintillators (an L1 trigger). A timing
diagram is provided in Appendix C. The resulting trigger ef-
ficiency is shown in Figure 4. In this figure, we show that we
achieve 100% efficiency at 1016.5 eV, as desired. Decreasing
a half-decade in energy, at 1016.0 eV the efficiency decreases
to ∼90%. In the lowest energy bin simulated, the efficiency is
approximately 5%. This rapid turn-on in our trigger threshold
allows us to target our desired event rate.

B. Radar echo detector

1. Data Acquisition System

The primary element of the radar echo detector DAQ is a
Xilinx RFSoC [36]. This device serves as both our transmitter
and our receiver. The transmit portion comprises 8 channels,
each with a 6 GS/s digital-to-analog converter (DAC) capable
of producing a phased, modulated output to an array of trans-
mitters. The receive portion has 8 channels, each channel with
a 4 GS/s analog-to-digital converter (ADC). A Virtex-7 FPGA
provides transmit and receive functions and trigger logic, and
an on-board ARM processor facilitates information transfer
between the FPGA and the communication subsystems, also
described below. This array is centrally located, and will be
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FIG. 4. Trigger efficiency curve for the surface system as a function
of primary UHECR energy.

described below.
The DAQ will have local storage for buffering data and a

prioritizer system for telemetry, with a design expectation that
our data transfer rate will be the primary bottleneck in getting
data from the station. The most promising events are sent via
communication link as well as being stored locally on disk.
The criteria for this can include i) measured primary energy
from the surface detectors or ii) the proximity of the in-ice
vertex to a receive antenna, or a combination of the two. The
disks will be retrieved at the end of the season.

The FPGA will host a number of radar “triggers” with po-
tentially varying topologies, even though these triggers do
not actually signal an event snapshot. These triggers will
be trained against the surface detector trigger to determine
their efficacy for eventual use in the successor neutrino de-
tector, where the radar signal itself must trigger the DAQ.
One such trigger under investigation is a heterodyne trigger
(also called a “chirp trigger”) based upon a method developed
for the TARA remote stations [37, 38] that exploits the fre-
quency shift of the return signal. The geometry of RET-CR is
such that all of the received radar echoes will exhibit this fre-
quency shifting behavior. Other triggers based on the unique
radar signature are also being explored. The sensitivity studies
in this article employ a simple threshold trigger for the radar
component.

2. Transmit array and transmitter modulation

The transmitter for RET-CR will be a vertical phased array
of 8 vertically polarized antennas buried 2-20 m below the ice
surface. This phased array serves 2 critical functions. The
first is directionality—a phased array governed by an FPGA
can form high gain beams in a defined direction, achieved via
adjusting the relative phases of the transmit signal being de-
livered to each of the antennas in the array. A vertical phased
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array has azimuthal symmetry with a high gain beam at a de-
fined zenith angle, defined by the relative phase delays of each
antenna. Since our reflectors are confined to the top ∼10 m of
the ice just below the surface, we can steer the beam slightly
upward and waste virtually no power to the region below,
where we do not expect to receive UHECR core reflections.
Recent studies in Antarctica have shown that in-ice phased
arrays are highly efficient receivers [39], and phased transmit-
ter arrays are common in use throughout the world, includ-
ing the TARA experiment. The second critical function of a
phased array is to lower the single-amplifier gain for the trans-
mit power amplifier. In lieu of a single 160 W power amplifier,
each antenna will have its own 20 W power amplifier. This
distributes the ohmic heating losses over 8 antennas instead
of 1 and provides some redundancy: in the event that a power
amplifier malfunctions, the experiment loses some efficiency,
but does not shut down entirely.

The antennas will be based upon the simple bicones or bi-
conical dipoles used by the RICE, ARA, and ARIANNA ex-
periments in Antarctica. These antennas are small enough to
fit down a borehole but are sufficiently broadband as to allow
for a range of transmit frequencies and modulations. Stud-
ies are underway to determine if antennas with an asymmetric
zenith angle gain can increase transmitter efficiency in the di-
rection the beam is ‘steered’.

The modulation scheme is currently being defined. We plan
to frequency hop or frequency shift around a central carrier of
100-300 MHz, with a transmitter bandwidth of 50-100 MHz.
The central frequency is determined by maximizing the signal
to noise ratio of a radar signal to the background noise. The
signal has an optimal frequency dependent on the cascade di-
mensions and density, and the noise decreases with increasing
frequency as thermal noise begins to dominate over galactic
noise above ∼150 MHz.

This frequency and the ultimate modulation strategy will be
determined via simulations that are already underway. Mod-
ulation, as opposed to pulsing, increases detector livetime, as
long as the carrier signal can be removed from the receivers.
We discuss this below in section III B 4.

3. Receive array

The receiver array will be laid out in the configuration
shown in Appendix A. Two different TX-RX baselines allow
for a wide range of primary particle energies to be detected.
Similar to the transmitter array, the receiver antennas will be
buried 2-20 m below the surface of the ice. Each receive an-
tenna will be a vertical phased array, similar to the transmit ar-
ray, in order to maximize near-surface gain with full azimuthal
coverage.

The receivers will not trigger the DAQ, but will form trig-
gers as a testbed for eventual use in a neutrino array.

4. Amplification and active filtration

We will have a limiter and high-gain, low-noise amplifier
on each receive channel, providing protection during trans-
mitter turn-on and approximately 70 dB of gain, respectively.
This amount of gain is sufficient to attain the galactic noise
floor at our frequency, location, and receiver bandwidth of
∼100 MHz.

Because radar receivers will be illuminated by the trans-
mitter, it is essential to filter the transmitter or gate the re-
ceivers such that amplifier saturation does not occur. We
plan to adopt an adaptive filtration scheme, whereby we will
record an amplifier-bypassed snapshot of the transmitted sig-
nal over a horizon-distance window in time at each receiver,
and then inject it time-delayed and phase-inverted into the re-
ceiver stream before the amplifier chain. The delay and output
amplitude are tuneable, allowing for an iterative reduction of
the input amplitude until the carrier is fully eliminated. This
procedure will be updated at intervals throughout the day to
account for environmental changes such as snow accumula-
tion, which have been shown to introduce measurable changes
in reflection times on ∼day timescales [40].

5. Power, system health, calibration, and communications

The detector will be fully autonomous and powered by
three 1.2 kW solar arrays arranged in a triangle, such that at
any time of (a sunny) day the station is provided with approx-
imately 1 kW of power, with the majority of this power being
used by the transmit power amplifiers. A bank of batteries will
buffer power to assist in running the stations during adverse
weather conditions. Each surface station will be powered by
an individual photovoltaic. RET-CR will run only during the
austral summer.

The system health, including power consumption, DAQ
enclosure temperature, power amplification health, and local
weather will all be monitored remotely, in real-time.

We will deploy a small, autonomous calibration unit that
sends out a broadband pulse at regular intervals. This unit will
serve as a regular baseline for thresholds and ensure global
time synchronization, as well as for active monitoring of the
above mentioned environmental changes, such as snow accu-
mulation.

The communication system will be a 2-way satellite-based
internet link. Through this link we will telemeter the pri-
oritized data and system health information back to the lab,
and, from the Northern Hemisphere, new trigger schemes and
other station software and commanding to RET-CR. Alterna-
tive communications links via point-to-point Ethernet may be
possible if there are line-of-sight repeater stations between a
major base and the remote RET-CR.

IV. PROJECTED SENSITIVITY

The approximate sensitive surface area instrumented by
RET-CR is 50 × 103 m2. Through this area we can expect
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FIG. 5. A one centimeter wide, two-dimensional slice of the in-ice
energy density distribution along the cascade axis for a primary pro-
ton with E= 1017 eV. The solid white line outlines the region for
which the plasma frequency exceeds 100 MHz.

a flux of roughly 1 event at 100 PeV per day. The surface
system will trigger on every cosmic ray with a primary en-
ergy above this, with decreasing efficiency at lower energies,
as described in section III A. To simulate our radar echo de-
tection efficiency, we performed a detailed multi-step Monte
Carlo which we describe here using (in order) CORSIKA,
GEANT4, and RadioScatter.

A. CORSIKA cascades and the surface stations

A CORSIKA-based Monte Carlo simulation for optimiz-
ing the surface array location was described in section III A.
This same distribution of events (core positions, zenith an-
gles, and energies) was used to simulate the radar sensitivity
of RET-CR. A separate set of CORSIKA simulations was pre-
pared specifically for producing the GEANT4 output used in
subsequent simulation steps. These CORSIKA showers were
produced at 0, 15, and 30 degrees zenith for each half-decade
energy, with a ground elevation of 2400 m, as before. For
1016 eV and 1016.5 eV, no thinning was employed. For higher
energies, thinning is set to 10−7 of the primary particle en-
ergy. For 1017 eV and 1017.5 eV the CORSIKA ‘weight’ of a
single particle will never be larger than 10, for 1018 eV it will
never be larger than 100. Thinning retains the overall energy
of a cascade, such that the total in-ice ionization number will
be the same for any thinning, but it changes the distribution of
low-energy particles in the final footprint (which is then used
as the input to GEANT4). We therefore minimized thinning
as much as possible, subject to computing constraints.

B. GEANT4 simulations from CORSIKA output

The CORSIKA particle output at the surface of the ice was
subsequently used as input for the GEANT4 simulation code
configured to propagate particles into the ice. For this a re-
alistic density profile similar to that found at South Pole was
used, ρ(z) = 0.460+0.468·(1−e−0.02z) with ρ the density in
g/cm3 and z the depth in m. In each step of the simulation, the
ionization energy loss is recorded; taking a typical ionization
energy of 50 eV allowed us to obtain the free charge density
profile in the ice [41]. An example of this profile is shown in
Figure 5 for an air shower induced by a 1017 eV proton pri-
mary incident on an ice sheet at 2400 m elevation. The plasma
frequency is a good indicator of the reflective properties of the
induced plasma, as discussed previously. The solid white line
in Figure 5 outlines the region for which the plasma frequency
has a value larger than 100 MHz, where fully coherent scatter-
ing is expected.

C. RadioScatter simulations of GEANT4 output

To simulate the overall sensitivity, we use the RadioScat-
ter [29] code. RadioScatter is a particle-level c++ code to
simulate radio scattering from ionization deposits. It calcu-
lates the received radio signal reflected from an ionization de-
posit (from e.g. a particle cascade) for an arbitrary geometry
of transmitter(s) and receiver(s).

The energy deposition calculated by GEANT4 was used as
the input to RadioScatter. An example of a triggered event
from a 1016.5 eV primary at normal incidence is shown in Fig-
ure 6. Clearly visible is the characteristic frequency shift ex-
pected for the RET-CR geometry, which can be exploited in
trigger routines. At each cascade position in the surface scin-
tillator simulation set, we simulated two different GEANT4
cascades: 1) the cascade with the closest half-decade energy
below the primary energy of the surface simulation and 2) the
cascade with the closest half-decade energy above the primary
energy of the surface simulation. This is done because gen-
erating the GEANT4 cascades from the CORSIKA output is
computationally expensive, so each discrete energy and zenith
angle cannot be simulated individually. This method bounds
the amount of energy that could arrive at the surface and ac-
counts for shower-to-shower fluctuations. Both energies were
simulated at each cascade position at one of three zenith an-
gles, 0, 15, and 30 degrees selected according to their proxim-
ity to the ‘true’ zenith angle of the cascade from the surface
simulation. These cascades were generated with a uniform
distribution in cos θ because cosmic rays arrive isotropically
at earth, and a uniform distribution in cos θ ensures that any
zenith angle dependencies of the trigger are reflected in the
sensitivity. The horizon distance for an in-ice transmitter is
finite owing to the changing index of refraction in the firn (the
top ∼100 m of an ice sheet where snow is being compacted
into ice) [42–45]. We therefore put a hard cut on a horizon
distance of 150 m, which is commensurate with the point at
which the in-ice shower maximum is out of view for a trans-
mitter depth of ∼20 m. The simulations in this paper eschew
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FIG. 6. An example event simulated using CORSIKA+GEANT4+RadioScatter, as described in the text. This is a 1016.5 eV primary at normal
incidence with a 10 ns plasma lifetime, simulated with a 160 W transmitter at 100 MHz.

the typical ray-tracing approach for studying propagation in
the firn since this has recently been shown to be incomplete
without in-situ studies of the ice density profile [46, 47]. The
hard horizon cutoff for the results presented here are a proxy
for the loss in efficiency due to propagation effects. These
effects will be explored in detail in a future work.

D. Calculation of the event rate for RET-CR

The two components of the event rate are the effective area
of the detector and the cosmic ray flux. We define both of
these over an energy bin Ei with index i and width dE. The
effective area Aeff

i (Ei)[m2] for energy bin i is a function of
the cross sectional areaA⊥ over which the sensitivity is calcu-
lated and a dimensionless trigger efficiency for the same bin,
Ti(Ei).

To detail the effective area we first introduce the boxcar
function, B, which bounds a number x1 < x < x2:

B(x, x1, x2) = Θ(x− x1)Θ(x2 − x), (1)

where Θ is the Heavyside step function. Then we define our
trigger conditions δS (for surface) and δR (for radar) which
are 1 if the trigger condition is satisfied, and 0 if not. For
example,

δR = Θ(vpeak − vthresh) (2)

for a peak waveform voltage vpeak and threshold voltage
vthresh, and δS is 1 when the surface system trigger logic is
satisfied (a coincidence between surface stations with a certain
per-station energy threshold, as described in Section III A).
We then define the number of detected events, for event index
k, energy bin with index i and θ bin with index j, as a matrix
nij . These events are weighted by cos θk to account for the

correction to the perpendicular cross-sectional area A⊥ seen
by a cosmic ray at zenith angles greater than zero.

nij(Ei, θj) =∑
k

δSk δ
R
k cos(θk)B(Ek, Ei, Ei+1)B(θk, θj , θj+1) (3)

nij will be zero for bins in zenith outside of the aperture of
the instrument. For RET-CR, this aperture is 0-30 degrees
as discussed in section III A. The total number of simulated
events Nij , also as a matrix in E and θ is

Nij(Ei, θj) =
∑
k

B(Ek, Ei, Ei+1)B(θk, θj , θj+1). (4)

The trigger efficiency Tij in energy and zenith bins is repre-
sented as the ratio of these two,

Tij(Ei, θj) =
nij
Nij

(5)

and we can then sum over all θ to get this expression as a
function of energy only,

Ti(Ei) =
∑
j

nij
Nij

, (6)

meaning that the effective area for energy bin Ei is

Aeff
i (Ei) = TiA⊥ (7)

The flux as a function of energy F(E)[m−2s−1sr−1eV −1]
is a broken power-law fit to the measured CR flux by many ex-
periments [41, 48, 49]. To get a number of events per square
meter, per second, per steradian, in energy bin Ei, we inte-
grate F(E) over the energy range of bin i,
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FIG. 7. (Left) Event rates per day as a function of energy for the RET-CR detector. Colors correspond to different signal-to-noise relative to
thermal noise of 8µV for a 100 MHz bandwidth. Width of the bands are explained in the text. (Right) Integrated event rates per 150 days as a
function of energy for the RET-CR detector. Each bin represents the total integrated number of events per 150 days at and above that energy.
Colors correspond to different signal-to-noise relative to thermal noise.

Fi(Ei) =

∫ Ei+1

Ei

F(E)dE. (8)

Finally, the expression we use to calculate the event rate as
a function of energy, for energy bin index i, Ri(Ei) is given
in Eq. 9,

Ri(Ei) = Aeff
i Fi

∫
dt

∫
dΩ, (9)

where the integral over time is the detector live time, and∫
dΩ =

∫
dφd(cos θ) =

∫
dφ sin θdθ is the integral over

the aperture of the instrument. For an experiment sensitive
to cosmic rays from the full sky,

∫
dΩ = 2π sr; the aperture

for RET-CR is from 0-30 degrees zenith,
∫
dΩ ≈ 0.26π sr.

We note that the measured flux of cosmic rays differs per
experiment. A global study seeking to quantify this fluctua-
tion between experiments [50] shows roughly 20% spread in
measured energies between various experiments in our range
of interest, leading to an uncertainty in the true flux. There-
fore, to account for this uncertainty, we use the cosmic ray flux
normalization in line with the mean of the global fit. A goal
of the forthcoming Cross-Calibration Array [30] is to mitigate
this uncertainty between experiments.

Figure 7, left, presents our expected event rate per day as
a function of energy for various signal-to-noise levels relative
to a thermal noise RMS of 8µV. This is for a 160 W transmit-
ter at 100 MHz with a 10 ns plasma lifetime, a likely plasma
lifetime for polar ice near the surface [24]. The upper and
lower bounds of the bands correspond to the over and under-
estimated energy simulation respectively. The mean of the
0 dB SNR curve integrates to roughly 1 event per day.

Figure 7, right, shows the integrated event rate for one aus-
tral running season, approximately 150 days. To produce this

figure, we have integrated the daily event rate histograms in
Figure 7 at all energies. An entry here represents the inte-
grated number of events detected per 150 days at and above
that energy, at that SNR. We expect e.g. ∼50 events at and
above 1017 eV per season at the 0 dB threshold level.

For comparison to RET-N, the in-ice cascade energy for a
1017 eV primary detected by RET-CR is roughly 1016 eV. This
cascade energy would correspond to that of a charged-current
neutrino-nucleon interaction of 1016 eV, or a neutral current
neutrino-nucleon interaction at ∼ 5× 1016 eV for inelasticity
y ∼ 0.2. Thus, the primary cosmic ray energies probed with
RET-CR are similar to those of neutrinos to be targeted with
RET-N.

V. CONCLUSION

We have presented the Radar Echo Telescope for Cos-
mic Rays, a pathfinder in-situ detector to test the radar echo
method. Using the dense in-ice shower core of a cosmic ray
air shower as a test beam, RET-CR will train trigger rou-
tines, energy and direction reconstruction methods, and anal-
ysis techniques to be employed by an eventual full-scale next-
generation neutrino detector.

SOFTWARE

CORSIKA version 7.7400 (with QGSJETII-04 and
URQMD 1.3cr), CORSIKA 7.7100 (with QGSJETII-04 and
GHEISHA 2002d), CoREAS version 1.4 with a typical Tay-
lor Dome, Antarctica atmosphere, GEANT4 versions 10.5 and
9.6, and RadioScatter version 1.1.0 were used to produce re-
sults for this paper.
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Appendix A: Station Layout

The station layout for RET-CR is shown in Figure 8. A
phased transmitter is centrally located along with a data ac-
quisition system and an amplifier enclosure for the transmit-
ter. Three 1 kW solar power arrays are oriented in a triangle
to maximize power over the full austral summer day. Satellite
communications are shown near the solar power array. Each
receive antenna is a vertical phased dipole array to maximize
gain in an azimuthally symmetric region near the surface. The

cosmic ray detector system is shown in blue, where each of the
six, two-panel stations is shown in blue. The receive antennas
are arranged in two sets, near at 20 m from the TX and far at
100 m from the TX. The drawing is not to scale.

Appendix B: System diagram

A schematic of the RET-CR system, including the surface
system, is shown in Figure 9.

Appendix C: Timing diagram

A schematic of the RET-CR trigger timing is shown in Fig-
ure 10. Each of three surface stations outputs an L0 trigger. If
all three of these happen within the coincident window, here
set to 170 ns, then an L1 trigger is satisfied, and the data is
read out.
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FIG. 8. The station layout for RET-CR. A phased transmitter array is centrally located along with a data acquisition system (DAQ) and an
amplifier enclosure for the transmitter power amplifier(s). Three 1 kW solar power arrays oriented in a triangle are indicated along with satellite
communications. The cosmic ray detector system is shown in blue. These serve to trigger the DAQ. The dimensions of the station are also
indicated.

FIG. 9. The system diagram for RET-CR. The down-borehole receiver system is indicated on the left. There are 8 identical receivers placed
according to the layout shown in Figure 8. The line indicating RF cable + power going to the receiver channel is powered via the bias-tee. The
down-borehole transmitter is an 8-channel phased array, each antenna having its own DAC channel and power amplifier. The surface system,
shown on the bottom, has 6 identical individual stations (bottom left).
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FIG. 10. The timing diagram for the RET-CR trigger. Top: all 3
surface stations in one quadrant provide an L0 trigger within the co-
incident window, forming a global L1 trigger, which triggers an event
record. Bottom: all 3 surface stations provide an L0 trigger, but not
within the coincident window, meaning this event is unlikely to have
a radar echo and therefore not recorded.
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Abstract

We discuss the radio emission from high-energy cosmic-ray induced air showers hitting Earth’s surface before the cascade
has died out in the atmosphere. The induced emission gives rise to a radio signal which should be detectable in the
currently operating Askaryan radio detectors built to search for the GZK neutrino flux in ice. The in-air emission, the
in-ice emission, as well as a new component, the coherent transition radiation when the particle bunch crosses the air-ice
boundary, are included in the calculations.

Key words: Cosmic rays, Neutrinos, Radio detection, Coherent Transition Radiation, Askaryan radiation

1. Introduction

We calculate the radio emission from cosmic-ray-induced
air showers as a possible (background) signal for the Askaryan
radio-detection experiments currently operating at Antarc-
tica [1, 2, 3]. A high-energy neutrino interacting in a
medium like (moon)-rock, ice, or air will induce a high-
energy particle cascade. In 1962 Askaryan predicted that
during the development of such a cascade a net negative
charge excess arises mainly due to Compton scattering [4].
This net excess charge by itself will induce a radio signal
that can be used to measure the original neutrino. This
Askaryan radio emission [4, 5, 6] has been confirmed ex-
perimentally at SLAC [7], and more recently the Askaryan
effect was also confirmed in nature by the radio emission
from cosmic-ray induced air showers [8, 9, 10].

For high-energy cosmic-ray air showers, along with the
Askaryan emission, there is another emission mechanism
due to a net transverse current that is induced in the
shower front by Earth’s magnetic field [11-14]. Recently
the radio emission from cosmic-ray air showers has been
measured in great detail by the LOFAR collaboration [10,
15, 16], confirming the predictions from several indepen-
dent radio emission models [17-20].

Most Askaryan radio detectors [1-3,21-23] search for
so-called GZK neutrinos that are expected from the in-
teraction of ultra-high-energy cosmic-ray protons with the
cosmic microwave background [24, 25]. The expected GZK
neutrinos are extremely energetic with energies in the EeV
range, while the flux at these energies is expected to fall be-
low one neutrino interaction per cubic kilometer of ice per
year. Therefore, to detect these neutrinos an extremely
large detection volume, even larger than the cubic kilo-
meter currently covered by the IceCube experiment, is

Email address: krijndevries@gmail.com (Krijn D. de Vries)

needed. Due to its long attenuation length, the induced
radio signal is an excellent means to detect these GZK
neutrinos. This has led to the development of several
radio-detection experiments [1-6,26-30]. Nevertheless, the
highest-energy neutrinos detected so-far are those observed
recently by the IceCube collaboration [31] and have ener-
gies up to several PeV, just below the energies expected
from the GZK neutrino flux.

In this article we calculate the radio emission from
cosmic-ray-induced air showers as a possible (background)
signal for the Askaryan radio-detection experiments cur-
rently operating at Antarctica [1, 2, 3]. Besides the emis-
sion during the cascade development also transition radi-
ation should be expected when the cosmic ray air shower
hits Earth’s surface [32, 33]. It follows that the induced
emission is very hard to distinguish from the direct Askaryan
emission from a high-energy neutrino induced cascade in
a dense medium such as ice.

2. Radio emission from a particle cascade

We start from the Liénard-Wiechert potentials for a
point-like four current from classical electrodynamics and
closely follow the macroscopic MGMR [34] and EVA [20]
models. Both models were developed to describe the ra-
dio emission from cosmic-ray-induced air showers. The
Liénard-Wiechert potentials for a point charge, AµPL(t, ~x),
as seen by an observer positioned at ~x at an observer time t
are obtained directly from Maxwell’s equations after fixing
the Lorenz gauge [35],

AµPL(t, ~x) =
1

4πε0

Jµ

|D|

∣∣∣∣
ret

. (1)

The point-like current is defined by Jµ = eV µ, where e
is the charge, and V µ is the four-velocity for a particle at
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~ξ(tr) where the retarded emission time is denoted by tr.
The denominator of the vector potential, D, is the retarded
four-distance. For an extended current with longitudinal
dimension h and lateral dimensions ~r, the vector potential
has to be convolved with the charge distribution given by
the weight function w(~r, h),

Aµ(t, ~x) =
1

4πε0

∫
dh d2r

Jµw(~r, h)

|D|

∣∣∣∣
ret

, (2)

where the vector potential has to be evaluated at the re-
tarded emission time tr. The corresponding geometry is

  

(x , y , z=0)

n=n2

n=n1

z=z b

(x−rx , y−r y , z=−ct r+h)

(x=0, y=0, z=0)

R=√(−ct r+h)
2
+d2

d=√(x−r x)
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2

z

x / y−plane

ξ⃗=(0,0, z=−ct r)

h
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Observer position: 

Charge position: 

Charge cloud:

V μ
=(1,0,0,−β)

Cascade
direction 

Figure 1: The geometry used to calculate the radiation
emitted from a charge cloud crossing a boundary at z =
zb. The observer is positioned at an impact parameter
d =

√
(x− rx)2 + (y − ry)2.

denoted in Fig. 1. We consider an observer positioned at
an impact parameter d =

√
(x− rx)2 + (y − ry)2 perpen-

dicular to the charge track, where rx, and ry denote the
lateral position of the considered charge within the charge
cloud. Defining the element in the plane of the observer
perpendicular to the charge-track as z = 0, we can define
the time at which the front of the charge cloud crosses this
plane to be t = 0. Using these definitions the position of
the charge along the track is now given by z = −ctr + h.

Fixing the geometry, the vector potential can now be
evaluated. The retarded emission time is obtained from
the light-cone condition with respect to the optical path
length L,

c(t− tr) = L , (3)

from which the relation between the observer time and the
emission time, tr(t), can be obtained. It should be noted
that tr is a negative quantity. For a medium consisting
out of m layers with different index of refraction ni, the
optical path length can be defined by

L =

m∑
i=1

nidi, (4)

where the distance di, the distance covered by the emission
in layer i, is obtained by using a ray-tracing procedure
based on Snell’s law. Following [36], the retarded distance
for a signal traveling through different media is given by,

D = L
dt

dtr
. (5)

In this work the index of refraction is assumed to be in-
dependent of frequency within the radio frequency range
starting from a few MHz, up to several GHz. In the simpli-
fied situation where the signal travels through a medium
with constant index of refraction n, the retarded distance
can be written in the more common form,

D = nR(1− nβ cos(θ)) , (6)

where θ denotes the opening angle between the line of sight
from the emission point to the observer and the direction
of movement of the emitting charge.

2.1. Cherenkov effects for a single electron

For a single electron moving at a highly relativistic
velocity ~β = ~v/c ≈ 1 along the z-axis (by definition),
the current is given by Jµ = e (1, 0, 0,−β). The electric
field is now obtained directly from the Liénard-Wiechert
potentials through,

Ei(t, ~x) = −dA0

dxi
− dAi

dct
, (7)

where i = x, y gives the polarization of the field in the
transverse direction, and xi denotes the observer position
in the transverse plane (x1 = x, x2 = y). For the moment
we will ignore the electric field in the longitudinal direction
and, since Ai ∝ J i = 0 for i = 1, 2 (there is no transverse
current), we only have to consider the spatial derivative of
the scalar potential. The electric field in the longitudinal
direction will in general be small and can easily be calcu-
lated following the gauge condition ~k · ~ε = 0, where ~k is
the momentum vector of the photon and ~ε the polarization.
Hence the photon cannot be polarized along its direction
of motion. Starting at the zeroth component of the vector
potential, the spatial derivative can be evaluated by,

dA0

dxi
=

∂

∂xi
A0, (8)

which corresponds to the radiation from a net charge mov-
ing through the medium. For a relativistic electron (β ≈ 1)
moving in a medium with a refractive index n > 1 this
term becomes,

Eist(t, ~x) = − ∂

∂xi
A0

=
−e

4πε0

(1− n2)xi

|D|3
. (9)

Where the label ’st’, denotes that the field is due to a
highly relativistic non time-varying steady charge. The
emission shows a radial polarization direction and vanishes
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linearly with the distance of the observer to the shower
core. This component of the electric field is suppressed by
the factor 1−n2, which vanishes in vacuum. In a medium
with an index of refraction larger than unity however, this
factor does not vanish and Cherenkov radiation is observed
at the point where the retarded distance vanishes, D =√
t2 + (1− n2β2)(x2 + y2) = 0.
The retarded distance vanishes at the finite Cherenkov

angle cos(θCH) = 1
nβ (see Eq. (6)) where the electric field

diverges. One intuitive way to understand the Cherenkov
effect follows from the more general definition of D given
in Eq. (5). For a vanishing retarded distance, the deriva-
tive dt/dtr has to vanish. It follows that the function t(tr)
is flat at this point. Hence at an observer time t, signals
emitted at different emission times tr will be observed at
once, leading to a boosted electric field. The vanishing
of the retarded distance leads to a divergence in the elec-
tric field expressions. These divergences are integrable and
therefore disappear for coherent emission by performing an
integration over the finite charge and current distributions
in the shower front [20].

2.2. Transition radiation for a single electron

So far we calculated the component of the electric field
due to a relativistically moving net charge in a medium
with a refractive index equal to n. How does this compare
to the transition radiation for a relativistic charge cross-
ing from a medium with refractive index n1 to a medium
with refractive index n2? The vector potential for a single
electron now becomes,

A0(t, ~x) =
e

4πε0

(
xi

|D|
θ(z − zb)

+
xi

|D|
θ(zb − z)

)
, (10)

where the discontinuity at a distance zb = −ctb, corre-
sponding to the retarded emission time tb when the elec-
tron crosses the boundary, is reflected by the step function
θ(x) which is defined by,

θ(x) =

{
0 if x < 0
1 if x > 0

. (11)

Since the step function is a function of the retarded emis-
sion time,

θ(z − zb) = θ(−c(tr − tb)) , (12)

an additional term has to be added to Eq. (8). The full
electric field is now given by,

dA0

dxi
=

∂

∂xi
A0 +

∂tr
∂xi

∂

∂tr
A0, (13)

where in case of a single electron the second term on the
right hand side of Eq. (13) will correspond to the transi-
tion radiation. The transition radiation can therefore be

evaluated as,

Eitr(t, ~x) =
∂tr
∂xi

∂

∂tr
A0

=
eδ(c(tr − tb))

4πε0c
lim
ε→0

(
xi

|D|2tr+ε
− xi

|D|2tr−ε

)
. (14)

It follows that when there is no boundary, hence n1 = n2,
the transition radiation vanishes as it should. Looking
more closely at the obtained expression in Eq. (14), it can
be described as the superposition of the emission just be-
fore the particle crosses the boundary and the field just
after the particle crossed the boundary. The two terms in-
terfere destructively. This corresponds well to the mirror-
charge approach for determining the transition radiation
as applied by Ginzburg et al. [37] and the expressions ob-
tained in [23, 38] and references therein.

  

n1=1

n2>1

θ=cos−1
(

1
n2 β

)θ=cos−1
(

1
n2 β

)

log (E)
Charge direction

Figure 2: The angular intensity of the transition radiation
seen from a charge moving from vacuum, n1 = 1, to a
dense medium n2 > 1.

In Fig. 2 the intensity of the transition radiation is
shown as function of angle. Since in vacuum the retarded
distance vanishes at forward angles the first term domi-
nates in the forward direction. At very small angles the
intensity is suppressed due to the factor x in Eq. (14).
With increasing angle 1/|D|2tr+ε drops in magnitude while
the contribution from below the surface, proportional to
1/|D|2tr−ε increases in magnitude. Since the two interfere
destructively there is a cancellation at a certain angle af-
ter which the second term dominates. At the Cherenkov
angle in the medium, θ2, the second term diverges.

2.2.1. The sudden appearance signal

Another effect which is similar to transition radiation
is the sudden appearance signal. One example of such a
signal is found in accelerator experiments [39, 40]. Here
the charged particle beam is accelerated, but during the
acceleration process the charge is (partly) blocked from an
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observer. The consequence is that when the beam leaves
the accelerator, the observer suddenly observes a charge.
This effect can be described in a similar way as transition
radiation. The vector potential simply becomes,

A0(t, ~x) =
e

4πε0

1

|D|
θ(zb − z), (15)

for a beam traveling in a medium with refractive index n.
Following the transition radiation calculation, the electric
field is now directly obtained by,

Eisa(t, ~x) =
∂tr
∂xi

∂

∂tr
A0

= lim
ε→0

eδ(c(tr − tb))
4πε0c

xi

|D|2tr+ε
. (16)

It should be noted that the delta-function is a function of
the retarded emission time, tr. The functional dependence
can be shifted to the observer time, t, after which the field
is given by the more common expression,

Eisa(t, ~x) =
eδ(ct+ zb − Lb)

4πε0c

xi

LD
, (17)

where Lb denotes the optical path length for the signal
emitted at the boundary point toward the observer.

2.3. Time varying current emission

So far we considered radiation from a single electron.
In case of an electron bunch, there will be another radi-
ation component due to the time variation of the total
number of charges. In general this time variation can be
linked to the net contribution of coherent bremsstrahlung
emission of charges dropping out of the high-energy charge
cloud and the emission of Compton electrons which are
suddenly accelerated to relativistic speed. More generally,
we can define the total number of particles at the retarded
emission time tr by the distribution Ne(tr). Defining the
four-current as,

Jµ(tr) = eNe(tr)V
µ , (18)

the vector potential becomes,

Aµ(t, ~x) =
1

4πε0

Jµ(tr)

|D|

∣∣∣∣
ret

, (19)

which gives the point-like vector potential for a non ex-
tended current. For a cosmic-ray air shower, the two main
emission mechanisms are due to a time-varying transverse
current which is induced by Earth’s magnetic field, and
the Askaryan emission due to the time-variation of the
net negative charge-excess in the cascade. Nevertheless,
for the geometry considered in this article, describing the
emission for a perpendicular incoming shower hitting the
ice surface at the South-Pole, the cascade will be aligned
with Earth’s magnetic field and the transverse current van-
ishes. Therefore, in this section we focus on the emission
from a time varying charge. For more information about

the radio emission arising from the transverse current the
reader is referred to [20, 34].

In case of a point-like time varying charge Q(tr) =
eNe(tr), the partial derivative with respect to the retarded
time of the second term on the right hand side of Eq. (13)
will now also get a contribution where the derivative acts
on this current. This leads to the varying charge emission,

Eivc(t, ~x) =
−1

4πε0c

nxi

|D|2
dQ

dtr
, (20)

which is the far-field radiation component. It should be
noted that also here the signal scales like 1/|D|2 and hence
Cherenkov or equivalently relativistic time-compression ef-
fects apply equally well for this component of the radia-
tion. Furthermore, a similar polarization behavior as for
the emission from a highly relativistic steady charge as
well as the transition radiation is obtained.

3. Coherent emission

To obtain the coherent emission we need to consider
the spatial extent of the particle cascade. This is done
by inclusion of the weight function w(~r, h). The weight
function is normalized such that

∫
dh d2r w(~r, h) = 1. In

a realistic situation, there will also be emission from the
charged trail which is left behind after the cascade has
passed. A detailed calculation including this can be found
in [34]. The expressions given below for the coherent emis-
sion are obtained including this positive trail.

The electric field is now obtained by convolving the
point-like current with the particle distributions in the
shower front which can be evaluated numerically,

~Est(t, ~x) =
−e d
4πε0

∫
dh d2r

(1− n2)

|D|3
× Ne(tr)w(~r, h) p̂ (21)

~Evc(t, ~x) =
−e d
4πε0c

∫
dh d2r

n

|D|2

× w(~r, h)
dNe(tr)

dtr
p̂ . (22)

Here p̂ = ~er× (~er×~eβ) is the polarization of the signal, ~er
is the unit vector pointing from the emission point to the
observer, and ~eβ is the unit vector denoting the direction of
the cascade. For the transition radiation the delta-function
in Eq. (14) can be rewritten as,

δ(z − zb) = δ(h− c(tr − tb)) . (23)

The electric field can now be solved analytically by inte-
grating the delta-function and is given by,

~Etr(t, ~x) = lim
ε→0

∫
dh d2r

[
e dNe(tr)w(~r, h)

4πε0c

×
(

1

|D|2tr−ε
− 1

|D|2tr+ε

)]
× δ(h− c(tr − tb)) p̂
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= lim
ε→0

∫
d2r

e dNe(tr)w(~r, h)

4πε0c

×
(

1

|D|2tr−ε
− 1

|D|2tr+ε

)
p̂

∣∣∣∣
h=c(tr−tb)

.(24)

Following the same procedure the sudden appearance sig-
nal is given by,

~Esa(t, ~x) = lim
ε→0

∫
d2r

e dNe(tr)w(~r, h)

4πε0c |D|2tr+ε
p̂

∣∣∣∣
h=c(tr−tb)

(25)

4. The cosmic-ray air shower signal in Askaryan
radio detectors
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Figure 3: The number of charges Ne as a function of
height z above the antenna as simulated for a cosmic-ray
air shower with primary particle energy of 1017 eV. The
antenna is positioned at an observer level 2900 m above
sea level in ice. The ice-air boundary is at 3000 m above
sea level.

In the previous section, we obtained the electric field
expressions for the transition radiation from a particle cas-
cade traversing the boundary between two different media.
We also considered the steady charge emission as well as
the varying current emission. We now have all ingredients
to solve for the the emission from a high-energy cosmic-ray
air shower which penetrates a surface.

4.1. The particle cascade

As an example we consider a shower which is induced
by a 1017 eV primary cosmic ray, where the shower will hit
an ice surface. The shower profile can be expressed as a
function of the penetration depth X(g/cm2) =

∫
ρ(z)dz,

given by the line integral over the density which the shower
has passed through. This allows us to naturally take into
account for the air-ice boundary by simply writing the
density as,

ρ(z) = ρair θ(z − zb) + ρice θ(zb − z) , (26)

again using the step function θ(x). We will assume a
density profile ρair(z) = ρ0 exp[−C(z + z0)] for an ob-
server positioned at a height z = z0 above sea level. Here
C = 1.160×10−4 m−1, and ρ0 = 1.168×10−3 g cm−3 [34].
The ice density is assumed to be constant over the few
meters in which the cascade will die out and taken as
ρice = 0.92 g cm−3.

Since the radiation length X0 = 36 g/cm2, as well as
the critical energy Ecrit = 80 MeV for electrons is ap-
proximately equal in air and ice, we can now take a NKG
approximation [41, 42] given by,

N(X) =
0.31 exp[(X/X0)(1− 1.5 ln s)]√

ln(E/Ecrit)
(27)

for the total number of particles as a function of depth.
The shower age s is given by [43],

s(X) =
3X/X0

(X/X0) + 2 ln(E/Ecrit)
. (28)

The excess charge as function of shower depth can be
approximated by Nch(X) ≈ 0.23N(X) [34]. The total
number of excess electrons as function of depth is shown
in Fig. 3. Taking a geometry with the observer positioned
at 2900 m above sea level with the air-ice boundary at
3000 m, the boundary at zb = 100 m is clearly visible.

The particle distribution in the shower front is given by
the weight function w(r, h) = δ(r)f(h), where

∫
dh f(h) =

1. The radial extension of the particles in the shower front
is taken to be a delta function at the shower axis. To com-
pensate for the loss of the lateral coherence scale, we use an
effective width h1 for the longitudinal particle distribution
in the shower front. This width therefore reflects the co-
herence scale due to the full extension of the shower front.
The longitudinal distribution of particles in the shower
front is parametrized by [43, 44],

f(h) = (4/h21)h e−2h/h1 . (29)
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The effective width h1 is chosen to be hair1 = 0.5 m fol-
lowing [45] for the in-air development, while for the in-ice
part of the cascade a width hice1 = 0.1 m is chosen.

4.2. The refractive index

In [45] it was shown that in determining the radio sig-
nal from cosmic-ray air showers it is crucial to take into
account a realistic index of refraction. Therefore, in the
following we model the index of refraction in air by the
Gladstone-Dale law,

nair(z) = 1 + 0.226
g

cm3
ρair(z) . (30)

Furthermore, in [36] it was shown that the bending of the
emission in air can safely be neglected. The index of re-
fraction in ice is taken as a constant equal to

nice = 1.78 . (31)

4.3. Results

Since we now have our electric field expressions, as well
as the particle distributions, we can calculate the electric
field at different observer positions in ice. We consider two
different boundary levels at 500 m and 3000 m above sea
level. The shower profile is given in Fig. 3 for a geome-
try where the air-ice boundary is 3000 m above sea level.
In Fig. 3a the full shower profile is given. It follows that
the shower hits the ice surface before it reaches its maxi-
mum. This is more clear from Fig. 3b where we zoom in
on the boundary. In the ice the shower quickly reaches its
maximum and dies out within 10 meters.

We consider the emission as seen by an observer po-
sitioned at several distances, d = 40 m, d = 80 m, and
d = 240 m, from the shower axis, 100 m below the air-ice
boundary. The obtained electric fields are shown in Fig. 4
a, c, and e. The full red line gives the electric field gener-
ated by the in-air development of the cascade, the striped
purple line gives the transition radiation, and the dotted
blue line gives the emission from the in-ice development of
the cascade. Next to the obtained electric fields, in Fig. 4
b, d, and f we also show the total number of particles
as function of height. Furthermore, in these figures we
show the observer time for a signal emitted from a cer-
tain height. The full green line gives the total number of
particles as function of height. It should be noted that
the vertical axis is shifted by 90 m for plotting purposes.
The full red line gives the emission height as function of
the observer time for the in-air emission, where the striped
purple line gives the same quantity for the in-ice emission.

The emission observed at d = 40 m is shown in Fig. 4a.
As follows from Fig. 4b, the in-air emission from large
heights is observed before the emission from lower heights.
For the in-ice emission, this picture is completely reversed.
In-ice signals emitted from large heights are delayed by the
medium, while the cascade continues to propagate with
the speed of light. Hence signals emitted at later times
(lower heights) arrive before signals emitted early and the

observer is positioned inside the Cherenkov cone for the
full in-ice emission.

For the transition radiation, it is important to notice
that the electric field as given in Eq. (14) can be seen
as a superposition of the emission just above, and just
below the boundary which interferes destructively. The
emission scales with 1/|D| ∼ |dtr/dt| ∼ |dz/dt|, which is
reflected in Fig. 4b by the slopes of the full red and striped
purple lines at the boundary. At the boundary, there will
be a sudden change of the particle distributions in the
shower front. To take this into account in our modeling,
the emission just above the boundary is evaluated using
the particle distributions for the in-air shower, where the
component just below the boundary is modeled using the
particle distribution for the in-ice cascade. From this point
of view one might also consider the transition radiation
from just above the boundary as the sudden-death signal
from the emission in air, where the transition radiation
from just below the boundary can be seen as the sudden
appearance signal for the in-ice emission.

For an observer positioned at d = 80 m, see Fig. 4c
and d, a similar picture is obtained. The in-air emission
is observed over a longer time-scale since we move further
away from the Cherenkov cone for the emission emitted
in air. For the in-ice emission, however, we shift closer to
the Cherenkov angle. It follows that the in-ice emission
is observed within a much shorter time-span and becomes
much stronger. The transition radiation is now dominated
by the emission from just below the boundary.

Finally we consider an observer positioned at d = 240 m.
From Fig. 4e and f it follows that both the in-air emis-
sion as well as the in-ice emission are observed outside the
Cherenkov cone. The emission is observed over a rather
long time-scale, although the in-air component starts to
be rather weak. One interesting feature is that the emis-
sion just above the boundary does not arrive at the same
time as the emission just below the boundary. The tran-
sition radiation component just above the boundary is
highly suppressed, and arrives just before t = 1000 ns,
where the component emitted just below the boundary is
much stronger and arrives at a much later time around
t = 1200 ns. The time difference arises due to the fact
that the signal emitted just above the air-ice boundary
will first travel a significant part of its path almost hor-
izontally before breaking into the ice under the critical
angle, which in this case is equal to the in-ice Cherenkov
angle. The signal emitted just below the air-ice boundary
will travel its full path through the ice and hence obtain
a large delay with respect to the signal emitted just above
the boundary. It should be noted that this effect occurs
in the situation of a perfectly flat and smooth surface. In
a realistic experiment, the emission from just above the
boundary however will not be able to travel almost per-
fectly horizontally along the surface and hence will loose
coherence and become suppressed (already in the present
case it is almost negligible in magnitude). The signal emit-
ted just below the surface will not be affected and keep its
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Figure 4: The electric field at different observer distances equal to, a) d = 40 m, b) d = 80 m, c) d = 240 m. The figures
on the right show the emission height, plotted as function of the observer time. The full red line gives the emission in air,
the dotted purple line gives the transition radiation, and the dashed blue line gives the in-ice emission. For the figures
on the right, the total number of particles is given by the full green line.
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coherence.
The emission will be coherent up to relatively high

frequencies. This is also seen in Fig. 5a where we plot
the frequency spectrum of the different components of the
emission when the observer is positioned at a distance of
d = 240 m. In Fig. 5b, we plot the frequency spectrum for
the same geometry shifting the ice-air boundary to 500 m
above sea level. Coherence of the in-ice emission as well
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Figure 5: The frequency spectrum of the different compo-
nents to the electric field as seen by an observer positioned
100 m below the ice-air boundary and d = 250 m from the
shower axis. The simulation is performed for a 1017 eV
primary energy cosmic-ray air shower.

as the in-air emission away from the Cherenkov angle is
typically determined by the length of the shower trajec-
tory leading to a suppression at the highest frequencies.
The transition radiation, however, is emitted from a single
point at the boundary, and hence its coherence is fully de-
termined by the particle distributions in the shower front

which gives a cut-off at relatively high-frequencies in the
GHz range. Each of the several different components has
a finite response at zero frequency. One should note how-
ever that the combined response of all different compo-
nents vanishes at zero frequency.

In Fig. 4, and Fig. 5, the detailed properties of the emis-
sion in time and frequency space were shown. This allows
us to understand the angular distribution of the different
components of the emission shown in Fig. 6. Here we plot
the integrated absolute value of electric field I =

∫
|E|dt.

It follows that the in-air emission given by the full red
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Figure 6: The angular distribution of the integrated field
for a radial observer distance of R =

√
z2 + d2 = 300 m.

The full red line gives the angular distribution for the in-
air emission, the dotted purple line gives the transition
radiation, and the dashed blue line shows the in-ice emis-
sion.

line in Fig. 6, as expected, peaks toward a highly forward
angle (θ = 0◦), after which the emission drops rapidly to-
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ward larger angles. The transition radiation, shown by
the dotted purple line in Fig. 6, shows a similar behav-
ior as observed in Fig. 2. There is a strong forward peak,
after which the transition radiation gets suppressed due
to the destructive interference between the emission just
above the air-ice boundary and the emission just below
the air-ice boundary. When the destructive interference
is maximal, contrary to Fig. 2, the field does not vanish
completely. This is due to the different particle distribu-
tions for the in-air emission and the in-ice emission which
is taken into account for in the evaluation of the transi-
tion radiation. The in-ice emission, as expected, peaks
at the in-ice Cherenkov angle. Nevertheless, the emission
pattern is rather broad toward smaller angles due to the
longitudinal extent of the cascade.

4.4. Zenith angle dependence

Up to now we only considered a perpendicular incom-
ing cosmic-ray induced air shower. Since a shower coming
in under a finite zenith angle can be treated by a direct
rotation of the geometry, we do not expect the emission
to change significantly. One effect that is to be expected
for an inclined shower, or in case of a non-perpendicular
boundary, is that the transition radiation from different
radial parts of the shower is emitted at different times.
In case of an observer positioned underneath the shower
axis this will lead to a small additional spread in the ar-
rival time of signals emitted from different positions in the
shower front, and hence a slight decrease of pulse-strength
can be expected. For an observer positioned away from
the shower axis however, this effect is reversed, leading to
a slightly enhanced pulse-strength in the detector. Fur-
thermore, it should also be noted that for more inclined
geometries, a larger part of the signal created in air will be
reflected off of the surface suppressing the in-air emission
over the in-ice emission even more.

The most important effect, however, will be due to
the change of the total number of charges hitting the air-
ice boundary. Since for larger zenith angles the shower
traverses a longer distance through air, the total number
of particles actually hitting the air-ice boundary changes.
Other effects influencing the total number of particles hit-
ting the air-ice surface are the chemical composition and
the energy of the primary cosmic ray. An iron induced
shower typically develops earlier in the atmosphere than a
proton induced shower, where cosmic rays of higher energy
typically peak deeper in the atmosphere. In Fig. 7 we show
the total number of particles hitting the air-ice surface for
boundary layers at zb = 3000 m (full lines) and zb = 500 m
(dotted lines) for a typical proton shower with a primary
energy of Ep = 1017 eV (red lines) and Ep = 1018 eV (blue
lines).

For an air-ice boundary at zb = 3000 m, the air shower
is still below shower maximum for both considered ener-
gies. It follows that the total number of particles peaks at a
zenith angle of approximately θ ≈ 40− 50 degrees, where
the air shower is fully developed at the boundary. For

larger zenith angles, the total number of particles hitting
the air-ice boundary becomes smaller, and for zenith an-
gles larger than θ & 60 degrees the shower dies out before
hitting the air-ice boundary. Hence no transition radiation
and in-ice emission will be observed for showers at zenith
angles larger than approximately θ ≈ 60 degrees.
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Figure 7: The total number of particles hitting the air-
ice surface for boundary layers at zb = 3000 m (full lines)
and zb = 500 m (dotted lines) for a typical proton shower
with a primary energy of Ep = 1017 eV (red lines) and
Ep = 1018 eV (blue lines).

4.5. Cosmic-ray air shower or neutrino induced cascade?

One important question to consider is how the cosmic-
ray air shower signal compares to the emission from a neu-
trino induced cascade in ice. This is shown in Fig. 8. For
the cosmic-ray air shower signal, we consider both the in-
ice emission as well as the transition radiation component
just below the boundary. As follows from Fig. 4, the in-air
emission is very small and will therefore be ignored for this
comparison.

The neutrino induced cascade is modeled by taking a
1017 eV primary neutrino interacting at the surface of the
air-ice boundary, after which the cascade develops in ice.
The observer is positioned 100 m below the ice surface at a
distance d = 240 m perpendicular to the shower axis. The
effective width of the particle distribution is taken as h1 =
0.1 m, approximately corresponding to the dimensions of
the cascade front in ice.

It follows that the emission from a typical proton in-
duced high-energy cosmic ray air shower hitting the ice
surface is of similar magnitude compared to the Askaryan
signal from a neutrino induced particle cascade in ice of
the same energy. Since the total number of particles hit-
ting the air-ice interface is slightly larger at zb = 500 m for
the considered geometry of a vertical cosmic-ray air shower
(see Fig. 7), the transition radiation gets slightly enhanced
with respect to the emission seen at zb = 3000 m.
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Figure 8: The electric field from a neutrino induced par-
ticle cascade in ice (full red line), compared to the transi-
tion radiation just below the boundary layer and the in-
ice emission from a vertical, proton induced, cosmic-ray
air shower of the same energy. The electric field is shown
for ice-air boundaries equal to zb = 3000 m (dashed blue
line) and zb = 500 m (dotted purple line). The observer is
positioned at a lateral distance d = 250 m perpendicular
to the shower axis.

The direct consequence is that the radio emission from
a high-energy cosmic ray air shower will be very hard to
distinguish from the emission of a high-energy neutrino
induced particle cascade without directional information
about the signal. Another possible method to separate the
cosmic-ray air shower from the neutrino induced cascade
might be obtained by adding a surface veto to the array.

5. Summary and conclusions

We derived an analytical expression for coherent tran-
sition radiation from a particle bunch with a net charge
which is traversing from one medium to another. In ad-
dition to the transition radiation also the emission due to
a highly-relativistic steady charge and a time-varying cur-
rent are given.

As a first application we calculate the radio emission
from a cosmic-ray-induced air shower hitting an ice layer
before the shower has died out. It is shown that a rel-
atively strong transition radiation component can be ex-
pected from an air shower when taking an air-ice bound-
ary in the range between 500-3000 m above sea level. The
emission from such a cosmic-ray air shower is calculated
to be of similar strength as the Askaryan signal obtained
from an in-ice cascade induced by a GZK-neutrino of sim-
ilar energy. Furthermore, the polarization of the transi-
tion radiation will be similar to the polarization of the
Askaryan signal. It follows that without directional infor-
mation or a surface veto, it will be very hard to distin-
guish between both signals. Therefore, the emission from

cosmic-ray air showers might induce a significant (back-
ground) signal in the currently operating Askaryan neu-
trino detectors at Antarctica.

Next to the discussed application for cosmic-ray air
showers hitting a dense medium, the transition radiation
from neutrino induced particle cascades traveling from a
dense medium to air or vacuum is also expected to give
a strong signal. This signal might be a promising probe
to detect high-energy neutrino-induced particle cascades
escaping dense media. A more detailed calculation for this
component will be given in future work.
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1 Introduction

When a quantum system finds itself in a pure state |ψ〉, the entanglement between a part

A of the system and its complement Ā is quantified by the entanglement entropy. In most

applications, A and Ā describe the degrees of freedom in complementary spatial regions.

In systems with localized degrees of freedom such as spin chain models or local quantum

field theory, this corresponds to a natural separation of the total Hilbert space. However,

it is also fruitful to consider other ways of separating the Hilbert space.

In [1, 2], the degrees of freedom of a local quantum field theory were separated into

high and low spatial momentum modes. It was demonstrated that in a generic interacting

field theory, even in the vacuum state, the long wavelength (low energy) degrees of freedom

necessarily find themselves in a nontrivial reduced density matrix because of entanglement

with the short wavelength (high energy) degrees of freedom. This gives rise to finite en-

tanglement entropy, which was computed explicitly in perturbative scalar field theories.

The more traditional way of describing the low energy degrees of freedom is Wilsonian

renormalization. In this language, the vacuum state of a Wilsonian low energy theory is

necessarily a density matrix with finite entropy [1, 2]. This phenomenon of UV-IR entan-

glement in quantum field theories could be particularly important in theories of gravity (in

which ultraviolet and infrared degrees of freedom are known to couple in nontrivial ways),

as well as in the ground states of strongly correlated electronic systems (see, e.g. [3]).

– 1 –
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This also raises the question whether it is fruitful to consider other non-spatial ways of

dividing the degrees of freedom of quantum field theories. One interesting way to separate

energy scales is by imagining a collection of local observers who have a finite duration T

over which they can make measurements. This is a natural situation to consider, as it

describes the practical constraints of most measurements. Intuitively, given Heisenberg’s

energy-time uncertainty relation, such observers will be insensitive to energies smaller than

the inverse duration of the experiment, so that those low energy degrees of freedom are ef-

fectively traced out, turning the accessible part of the state into a nontrivial density matrix.

Thinking in this way, [4–7] proposed a new information theoretic quantity, the differential

entropy, as a measure of UV-IR entanglement, at least for two-dimensional theories.

These effects should become stronger for theories with an energy gap that is smaller

than the inverse spatial size of the system. For example, consider relativistic theories where

the local degrees of freedom are matrices, e.g. SU(N) gauge theories. In such systems the

energy gap can be much smaller than the inverse spatial size of the system so that even a

set of observers with enough time to observe the entire spatial domain will not have access

to the lowest energy excitations. Another example which is easier to visualize is a “long

string” theory, where strings or spin chains are multiply wound around a spatial circle,

allowing for excitation wavelengths that exceed the system size. In both these examples,

the key to the physics lies in entanglement between “internal” degrees of freedom (matrix

components, or strands of string) that are not spatially organized.

One way to study the entanglement of gauge degrees of freedom in an SU(N) theory

is to break the gauge group into SU(m) × SU(N − m) while allowing for interactions

between the two sectors. This could be realized holographically by separating a stack of

N branes into a stack of m and one of N − m branes and studying entangling surfaces

in the AdSd × S10−d geometry which arises in the low energy limit. Such a set-up was

first considered in [8] and later refined in [9–11]. The authors of [9, 10] also considered

global symmetries and in case of an SO(11− d) global symmetry they proposed a quantity

in the field theory which would holographically be represented by the area of caps on the

internal S10−d.

One important complication that we have glossed over so far is that in systems ex-

hibiting gauge symmetry, even the association of degrees of freedom to spatial regions is

subtle. For example, some of the fundamental degrees of freedom, such as Wilson loops, are

not local in space, making it more complicated to split up the Hilbert space according to

spatial regions. Interesting work on how to define entanglement entropy in gauge theories

has recently appeared (see e.g. [12–21]), but a complete understanding is still lacking.

These questions about entanglement in quantum field theory are also linked to equally

deep questions about the nature of black hole horizons and the holographic emergence of

spacetime. It was proposed in [22–24] that the entanglement entropy of a spatial region A

in the field theory is proportional to the area of the minimal surface in AdS space that ends

on the boundary of A. Furthermore, [4–7] showed that the area of closed surfaces in the

bulk of AdS can be related to a measure of UV-IR entanglement, the differential entropy

discussed above, at least for two-dimensional boundary theories and higher dimensional

cases with translational symmetries — some of the limitations were discussed in [25]. Fi-

– 2 –
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nally, in [26–31] it was suggested that spacetime connectedness is related to entanglement

of the underlying quantum degrees of freedom, and that the linearized equations of motion

of gravity can be derived from the dynamics of entanglement perturbations.

In general, can all of spacetime geometry be reconstructed from spatial entanglement

entropy in the AdS/CFT correspondence? At least when we do not consider bulk quantum

corrections to the entanglement entropy [32], the answer is no — in some asymptotically

AdS spacetimes, the minimal surfaces anchored on the boundary that geometrically repro-

duce the entanglement entropy will not penetrate a region [33, 34] which has been called

the entanglement shadow [35, 36]. It is argued in [35] that in such systems entanglement

can be dominated by “internal” degrees of freedom (e.g. the matrix components, or strands

of string discussed above) that are not spatially organized, and that these entanglements

can measure the areas of non-minimal, extremal surfaces that can penetrate part of the

entanglement shadows of the gravitational dual. In the examples arising in the AdS/CFT

correspondence, such internal degrees of freedom are usually gauged. Thus, reconstructing

the emergent space in gauge/gravity duality will involve entanglement between “internal”,

gauged degrees of freedom — a notion that was named entwinement in [35]. While we will

not address the question of which part of a general spacetime can be probed by extremal

surfaces (see, for instance, [33, 34, 36]), it is clear that entwinement will often allow the

reconstruction of a larger part of spacetime than spatial entanglement entropy. Entwine-

ment also plays a key role in the description of holographic spacetimes using methods of

integral geometry based in kinematic space [37–39].

In summary, both in quantum field theory and in quantum gravity, we are driven to

consider a new notion of “entwinement” — non-spatial quantum entanglement between

gauged degrees of freedom. In this paper we will define entwinement formally in discretely

gauged theories, and discuss how it can be explicitly computed. Section 2 develops the

general formalism. For two-dimensional theories, we define entwinement in terms of a

replica method using twist operators that are charged under the discrete gauge group. We

use these operators to construct a new non-local, gauge invariant object whose expecta-

tion value is defined to be the entwinement in a standard replica limit. Section 3 applies

this formalism to symmetric orbifold conformal field theories in two dimensions. By ex-

plicitly applying uniformization maps, obtained by generalizing a construction of [40], to

the Riemann surfaces arising from the replica method we directly compute entwinement in

generic microstates of these theories. We also comment on how to recover the usual spatial

entanglement entropy as a special limit of entwinement.

In section 4, we apply our formalism to the weak coupling limit of the D1-D5 CFT, a

theory with a holographic dual. Ordinary spatial entanglement entropy in generic classes

of the D1-D5 CFT was considered before in [40–42]. For generic microstates, entanglement

entropy was computed approximately using both a short interval expansion [41] and large c

methods [42]. In [40], a specific state corresponding to a local quench was considered, and

the evolution of the entanglement entropy was computed using a uniformization map —

we generalize the construction for use with other microstates. Although this uniformiza-

tion map will work for computing single interval entwinement in general microstates, in

section 4 to compare with holography we focus on two examples of microstates, which are

– 3 –
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gravitationally related to conical defects and the M = 0 BTZ black hole, respectively. We

demonstrate that the lengths of non-minimal geodesics that penetrate entanglement shad-

ows of the spacetime are computed by certain entwinements. In the same way as spatial

entanglement entropy corresponds to minimal extremal area surfaces in the bulk, here en-

twinement provides a direct field theory interpretation for non-minimal extremal surfaces.

The paper concludes with a discussion of possible directions forward to develop the

notion of entwinement in more general situations, and comments on the relation with

the appearance of non-minimal geodesics in the semiclassical Virasoro conformal blocks

discussed in [43]. A number of technical results are collected in appendices.

2 Defining entwinement

In a gauge theory, states are required to be symmetric under identifications by the gauge

group. The main complication in discussing entanglement entropy in gauge theories is that

the Hilbert space does not factorize. For example, for a U(1) gauge theory there is a Gauss

law constraint which requires that the electric flux entering a region should determine the

flux leaving it. We will be interested in situations where the gauge symmetry is discrete.

Recently various authors have developed a formalism for dealing with this lack of fac-

torization in gauge theories. One method is to consider an extended Hilbert space in which

the gauge constraints are temporarily relaxed [12, 13, 16–18, 20, 21]. A way of achieving

this is by introducing “edge modes” on the entangling surface [13]. In this approach, the

Hilbert space splits into superselection sectors defined by the fluxes at the entangling sur-

face, making the reduced density matrix block-diagonal. The entanglement entropy then

becomes a sum of two contributions, a Shannon entropy associated to the distribution over

superselection sections and a distillable piece arising from entanglement within each super-

selection sector. In the same spirit, the approach to entwinement suggested in [35] was to

ungauge the theory, compute, and then symmetrize.

An alternative approach is to define a subalgebra of gauge invariant observables OA
associated to the region A. Then, given a density matrix ρ for the full theory, the re-

duced density matrix ρA is defined as the element of the subalgebra of region A such that

Tr(ρAOA) = Tr(ρOA) for all OA [14, 15, 19]. In this formalism, the reduced density matrix

splits into blocks according to superselection sectors determined by the center of the subal-

gebra. An algebraic approach to entwinement was recently proposed in [44], where it was

shown that for a spin system the entwinement could be recovered from a state-dependent

subalgebra.

A third approach, which works for states that can be constructed by a Euclidean

path integral, is the replica trick. In this case, the entanglement entropy is computed by

analytically continuing the Rényi entropies. In two dimensions this approach is particularly

convenient and the Rényi entropies can be defined in terms of the correlation functions of

twist operators that splice together replicated copies of the CFT. At least for the case of

2d Yang-Mills theory in de Sitter space, it was verified in [16] that the replica method

gives the same result as the extended Hilbert space method described above. Below we

will define entwinement along these lines.

– 4 –
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As a working example, consider a CFT with target space MN/SN . The CFT contains

N sets of fields, where each set can be viewed as coordinates on one copy of the manifold M ,

together with companion fermions in case of a supersymmetric theory. The SN indicates

that we identify configurations that differ by permutations of these N sets of fields. This is

similar to the way one treats indistinguishable particles in quantum mechanics: wavefunc-

tions need to be appropriately symmetrized under permutations. The SN identification is

really a discrete gauge symmetry. We can gauge fix the local symmetry and think of the

fields as changing continuously from point to point (i.e., each of the N copies of M has

a continuous string embedded in it). The theory has so-called “twisted sectors” in which

strings are only periodic up to permutations. A twisted sector is labeled by a conjugacy

class, which is characterized by the lengths of its permutation cycles: there will be Nm

cycles of length m such that
∑

mNmm = N . Each cycle is referred to as a “long string”

because it can be visualized as a string winding m times. We will refer to each winding of

the long string as a “strand”.

The conventional spatial entanglement entropy of an angular interval of size α can

be thought of as the entanglement entropy of the union of intervals of size α in each of

the N strands of the system. Following the proposal of [35], we want to define entwine-

ment as the entanglement of intervals that extend over some strands and not others. For

example, one can talk about the entwinement of an interval on a single strand. If one

considers the entwinement of a union of identical intervals in each strand, then it reduces

to the conventional spatial entanglement. Because there is a gauge symmetry, we cannot

invariantly specify which strand we are talking about. But, as we will argue below, we can

meaningfully talk about things like “the entanglement of one and a half connected strands”.

Likewise, while one cannot invariantly ask for the entanglement of a particular strand, one

can ask for the entanglement of a single strand if we do not specify which one it is. This

invariance can be made manifest by simply averaging the computation of entanglement

of a single strand over all the strands. It is worth emphasizing that this average is not

the same thing as the entanglement of the union of such intervals. Below, we will give a

mathematical definition of such quantities.

2.1 Replica trick — generalities

A useful method for computing entanglement entropy in two-dimensional conformal field

theories is the replica trick. In this method, the entanglement entropy of an interval [0, α]

is computed from the reduced density matrix for this region ρα by taking a limit of the

Rényi entropies:

S(α) = lim
n→1

1

1− n
log Tr(ρnα) . (2.1)

Consider a two-dimensional CFT in the plane in Euclidean signature. In radial quantiza-

tion, circles of fixed radius become equal time slices. An operator σ acting at the origin

creates a pure state, and we can find the wavefunction at t = 0 by performing the path

integral with the operator inserted and fixed boundary conditions at the unit circle. The

density matrix ρ(φ, φ′) corresponding to such a pure state is then computed by inserting

operators at the origin and at infinity in the path integral, and imposing boundary condi-
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Figure 1. Path integral in radial quantization. The path integral is left open on the cut (indicated

in full blue lines) with boundary conditions φ on the lower cut and φ′ on the upper cut. The dashed

lines define the complementary interval along which boundary conditions are matched φ = φ′. The

operator σ prepares the state.

tions φ and φ′ on the interior and the exterior of the unit circle, respectively. The reduced

density matrix for the interval [0, α] is computed by tracing over the complementary part

of the unit circle (i.e., setting φ = φ′ in the complementary region and then integrating

over φ there). This leaves us with a path integral over the entire plane, except over the arc

corresponding to the interval [0, α], as depicted in figure 1. To compute Tr(ρnα) we consider

n copies of the plane cyclically glued together over the cut [0, α] producing an n-sheeted

Riemann surface as in figure 2 (left). This can alternatively be obtained as a correlator of

Rényi twist operators Σ(n) computed on a single sheet of the n-fold cover of the theory,

CFTn/Zn, as represented in figure 2 (right). The n fictitious copies of the CFTs are called

“replicas”. Each of the n copies of the CFT is placed in the same state. The Rényi twist

cyclically splices together the n CFT copies, such that dragging a field from one CFT

around the cut produces a field in the next copy of the CFT.

Below we will illustrate this procedure in symmetric product CFTs with target space

MN/SN and show how entwinement in these theories can be defined in a similar manner.

We will then generalize the definition to apply to more general discretely gauged theories

in two dimensions.

Now take the CFT to be a symmetric orbifold with target space MN/SN for some

M . As discussed above, this CFT can be regarded as having N elementary strands spliced

together into series of cycles (“long strings”) determined by the twisted sector. The twist

operator can therefore be regarded as a product of elementary twists

Σ(n) = Σ
(n)
1 Σ

(n)
2 · · ·Σ

(n)
N , (2.2)

where each Σ
(n)
i splices together the n replica copies of the ith strand. Each elementary

twist is in the fundamental representation of SN . Thus we can write for any g ∈ SN

g[Σ
(n)
i ] ≡ gΣ

(n)
i g−1 = Σ

(n)
g(i), (2.3)

where g(i) is the strand produced by permuting i by the action of g. The twist operator

appearing in the computation of entanglement entropy (2.2) is a product of all the elemen-

tary twists and hence is invariant under the action of SN . The twists configuration that

computes the entanglement entropy is depicted in figure 3 (left).
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Figure 2. (Left) The n-sheeted Riemann surface from cyclically gluing n copies of the plane. The

dashed arrows denote how to sew fields across the cuts. (Right) Correlator in the plane. The Σ

insertions represent Rényi twist operators, while the σ insertions define the replicated state.

Figure 3. Multiwound strings, each consisting of m strands. There are Nm m-wound strings

such that the total number of strands is N . Here we depict N = 7, N2 = 2, N3 = 1. (Left)

The entanglement entropy is computed by inserting Rényi twist operators at the endpoints of the

interval on every strand. The entangling region can be visualized in the long string picture as a

union of disjoint intervals on all strands. (Right) Configuration of twists corresponding to the bilocal

operator of single interval entwinement. The entangling region extends across different strands of

the 3-cycle.

We can define entwinement formally in terms of the elementary twists. Take Σi to be

an elementary twist operator for strand i and consider the bilocal combination

Σ̃
(n)
i (1) Σ

(n)
i (ei(α+2π`)) (2.4)

where for compactness we have only written the holomorphic coordinate and Σ̃i is the

conjugate twist. In this bilocal operator the Σi is taken around the complex plane relative

to Σ̃i by an amount α+ 2π`. In a specific state of the symmetric orbifold the ith strand is
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generally spliced with k other strands into a long string. In such a state the twist Σ will

be inserted on a different strand, as represented on the right of figure 3. We then consider

the bilocal, gauge-invariant quantity

1

|SN |
∑
g∈SN

Σ̃
(n)
g(i)(1) Σ

(n)
g(i)(e

i(α+2π`)) , (2.5)

where |SN | is the cardinality of SN , i is any reference strand of the CFT, and g(i) is the

strand to which i is transported when all the strands are permuted by g ∈ SN . Because

we are summing over all permutations in SN , the final quantity is independent of i. Its

expectation value computes the Rényi analog of entwinement of single intervals.

When ` > k (k being the number of strands of the specific cycle, i.e. long string, in

which the strand g(i) lives) we mean the operator in the sum in (2.5) to represent the twisted

boundary conditions of the replicated set of fields on the full long string. Intuitively, we

can imagine starting from a short interval on a single strand and putting twisted boundary

conditions on the fields inside the interval. Enlarging the interval until it eventually covers

the full string, i.e. α + 2π` = 2πk, represents putting twisted boundary conditions on the

fields on the full string. Further increasing the interval to α+ 2π` > 2πk does not change

this picture and just keeps all fields on the long string twisted, nothing more. Keeping this

in mind, we can define the entwinement as

E`(α) = lim
n→1

1

1− n
log

〈Ψ| 1

|SN |
∑
g∈SN

Σ̃
(n)
g(i)(1) Σ

(n)
g(i)(e

i(α+2π`)) |Ψ〉

 . (2.6)

For symmetric product orbifolds this is just a formal way of saying that we are calculating

the entanglement entropy of a connected set of partial strands in a long string. This

definition of single interval entwinement can be generalized to multi-interval entwinements

by taking a product of operators like (2.5) defined at different locations and strands. A

particular example of multi-interval entwinement is entanglement, where we take a product

of the same interval with α < 2π in each of the N strands.

The formalism described above is general. We can consider theories with any discrete

gauge symmetry H, and elementary twist operators in any representation R of H that

is useful. These can be used to define bilocal, gauge invariant twist operators of the

form (2.5) and products of such operators. Entwinements defined as expectation values of

these quantities are a very general new class of gauge-invariant objects than can be used

to characterize quantum wavefunctions in two-dimensional theories. Conceptually we can

also talk about the entanglement of subsets of degrees of freedom in a spatial region even

in higher dimensional theories on any manifold, but we need a formalism for calculating

such quantities efficiently.

In the next section we will use the replica method to explicitly compute entwinements

in symmetric orbifold conformal field theories in two dimensions.
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3 Entwinement in symmetric orbifold CFTs

In the following we analyze symmetric orbifold CFTs on a circle of length L. These are

obtained starting with a seed CFT with target space M and central charge c. The orbifold

theory C = CFTN/SN has target space MN/SN and central charge cN = cN . Because of

the SN identification, states need only be periodic up to the action of a group element. In

a sector twisted by h ∈ SN , the boundary conditions are

φi(L) = φh(i)(0) i = 1, . . . , N , (3.1)

where here φi collectively indicates the fields in the i-th copy of the CFT. All physical

states should be invariant under the action of SN . Since acting with a group element g

maps the sector twisted by h to that twisted by ghg−1, twisted sectors should really be

labeled by conjugacy classes [h], as mentioned in the previous section.

Twisted states can be conveniently obtained through the action of orbifold twist oper-

ators on untwisted states. An orbifold twist operator σm(0) at the origin of the complex

plane causes m copies of the target space M to be linked together by the periodicity

condition

σm(0) : φj(ze
2πi) = φj′(z) ; j′ = (j + 1) mod m. (3.2)

Here j = 1, . . . ,m, and the twist operator can be thought of as linking m strands of string,

each with period 2π, into a single long string with period 2mπ. We will be interested in

twisted states of the form

|ψ〉 =

N∏
m=1

[σm(0)]Nm |0〉 , (3.3)

where each σm acts on a different subset of the N copies of the target space M . Thus,

there will be Nm long strings of period 2mπ and
∑

mmNm = N . In radial quantization

this prepares a state on the spatial circle, and the corresponding out state is

〈ψ| = 〈0|
N∏
m=1

[σ̃m(∞)]Nm ≡ 〈0|
N∏
m=1

lim
z,z̄→∞

[
z2hm z̄2h̄m σ̃m(z, z̄)

]Nm
, (3.4)

where σ̃m has opposite action to σm. The twists transform as primaries with conformal

weights

hm = h̄m =
c

24

(
m− 1

m

)
. (3.5)

We wish to define entwinement in such twisted states of the symmetric product CFT.

In radial quantization we can specify a connected entangling region at a fixed time

t = 0 by an arc on the unit circle. As explained in the previous section, entwinement

in twisted states of the form (3.3) can be computed using the replica trick, by inserting

elementary replica twist operators, Σi. Such twists act each on a single strand out of the

N strands in the CFT and can be thought of as connecting the n-fold Rényi replicates of

that strand. The elementary replica twists, Σi, have conformal weights

Hn = H̄n =
c

24

(
n− 1

n

)
. (3.6)
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We insert the elementary twists at the endpoints of the chosen interval of length α + 2π`

and average over the symmetric group, which moves the left boundary of the interval

over all strands while keeping the length of the interval fixed. The state of the replicated

theory, |Ψ〉, is obtained inserting orbifold twist operators for each of the n replica copies of

the theory,

|Ψ〉 =

[
N∏
m=1

[σm(0)]Nm

]n
|0〉 , (3.7)

i.e., by taking products of (3.3) for each of the n replicated theories. In terms of |Ψ〉, we

can write

E`(α) = lim
n→1

1

1− n
log

[
1

|SN |
∑
g∈SN

〈Ψ|Σ̃(n)
g(i)(1)Σ

(n)
g(i)(e

2πi`x, e−2πi`x̄)|Ψ〉
]
, (3.8)

where we have taken the entwinement interval to extend between 1 and x in the complex

plane; in the notation of the previous section, x = eiα. As before, since we are averaging

over SN , the result is independent of the arbitrary choice of the initial strand i, which

can run from 1 to N . This correlator is a four-point function in the cyclic orbifold theory

Cn/Zn obtained taking n replicas of the original symmetric orbifold C = CFTN/SN .

At the practical level then, the computation above simplifies drastically. Consider a

term in (3.8) where the strand g(i) = k is embedded in a particular long string with m

strands, which we relabel here as 1, 2, . . . ,m for convenience. Let us define a notation

Σ
(n)
k (e2πi` x, e−2πi`x̄) ≡ Σk+`(x, x̄), (3.9)

where the subscripts k and k+ ` are understood modulo m because of the cyclic symmetry

of the m-stranded long string. Then we have to compute terms like

〈Ψ|Σ̃(n)
k (1)Σ

(n)
k+`(x, x̄)|Ψ〉 = 〈[σ̃m(∞)]n Σ̃

(n)
k (1)Σ

(n)
k+`(x, x̄) [σm(0)]n〉 . (3.10)

As discussed in the previous section, if the long string is shorter than the interval in

question, i.e., 2πm < α+2π`, (3.10) is understood as computing how the entire long string

is entangled with the rest of the system.

3.1 Single interval entwinement

To evaluate the entwinement of a single interval we must therefore compute the correlator

〈[σ̃m(∞)]nΣ̃
(n)
k (1)Σ

(n)
k+`(x, x̄)[σm(0)]n〉 . (3.11)

The branching structure of the correlator is effectively mn-dimensional as illustrated in

figure 4, and we can label the twist fields in terms of these mn sheets involved in the

correlator:

[σm]n = σ(1...m)σ(m+1...2m) . . . σ(m(n−1)+1...mn) , (3.12)

Σ
(n)
k = σ(k,k+m,...,k+(n−1)m) (3.13)

in the cycles notation σ(...) of Smn.
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Figure 4. Representation of the branching structure of a correlator of the form (3.11) in the

simple case of a single strand entwinement, ` = 0, on a 3-cycle factor, m = 3.

The correlator (3.11) can be evaluated through a uniformization map to a covering

space. To compute the map we extend a calculation of [40], which dealt with the case

m = 2. We first observe that the branched covering has spherical genus, as determined by

the Riemann-Hurwitz formula

g =
1

2

∑
i

(ri − 1)− s+ 1 =
1

2
[2n(m− 1) + 2(n− 1)]−mn+ 1 = 0 . (3.14)

The sum is over the twist insertions in (3.11) of length ri, and s = mn is the total number

of sheets involved in the correlator. An explicit formula for such twist correlation function

in terms of the properties of the uniformization map to a genus zero surface is worked out

in appendix D of [45] (see also [46, 47]). In appendix A, we review these results and apply

them to the computation of single interval entwinement. Our final result is (see eq. (A.26)

in the appendix)

〈[σ̃m(∞)]nΣ̃
(n)
k (1)Σ

(n)
k+`(x, x̄)[σm(0)]n〉 =

[
m2 |A|m−1 |A− 1|2

]− c
12(n− 1

n)
, (3.15)

with A = x1/me2πi`/m and c the central charge of a single copy.

To obtain the entwinement of an interval of opening angle α on the spatial circle

w ∼ w+L, we only need to relate the result (3.15) obtained on the plane to the computation

on the cylinder, with elementary replica twists inserted at w = 0 and w = αL/(2π). Using

the map z = e
2πiw
L :

〈Ψ|Σ̃(n)
k (0)Σ

(n)
k+`

(αL
2π

)
|Ψ〉cylinder =

(
2π

L

)4Hn

〈Ψ|Σ̃(n)
k (1)Σ

(n)
k+`(x, x̄)|Ψ〉 (3.16)

with x = eiα, x̄ = e−iα. If we explicitly insert a UV cutoff εUV to regulate the twist

operators and work out the sum over all elements in SN , we obtain

E`(α) = lim
n→1

1

1− n
log

[
1

N

N∑
m=`+1

mNm

∣∣∣∣ mLπεUV
sin

(
α+ 2π`

2m

)∣∣∣∣− c6(n− 1
n)
]

+O(ε0UV) . (3.17)
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The sum in the first term extends over long strings with ` + 1 and more strands, because

shorter strings are completely covered by intervals of length α + 2π`. The contribution

from each of these shorter strings computes the entanglement of the string with the rest

of the theory. Since the short string is by construction disconnected from all other strands

in this particular twisted sector, its entanglement entropy will not have the dominant UV-

divergent contributions that are present for the longer strings with `+ 1 and more strands.

In formulas, if one sets α+ 2π` ≈ 2πm up to a contribution of order εUV, the occurences of

the cutoff will cancel in (3.17) between 1/εUV and the sine, yielding a cutoff-independent

result, which is small compared to the cutoff-dependent terms arising from long strings

longer than the interval.

3.2 Entanglement entropy of a spatial region

The entanglement entropy of an interval is a specific case of computing entwinement. The

gauge invariant twist operators are decomposed into products of twist operators on each

strand as in (2.2), and the entanglement entropy of a spatial interval can be expressed as

S(α)= lim
n→1

1

1−n
log
[
〈Ψ| Σ̃(n)

1 (1)Σ
(n)
1 (x, x̄)Σ̃

(n)
2 (1)Σ

(n)
2 (x, x̄) . . . Σ̃

(n)
N (1)Σ

(n)
N (x, x̄) |Ψ〉

]
.

(3.18)

In the perspective of entwinement, entanglement entropy coincides with the entwinement

of the union over all strands of an interval that fits within a single strand. Clearly, as

this quantity is already gauge invariant, the sum over SN appearing in the entwinement

definition exactly cancels the normalization |SN |−1.

In fact the entanglement entropy for a state of the form (3.3) is not known in general.

For instance the branching structure of the correlator leads generically to a covering space

of non-trivial genus, and thus one cannot straightforwardly apply the same techniques we

used for computing entwinement. However, in the limit of a short interval (x, x̄→ 1), using

the OPE of the elementary twists Σ̃
(n)
i (1)Σ

(n)
i (x, x̄) ∼ 1/|1−x|2Hn the correlator factorizes.

Via the conformal map to the cylinder, the result reproduces the short interval expansion

of the entanglement entropy for a CFT on a circle of length L with central charge cN = cN ,

S(α) ≈ cN
3

log
αL

πεUV
. (3.19)

This is N times the single strand (` = 0) short interval expansion (α→ 0) of the entwine-

ment result given in (3.17). This reflects the fact that ` = 0 entwinement computes the

entanglement for a single factor in the symmetric product orbifold theory, while entangle-

ment entropy simultaneously involves fields in all N factors.

4 D1-D5 CFT

A well-known example of a symmetric orbifold CFT is the D1-D5 CFT. This is realized in

type IIB string theory compactified on S1 × T 4 (or S1 × K3), with N1 D1-branes wrap-

ping the circle and N5 D5-branes wrapping the entire compact product space. The near

horizon geometry of the D1-D5 brane system is AdS3 × S3 × T 4, and one can formulate
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a two-dimensional CFT at the conformal boundary of the AdS3. This is an N = (4, 4)

supersymmetric sigma model with SU(2)×SU(2) R-symmetry, corresponding to the isom-

etry group of the S3, another SU(2) × SU(2) global symmetry and central charge equal

to 6N1N5 (see for instance [45] for a review). The moduli space of the CFT contains an

orbifold point where the theory consists of N ≡ N1N5 copies of a c = 6 free CFT of 4 real

bosons and their fermionic superpartners with target space (T 4)N/SN .

We will work at the orbifold point of the D1-D5 CFT and focus on the Ramond

ground states. These can be constructed by multiplying together bosonic and fermionic

twist operators to achieve a total twist of N . The theory contains eight bosonic and eight

fermionic twists labeled in terms of the global symmetries. Since we are only interested in

computing correlators of bosonic quantities that do not carry R-charge, we can simplify the

discussion and generically consider the normalized symmetric orbifold microstates (3.3). In

this section we will consider two examples of such states, which in the large N limit are dual

to conical defects and zero mass BTZ black holes in the bulk (see [48] for discussion of the

map between Ramond ground states of the D1-D5 system and AdS3 gravity).1 Points in the

moduli space with a geometric supergravity description are actually far from the orbifold

point where we perform our computations, and agreement with semiclassical gravity is not

to be expected a priori. However protected BPS quantities can be computed exactly at the

orbifold point and it has been proposed that agreement should extend also to observables

computed in terms of covering space constructions [49].

4.1 Conical defects

Simple Ramond ground states of the D1-D5 CFT are of the form [46, 47, 50]

|ψ〉 = [σm̃(0)]N/m̃ |0〉 , (4.1)

where N/m̃ is an integer. The holographically dual bulk geometries are conical defects

ds2 = −
(

1

m̃2
+

r2

R2
AdS

)
dt2 +

(
1

m̃2
+

r2

R2
AdS

)−1

dr2 + r2dθ2, (4.2)

where θ is a periodic coordinate and the AdS radius is related to the length of the spatial

circle introduced in the previous section via RAdS = L/(2π). These geometries can be

obtained from empty AdS3 in global coordinates via Zm̃ identifications. For a single interval

of opening angle α on the boundary, there exist multiple geodesics connecting the endpoints

of the interval. These have regulated lengths [35]

L`(α) = 2RAdS log

[
2m̃r∞
RAdS

sin

(
α+ 2π`

2m̃

)]
. (4.3)

The index ` = 0, . . . , m̃ − 1 counts the number of times the geodesics winds around the

conical defect at r = 0. Here r∞ is an IR gravitational cutoff. Identifying it with the field

1The BTZ black hole is actually dual to an ensemble of states; we will comment on this point and on

the notion of typical states in section 4.2.
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theory cutoff εUV via r∞ = L
2π

RAdS
εUV

and substituting c = 6 in (3.17), we find the relation

between entwinement in the state (4.1) and geodesic lengths

E`(α) =
L`(α)

RAdS
. (4.4)

Therefore in this case, the field theory notion of entwinement computes the length of

geodesics in AdS, in agreement with the idea advanced in [35] that non-minimal geodesics

in the bulk capture the entanglement of internal degrees of freedom. Ordinary entanglement

entropy on the other hand is related to the length of minimal geodesics, in agreement with

the Ryu-Takayanagi formula [22]

S(α) =
L0(α)

4GN
. (4.5)

Since the D1-D5 central charge is cN = 3RAdS/(2GN ), the entanglement entropy of an

interval coincides with N times the ` = 0 single interval entwinement E0.

4.2 Zero mass BTZ black hole

One could wonder whether the length of long geodesics also captures entwinement in a black

hole background. We will show this is indeed the case in the zero mass BTZ black hole

ds2 = − r2

R2
AdS

dt2 +
R2

AdS

r2
dr2 + r2dθ2 , (4.6)

which arises in the m̃ → ∞ limit of the conical defect geometry (4.2). The M = 0 black

hole has a horizon of zero size which coincides with the singularity.

The M = 0 black hole geometry is not dual to a particular CFT microstate, but

rather to an ensemble of states of the D1-D5 CFT with fixed N . Following [50], instead of

working with the microcanonical ensemble, it is more convenient to work in the canonical

description where Nm as well as the total number of strands fluctuate, but the ensemble

average is fixed to N . The average number of m-cycles is [50]

〈Nm〉 =
8

sinhβm
, (4.7)

where the inverse fictitious temperature β is determined in terms of the average N of the

total number of strands, as

N =

〈 ∞∑
m=1

mNm

〉
' 2π2

β2
. (4.8)

In the large N limit, typical states in the ensemble have individual twist distributions that

lie very close to (4.7) and expectation values of observables in a typical state deviate by

only a small amount from those computed in the ensemble. In the following, we therefore

compute entwinement in a typical state with representative distribution (4.7), rather than

in the ensemble.
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The single interval entwinement in a typical microstate is again given by (3.17). As

we prove in appendix B, for fixed α and `, the sum over m is dominated by the terms with

m ∼ O(
√
N). For `�

√
N , we obtain

E`(α) ≈ c

3
log

[
L

2πεUV
(α+ 2π`)

]
. (4.9)

Black holes admit a region outside the horizon which is not penetrated by minimal

geodesics, which we can call the entanglement shadow of the black hole. Just as in the

case of the conical defect, non-minimal geodesics penetrate the entanglement shadow. The

non-minimal geodesics wind around the horizon and the bigger their winding number, the

closer they wrap the horizon. The M = 0 BTZ black hole has a horizon that shrinks to

zero size, but nevertheless it has a finite entanglement shadow. The lengths of non-minimal

geodesics in the M = 0 BTZ black hole background are given by

L`(α) = 2RAdS log

[
r∞
RAdS

(α+ 2π`)

]
. (4.10)

Using again that c = 6 and r∞ = L
2π

RAdS
εUV

, we recover that entwinement and geodesic length

are related by

E`(α) =
L`(α)

RAdS
. (4.11)

As ` →
√
N , the relation between entwinement and geodesic length breaks down. But

the corresponding long geodesics, which wind very many times around the black hole,

approach the horizon to within a Planck length. It is not clear that they are well defined

in the quantum theory where we expect classical geometry to be ill-defined at the Planck

scale. Hence it is not surprising that the lengths of these geodesics do not match the

corresponding entwinements.

5 Discussion and outlook

We have verified the correspondence between single-interval entwinement and lengths of

non-minimal geodesics in conical defects and M = 0 BTZ black holes, which correspond

to specific states of the D1-D5 system. We studied these configurations because there

are explicit constructions of the corresponding states in the literature [50]. Furthermore,

these states are BPS-protected ground states in the Ramond sector of the theory [48, 49],

so that we can expect non-renormalization of some quantities as we deform the theory

away from its orbifold point. Of course this does not mean that all correlation functions

extrapolate from weak to strong coupling, but we were essentially computing partition sums

after a conformal map, which might help explain the agreements we found between field

theory and gravity. It has also been seen that certain graviton correlators computed at the

orbifold point do match the gravitational results which are related to the strongly coupled

theory [50]. Possible general reasons for such matching are discussed in [49]. It should be

possible to extend our computations in at least two interesting directions. First, we can

consider the general R-charged Ramond ground states of the D1-D5 CFT. The M = 0
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BTZ black hole and the conical defects considered here were two specific examples of such

states, but a more general class is discussed in [50], including candidate states describing

“black ring”geometries. Another interesting extension is to consider rotating, but extremal,

AdS3 black holes. These are represented in the D1-D5 CFT by adding energy to the left

moving sector alone. One approach would be to add a small left-moving temperature;

another would be to perturb the theory with a holomorphic stress tensor. Both of these

are settings where it would be very interesting to compute both spatial entanglement and

entwinement.

While in this paper we have mostly focused on 2d symmetric orbifold CFTs, our

definition (2.6) of entwinement can be extended to more general discretely gauged theories.

Consider, for instance, the discrete rotation orbifold IR2/ N with N > 2. In the sector

twisted by the generator of N , the target space coordinates satisfy

X(τ, 2π) = cos

(
2π

N

)
X(τ, 0)− sin

(
2π

N

)
Y (τ, 0), (5.1)

Y (τ, 2π) = sin

(
2π

N

)
X(τ, 0) + cos

(
2π

N

)
Y (τ, 0). (5.2)

We can extend the range of the σ coordinate in X(τ, σ) to 0 ≤ σ < 4π by defining

X(τ, σ) ≡ cos

(
2π

N

)
X(τ, σ − 2π)− sin

(
2π

N

)
Y (τ, σ − 2π), 2π ≤ σ < 4π. (5.3)

A twisted sector string is then determined by the “long string” profile X(τ, σ) with 0 ≤
σ < 4π, which satisfies the boundary condition

X(τ, 4π) = −X(τ, 0) + 2 cos

(
2π

N

)
X(τ, 2π). (5.4)

Entwinement defined in analogy with (2.6) then quantifies how one part of this long string

is entangled with its complement. There does seem to be an important difference, however,

with symmetric orbifold theories. For the above rotation orbifold, we could equally well

have defined entwinement by considering target space coordinates X ′, Y ′ related to X,Y

by rotation in field space over an arbitrary angle. Entwinement defined using long string

profiles X ′(σ) would generically be different from that defined using X(σ), reflecting the

basis dependence of measures of quantum entanglement in general. In contrast, for sym-

metric orbifolds the requirements that the target space coordinates should be mapped into

each other by permutations and should have diagonal kinetic terms does select a preferred

notion of entwinement. It is interesting to ask for which gauge theories our definition of

entwinement leads to “natural” quantities, including quantities with a clear geometrical

meaning in a holographic dual. Other generalizations worth studying are continuous gauge

theories, higher dimensional theories and matrix models.

Note that entwinement, as we defined it, measured the lengths of geodesics in units

of the AdS scale, rather than in units of the Planck length (which is related to the three

dimensional Newton constant GN ). In the original formulation of holographic entanglement

entropy [22, 23], it seemed natural that GN should appear in the formulas, in analogy
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with black hole entropy which is measured by horizon area in units of GN . Of course

field theories with a holographic dual having a classical description generally have a large

number of local degrees of freedom arising from e.g. dynamical variables that are large

matrices. The entwinement that we are defining seeks to piece apart the entanglement of

some of these local degrees of freedom (e.g. parts of the local matrices) with other elements

of the Hilbert space. As such, we are extracting the elementary parts out of which spatial

entanglement arises in such quantum field theories. These elementary entanglements are

correspondingly smaller, and are thus related to geodesic lengths measured relative to a

length scale that is much larger than the Planck length. One might ask if single interval

entwinement can ever be of the same order of magnitude as the spatial entanglement as

we make the interval size larger. At least in the 2d CFT states we considered, this cannot

happen because entanglement between different long strings is negligible and within a

single long string entanglement only depends logarithmically on the interval size. This

could be different in excited or thermal states where there could be extensive contributions

to entanglement, or in theories with less local interactions such as matrix models. It is

also interesting that the fundamental object (2.6) from which we construct entwinement

is non-local. This recalls the discussion in [51] of the relevance of non-local observables in

field theory for reconstructing local physics in AdS space in a gauge-invariant manner.

One of our goals in this paper has been to define the field theoretic dual of extremal,

non-minimal geodesics in AdS3. These geodesics also appear in the semiclassical CFT

computation of Rényi entropies in terms of the conformal block expansion of heavy-heavy-

light-light correlators [43]. There it was shown that the single interval entanglement entropy

in a state created by heavy operator insertions, and dual to an AdS3 conical defect or BTZ,

is well approximated by the semiclassical identity block and reproduces the Ryu-Takayanagi

minimal geodesic result. This leading answer for the four-point function however has

monodromies as the Rényi twists are moved around the heavy operators in the CFT.

These monodromies transform the minimal geodesic result into quantities related to the

length of non-minimal geodesics. Therefore in this context non-minimal geodesics are also

related in the dual CFT to analytic properties of semiclassical Virasoro blocks.
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A Twist correlator

In this appendix we briefly review the result described in [45] for general bare twists corre-

lators with covering space of spherical genus, and apply them explicitly to the computation

of the correlator in eq. (3.11),

〈[σ̃m(∞)]nΣ̃
(n)
1 (1)Σ

(n)
1+`(x, x̄)[σm(0)]n〉 , (A.1)

where, since the strands are indistinguishable, we have set without loss of generality k = 1.

Consider a general correlator of P +Q normalized twists,

〈σp1(z1)σp2(z2) . . . σpP (zP )σq1(∞)σq2(∞) . . . σqQ(∞)〉, (A.2)

where pi, qj denote the lengths of the symmetric group cycles of the corresponding oper-

ators, inserted in the finite z-plane and at infinity, respectively. We restrict attention to

correlators of genus zero,

g =
1

2

P∑
i=1

(pi − 1) +
1

2

Q∑
j=1

(qj − 1)− s+ 1 = 0 , (A.3)

where, as in the main text, s denotes the total number of copies.

The map to the covering space z = z(t) should be meromorphic and reproduce the

correct monodromies corresponding to the twist insertions

z − zi ≈ ai(t− ti)pi for z ≈ zi , t ≈ ti ∀i = 1, . . . , P

z ≈ b1tq for z →∞ , t→∞ (A.4)

z ≈ bj(t− t∞j )−qj for z →∞ , t ≈ t∞j ∀j = 2, . . . , Q

to leading order near each branch point. The correlator (A.2) can then be shown to depend

only on the coefficients ai, bj and parameters pi, qj and to be given by [45]

〈σp1(z1)σp2(z2) . . . σpP (zP )σq1(∞)σq2(∞) . . . σqQ(∞)〉 = (A.5)

=

(
P∏
i=1

p
− c

12
(pi+1)

i

) Q∏
j=1

q
c
12

(qj−1)

j

( P∏
i=1

|ai|
− c

12

pi−1

pi

) F∏
j=1

|bj |
− c

12

qj+1

qj

 |b1| c6 q c61 ,
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where

F = s+Q−
Q∑
j=1

qj (A.6)

is the number of distinct images of infinity and c denotes the central charge of the seed CFT.

Specializing to the correlator (A.1), we have

z ≈ ai(t− ti)m for z ≈ 0 , t ≈ ti ∀i = 1, . . . , n

z − 1 ≈ an+1t
n for z ≈ 1 , t ≈ 0

z − x ≈ an+2(t− 1)n for z ≈ x , t ≈ 1 (A.7)

z ≈ b1tm for z →∞ , t→ t∞1 =∞
z ≈ bj(t− t∞j )−m for z →∞ , t ≈ t∞j ∀j = 2, . . . , n

and a map that satisfies these properties is

z =

[
Atn − (t− 1)n

tn − (t− 1)n

]m
(A.8)

with

x = Am . (A.9)

In order to completely fix the map that computes the correlator (3.11), we choose the

branch requiring that for two elementary replica twists in (A.1) acting on the same strand,

i.e. for ` = 0, A → 1 as the interval size goes to zero. We then impose continuity as we

increase the interval size and take x ` times around the unit circle in the complex plane,

that is

A = e
2πi`
m x

1
m . (A.10)

In the t-plane, the insertions map to

tk =
1

1−A
1
n e

2πik
n

, t∞j =
1

1− e
2πi(j−1)

n

, (A.11)

and

Atn − (t− 1)n = (A− 1)
n∏
i=1

(t− ti) , tn − (t− 1)n = n
n∏
j=2

(t− t∞j ) , (A.12)

so that the conformal map can also be written as

z =
(A− 1)m

nm

n∏
i=1

(t− ti)m

n∏
j=2

(t− t∞j )m
. (A.13)

From this expression we can directly determine the coefficients

b1 =

(
A− 1

n

)m
, bj =

A− 1

n

n∏
k=1

(t∞j − tk)

n∏
k=2,k 6=j

(t∞j − t∞k )


m

. (A.14)
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To work out the remaining coefficients ai, we consider the first derivative

dz

dt
=

mn(A− 1)m

[tn − (t− 1)n]m+1 t
n−1(t− 1)n−1

n∏
i=1

(t− ti)m−1 . (A.15)

Near t ≈ 0, 1, ti the first derivative vanishes. In fact, the first m− 1 derivatives vanish near

t = ti, and the first n− 1 near t = 0, 1. This implies that in a Taylor expansion near these

points we have

z =
1

m!

dmz

dtm

∣∣∣∣
t=ti

(t− ti)m + . . . ,

z = 1 +
1

n!

dnz

dtn

∣∣∣∣
t=0

tn + . . . ,

z = x+
1

n!

dnz

dtn

∣∣∣∣
t=1

(t− 1)n + . . . ,

(A.16)

from which we read

ai =
n(A− 1)m

[tni − (ti − 1)n]m+1 t
n−1
i (ti − 1)n−1

n∏
k=1,k 6=i

(ti − tk)m−1 ,

an+1 = m(−1)−(n+1)(A− 1) ,

an+2 = mAm−1(A− 1) .

(A.17)

Substituting in (A.5), we obtain

〈[σ̃m(∞)]nΣ̃
(n)
1 (1)Σ

(n)
1+`(x, x̄)[σm(0)]n〉 (A.18)

= m
c
6

(1−n)n−
c
6

(n+1)

(
n∏
i=1

|ai|−
c
12
m−1
m

)
|an+1|−

c
12
n−1
n |an+2|−

c
12
n−1
n

 n∏
j=1

|bj |−
c
12
m+1
m

|b1| c6 .
To evaluate explicitly the products, observe that from (A.11), (A.12), (A.15) we can derive

the following identities

n∏
k=1

|tnk − (tk − 1)n| =

n∏
k=1

|1−A|∣∣∣1−A 1
n e

2πik
n

∣∣∣n = |1−A|n
n∏
k=1

|tk|n = 1 , (A.19)

n∏
k=1

|tk − 1| = |A|
n∏
k=1

|tk| =
|A|
|A− 1|

, (A.20)

n∏
k=1

n∏
j=1,j 6=k

|tk − tj | =

n∏
k=1

1

|A− 1|

∣∣∣∣ ddt (Atn − (t− 1)n)

∣∣∣∣
t=tk

=
n∏
k=1

n

|A− 1|
∣∣Atn−1

k − (tk − 1)n−1
∣∣

=

n∏
k=1

n

|A− 1|

∣∣∣∣∣∣∣
A1− 1

n(
1−A

1
n e

2πik
n

)n−2

∣∣∣∣∣∣∣
=
nn |A|n−1

|A− 1|n
n∏
k=1

|tk|n−2 = nn |A|n−1 |A− 1|2(1−n) , (A.21)
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n∏
j=2

n∏
k=1

∣∣t∞j − tk∣∣ =
n∏
k=1

1

n
|tnk − (tk − 1)n| = n−n

n∏
k=1

|1−A|∣∣∣1−A 1
n e

2πik
n

∣∣∣n
= n−n |1−A|n

n∏
k=1

|tk|n = n−n , (A.22)

n∏
j=2

n∏
k=2,k 6=j

∣∣t∞j − t∞k ∣∣ =

n∏
j=2

1

n

∣∣∣∣ ddt (tn − (t− 1)n)

∣∣∣∣
t=t∞j

=

n∏
j=2

∣∣∣(t∞j )n−1 − (t∞j − 1)n−1
∣∣∣

=

n∏
j=2

∣∣∣1− e 2πi(j−1)
n

∣∣∣2−n =

n∏
j=2

∣∣t∞j ∣∣n−2
= n2−n . (A.23)

Using these identities we can write the expressions (A.14) and (A.17) as

n∏
i=1

|ai| = nmn |A|m(n−1) |A− 1|m(2−n) , (A.24)

n∏
j=1

|bj | = n−m(n+2) |A− 1|nm , (A.25)

and substituting in the correlator gives

〈[σ̃m(∞)]nΣ̃
(n)
1 (1)Σ

(n)
1+`(x, x̄)[σm(0)]n〉 =

[
m2 |A|m−1 |A− 1|2

]− c
12(n− 1

n)
. (A.26)

B Dominant contributions to the entwinement of M = 0 BTZ

In this appendix, we show that in a typical state of the zero mass BTZ black hole the sum

∑
m

mNm

∣∣∣∣2m sin

(
α+ 2π`

2m

)∣∣∣∣− c6(n− 1
n)

(B.1)

appearing in the correlator (3.17) is dominated by strings with m ∼ O(
√
N).

We assume we are working at large enough N , such that deviations from typicality are

small. The total number of strings of length m in a typical state is

Nm =
8

sinhβm
(B.2)

with β '
√

2π/
√
N [50]. Since m is an integer, we can write the total number of strands as

N =
∑
m

mNm∆m, (B.3)

with ∆m = 1, and by redefining m ≡ xN , ∆m ≡ ∆xN :

1 = N
∑
x

xNx∆x. (B.4)
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In the limit N →∞ this becomes the integral

1 = N

∞∫
0

dx
8x

sinh(
√

2πx
√
N)

, (B.5)

which can be split as

1 = N

∫ Nγ−1

0
dx

8x

sinh(
√

2πx
√
N)

+N

∫ Nγ′−1

Nγ−1

dx
8x

sinh(
√

2πx
√
N)

+N

∞∫
Nγ′−1

dx
8x

sinh(
√

2πx
√
N)

(B.6)

with γ < 1/2 and γ′ > 1/2. We now observe that the first and last integral vanish in the

large N limit.

• For x ∈ [0, Nγ−1), or m ∈ [0, Nγ), and γ < 1/2:

N

∫ Nγ−1

0
dx

8x

sinh(
√

2πx
√
N)
∼
∫ Nγ−1

0
dx

8
√
N√

2π
=

8Nγ−1/2

√
2π

→ 0 , as N →∞ . (B.7)

• For x ∈ [Nγ′−1,∞), or m ∈ [Nγ′ ,∞), and γ′ > 1/2:

N

∫ ∞
Nγ′−1

dx
8x

sinh
(√

2πx
√
N
) ∼ N ∫ ∞

Nγ′−1

dx
16x

e
√

2πx
√
N

(B.8)

∼ 8
√

2

π
Nγ′−1/2e−

√
2πNγ′−1/2 → 0 , as N →∞ . (B.9)

It follows that

1 ≈ N
∫ Nγ′−1

Nγ−1

dx
8x

sinh
(√

2πx
√
N
) =

1

N

Nγ′∑
m∼Nγ

8m

sinhβm
(B.10)

and

N ≈
Nγ′∑

m∼Nγ

mNm (B.11)

for any γ < 1/2 and γ′ > 1/2, and especially for γ, γ′ arbitrarily close to 1/2 proving that

indeed strings with m ∼ O(
√
N) dominate the sum (B.3).

To complete the proof, we observe that for fixed α and l

2m sin

(
α+ 2π`

2m

)
∼ O(1) (B.12)

is of the same order regardless of m. Therefore

∑
m

mNm

∣∣∣∣2m sin

(
α+ 2π`

2m

)∣∣∣∣− c6(n− 1
n)
∼ N

∣∣∣∣2√N sin

(
α+ 2π`

2
√
N

)∣∣∣∣− c6(n− 1
n)

(B.13)

for all finite ` not scaling with N .
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operators creating microstates of the lowest mass black hole are known exactly. We consider

the time-ordered two-point function of light probes in these microstates, normalized by

the same two-point function in vacuum. These correlators display a universal early-time

decay followed by late-time sporadic behavior. To find a prescription for temporal coarse-

graining of these late fluctuations we appeal to random matrix theory, where we show

that a progressive time-average smooths the spectral form factor (a proxy for the 2-point

function) in a typical draw of a random matrix. This coarse-grained quantity reproduces

the matrix ensemble average to a good approximation. Employing this coarse-graining in

the D1-D5 system, we find that the early-time decay is followed by a dip, a ramp and a

plateau, in remarkable qualitative agreement with recent studies of the Sachdev-Ye-Kitaev

(SYK) model. We study the timescales involved, comment on similarities and differences

between our integrable model and the chaotic SYK model, and suggest ways to extend our

results away from the integrable limit.
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1 Introduction

Black holes are the most entropic objects in the universe. Their entropy SBH = ABH
4GN~ is

proportional to the horizon area and implies that the energy spectrum of microstates has

a miniscule gap (δE ∼ e−ABH/4GN~), which becomes infinitesimal in the classical ~ → 0

limit. Various lines of evidence also suggest that the dynamics of the Hamiltonian acting

on these microstates is chaotic [1–3], implying that the spectrum of excitations must be

irregular [4]. Around a typical state of such a bounded system, general arguments from

quantum mechanics suggest that the gapped, irregular spectrum will lead to temporal

correlations showing a universal initial decay which gives way at very late times to rapid,

small fluctuations whose precise structure is determined by the actual microstate.

Random matrix theory (RMT), where the Hamiltonian is drawn from a fixed ensemble,

has been proposed as a universal description of this sort of behavior. In this theory it has

been shown that the ensemble average of the spectral form factor, a proxy for the two-

point function related to the ‘easy’ version of the information paradox [5–7], exhibits a

characteristic initial decay, followed by an increasing ramp, and then a plateau. Recently,

it was shown that the Sachdev-Ye-Kitaev (SYK) model [8–10], which is a strongly coupled
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model of quenched disorder inspired by black hole physics,1 also displays the decay, ramp

and plateau phenomena [16].2 Like random matrix theory, the SYK model contains an

average over Hamiltonians — the coupling of the theory is drawn from a distribution and

the smooth ramp and plateau arise after averaging over this ensemble. We would like to

understand whether this behavior occurs generally in black hole physics.

String theory contains many examples of black holes whose microscopic descriptions

are well understood. The simplest setting is Type IIB string theory compactified on a

torus with five asymptotically flat dimensions. This theory contains charged black holes

whose extremal limit still has a large entropy. The low-energy excitations of such a black

hole are described by a two-dimensional conformal field theory [18], the “D1-D5 CFT”,

which is a marginal deformation of a sigma model on the symmetric product target space

(T 4)N/SN . Here SN is the permutation group acting on N copies of T 4. The marginal

deformation parameter acts as the coupling in the theory. When it is large the theory is

expected to be chaotic as it describes a macroscopic black hole. When it goes to zero, the

theory approaches the symmetric product limit where it is integrable.

These five dimensional black holes can be reduced through a sequence of near-horizon,

low-energy limits to extremal black holes in three and two dimensional Anti-de Sitter space.

Indeed, through these limits, the D1-D5 CFT is known to be exactly dual to type IIB string

theory on AdS3×S3×T 4 [19, 20]. The SYK model was inspired by AdS2 black holes, and

hence it may be that the D1-D5 CFT at finite coupling has a reduction to an SYK-like

model [13, 15]. Here, we instead study the weak coupling limit of the theory. In this limit,

the theory is integrable rather than chaotic but, remarkably, we show that many of the

qualitative features of the chaotic RMT and SYK dynamics are already present.

Specifically, we consider dynamics around Ramond ground states of the D1-D5 theory

which are typical microstates of the lightest black hole. These black holes have a large

microscopic entropy, although it is not large enough to produce a classical black hole hori-

zon. The temporal correlation function of graviton operators in these states shows an initial

universal decay followed by sporadic fluctuations [21]. A similar structure occurs in observ-

ables computed with a single draw of a Hamiltonian in a random matrix theory. We argue,

and numerically demonstrate, that the ensemble average in RMT can be mimicked by a

progressive time-average in a single draw from the theory, over windows that scale propor-

tionally to time. Applying this progressive time average to correlators in a typical ground

state of the D1-D5 theory reveals an initial decay, followed by a long ramp and a plateau,

qualitatively resembling both the RMT and SYK theories. The initial decay exactly repro-

duces the expected results in a black hole background [21]. We present analytic calculations

of the plateau height and the shape of the ramp, and comment on the reasons for the quan-

titative differences between our results and those in fully chaotic theories like RMT and

SYK. An interesting challenge for the future is to perturbatively turn on the marginal

deformation that takes the integrable limit of the D1-D5 theory into a chaotic regime.

The paper is organized as follows. In section 2 we give a short review of the D1-

D5 system at the orbifold point and the two point functions in the Ramond ground states

1This model exhibits a tractably broken Virasoro symmetry [11] and its effective action takes a form

which also arises in two-dimensional dilaton gravity [12–15].
2In fact, the level statistics in SYK is well approximated by RMT around the mean level spacing [16, 17].
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based on [21]. In section 3 we introduce progressive time averaging in the context of random

matrix theory and present evidence that it is capable of capturing both qualitative and

quantitative features of the ensemble average. In section 4 we apply this time average to

the D1-D5 graviton two point function and present the main results of the paper, including

analytic estimates for the ramp and the plateau. In section 5 we conclude the paper. We

include two appendices with some additional details of the discussion in section 4.

2 Correlators in the D1-D5 CFT at the orbifold point

We will consider Type IIB string theory compactified to five dimension on S1 × T 4 with

N1 D1-branes wrapped on the S1 and N5 D5-branes wrapped on the entire compact space.

At low energies, the effective theory describing the dynamics of excitations is a certain

marginal deformation of an N = (4, 4) supersymmetric sigma model on the symmetric

product target space M0 = (T 4)N/SN , where N = N1N5 and SN is the permutation

group acting on the N copies of T 4 [18]. The sigma model on M0 describes N “strands”

of string propagating on T 4. While this is a free orbifold theory, it has an interesting

spectrum and correlation functions, as we will see. The marginal deformation corresponds

to turning on an interaction that allows splitting and joining of strings.

Taking an appropriate limit isolates the part of the spacetime that is exactly described

by the CFT. In this low-energy limit we say that the D1-D5 CFT is holographically dual

to Type IIB string theory on AdS3×S3×T 4. To have a large, weakly coupled AdS3 space,

N must be large and, in addition, the CFT must be strongly coupled, i.e. deformed far

from the orbifold point. We are going to study the theory in the opposite, weakly coupled

limit, but still at large N .

The extremal, supersymmetric black holes in the five dimensional asymptotically flat

theory descend in this construction to the BTZ black holes of AdS3 with periodic boundary

conditions for fermions around the asymptotic circle in the AdS3 geometry, i.e., they are

in the Ramond sector of the theory. The lightest black hole, which is massless, has the

quantum numbers of a ground state in this sector.

The construction of Ramond ground states of the D1-D5 CFT at the orbifold point is

reviewed in detail in appendix A of [21]; here we provide a brief summary. We think of the

CFT as describing N distinct “strands” of string, each of which propagates on T 4. The

ground states of the theory are formed by joining strands into various closed strings, which

may be “short” (consisting of one strand) or “long” (consisting of multiple strands). The

strands are attached together by applying elementary bosonic (σ) and fermionic (τ) twist

operators which create n-wound string sectors. Each twist operator has 8 polarizations

associated with the global symmetries of the theory. A general Ramond sector ground

state is created by multiplying together bosonic and fermionic twist operators to achieve a

total twist of N = N1N5:

σ =
∏
n,µ

(σµn)Nnµ(τµn )N
′
nµ , (2.1)∑

nµ

n(Nnµ +N ′nµ) = N, Nnµ = 0, 1, 2, . . . , N ′nµ = 0, 1, (2.2)
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where µ = 1, . . . 8 labels the polarizations, and n = 1, 2 . . . N labels the possible lengths

of strings (i.e. the number of strands a string is made of). For our purposes, the integers

Nnµ and N ′nµ, which count the various twist operators, uniquely specify a Ramond ground

state of the theory.

Note that while Ramond ground states all have the same energy, the spectrum of

excitations around each of them is different. For example, consider a case with N = 4

strands. Three possible states are four strings of length 1 (N1 = 4), two long strings of

length 2 (N2 = 2), and one string of length 3 with another of length 1 (N3 = 1, N1 = 1).

If we take the CFT to be on a circle of circumference L, the momentum spectrum of

excitations is very different in these sectors — the first has modes gapped by 1/L with

four-fold degeneracy, the second has modes gapped by 1/2L with 2-fold degeneracy and

the third spectrum is a union of modes gapped by 1/L and 1/3L each with unit degeneracy.

Thus correlation functions computed in each of the microstates will be different and will

depend on the twist distributions {Nnµ, N
′
nµ}.

Now observe that the number of Ramond ground states is given by counting (colored)

partitions of the integer N . When N � 1, there are O(e2
√

2πN ) such partitions, lead-

ing to an enormous ground state degeneracy in the theory, corresponding to an entropy

S = 2
√

2πN . Nearly all partitions of a large integer lie very close to a certain “typical

partition” [21]. This means that most Ramond states will in fact have twist distributions

{Nnµ, N
′
nµ} that lie close to a certain typical distribution. Thus, although correlation func-

tions measured in individual microstates will depend on the precise form of the state, for

almost all microstates the generic correlation functions will take a typical form, which we

seek to investigate. Microcanonically, we should study all partitions of integers that lead to

a total twist of N . The easiest way, however, to derive the form of the typical state is to use

the grand canonical ensemble with a “chemical potential” η to fix the total “charge” N for

eight types (µ = 1 · · · 8) of bosons (σµn) and fermions (τµn ) with integral charges n. When

N is large, the grand canonical average populations for {Nnµ, N
′
nµ} will also be typical, in

the sense that most configurations will be very close to the average (the standard deviation

over the mean will tend to zero). Thus we can derive that most of the Ramond ground

states have twist distributions close to the Bose-Einstein and Fermi-Dirac forms:

Nnµ =
1

eηn − 1
, N ′nµ =

1

eηn + 1
, Nn =

∑
µ

(Nnµ +N ′nµ) =
8

sinh ηn
, (2.3)

with η set by

N =
∑
n

nNn ≈
2π2

η2
. (2.4)

For further reference, we note that the entropy scales as S ∼ 1/η.

Now that we know the form of the typical Ramond ground state in the D1-D5 system it

remains to calculate the correlation function. Again following [21], we will consider bosonic

non-twist operators, which do not cut and join the N strands of the CFT. (An operator

describing a fluctuation of the metric in the T 4 directions is an example.) We focus on SN
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invariant operators obtained as sums of copies acting on each strand,

O =
1√
N

N∑
a=1

Oa . (2.5)

We are interested in two-point functions of the form

〈σ†O†Oσ〉 . (2.6)

Since the state as a whole splits into a product of strings of lengths n, the correlator splits

into a sum of terms, each of which reduces to a two point function in a CFT on a spatial

circle that is n times as long. After some algebra (see [21] for details), the correlation

function becomes

〈σ†O†Oσ〉 = G(w, w̄) =
1

N

N∑
n=1

nNn

n−1∑
k=0

C[
2n sin

(
w−2πk

2n

)]2h [
2n sin

(
w̄−2πk

2n

)]2h̄ . (2.7)

Here h and h̄ are the left and right conformal dimensions, C is a constant, the sum on

n accounts for the contribution from strings of length n, and the sum on k accounts for

the placement of operators on different strands of a long string. Also, w = w1 − w2 and

w̄ = w̄1−w̄2 are differences in the lightcone positions of the probe operators. In Lorentzian

signature we will set

w = φ− t, w̄ = φ+ t, (2.8)

where φ and t are dimensionless angular and time coordinates in the CFT, normalized by

setting the length of the spatial circle to be equal to 2π.

The correlator G(w, w̄) exhibits physical lightcone divergences on the cylinder. We

can regularize these divergences by dividing by the vacuum correlation function, which

is fixed by conformal invariance. Focusing, for definiteness, on operators with conformal

dimensions h = h̄ = 1 this results in [21]

Ĝ(w, w̄) =
1

N

N∑
n=1

nNn

n−1∑
k=0

(
4 sin w

2 sin w̄
2

2n sin
(
w−2πk

2n

)
2n sin

(
w̄−2πk

2n

))2

. (2.9)

Setting φ = 0, we can evaluate the temporal correlation function numerically — the result

is plotted in figure 1. We see a smooth initial decay followed by sporadic behavior, which is

qualitatively similar to the behavior of observables in a single draw from a random matrix

theory or in the SYK model before the average over disorder.

What is the origin of this sporadic behavior? As shown in appendix A, the two-point

function (2.9) for φ = 0 receives contributions from frequencies of the form m/n, with n

an integer labeling the length of a component string (so 1 ≤ n ≤ N). This is a dense

spectrum consisting of all rational numbers with denominators smaller than N + 1. The

mixing of this large number of incommensurate frequencies produces the rapid late time

oscillations. A feature of the theory is that excitations on different long strings do not

interact at the orbifold point. This means that the smallest frequencies that occur in the
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Figure 1. The regularized two-point function (2.9).

two-point function are much larger than implied by the dense spectrum because no terms

depend on the energy differences between excitations of strings of different lengths. (Hence,

while the spectrum contains excitations with energies 1/(N − 1) and 1/N the two point

function does not contain the difference 1/(N − 1)− 1/N .) If we were dealing with a fully

chaotic system, we would expect all the degeneracies in the spectrum to be broken, leading

to exponentially small energy spacings. When we later analyze smooth, time-averaged

versions of our two-point function, we will see that the relatively large frequency gap will

cause the late-time plateau value to be reached earlier than would have been the case for

smaller gaps.

One might wonder why the averaging over states we have performed by going to the

grand canonical ensemble has not led to a smoothing of the sporadic behavior, in the way

that ensemble averaging does for random matrix theory and SYK. The reason is that every

state in the ensemble has exactly the same spectrum, albeit with different degeneracies. Our

ensemble average therefore does not have the same effect as the averaging over different

spectra that produces smoothing in random matrix theory and SYK. Thus, to obtain

smooth late-time behavior, we will need another way of coarse graining, to which we

turn next.

3 Random matrices and progressive time-averaging

The sporadic late-time fluctuations of the two-point correlation function (2.9) are remi-

niscent of similar behavior found in [16] for the SYK model. There, smooth curves were

obtained by averaging over random couplings. The main object of study in [16] was the

spectral form factor

Fβ(t) =
∑
m,n

e−β(Em+En)e−i(Em−En)t, (3.1)

where the sum runs over all the eigenvalues En of a Hamiltonian drawn from an ensemble.

The spectral form factor displays sporadic late-time behavior, which can be smoothed by

averaging over the emsemble of Hamiltonians. The main result of [16] is that the result

agrees very well with the spectral form factor in random matrix theory, again after averaging

over the random Hamiltonians. One motivation for studying the spectral form factor is
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found in the spectral decomposition of the thermal two point function,

〈O(t)O(0)〉 ∼
∑
m,n

|〈m|O(0)|n〉|2 e−βEm+i(Em−En)t. (3.2)

It is believed that the late-time behavior is controlled by the phases ei(Em−En)t, so that

some features of the two point function in this regime are captured by the spectral form

factor (3.1). Another motivation is that the spectral form factor is a more primitive quantity

than two-point functions, in that it can be obtained directly from the partition function

and does not require the introduction of operators. As a result, it can be straightforwardly

studied in random matrix theory.

Our D1-D5 CFT has a definite Hamiltonian, so we cannot resort to disorder averaging

for smoothing the sporadic late-time behavior of two-point functions. Is there any other

meaningful way in which the late-time oscillations can be smoothed? A natural idea is

to coarse-grain the correlator over time. One quickly notices, however, that averaging

with any fixed time window either fails to remove the late-time oscillations or significantly

distorts the early-time decay. This leads to the idea of using a time-window that grows

with time, which we refer to as progressive time-averaging. In order to motivate a specific

prescription we turn to random matrix theory. We will ask whether the well-known result of

ensemble averaging could be alternatively obtained by progressive time-averaging applied

to a single Hamiltonian drawn from the ensemble. We will find that this is the case for a

time window that grows linearly with time, which will motivate our use of this procedure

in the context of the D1-D5 CFT.

3.1 Ergodicity in random matrix theory

We consider Hamiltonians that are L×L matrices drawn from a random matrix ensemble.

An important phenomenon in random matrix theory is self-averaging of certain quantities,

i.e. the agreement of a quantity evaluated on a typical instance of the ensemble with

the ensemble average of the same quantity. An interesting generalization of self-averaging

quantities are ergodic quantities. For ergodic quantities the result of averaging over random

Hamiltonians can be approximately reproduced by using a single Hamiltonian drawn from

the ensemble and coarse-graining in time.

It is known in random matrix theory that the spectral form factor is self-averaging for

sufficiently short times but not for longer times [22]. On the other hand, we can study the

ergodicity of the form factor by considering suitable time averages

F̄β(t,∆t) =

∫ ∞
−∞

dt′g(t− t′,∆t)Fβ(t′), (3.3)

where g(t,∆t) is some smearing function with peak at t = 0, width ∆t and
∫
dtg(t,∆t) = 1.

We could imagine it to be a Gaussian

g(t,∆t) =
1√

2π∆t
e
− t2

2(∆t)2 , (3.4)
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or a step function, but its details should not matter too much. The spectral form factor

for a Gaussian random matrix ensemble, which is related to the late time behavior of the

SYK model, is not ergodic for any fixed time window ∆t [22].3

3.2 Progressive time-averaging

We will now provide evidence suggesting that a progressive time average with ∆t ∼ t gives

a good approximation to the ensemble average for Gaussian random matrices. This is

equivalent to averaging over fixed windows in log t. We first present a heuristic motivation,

followed by numerical evidence.

In Gaussian random matrix ensembles, the probability distribution for the difference

of two neighboring energy levels s = En+1 − En with s > 0 is given by [24]

p(s) =
A

s0

(
s

s0

)β
e
−α

(
s
s0

)2

, (3.5)

where s0 is the average value of s, A is the normalization, and the constants α and β

depend on the specific ensemble. In the spectral form factor (3.1), the phases exp(±ist)
appear with the same weight and so add to give a term proportional to cos(st). Let us ask

what happens to this cosine upon ensemble averaging:∫ ∞
0

ds p(s) cos(st) ∼ ∂βt e−
s20t

2

4α . (3.6)

We see a cancellation of the random phases in the average, resulting in Gaussian decay.

Can we reproduce this with a time average? Consider for example a Gaussian smearing

function applied to a typical phase eis0t and its conjugate:∫ ∞
−∞

dt′
1

σ
e−

(t−t′)2

2σ2 cos(s0t
′) ∼ cos(s0t)e

− s
2
0σ

2

2 . (3.7)

We see that we need to set σ = t√
2α

in order to reproduce the decay of the ensemble

average. At the qualitative level the argument depends relatively little on the smearing

function. For instance, for a step function we find

1

σ

∫ t+σ/2

t−σ/2
dt cos(s0t) = 2 cos(s0t)

sin( s0σ2 )

s0σ
, (3.8)

which for σ ∼ t is again a decaying function with width of order 1
s0

.

The argument above focuses on time dependences associated to differences of neigh-

boring energy levels rather than generic energy differences, so that we may really trust

it only at very late times. While it would be interesting to find a more precise analytic

argument, in the present paper we will simply use the heuristic argument as motivation,

verify numerically that the resulting prescription produces good results in random matrix

theory, and then apply it to our system of interest.

3Note that for sufficiently large, fixed values of ∆t and L the spectral form factor is ergodic for circular

ensembles [23].
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Figure 2. Log-log plot of the spectral form factor (3.1) with β = 1 for a single 1024×1024 matrix

drawn from the Gaussian Unitary Ensemble (GUE). The early part is self-averaging but the late

part is superseded by noise.

Now we present numerical evidence suggesting that the progressive time-average with

window ∆t ∼ t of the spectral form factor (3.1) is ergodic. We work with 1024 × 1024

matrices and — for numerical speed up — discretized time averages

F̄β(t,∆t) =
1

100

49∑
k=−50

Fβ

(
t+

k

100
∆t

)
. (3.9)

We draw a single pseudorandom Hermitian matrix H from the Gaussian Unitary Ensemble

(GUE), p(H) = 1

2L/2πL
2/2
e−

L
2

TrH2
with L = 210. The spectral form factor for such a single

matrix is plotted in figure 2. We see self-averaging for early times which is quickly overtaken

by noise for late times.

The ensemble average of the spectral form factor for Gaussian ensembles is a well

studied quantity. In particular, it behaves universally for large L, exhibiting an early

slope from an initial value ∼ L2, followed by a dip, a linear rise over time scale ∼ L, and

finally a plateau which is the infinite-time average and is of order L [25]. We plot this

ensemble average for 500 random matrices in figure 3 and figure 4, with the results of time-

averaging for a single matrix drawn from GUE superposed, with various fixed windows and

a progressive window ∆t = 0.8t, respectively.4 It is clear that the progressive time window

provides a much better approximation to the ensemble average than the fixed time windows.

4The order one coefficient in front of t should be smaller than 2 because otherwise, in (3.9), we are

calculating the total integral of the function. Other than this constraint, the late part of the ramp and

the plateau are rather insensitive to this coefficient, as follows from the argument presented around (3.6).

On the other hand, the location of the dip depends slightly on the choice of the coefficient. The coefficient

could be tuned to minimize deviations from the early self-averaging part of the curve in order extract the

dip time.
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Figure 3. Log-log plot of the average spectral form factor with β = 1 for five hundred 1024×1024

matrices drawn from the Gaussian unitary ensemble (GUE) (black), and the sliding window aver-

age (3.9) with fixed time windows ∆t = 10, 60, 110, 160 (color) for a single instance of a random

matrix. Notice that for averaging with a fixed time window there is tension between preserving the

dip and having a sufficiently smooth ramp and plateau.

0 2 4 6 8 10 12
logHtL

1000

104

105

106

Fb=1

Progressive time average

Ensemble average

Figure 4. Log-log plot of the average spectral form factor with β = 1 for five hundred 1024×1024

matrices drawn from the Gaussian unitary ensemble (GUE) (purple), and the sliding window aver-

age (3.9) for a progressive time window ∆t = 0.8t (blue) for a single instance of a random matrix.

The progressive window captures the behavior of the ensemble average, in particular the dip, the

ramp and the plateau.

4 Echoes of chaos in D1-D5 two-point functions

Our examination of the D1-D5 theory at the orbifold point will focus on the regularized

Lorentzian two-point function (2.9) evaluated at temporal distance t and equal location

in space:

Ĝ(t) =
1

N

N∑
n=1

nNn

n−1∑
k=0

sin4 t
2

n4 sin2
(
t+2πk

2n

)
sin2

(
t−2πk

2n

) ≡ 1

N

N∑
n=1

NnCn(t). (4.1)
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Figure 5. Left: the continuous orange line represents the regularized two-point function (4.1).

The blue dotted line is its progressive time-average. Right: the progressive time-average of (4.1)

for η = 0.05 + 0.025j, j = 0, . . . , 10. Smaller values of η correspond to larger N and smaller

plateau height.

We start by applying the progressive time average of the previous section to this two

point function. For numerical simplicity, we will use the pointwise averaging5 of (3.9) with

∆t = t. The results are presented in figure 5. The smoothed curve has a dip that is lower

than the late time average (plateau), which it reaches after climbing a ramp whose length

increases with N . This is in qualitative agreement with random matrix theory and the

SYK model. The remainder of this section is devoted to an analytic study of the late time

ramp and plateau, highlighting the quantitative differences from random matrix theory.

In the following, we will find two ways of rewriting Cn(t) useful. The first was obtained

in [21] by explicitly evaluating the sum over k:

Cn(t) = 2n

(
sin t

2

n sin t
n

)2(
1 +

sin t

n tan t
n

)
. (4.2)

The second rewriting (worked out in appendix A) will be handy for deriving analytically

the late-time behavior of the correlator (4.1). In addition, it emphasizes the similarity

between the D1-D5 two-point function and the spectral form factor:

Cn(t) =
1

n3

2n−2∑
m1=0

2n−2∑
m2=0

ρn(m1)ρn(m2) eit
(m1−m2)

n Gn(m1 +m2 + 2). (4.3)

Here the ‘spectral weights’ follow a ‘triangle law’ (see figure 6)

ρn(m) =

{
m+ 1 m < n

2n− 1−m m ≥ n
(4.4)

and

Gn(x) =

{
n n divides x

0 otherwise.
(4.5)

Below, we analyze the behavior of (4.1) after progressive time-averaging.

5One might expect a Gaussian kernel to produce smoother curves but it is numerically more challenging.
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Figure 6. The spectral weights (4.4) follow a ‘triangle law’.

4.1 Plateau

At very late times, the progressive time averages of the quantities Cn(t) tend to limiting

values:

C̄n = lim
T→∞

1

T

∫ T

0
dtCn(t) =

1

n3

2n−2∑
m=0

ρn(m)2 Gn(2m+ 2). (4.6)

The function Gn(2m+ 2) vanishes unless 2m+ 2 is a multiple of n. This requires that

m =
n

2
− 1, n− 1,

3n

2
− 1 (4.7)

for even n and m = n− 1 for odd n. This leads to

C̄n(even) =
3

2
and C̄n(odd) = 1, (4.8)

from which we obtain:

Ḡ ≡ lim
T→∞

1

T

∫ T

0
dtĜ(t) =

1

N

(
3

2

N∑
n even

Nn +

N∑
n odd

Nn

)
=

1

N

(
N∑

all n

Nn +
1

2

N∑
n even

Nn

)
.

(4.9)

We may approximate Ḡ for the typical state using the grand canonical ensemble in which

the total twist N is fixed with a chemical potential η according to equations (2.3) and (2.4).

In this approximation, we may let the sums in (4.9) run to infinity,

Ḡ ≈ 1

N

( ∞∑
s=1

8

sinh(ηs)
+

1

2

∞∑
s=1

8

sinh(2ηs)

)
, (4.10)

and then, when N is large, approximate them with integrals:

Ḡ ≈ 1

N
· 8

η

∫ ∞
δη

du

sinhu
+

1

N
· 1

2
· 8

2η

∫ ∞
2δη

du

sinhu
. (4.11)

Here δ is an O(1) number that parameterizes the discretization error at the lower limit.

Evaluating the integrals gives:

Ḡ ≈ 8η

2π2

[
log coth

(
ηδ

2

)
+

1

4
log coth (ηδ)

]
. (4.12)
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Remembering that δ = O(1) and η = O(1/
√
N), we further approximate and get:

Ḡ ≈ 5η

π2
log

(
1

η

)
+O(1). (4.13)

Thus, at late times, the coarse-grained temporal 2-point function approaches a constant

plateau that scales as log(
√
N)/
√
N ∼ log(S)/S, where S is the entropy of the black hole.

4.2 Ramp

To exhibit the ramp behavior of the correlator (4.1), we again employ progressive time

averaging. For numerical convenience, we use a simple step-function averaging reminiscent

of eq. (3.9):

G̃(t) =
1

t

∫ 3t/2

t/2
dt′ Ĝ(t′). (4.14)

The progressively time-averaged G̃(t) decomposes into progressively time-averaged contri-

butions from individual modes,

G̃(t) =
1

N

∑
n

NnC̃n(t), (4.15)

each of which takes the form:

C̃n(t) =
1

t
· 2

n

∫ 3t/2

t/2

(
sin t′/2

sin t′/n

)2(
1 +

sin t′

n tan t′/n

)
dt′. (4.16)

This rewriting follows from eq. (4.2).

An intuitive approach to estimate the ramp is to recognize that for each individual n,

the contribution of C̃n(t) to the correlator jumps fairly quickly from the low point in the

dip to the plateau. This is because there is only one timescale, as the gap (which sets the

plateau time as γ × 1/gap for some constant γ) and the level spacing are the same.6 We

also know from the above that for odd n the contribution to the plateau is 1 and for even

n it is 3/2. This suggests that we can write the ramp part of the correlator as:

G̃(t) ≈ 1

N

3

2

t/γ∑
n even

Nn +

t/γ∑
n odd

Nn

 =
1

N

 t/γ∑
all n

Nn +
1

2

t/γ∑
n even

Nn

 . (4.17)

In this equation we have taken into account that by a time t the contribution of any n

with n < t/γ will have hit its plateau, and we approximate the other modes as being 0.

Here γ is some O(1) number that relates the scale of the gap to the precise timescale of

the plateau. This may depend on the spectrum and on the operator. The sum includes a

unit contribution from the plateau for any n and the second sum includes the additional

1/2 that is present for even n. Putting in the occupation numbers, we get

G̃(t) =
1

N

t/γ∑
n=1

8

sinh(ηn)
+

1

N

t/(2γ)∑
n=1

1

2

8

sinh(2ηn)
. (4.18)

We plot this function on top of the time averaged two point function on figure 7 with7

6For further justification of this intuition and a slight improvement of the simple estimate below, see

appendix B.
7To see better why this value works so well, see appendix B.
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Figure 7. The estimate (4.18) for the ramp and the plateau with γ = 2 (solid lines) versus

the numerically evaluated progressive time averaged regularized two point function (dots) for

η = 0.05, 0.075, 0.1, 0.125, 0.15, 0.175 (from bottom to top).

γ = 2. For large N we again approximate the sum as an integral,

τ∑
n=1

8

sinh(ηn)
≈ 8

η
log

 tanh
( τη

2

)
tanh

(
δη
2

)
 . (4.19)

For the first sum τ = t/γ and for the second sum τ = t/(2γ). Also, note that η in second

sum is multipled by a factor of 2. Putting this all together and doing some elementary

algebra gives

G̃(t) =
5η

π2
log

[
1

ηδ
tanh

(
tη

2γ

)]
+

8η

2π2
log 2, (4.20)

where we can ignore the last term for our purposes. The characteristic time scale is the

plateau time tp ∼ 1/η ∼
√
N .

Let us understand the time dependence. First, note that t cannot be taken to zero since

the integral approximation is invalid in that case. Thus, t is at least O(1) and G̃(t) ≥ 0.

We can consider two useful limits. First

1 < t�
√
N : G̃(t) =

5η

π2
log

t

γδ
, (4.21)

so the ramp rises logarithmically, in contrast to the linear rise for random matrices. In

this range,

1 < t�
√
N :

dG̃

dt
∼ η

t
∼ 1

t
√
N
. (4.22)

As a check also note that at late times

t�
√
N : G̃(t) =

5η

π2
log

2

ηδ
, (4.23)

which reproduces the plateau value from eq. (4.13).

– 14 –



J
H
E
P
0
3
(
2
0
1
7
)
1
5
4

From (4.22), we see that when t ∼ O(1), then dG̃/dt ∼ O(1/
√
N), while when

t ∼ O(
√
N) at central times in the ramp, dG̃/dt ∼ 1/N . So the plateau height will

be parametrically controlled by dG̃/dt at central times in the ramp, multiplied by the du-

ration of the ramp (which is determined by the inverse of the typical gap size, which is

1/
√
N). This gives the estimate 1/N ×

√
N ∼ 1/

√
N for the plateau height. The more

rapid growth with slope of O(1/
√
N) in the early part of the ramp gives a logarithmic

correction, resulting in a plateau height of logN/
√
N ∼ η log(1/η).

4.3 Dip

In this subsection, we consider the temporal coarse graining of (4.1) with generic progressive

time window of width ∆t = at (generalizing (4.14)), which we will denote by

G̃a(t) =
1

at

∫ t+at/2

t−at/2
dt′ Ĝ(t′) . (4.24)

Such a generalization does not modify the conclusions about the late part of the ramp and

the plateau time. However, we do expect the precise location of the dip to be sensitive to

the parameter a and therefore the specific coarse graining that we pick. As we will see, the

scaling with the entropy is independent of a.

The strategy we use is to approximate (4.24) as the sum of the contribution coming

from the regularized M = 0 BTZ two point function [21]8

ĜBTZ(t) = 2 sin2

(
t

2

)
t+ sin t

t3
, (4.25)

and our ramp estimate (4.20), i.e.

G̃a(t) ≈
1

at

∫ t+at/2

t−at/2
dt′ ĜBTZ(t′) +

5η

π2
log

[
1

ηδ
tanh

(
tη

2γ

)]
+

8η

2π2
log 2. (4.26)

We illustrate on the left of figure 8 how remarkably well this naive estimate works. The very

precise match indicates that there is no extra physics going on at intermediate time scales.

In order to extract the dip time, we want to find the minimum of this curve. Let us

assume that the dip happens at 1� td �
√
N . In this case, we can approximate the ramp

part with the logarithmic rise of (4.21). On the other hand, the BTZ part asymptotes to9

1

at

∫ t+at/2

t−at/2
dt′ ĜBTZ(t′) ≈ 4

4− a2

1

t2
, t� 1, a < 2, (4.27)

so that for times 1� t�
√
N we have

G̃a(t) ≈
4

4− a2

1

t2
+

5η

π2
log

t

γδ
, (4.28)

8To arrive at this expression, take (2.14) of [21], set w = −w̄ = −t and divide by the two point function

in the NS vacuum.
9For a ≥ 2 the asymptote crosses over to 1/t. In this case, the lower end of the integral moves to the

left, so we no longer have a good temporal coarse graining.
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Figure 8. Left: the black dots represent the progressive time-average of the regularized two point

function (4.1), the blue line is the progressive time-average of the BTZ two point function (4.25),

the yellow line is the ramp estimate (4.18), while the green line is the sum of the latter two,

i.e. the function (4.26). Right: same as the left, with the addition of: purple line is the BTZ

asymptote (4.27); the dark orange line is the curve (4.28). Both figures are for η = 0.005 and use

γ = 2, δ = 0.55 and a = 1.

see the right panel of figure 8 for an illustration. The minimum of this curve is at

td =

√
8π2

5(4− a2)η
, (4.29)

which scales as td ∼
√
S with the entropy. Note that we indeed have 1 � td �

√
N . This

establishes a parametrically long ramp. Notice that we have td ∼
√
tp which is also valid

for random matrices.

4.4 Variances

Eqs. (4.13) and (4.18) apply to the typical Ramond ground state of the D1-D5 system. We

may ask by how much other Ramond ground states differ from these typical values.

We start by considering eigenstates of the occupation numbers Nn. The middle ex-

pression in eq. (4.17) casts G̃(t) as a linear combination of distinct occupation numbers Nn,

which in the grand canonical ensemble are independent random variables. Thus, the vari-

ance in the ramp part of progressively time-averaged correlator, G̃(t), can be approximated

in terms of variances in Nn:

var G̃(t) ≈ 1

N2

9

4

t/γ∑
n even

varNn +

t/γ∑
n odd

varNn

 . (4.30)

Using

varNnµ =
eηn

(eηn − 1)2
and varN ′nµ =

eηn

(eηn + 1)2
, (4.31)

we get:

varNn =
8 cosh ηn

sinh2 ηn
. (4.32)
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Substituting, we obtain:

var G̃(t) ≈ 8

N2

(
1

η

∫ ηt/γ

ηδ

du coshu

sinh2 u
+

5

4
· 1

2η

∫ ηt/γ

2ηδ

du coshu

sinh2 u

)

=
8

N2η

(
1

sinh ηδ
+

5

8 sinh 2ηδ
− 13

8 sinh ηt/γ

)
. (4.33)

The variance in the plateau height is obtained by taking the late time limit of the above

expression:

var G̃(∞) ≈
(
η2

2π2

)2

· 8

η

(
1

sinh ηδ
+

5

8 sinh 2ηδ

)
∝ η2, (4.34)

where we have expanded in small η (large N) in the last expression. So the standard devia-

tion in the plateau height divided by the mean (4.13) scales as 1/ log(1/η) ∼ 1/ logN . Note

that the primary sources of the deviation are the ‘relatively short long strings’ with n & 1.

We can also estimate the variance of the slope of the ramp. From (4.17), we recognize

that after sufficient coarse-graining, dG̃(t)/dt ∝ Nt/γ/N . Therefore,

var

(
dG̃(t)

dt

)
∝

varNt/γ

N2
∝ η4 cosh(ηt/γ)

sinh2(ηt/γ)
. (4.35)

At central times in the ramp t ∼
√
N . Since η ∼ 1/

√
N this means that the hyperbolic

functions on the right hand size are O(1). So the standard deviation in the slope is O(1/N).

At central times in the ramp, we showed above that the slope is also O(1/N). Thus the

slope varies significantly between occupation number eigenstates.

However, a typical Ramond ground state is a superposition of these eigenstates. Since

G̃(t) is not an eigenvalue, but an expectation value of a quantum mechanical operator, it

makes sense to discuss the variances among all ensemble members, including superpositions.

Such a variance, with superposition states weighted with a uniform measure over CP expS ,

was computed in [26]. This paper showed that the variance in the expectation value of a

quantum mechanical operator is suppressed relative to the variance among its eigenstates

by an extra factor of the dimension of the Hilbert space. Thus, all the variances computed

in the preceding paragraphs receive an additional factor:

varsuperpositions = e−S varNneigenstates = e−2π
√

2N varNneigenstates . (4.36)

Thus we can conclude that over the entire Hilbert space, almost all states will show a

coarse-grained two point function that lies very close to the results that we have computed

in the typical state.

5 Discussion

We have studied the time-ordered two-point correlation function of certain operators in typ-

ical states of the Ramond sector of the D1-D5 CFT. At strong coupling these are black hole

microstates and the theory is expected to be chaotic. Here, we studied the weak coupling
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limit of this theory, where it is integrable. After temporal coarse-graining, the late time two-

point function displays a characteristic dip, ramp and plateau. These features are remark-

ably similar to those seen in random matrix theory (RMT) and the SYK model, showing

that the qualitative form does not specifically arise from the chaos present in those models.

A key quantitative difference is that the slopes of the ramps in RMT and SYK are

constant, while in our model the slope decreases with time. Also, while the RMT and

SYK plateaus are exponentially suppressed in the entropy S, our plateau scales as log S/S.

Finally, the plateau in RMT and SYK is reached at a time that is exponential in the

entropy, while in our case it is reached at times proportional to the entropy.

These quantitative differences arise from the different structures of the excitation spec-

tra. In a chaotic theory the energy eigenvalues are typically non-degenerate and have spac-

ings that are exponentially small in the entropy. Random matrix theories also demonstrate

a phenomenon of spectral rigidity, in which repulsion between eigenvalues of the Hamilto-

nian produces long-range correlations in the spectrum. The exponentially small gap leads

to the exponentially large plateau time, and the linear ramp is partially a consequence of

the spectral rigidity [16]. By contrast, although the D1-D5 theory at the orbifold point

has a dense spectrum, there is a very large degeneracy of each energy level and the gaps

are not exponentially small. This leads to a much shorter timescale for the plateau. The

plateau is also much higher because the theory explores its phase space less completely

than a chaotic model.

The authors of [27] argue that in general 2d CFTs, the dip occurs at times proportional

to the entropy. Likewise the authors of [28] predict a breakdown of the semiclassical

description of the two point function at entropy times. (See also [29] for related work in the

context of the D1-D5 system.) In contrast, the location of our dip scales with the entropy

as
√
S. The reason for the difference is that all of these works address finite temperature

states, and require generalization to apply to the zero temperature, large entropy system

that we examine.10 It would also be useful to see what the results in [27, 28] imply for the

late time, finite temperature two-point function in the orbifold D1-D5 theory.

It would be very interesting to see how these phenomena change as the D1-D5 theory

is deformed from the integrable point that we studied to the strongly coupled region where

it is expected to be chaotic and dual to weakly coupled AdS3 gravity. One strategy for

making progress is to turn on this marginal deformation perturbatively [30], although it

may be challenging to sum the perturbation series with sufficient accuracy to capture the

late time physics. Another interesting avenue is to consider correlation functions of twist

operators that induce interaction between the long string components of the state. The

resulting mixing should break degeneracies between energy levels and lead to much smaller

gaps. This will in turn lead to much longer timescales for the ramp and the plateau in the

two point function.

10In SYK, the range of parameters where there is both chaotic behavior and IR conformal symmetry is

1 � βJ � N , where β is the inverse temperature and J is the coupling [11]. We see that in the zero

temperature limit we need to switch off the coupling to stay in this regime. Our situation is somewhat

similar to this.
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A D1-D5 two-point functions echo the spectral form factor

To highlight the similarity between

Ĝ(t) =
1

N

N∑
n=1

nNn

n−1∑
k=0

sin4 t
2

n4 sin2
(
t+2πk

2n

)
sin2

(
t−2πk

2n

) ≡ 1

N

N∑
n=1

NnCn(t) (A.1)

and the spectral form factor, we start by noting that

sin t
2

sin
(
t−2πk

2n

) = (−1)k
qn−q−n

q−q−1
= (−1)k

n−1∑
`=0

q2`+1−n = (−1)k
n−1∑
`=0

ei
t−2πk

2n
(2`+1)−i t−2πk

2 , (A.2)

where q = exp
(
i t−2πk

2n

)
. Substituting into (A.1) yields

Cn(t) =
1

n3

n−1∑
`1,`2,`′1,`

′
2=0

ei
`1+`′1−`2−`

′
2

n
t Gn(`1 + `′1 + `2 + `′2 + 2) (A.3)

with

Gn(x) =

n−1∑
k=0

e2πi(2− x
n

)k =
e−2πix − 1

e−2πi x
n − 1

. (A.4)

Because x only takes integer values in (A.3), we effectively have Gn(x) =
∑

q∈Z nδqn,x,

which is eq. (4.5) in the main text.

Since the summand in (A.3) depends only on the combinations m1 = `1 + `′1 and

m2 = `2 + `′2, we change two of the summation variables to these new variables. We

exchange the sums according to

n−1∑
`1=0

`1+n−1∑
m1=`1

=

n−1∑
m1=0

m1∑
`1=0

+

2n−2∑
m1=n

n−1∑
`1=m1−n+1

=

n−1∑
m1=0

(m1+1)+

2n−2∑
m1=n

(2n−1−m1), (A.5)

where in the last step we perform the `1 sums as the (suppressed) summand does not

depend on it. After a similar manipulation for `2 and m2, we find

Cn(t) =
1

n3

2n−2∑
m1=0

2n−2∑
m2=0

ρn(m1)ρn(m2) eit
(m1−m2)

n Gn(m1 +m2 + 2), (A.6)
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where the spectral weights are given by

ρn(m) =

{
m+ 1 m < n

2n− 1−m m ≥ n.
(A.7)

We plot this function in figure 6.

B More detailed ramp estimate

For all except very small values of n, the quantities C̃n(t) defined in (4.16) show a universal

behavior.11 Following a rapid decay from their initial values, the C̃n(t) hover near zero for

a time ∼ 0.67nπ. At that time, the even n quantities undergo one sharp jump to near their

asymptotic value of 3/2 and, thereafter, many smaller jumps and gentle decays that keep

the C̃n(t) near 3/2. For odd n, the C̃n(t) rise to near their asymptotic value of 1 in two

distinct sharp jumps that happen at approximately 0.67nπ and 1.34nπ, also followed by

many smaller jumps and gentle decays which keep the C̃n(t) near 1. We have not derived

these statements analytically, but they are manifest from the plots in figure 9.

As a coarse approximation to the time dependence of G̃(t), we may model the C̃n(t)

as simple step functions:

Cn even =
3

2
Θ(t−0.67nπ) and Cn odd = 0.54Θ(t−0.67nπ)+0.46Θ(t−1.34nπ). (B.1)

In this treatment, the ramp is built up as successive modes shoot up from zero to their

final values. This leads to

G̃(t) ≈ 1

N

3

2

t/0.67π∑
n even

Nn + 0.54

t/0.67π∑
n odd

Nn + 0.46

t/1.34π∑
n odd

Nn

 . (B.2)

As a next step, we substitute the occupation numbers for the typical state and replace the

sums with integrals. After these approximations, it will not be meaningful to keep track of

the variousO(1) coefficients appearing in (B.2). Thus, we introduce a single O(1) coefficient

γ that parameterizes the average rate at which the successive modes join the ramp:

G̃(t) ≈ 1

N
· 5

4

t/γ∑
n=1

8

sinh ηn
≈ 10

Nη

∫ tη/γ

δη

du

sinhu
=

10

Nη
log

tanh tη/2γ

tanh δη/2
. (B.3)

The factor of 5/4 is the average height of the jumps undergone by the even (3/2) and odd

(1 = 0.54 + 0.46) modes. Since N = 2π2/η2 � 1, this reduces to:

G̃(t) ≈ 5η

π2
log

(
2

δη
tanh

tη

2γ

)
. (B.4)

11Most features we discuss are clearly discernible already at n & 10. We will not need to set the range

of n more precisely, because our use of the grand canonical ensemble and approximating sums by integrals

are greater sources of error.
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Figure 9. The progressively time-averaged correlator contributions of individual modes C̃n(t) for

even n (left; n = 100, 500, 1500) and odd n (right; n = 101, 501, 1501). We have also marked the

Θ-functions from eq. (B.1).
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[17] A.M. Garćıa-Garćıa and J.J.M. Verbaarschot, Spectral and thermodynamic properties of the

Sachdev-Ye-Kitaev model, Phys. Rev. D 94 (2016) 126010 [arXiv:1610.03816] [INSPIRE].

[18] A. Strominger and C. Vafa, Microscopic origin of the Bekenstein-Hawking entropy, Phys.

Lett. B 379 (1996) 99 [hep-th/9601029] [INSPIRE].

[19] J.M. Maldacena, The large-N limit of superconformal field theories and supergravity, Int. J.

Theor. Phys. 38 (1999) 1113 [hep-th/9711200] [INSPIRE].

[20] J.M. Maldacena and A. Strominger, AdS3 black holes and a stringy exclusion principle,

JHEP 12 (1998) 005 [hep-th/9804085] [INSPIRE].

[21] V. Balasubramanian, P. Kraus and M. Shigemori, Massless black holes and black rings as

effective geometries of the D1−D5 system, Class. Quant. Grav. 22 (2005) 4803

[hep-th/0508110] [INSPIRE].

[22] R. Prange, The spectral form factor is not self-averaging, Phys. Rev. Lett. 78 (1997) 2280

[chao-dyn/9606010].

[23] F. Haake, H.-J. Sommers and J. Weber, Fluctuations and ergodicity of the form factor of

quantum propagators and random unitary matrices, J. Phys. A 32 (1999) 6903

[chao-dyn/9906024].

[24] F.J. Dyson, Statistical theory of the energy levels of complex systems. II, J. Math. Phys. 3

(1962) 157.

– 22 –

http://dx.doi.org/10.1103/PhysRevLett.115.211601
http://dx.doi.org/10.1103/PhysRevLett.115.211601
https://arxiv.org/abs/1502.06692
http://inspirehep.net/search?p=find+EPRINT+arXiv:1502.06692
http://dx.doi.org/10.1103/PhysRevD.93.084049
https://arxiv.org/abs/1503.08825
http://inspirehep.net/search?p=find+EPRINT+arXiv:1503.08825
http://dx.doi.org/10.1103/PhysRevLett.70.3339
https://arxiv.org/abs/cond-mat/9212030
http://inspirehep.net/search?p=find+EPRINT+cond-mat/9212030
http://online.kitp.ucsb.edu/online/entangled15/kitaev/
http://online.kitp.ucsb.edu/online/entangled15/kitaev2/
http://dx.doi.org/10.1007/JHEP04(2016)001
http://dx.doi.org/10.1007/JHEP04(2016)001
https://arxiv.org/abs/1601.06768
http://inspirehep.net/search?p=find+EPRINT+arXiv:1601.06768
http://dx.doi.org/10.1103/PhysRevD.94.106002
http://dx.doi.org/10.1103/PhysRevD.94.106002
https://arxiv.org/abs/1604.07818
http://inspirehep.net/search?p=find+EPRINT+arXiv:1604.07818
http://dx.doi.org/10.1103/PhysRevLett.117.111601
https://arxiv.org/abs/1605.06098
http://inspirehep.net/search?p=find+EPRINT+arXiv:1605.06098
http://dx.doi.org/10.1093/ptep/ptw124
https://arxiv.org/abs/1606.01857
http://inspirehep.net/search?p=find+EPRINT+arXiv:1606.01857
http://dx.doi.org/10.1007/JHEP07(2016)139
https://arxiv.org/abs/1606.03438
http://inspirehep.net/search?p=find+EPRINT+arXiv:1606.03438
http://dx.doi.org/10.1007/JHEP12(2016)008
https://arxiv.org/abs/1608.07018
http://inspirehep.net/search?p=find+EPRINT+arXiv:1608.07018
https://arxiv.org/abs/1611.04650
http://inspirehep.net/search?p=find+EPRINT+arXiv:1611.04650
http://dx.doi.org/10.1103/PhysRevD.94.126010
https://arxiv.org/abs/1610.03816
http://inspirehep.net/search?p=find+EPRINT+arXiv:1610.03816
http://dx.doi.org/10.1016/0370-2693(96)00345-0
http://dx.doi.org/10.1016/0370-2693(96)00345-0
https://arxiv.org/abs/hep-th/9601029
http://inspirehep.net/search?p=find+EPRINT+hep-th/9601029
http://dx.doi.org/10.1023/A:1026654312961
http://dx.doi.org/10.1023/A:1026654312961
https://arxiv.org/abs/hep-th/9711200
http://inspirehep.net/search?p=find+EPRINT+hep-th/9711200
http://dx.doi.org/10.1088/1126-6708/1998/12/005
https://arxiv.org/abs/hep-th/9804085
http://inspirehep.net/search?p=find+EPRINT+hep-th/9804085
http://dx.doi.org/10.1088/0264-9381/22/22/010
https://arxiv.org/abs/hep-th/0508110
http://inspirehep.net/search?p=find+EPRINT+hep-th/0508110
http://dx.doi.org/10.1103/PhysRevLett.78.2280
https://arxiv.org/abs/chao-dyn/9606010
http://dx.doi.org/10.1088/0305-4470/32/40/301
https://arxiv.org/abs/chao-dyn/9906024
http://dx.doi.org/10.1063/1.1703774
http://dx.doi.org/10.1063/1.1703774


J
H
E
P
0
3
(
2
0
1
7
)
1
5
4
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Abstract: We consider the conformally invariant cubic wave equation on the Einstein
cylinder R × S

3 for small rotationally symmetric initial data. This simple equation
capturesmanykey challenges of nonlinearwavedynamics in confininggeometries,while
a conformal transformation relates it to a self-interacting conformally coupled scalar in
four-dimensional anti-de Sitter spacetime (AdS4) and connects it to various questions of
AdS stability. We construct an effective infinite-dimensional time-averaged dynamical
system accurately approximating the original equation in the weak field regime. It turns
out that this effective system,whichwe call the conformal flow, exhibits some remarkable
features, such as low-dimensional invariant subspaces, a wealth of stationary states (for
which energy does not flow between the modes), as well as solutions with nontrivial
exactly periodic energy flows. Based on these observations and close parallels to the
cubic Szegő equation, which was shown by Gérard and Grellier to be Lax-integrable,
it is tempting to conjecture that the conformal flow and the corresponding weak field
dynamics in AdS4 are integrable as well.

1. Introduction

Propagation of nonlinear waves in confining geometries presents significant challenges
because the key mechanism stabilizing the evolution of waves on unbounded domains,
which is the dispersion of energy by radiation, is missing in confined settings. Con-
sequently, an arbitrarily small perturbation of a ground state can lead to complicated
long-time behavior. The central physical problem in this context is that of energy trans-
fer, namely, understanding how the energy injected into the system gets distributed over
the degrees of freedom in the course of its evolution. This problem has been studied in
the physics literature from a statistical viewpoint under the name of wave (weak) tur-
bulence [1,2], but it has only recently emerged as an active research topic in dispersive
PDE theory. In this deterministic mathematical approach, the energy cascades from low
to high modes are quantified by the growth of higher Sobolev norms of solutions, and

http://crossmark.crossref.org/dialog/?doi=10.1007/s00220-017-2896-8&domain=pdf
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the main question is whether these norms can become unbounded in finite or infinite
time. The past few years have witnessed significant progress in the understanding of
this issue in the context of nonlinear Schrödinger equations (and their variations) on tori
[3–5]. However, almost nothing is known, as far as we can tell, about manifestations of
these phenomena in other interesting evolution equations of mathematical physics.

Our attention in this article will be focused on the weak field dynamics for the
conformally invariant cubic wave equation on the three-sphere. This very natural geo-
metrical model describes relativistic scalar waves propagating on a compact manifold
and interacting with the background geometry and among themselves. The spherical ge-
ometry prevents the waves from dispersing to infinity and thus ensures that the nonlinear
self-interactions remain important for all times, inducing complicated energy transfer
patterns. Another important circumstance is that all normal mode frequencies of the
corresponding linearized theory are integer in appropriate units. Such a fully resonant
spectrum ensures that nonlinearities can produce significant effects over long times for
arbitrarily small perturbation amplitudes, generating highly nontrivial weak field dy-
namics.

The weak field dynamics of the system we are considering is closely related to
investigations of nonlinear stability of anti-de Sitter (AdS) spacetime initiated in [6] (see
[7,8] for brief reviews and further references). A conformal transformation relates our
considerations to the dynamics of the cubic Klein–Gordon equation with massm2 = −2
(conformally coupled self-interacting probe scalar) on the four-dimensional AdS space.
In contrast to the bulk of AdS stability research, we do not consider the backreaction
of perturbations on the AdS geometry. However, a number of features of the weak
field dynamics remain unaffected by our simplification. (The weak field dynamics of a
massless self-interacting probe scalar in AdS was introduced as a toy model for the AdS
stability problem in [9].)

Our main tool for analyzing the weak field dynamics, given a fully resonant spectrum
of the linearized system, is the time averaging method that goes back to Bogoliubov and
Krylov and is described in many books on perturbation theory (e.g., [10]). For a contem-
porary treatment adapted to studies of nonlinear PDEs, see [11]. Applied to the PDE we
are considering, the time averaging method produces a simplified infinite-dimensional
dynamical system, which we shall refer to as the conformal flow. By standard theorems
underlying time averaging, this effective system (in PDE theory sometimes called the
resonant system) accurately approximates the dynamics of the original PDE for small
amplitude fields of order O(ε) on long time-scales of order O(1/ε2), and in particular
it accurately captures the energy transfer patterns on such time scales. (Time averaging
and related techniques were introduced to the AdS stability problem closely related to
our current studies in [12–14].) The conformal flow displays a number of highly special
features not apparently present in the original PDE and suggestive of integrability. This
includes additional conserved quantities, low-dimensional invariant subspaces, a variety
of stationary states without any energy transfer, as well as solutions with exactly periodic
energy transfer patterns.

Our original PDE can be viewed as an infinite system of oscillators with integer
frequencies and a quartic potential. We do not see any indications that it might be inte-
grable; only the time-averaged system describing its weak field dynamics displays signs
of integrability. While extensive searches for quartic integrable systems (i.e., integrable
mechanical analogs of our original PDE) have been conducted in the past (see [15] for a
review and references to earlier work and [16,17] for some later contributions), we are
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not aware of any broad scans for systems displaying weak field integrability of the type
suggested by our results.

The conformal flow introduced in this paper bears a strong resemblance to the cubic
Szegő equation that has been designed and studied in a series of papers by Gérard
and Grellier, of which [18–21] are particularly relevant for our purposes. This equation
also emerges as the resonant approximation of a nonlocal transport equation, called the
cubic half-wave equation [19], which is a special case of one-dimensional models of
wave turbulence introduced in [22]. In [18–21] and related publications, a number of
remarkable properties were established for the cubic Szegő equation, in particular, a Lax
pair structure, existence of finite-dimensional invariant subspaces, as well as some weak
turbulence phenomena. The bulk of our effort will be directed at recovering analogs of a
subset of these results for the conformal flow, a system with a natural geometric origin.
We furthermore believe that the analogy goes deeper than what we are able to explicitly
demonstrate in this article.

There are also close similarities between the conformal flow and resonant approx-
imations for the cubic Schrödinger equation, either with harmonic trapping [23] or in
the infinite volume limit on the 2-dimensional torus [24,25]. Another system that shares
some properties with the conformal flow and the cubic Szegő equation is the Lowest
Landau Level evolution equation, which appears in the studies of rapidly rotating Bose-
Einstein condensates (see [26] and references therein). We furthermore mention the
curious case of the Charney–Hasegawa–Mima (CHM) equation explored in [11]. Also
in that case, effective integrable dynamics emerges in the time-averaged approximation
(which the authors call the ‘effective equation’). However, a substantial difference is
that the linearized spectrum of the CHM equation is not fully resonant and splits into
disconnected resonant clusters. In such a situation, the resulting effective time-averaged
system literally separates into independent finite-dimensional integrable subsystems.
This simplification does not happen in our case because our linearized spectrum is fully
resonant.

We comment on how our work is related to extensive investigations of the last decade
in the area of ‘AdS/CFT Integrability’ (see [27] for a review). One of the central ingre-
dients of that line of research is integrability of sigma models (describing string world-
sheets) on target spaces involving AdS factors.While we are also presently talking about
integrability emerging due to special features of the AdS geometry, there are also essen-
tial differences. We are considering a field system evolving in AdS, rather than a sigma
model (whose fields are maps from a two-dimensional surface into AdS). We are fur-
thermore not talking about exact integrability of our AdS field system, but rather about
the integrability of the effective weak field theory (conformal flow) emerging from it
within the standard time-averaged approximation.

Our exposition is organized as follows. In Sect. 2, we formulate our scalar field dy-
namics on a three-sphere, describe its connection to AdS stability problems and apply
time averaging to derive the corresponding effective system, which we name the confor-
mal flow. In Sect. 3, we give a very elementary pragmatic summary of some properties of
the cubic Szegő equation relevant in our context, aimed mostly at the physics audience.
In Sect. 4, we construct a three-dimensional invariant subspace of the conformal flow
and discuss some complex plane properties of the generating functions that encode the
conformal flow amplitudes. In Sect. 5, we analyze stationary states of the conformal flow,
in which the initial conditions are adjusted to ensure that no energy transfer occurs. In
Sect. 6, we exhibit explicit solutions with periodic energy flows on the three-dimensional
invariant subspace of the conformal flow and discuss their properties. Finally, in Sect. 7,



1182 P. Bizoń, B. Craps, O. Evnin, D. Hunik, V. Luyten, M. Maliborski

we give a summary of what we have practically demonstrated and an outlook on more
ambitious directions, keeping the likelihood of Lax-integrability in mind.

2. Conformally Coupled Scalar Field on the Einstein Cylinder
and in AdS4 and Its Weak Field Dynamics

As a simple model of confining geometry we consider the Einstein cylinder, which is
the globally hyperbolic spacetime (M, g) with topology R × S

3 and metric

g = −dt2 + r2
(
dx2 + sin2x dω2

)
, (1)

where x ∈ [0, π ], dω2 is the round metric on the unit 2-sphere and r is the radius of S3.
This spacetime has a constant scalar curvature R(g) = 6/r2.

As a model of nonlinear dynamics onM, we consider the semilinear wave equation
for the real scalar field φ : M �→ R

(
�g − 1

6
R(g)

)
φ − λφ3 = 0 , (2)

where �g := gμν∇μ∇ν is the wave operator associated with g and λ is a constant. For
concreteness, we assume that λ > 0 (which corresponds to a defocusing nonlinearity);
however, in the small data regime that we focus upon here, all the results below hold
true in the focusing case λ < 0 as well. Due to the identity

(
��2g − 1

6
R(�2g)

)
(�−1φ) = �−3

(
�g − 1

6
R(g)

)
φ , (3)

Eq. (2) is conformally invariant. After rescaling t → t/r and φ → r
√

λ φ, it takes the
dimensionless form

φt t − 	S3φ + φ + φ3 = 0 , (4)

which can be interpreted as the cubic Klein–Gordon equation on the unit S3 with a
unit mass. For simplicity, we shall restrict our analysis to rotationally symmetric fields,
which depend only on (t, x). Substituting φ(t, x) = v(t, x)/ sin(x) into (4) we obtain a
nonlinear string equation

vt t − vxx +
v3

sin2 x
= 0 , (5)

with Dirichlet boundary conditions v(t, 0) = v(t, π) = 0, which are enforced by
regularity of φ(t, x) on M.

Remark 1. We could have arrived at the same equation considering the conformally
coupled self-interacting scalar (2) in the 4-dimensional anti-de Sitter (AdS4) spacetime
with the metric

g̃ = 1

cos2 x

(
−dt2 + dx2 + sin2x dω2

)
, (6)

where x varies between 0 and π/2. Indeed, g = cos2 x g̃, hence it follows from (3) that
the field redefinition φ̃(t, x) = φ(t, x) cos x converts Eq. (2) from the Einstein cylinder
to AdS. In order to define the evolution, one has to impose a boundary condition at
x = π/2. Here, we shall impose the Dirichlet condition φ(π/2) = 0 on the equator,
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corresponding to the reflecting boundary conditions most commonly used in the AdS
research context. This model is just a subsector of themodel on the full Einstein cylinder,
which can be implemented by imposing the reflection symmetryφ(t, x) = −φ(t, π−x).
We emphasize this connection because problems involving nonlinear dynamics of small
AdS perturbations have received a significant amount of attention in recent years, and
our objectives here have much in common with that body of work.

Our goal is to understand the evolution of small smooth initial data v(0, x), ∂tv(0, x).
Decomposing the solution into a Fourier series,

v(t, x) =
∞∑
n=0

cn(t) sin(n + 1)x, (7)

we get from (5) an infinite system of coupled oscillators

d2cn
dt2

+ (n + 1)2cn = −
∑
jkl

S jkln c j ckcl , (8)

with the interaction coefficients

S jkln = 2

π

∫ π

0

dx

sin2 x
sin( j + 1)x sin(k + 1)x sin(l + 1)x sin(n + 1)x . (9)

To factor out fast linear oscillations in (8), we change the variables using variation of
constants

cn = βne
i(n+1)t + β̄ne

−i(n+1)t , (10)
dcn
dt

= i(n + 1)
(
βne

i(n+1)t − β̄ne
−i(n+1)t

)
. (11)

This transforms the system (8) into

2i(n + 1)
dβn

dt
= −

∑
jkl

S jkln c j ckcl e
−i(n+1)t , (12)

where each c j in the sum is given by (10). Thus, each term in the sum has a factor e−i�t ,
where � = (n + 1) ± ( j + 1) ± (k + 1) ± (l + 1), with all the three plus-minus signs
independent. The terms with � = 0 correspond to resonant interactions, while those
with � �= 0 are non-resonant.

Passing to slow time τ = ε2t and rescaling βn(t) = εαn(τ ), we see that for ε going to
zero the non-resonant terms∝ e−i�τ/ε2 are highly oscillatory, and therefore expected to
be negligible (in a sensewe are about to specify). Keeping only the resonant terms in (12)
(which is equivalent to time-averaging), we obtain an infinite autonomous dynamical
system

2i(n + 1)
dαn

dτ
= −3

∑
jkl

S jkln α jαk ᾱl , (13)

where the summation runs over the set of indices { j, k, l} for which � = 0. Evaluating
the integrals for the S-coefficients, one finds that this set reduces to { jkl | j + k − l = n}
and for such resonant combinations of indices,

S jkln = min( j, k, l, n) + 1. (14)
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Note that terms with n = j + k + l + 2 could have been present in principle, but the
corresponding S-coefficients vanish, which can be verified by direct calculation. This is
directly parallel to the selection rules that have been extensively discussed in the AdS
stability literature [13,14,28,29].

It is part of the standard lore in nonlinear perturbation theory that solutions to (12)
starting from small initial data of size O(ε) are well approximated by solutions of (13)
on timescales of order O(ε−2). More precisely, if βn(t) and αn(τ ) are solutions of (12)
and (13), respectively, and βn(0) = εαn(0) for each n, then |βn(t)−εαn(τ (t))| � O(ε2)

for t � O(ε−2). In other words, on this timescale the dynamics of solutions of Eq. (5)
is dominated by resonant interactions. Straightforward proofs (normally phrased for
systems with a finite number of degrees of freedom) can be found in textbooks on
nonlinear perturbation theory, e.g., [10].

For convenience, we shall henceforth rescale τ to remove the numerical factors 2 and
−3 from (13). Renaming so rescaled τ back to t and using · = d/dt , we finally arrive
at the following system, which we call the conformal flow

i(n + 1)α̇n =
∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1]ᾱ jαkαn+ j−k . (15)

Remark 2. Note that the AdS formulation described in Remark 1 simply corresponds to
setting all even-numbered modes to 0, while only keeping odd-numbered modes α2m+1
with m running from 0 to infinity. It is easy to see that if one implements this constraint
in (15) and expresses everything through the new mode counting indexm, one gets back
Eq. (15). Thus, the conformal flow is equally applicable to the dynamics in R × S

3 and
in AdS4.

The conformal flow (15) is Hamiltonian with

H =
∞∑
n=0

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1]ᾱnᾱ jαkαn+ j−k (16)

and symplectic form
∑

n 2i(n + 1) dᾱn ∧ dαn :

i(n + 1)α̇n = 1

2

∂H

∂ᾱn
. (17)

It enjoys the following one-parameter groups of symmetries (where λ, θ are real param-
eters):

Scaling: αn(t) → λαn(λ
2t), (18)

Global phase shift: αn(t) → eiθαn(t), (19)

Mode-dependent phase shift: αn(t) → einθαn(t). (20)

The latter two symmetries respect the Hamiltonian structure and give rise to two con-
served quantities (in addition to the Hamiltonian itself):

‘Charge:’ Q =
∞∑
n=0

(n + 1)|αn|2, (21)
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‘Linear energy:’ E =
∞∑
n=0

(n + 1)2|αn|2. (22)

We emphasize that these two conservation laws have no obvious counterparts in the
original wave equation (4). Their prototypes were presented in the AdS stability context
in [9,14].

3. An Elementary Introduction to the Cubic Szegő Equation

The main content of our current treatment will be in presenting a range of remarkably
simple dynamical behaviors of the conformal flow system (15). In anticipation of these
results, it is useful to contemplate for a moment the apparent special features of Eq. (15)
itself.

One can trivially rewrite (15) as

i α̇n =
∞∑
j=0

n+ j∑
k=0

min(n, j, k, n + j − k) + 1

n + 1
ᾱ jαkαn+ j−k . (23)

One notable property of this representation is that many coefficients of the trilinear form
on the right hand side are simply 1. Indeed, this happens for the contribution of any
triplet of modes with all frequencies higher than the recepient mode n. It turns out useful
to consider the following simpler equation, in which all numerical coefficients are set
to 1,

i α̇n =
∞∑
j=0

n+ j∑
k=0

ᾱ jαkαn+ j−k . (24)

We shall see that, while the systems (23) and (24) are distinct, their dynamics is quali-
tatively similar, with a number of parallels between the emerging algebraic structures.

Actually, the simplified system (24) is the Fourier representation of a simple paradif-
ferential equation that has been studied before. To show this, let u(t, eiθ ) be a complex
function on the circle whose nonnegative Fourier coefficients are given by αn(t) and
negative Fourier coefficients vanish, i.e.

u(t, eiθ ) =
∞∑
n=0

αn(t)e
inθ , (25)

and assume that
∑∞

n=0 |αn|2 < ∞. Mathematically, this means that u belongs to the
Hardy space on the circle L2

+(S
1) ⊂ L2(S1) [30]. Furthermore, we define an orthogonal

projector � : L2(S1) �→ L2
+(S

1) (called the Szegő projector) that filters out negative
frequencies

�

( ∞∑
n=−∞

αne
inθ

)
:=

∞∑
n=0

αne
inθ . (26)

Then, it is easy to see that the system (24) is equivalent to

i∂t u = �(|u|2u). (27)
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This equation was introduced by Gérard and Grellier in [18] under the name of the cubic
Szegő equation. They showed that this equation has a remarkably deep structure, includ-
ing a Lax pair, finite-dimensional invariant subspaces and weakly turbulent solutions.
We shall demonstrate below that the conformal flow exhibits at least some of this struc-
ture (in a modified form), and conjecture that the similarity goes even further. In view
of these parallels, we shall present below a very elementary summary of the features of
the cubic Szegő equation that are important to us. Readers interested in more details are
referred to the original publications [18–21].

The cubic Szegő equation is Hamiltonian with

H =
∞∑
n=0

∞∑
j=0

n+ j∑
k=0

ᾱnᾱ jαkαn+ j−k = 1

2π

2π∫

0

|u|4dθ (28)

and symplectic form
∑

n 2i dᾱn ∧ dαn , and has the same symmetries (18–20) as (15).
Hence, it possesses two conserved quantities analogous to (21) and (22), in addition to
the Hamiltonian itself:

M =
∞∑
n=0

|αn|2 = 1

2π

2π∫

0

|u|2dθ, (29)

P =
∞∑
n=0

n|αn|2 = 1

2π

2π∫

0

(−i∂θu)ū dθ. (30)

Borrowing terminology from studies of the nonlinear Schrödinger equation, we shall
refer to these charges as ‘mass’ and ‘momentum,’ respectively.

Note that M + P = ‖u‖2H1/2
, where Hs ⊂ L2

+ is the Sobolev space on the circle
equipped with the norm

‖u‖2Hs
=

∞∑
n=0

(n + 1)2s |αn(t)|2. (31)

This fact can be used to control the growth in time of higher Sobolev norms and thereby
prove that the Cauchy problem for the Szegő equation is globally well posed for smooth
initial data in Hs with s > 1/2 [18].

Any function u(eiθ ) of the form (25) in L2
+(S

1) can be identified with a holomorphic
function u(z) inside the unit disk |z| < 1 in the complex plane [30], hence we can write

u(t, z) =
∞∑
n=0

αn(t)z
n . (32)

In terms of u(t, z), the cubic Szegő equation (27) takes the form

i∂t u(t, z) = 1

2π i

∮

|w|=1

dw

w − z
ũ(t, w)u(t, w)2, (33)

where

ũ(t, z) =
∞∑
n=0

ᾱnz
−n . (34)
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General properties of the Cauchy-type integral appearing in (33) suggest the existence of
meromorphic solutions for uwith a finite number of isolated polesmoving in the complex
plane outside the unit disk. Indeed, it was shown in [18] that the cubic Szegő equation
admits finite-dimensional invariant subspaces given by rational functions of arbitrar-
ily high degree. Moreover, due to the Lax-integrability (and, consequently, infinitely
many conserved quantities), the Szegő flow restricted to such subspaces is completely
integrable in the sense of Liouville. The simplest invariant manifold with nontrivial
dynamics is parametrized by the following single pole ansatz

u(t, z) = b(t) + a(t)z

1 − p(t)z
, |p| < 1. (35)

We shall now demonstrate explicitly by elementary means that the subspace given by
such functions is indeed dynamically invariant under the flow, and analyze its evolution.
The Fourier coefficients corresponding to (35) are

α0 = b and αn = (a + bp)pn−1 for n ≥ 1. (36)

Expressed through the parameters of our ansatz, the mass and momentum take the form

M = |b|2 + |a + bp|2
1 − |p|2 , P = |a + bp|2

(1 − |p|2)2 . (37)

Substitution of (35) into (33) produces exactly three distinct dependences on z on both
sides, namely, (1−pz)−2, (1−pz)−1 and a z-independent term, resulting in the following
three equations for a(t), b(t), and p(t)

i ȧ = Ma, (38)

i ḃ = (M + P)b + Pa p̄, (39)

i ṗ = Mp + ab̄, (40)

where we used the conservations laws (37) to simplify some terms. These equations
describe a three-dimensional Liouville-integrable system which can be easily solved (in
[20] an explicit formula for the general solution was derived using harmonic analysis
tools). One first integrates (38) to find a, whereupon the remaining equations become
linear. The solution corresponding to initial conditionsa(0) = a0, b(0) = b0, p(0) = p0
(for simplicity assumed to be real) is

a(t) = a0e
−iMt , (41)

b(t) =
(
b0 cosωt − i

b0(M + P) + 2a0 p0P

2ω
sinωt

)
e− i

2 (M+P)t , (42)

p(t) =
(
p0 cosωt − i

p0(M + P) + 2a0b0
2ω

sinωt

)
e− i

2 (M−P)t , (43)

whereω= 1
2

√
(M + P)2 − 4Pa20 and the expressions forM and P in termsof (a0, b0, p0)

are given in (37). Thus, the solution is quasiperiodic for all initial conditions, while the
corresponding ‘mass’ spectrum,

|α0|2 = M − P(1 − |p|2) and |αn|2 = P(1 − |p|2)2|p|2(n−1) for n ≥ 1, (44)
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is expressible through |p|2 and the conserved quantities, and hence exactly periodic. In
the special case M = P = a20 , we have ω = 0 and then

a(t) = a0e
−iMt , b(t) = −a0 p0e

−iMt , p(t) = p0. (45)

The evolution of two-mode initial data a0 = 1, b0 = 2ε, p0 = 0 was used in [18] to
illustrate a very interesting instability phenomenon. For these data, (43) gives

p(t) = − i√
1 + ε2

sin(ωt) e−2iε2t , ω = 2ε
√
1 + ε2 , (46)

hence, in the regime of ε → 0, |p(tn)| ∼ 1 − ε2/2 for a sequence of times tn = nπ
2ω ,

meaning that the energy goes periodically to arbitrarily high modes. Put differently,
although all solutions are quasiperiodic, their radius of analyticity is not uniformly
bounded from below. Note that (46) implies instability of the one-mode stationary state
u(t, z) = a0e−iMt z.

As mentioned above, one can consider more general meromorphic solutions with an
arbitrary number of time-dependent simple poles outside the unit disk

u(t, z) =
N∑

k=1

bk(t)

1 − pk(t)z
, |pk | < 1, N ≥ 2. (47)

One can convince oneself that the ansatz is consistent in the sense that substituting it in
(33) results only in z-dependences of the form (1 − pkz)−1 and (1 − pkz)−2 on both
sides, producing 2N ordinary differential equations for the 2N functions bk and pk . It is
possible to consistently impose pN = 0, producing an ansatz with one parameter less.
The single pole ansatz (35) is precisely of such a form. The equations of motion within
the subspace defined by (47) were written down explicitly in [18]. As in the simplest
case of the three-dimensional invariant subspace discussed above, the dynamics on all
finite-dimensional invariant subspaces is Liouville-integrable and bounded, and hence
quasiperiodic.

Among thequasiperiodic solutions there exist special solutionswith time-independent
amplitudes |αn|. Such solutions, which we call stationary states, were classified in [18]
in the case of finite dimensional invariant manifolds. They are given by either finite
Blaschke products

u(t, z) = c e−i |c|2t
N∏

k=1

p̄k − z

1 − pkz
, |pk | < 1, c ∈ C, (48)

or

u(t, z) = cz�

1 − pN zN
e−iλt , p(t) = p(0)e−iωt , λ = |c|2

(1 − |p|2N )2
,

Nω = |c|2
1 − |p|2N , (49)

where N ≥ 1 and � ≤ N − 1 are nonegative integers.
It was recently shown in [21] that outside the finite-dimensional invariant subspaces

there exists a dense set of smooth solutions whose radius of analyticity tends to zero
for a sequence of times tn → ∞. Consequently, the Sobolev norms with s > 1/2 are
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unbounded. Such a weakly turbulent behavior is somewhat surprising in a completely
integrable model. The coexistence of integrability and turbulence is possible because the
infinitely many conserved quantities are too weak to control higher regularity properties
of solutions.

4. Three-Dimensional Invariant Subspaces of the Conformal Flow

We now return to the conformal flow (15) and attempt to treat it along the lines applied
above to the cubic Szegő equation. While the treatment is closely parallel, we shall
be able to immediately recover only a part of the results available for the cubic Szegő
equation. Using the generating function u(t, z) and its conjugate ũ(t, z) defined as in (32)
and (34), we find that the system (15) is equivalent to the integro-differential equation

i∂t∂z(zu) = 1

2π i

∮

|w|=1

dw

w
ũ(w)

(
wu(w) − zu(z)

w − z

)2

. (50)

The following summation formula has been used while obtaining this complex plane
representation:

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1]ρ jθk = 1 − θn+1

(1 − θ)(1 − ρ)(1 − θρ)

= 1 + θ + · · · + θn

(1 − ρ)(1 − θρ)
. (51)

Derivations of (50) and (51) and further comments are given in Appendix A.
AlthoughEq. (50) looks like a somewhatmore elaborate version of (33), we do not see

an immediate way to characterize its meromorphic solutions and defer it to future work.
Nonetheless, the lowest-dimensional nontrivial invariant subspace is easy to construct,
as we shall explicitly demonstrate now.

The ansatz relevant for the three-dimensional invariant subspace, analogous to (36),
is

αn = (b + an)pn, (52)

where b, a, p are complex-valued functions of time. The corresponding generating func-
tion has the following combination of poles outside the unit disk

u(t, z) = b(t) − a(t)

1 − p(t)z
+

a(t)

(1 − p(t)z)2
= b(t) + (a(t) − b(t))p(t)z

(1 − p(t)z)2
. (53)

We note that the two-mode initial data (αn = 0 for n ≥ 2) are accommodated within this
ansatz as a special limiting case p → 0 with b and (a − b)p finite. All of our general
statements about the dynamics on the three-dimensional invariant subspace apply to
solutions starting with such initial configurations.

While we could have used the complex plane representation (50) to establish the
validity of our ansatz, it is instructive to apply brute force summations in this case.
Substitution of (52) into (15) yields
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i(1 + n)

(
ḃ + ȧn + n(b + an)

ṗ

p

)

=
∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1](b̄ + ā j)(b + ak)(b + a(n + j − k))|p|2 j .

(54)

Note that the pn factor has consistently cancelled on the two sides. It remains to show
that different n-dependences on both sides can be matched and produce a sufficiently
small number of equations. All summations in (54) can be performed by applying the
relation

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1] j K kL |p|2 j

= (
ρ∂ρ

)K
(θ∂θ )

L 1 + θ + · · · + θn

(1 − ρ)(1 − θρ)

∣∣∣∣
θ=1
ρ=|p|2

, (55)

which follows from (51). While we give explicit expressions for the sums involved in
(54) in Appendix B, the only thing one needs to know about these sums to establish the
validity of our ansatz is that they are all polynomials of degree L in n, times (n + 1),
the latter factor coming from Faulhaber’s sums 1 + 2l + · · · + nl , with l ≤ L , originating
from 1 + θ + · · · + θn in (55). Therefore, explicit counting tells us that, upon substituting
the summation formulas of Appendix B in (54), the factor (n + 1) will cancel on the
two sides, leaving behind a statement that two quadratic polynomials in n equal each
other.Matching the coefficients of these polynomials produces three ordinary differential
equations for three functions b, a, p, confirming the validity of our ansatz.

The explicit equations for b, a and p are given by

i ṗ

(1 + y)2
= p

6

(
2y|a|2 + b̄a

)
, (56)

i ȧ

(1 + y)2
= a

6

(
5|b|2 + (18y2 + 4y)|a|2 + (6y − 1)b̄a + 10yāb

)
, (57)

i ḃ

(1 + y)2
= b

(
|b|2 + (6y2 + 2y)|a|2 + 2ybā

)
+ a

(
2y|b|2 + (4y + 2)y2|a|2 + y2b̄a

)
,

(58)

where we have introduced the following notation, which will turn out to be useful later:

y = |p|2
1 − |p|2 . (59)

The conservation laws (21) and (22) take the form

Q = (1 + y)2
(
|b|2 + 4y Re(b̄a) + 2y(3y + 1)|a|2

)
, (60)

E = (1 + y)2
(
(1 + 2y)|b|2 + 4y(3y + 2)Re(b̄a) + 4y(6y2 + 6y + 1)|a|2

)
. (61)
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We remark that if u(t, z) is a solution of the conformal flow, so is zNu(t, zN+1) for
any non-negative integer N . This automatically generates an infinite number of other
three-dimensional invariant subspaces of the conformal flow, in which only subsets of
modes are activated.

We shall return to equations (56–58) in sect. 6, and analyze the dynamics within the
three-dimensional dynamically invariant subspace (52) explicitly. Before proceeding in
that direction, we shall discuss special solutions for which |αn| are time-independent.

5. Stationary States

The conformal flow (15) admits solutions of the form

αn(t) = Ane
−iλn t , (62)

where the frequencies λn and complex amplitudes An are time-independent, and λn are
linear in n, that is λn = λ − nω for some real λ and ω. For such solutions there is
no energy transfer between the modes, hence we call them stationary states. The cubic
Szegő equation admits a variety of stationary states [18]; such solutions have also been
considered in the context of AdS stability [12,31,32], where they were referred to as
‘quasiperiodic’ solutions.

Substituting (62) into (15) we get a nonlinear ‘eigenvalue’ problem

(n + 1)(λ − nω)An =
∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1] Ā j Ak An+ j−k . (63)

The simplest solutions of this algebraic system, easily seen by inspection, An = c δNn ,
λ = |c|2, ω = 0 for c ∈ C, give the one-mode stationary states for any non-negative
integer N

αn = c δNn e
−i |c|2t . (64)

Wewill see shortly that these trivial solutions are the endpoints of two-parameter families
of stationary solutions.We note in passing that they are seeds for time-periodic solutions
of the original equation (5) whose construction will be described elsewhere along the
lines of [33].

Within the ansatz (52), stationary states take the form

b(t) = b(0)e−iλt , a(t) = a(0)e−iλt , p(t) = p(0)eiωt . (65)

Plugging this into the system (56–58), we obtain a system of algebraic equations that
can be solved explicitly. The case a(0) = 0 yields

b(t) = c exp

(
− i |c|2t

(1 − |p|2)2
)

. (66)

For this solution Q = |c|2
(1−|p|2)2 , hence λ = Q. The corresponding generating function

reads

u(t, z) = c

1 − pz
e−iλt . (67)
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For nonzero a we get the following two-parameter family of stationary states with
ω = 0

b(0) = −2c|p|2, a(0) = c(1 − |p|2), λ = |c|2|p|2
(1 − |p|2)2 (68)

For this solution

Q = 2|c|2|p|2
(1 − |p|2)2 , E = 4|c|2|p|2(1 + |p|2)

(1 − |p|2)3 , (69)

hence λ = 1
2Q. The corresponding generating function reads

u(t, z) = c
−2|p|2 + (

1 + |p|2) pz
(1 − pz)2

e−iλt . (70)

In addition, for |p| ≤ p∗ := 2−√
3 ≈ 0.268, there is a pair of two-parameter families

of stationary states with nonzero ω. The range of |p| is restricted by the condition that
κ := √|p|4 − 14|p|2 + 1 should be real, so we have a tangential bifurcation at p∗. These
two solutions (labelled by ±) are given by

b±(0) = −c(1 + 5|p|2 ± κ), a±(0) = 2c(1 − |p|2), (71)

ω± = |c|2
3

1 + |p|2 ± κ

1 − |p|2 , (72)

λ± = 2|c|2
3

(
3 − 4|p|2
1 − |p|2 ± (3 + 4|p|2)κ

(1 − |p|2)2
)

, (73)

and their conserved quantities are

Q± = 6

7
(λ± + ω±), E± = 6ω±. (74)

The corresponding generating function reads

u(t, z) = c
−(1 + 5|p|2 ± κ) + (3 + 3|p|2 ± κ)pz

(1 − pz)2
e−iλ±t , (75)

where p(t) = p(0)eiω±t .
Outside the three-dimensional invariant subspace given by (52) there exist many

other stationary states. For instance, we verified that, in close parallel to the cubic Szegő
equation, any finite Blaschke product

u(t, z) = c e−i |c|2t
N∏

k=1

p̄k − z

1 − pkz
(76)

yields a stationary state. There are also stationary states where only every N th mode is
activated, for instance

u(t, z) = czN−1

1 − pN zN
e−iλt , λ = |c|2

(1 − |p|2N )2
. (77)
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Remark 3. For all the above stationary states with ω = 0 we have λ = Q
N+1 , where N

is the number of zeroes of the generating function (counted with multiplicity). It would
be interesting to find a reason that underlies this ‘quantization’ structure.

It is well known that stationary states of Hamiltonian systems admit a variational
characterization. In our case, it follows from the Hamilton equation (17) that stationary
states (62) are the critical points of the functional

K := 1

2
H − λQ + ω(E − Q) , (78)

hence stationary states with ω = 0 are extrema of H for fixed Q, while stationary
states with nonzero ω are extrema of H for fixed Q and E . This fact is very helpful in
determining stability properties of stationary states, as will be described elsewhere.

6. Dynamics on the Three-Dimensional Invariant Subspace

We now return to equations (56–58) describing the dynamics on the three-dimensional
invariant subspace of the conformal flow and demonstrate how to solve them explicitly.
Once again, the situation is closely parallel to the three-dimensional invariant subspace
of the cubic Szegő equation with its underlying one-dimensional periodic motion.

From (56), we obtain for y defined by (59)

ẏ = 1

3
y(1 + y)3 Im(b̄a). (79)

This equation and (57) imply that

S = |a|2y(1 + y)3 (80)

is conserved. This quantity is related to the conformal flow Hamiltonian (16) by

H = Q2 − 2S2. (81)

Equations (60), (61) and (80) can be resolved to express |b|2, |a|2 and Re(b̄a) through
Q, E , S and y as follows

|b|2 = 2Q − E + 3y(Q + 2S)

(1 + y)3
, |a|2 = S

y(1 + y)3
, (82)

Re(b̄a) = E − Q − 2S − 2y(Q + 6S)

4y(1 + y)3
.

From these relations, together with (79), one obtains

ẏ2 = −Q2 + 12S2

36

(
y2 +

(
1 − E(Q + 2S)

Q2 + 12S2

)
y +

(E − Q − 2S)2

4(Q2 + 12S2)

)
. (83)

Note that this equation has the algebraic form of energy conservation for an ordinary
one-dimensional harmonic oscillator. The solution of (83) reads

y(t) = B + A sin(�t + ψ), � = 1

6

(
Q2 + 12S2

)1/2
, (84)
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where B and A are constants depending on E , Q, and S; ψ is a phase that must be
determined from the entire set of initial conditions. By Eq. (82), this exactly periodic
motion is transferred to |b|2, |a|2 and Re(b̄a), and hence to the mode energy spectrum

|αn|2 = |b + na|2|p|2n =
(
|b|2 + 2n Re(b̄a) + n2|a|2

)
|p|2n . (85)

One will thus observe exact returns of the energy spectrum to the initial configurations
for all solutions within the three-dimensional invariant subspace of the conformal flow.

The turning points of the periodic motion of y described by (84), y± = B ± A,
are given by the roots of the quadratic polynomial appearing on the right-hand side of
(83) (the special case A = 0 corresponds to stationary states). In terms of the energy
spectrum (85), these turning points provide lower and upper bounds for the inverse and
direct cascades of energy, respectively. One of the key questions in this context is how
large can y grow starting from some small y. To answer this question, we consider the
ratio

1 + y+
1 + y−

= (1 + y+)2

(1 + y−)(1 + y+)
≤ (1 + y+ + y−)2

1 + y− + y+ + y−y+
. (86)

An advantage of the last representation is that it only contains combinations of y+ and
y− directly expressible through the coefficients of the quadratic polynomial on the right-
hand side of (83). One thus gets

(1 + y+ + y−)2

1 + y− + y+ + y−y+
= 4E2(Q + 2S)2

(Q2 + 12S2)(E + Q + 2S)2
≤ 4(Q + 2S)2

Q2 + 12S2
. (87)

We furthermore notice that

Q = (1 + y)2|b + 2ya|2 + 2S ≥ 2S. (88)

Therefore, dividing the numerator and denominator of (87) by Q2 and replacing the
numerator by itsmaximumand denominator by itsminimum,we obtain a simple uniform
upper bound (which very likely can be tightened with extra work)

1 + y+
1 + y−

≤ 16. (89)

This proves that the transfer of energy to high frequencies (or, equivalently, the growth of
the higher Sobolev norms (31)) is uniformly bounded. We recall from Sect. 3 that there
is no such bound for the Szegő flow on the three-dimensional invariant subspace (35). In
this sense, the conformal flow is much less ‘turbulent’ than the Szegő flow. Heuristically,
this is not very surprising in view of the fact that the interaction coefficients in (23)

min(n, j, k, n + j − k) + 1

n + 1
(90)

decay when the recipient mode number n is large and at least one of the source mode
numbers is small, undermining the efficiency of energy transfer from low to high fre-
quencies. This is in contrast to the Szegő flow where all coupling coefficients are equal
to 1.



Conformal Flow on S3 and Weak Field Integrability in AdS4 1195

7. Summary and Open Questions

Starting with a naturally defined geometric PDE (4) on a three-sphere describing a
self-interacting conformally coupled scalar field, we have considered its effective time-
averagedweak field dynamics, arriving at the conformal flow (15). The conformal flow is
both structurally similar and displays a number of dynamical parallels to the previously
known cubic Szegő equation (24). Building on these analogies, we have revealed the dy-
namics on the three-dimensional invariant subspace of the conformal flow described by
the ansatz (52). Within this subspace, the dynamics is Liouville-integrable and bounded,
and hence quasiperiodic, with exactly periodic energy flows (85) displaying an alternat-
ing sequence of direct and inverse cascades. Unlike the cubic Szegő case, the conformal
flowdynamicswithin the three-dimensional invariant subspace does not display turbulent
behaviors (not even the ‘weak weak turbulence’ of [3]). Other similar three-dimensional
subspaces can be immediately constructed, as follows from simple properties of the
conformal flow equation. There are furthermore direct parallels between the structure
of stationary states of the Szegő and conformal flows (these states are special solutions
for which no energy transfer between the modes occurs). Of these, the Blaschke prod-
uct states (76) are particularly intriguing, as they clearly demonstrate that the parallels
between the Szegő and conformal flows extend beyond the three-dimensional invariant
subspaces that have been our main focus here.

We conclude with a list of open questions that we leave for future investigations:

• Is the conformal flow (15) Lax-integrable?
• Is there a way to re-express the conformal flow through a projector similar to the

Szegő projector? Apart from the conceptual importance, such a projector should
make calculations easier. The complex plane representation of the conformal flow
(50) can be seen as a first step in this direction.

• Are there higher dimensional invariant subspaces? The three-dimensional subspace
we have considered, with its double-pole generating function (53), and parallels
to the cubic Szegő case strongly suggest that more elaborate meromorphic ansätze
should work; however, we have not been able to find them.

• Are there weakly turbulent solutions? We have explicitly demonstrated that no tur-
bulent behavior occurs within the three-dimensional invariant subspace (52). This
does not in principle exclude turbulence for other initial conditions; however, we
find it unlikely because the conformal flow generally appears to display less energy
spread than the Szegő flow.

• Complete classification of stationary states and analysis of their stability properties
would contribute to the overall picture of the conformal flow dynamics.

• Towhat extent can the properties of the conformal flow, both explicitly demonstrated
and putative, be structurally stable with respect to variations of the flow equation?
Do these dynamical patterns have applications to the weak field limit of other related
systems? Can the Szegő and conformal flows be just two representative members of
a large hierarchy of equations?

• To what extent can the highly structured dynamics of the conformal flow be trans-
ferred to the original conformally invariant cubic wave equation (5) on the three-
sphere? Standard results on time averaging guarantee that in the weak field regime
the conformal flow accurately approximates our original wave equation for a long
but limited time. Can our findings have further implications on longer time scales?

Acknowledgements. P.B. gratefully acknowledges the stimulating atmosphere at the trimestre “Ondes Non
Linéaires” in IHES, where part of this work was done; he is particularly indebted to Patrick Gérard for
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A. Complex Plane Representation for the Conformal Flow

We first introduce the generating functions u and ũ according to (32) and (34). It is true for any contour
enclosing the origin but not enclosing the singularities of u, and any contour enclosing all singularities of ũ
that

αm = 1

2π i

∮
dz

z
u(z)z−m , ᾱm = 1

2π i

∮
dz

z
ũ(z)zm . (91)

Substituting these expressions to the right-hand side of conformal flow (15), one gets

i(n + 1)α̇n = 1

(2π i)3

∮
ds

s

dv

v

dw

wn+1 ũ(s)u(v)u(w)

×
∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1]
( s

w

) j (w

v

)k
. (92)

The summation can be performed using the following master formula

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1]ρ j θk

= 1 − θn+1

(1 − θ)(1 − ρ)(1 − θρ)
= 1 + θ + · · · + θn

(1 − ρ)(1 − θρ)
. (93)

This summation formula can be derived by many methods, for example, by noticing that

2min(n, j, k, n + j − k) = n + j − |k − n| − |k − j |, (94)

and performing brute force resummations of geometric series. The best way to understand it, however, is
essentially combinatorial in nature. The right-hand side of (93) can be rewritten as

(
1 + θ + · · · + θn

) ∞∑
m=0

ρm
(
1 + θ + · · · + θm

)
. (95)

The coefficient of ρ j θk in this expression is just the coefficient of θk in the product

(
1 + θ + · · · + θn

) (
1 + θ + · · · + θ j

)
. (96)

http://creativecommons.org/licenses/by/4.0/
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Counting the number of relevant pairings of powers of θ in the two polynomials of the product reproduces the
coefficient on the left-hand side of (93), thus verifying the summation formula.
Using (93), one can rewrite (92) as

i(n + 1)α̇n = 1

(2π i)3

∮
ds

s

dv

v
dw ũ(s)u(v)u(w)

w−(n+1) − v−(n+1)

(1 − s/v)(1 − s/w)(1 − w/v)
.

(97)

(One must have |s| < |v| and |s| < |w| in order for the sum to converge.) Multiplying by zn (with |z| < |v|
and |z| < |w|) and summing over n, one obtains after elementary simplification

i∂t ∂z(zu) = 1

2π i

∮
ds

s
ũ(s)

[
1

2π i

∮
dv

u(v)

(1 − s/v)(v − z)

]2
. (98)

Since by construction, the v-integration contour must not enclose any singularities of u, the integral inside the
square brackets is simply given by a sum of two residues, resulting in the complex plane representation we
have quoted in the main text:

i∂t ∂z(zu) = 1

2π i

∮
ds

s
ũ(s)

(
su(s) − zu(z)

s − z

)2
. (99)

B. A Few Summation Formulas

We assemble below the explicit summation formulas necessary for deriving (56–58) from (54). A crucial
feature of these expressions in our context is that all of them are proportional to (n + 1).

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1]|p|2 j = n + 1

(1 − |p|2)2 , (100)

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1] j |p|2 j = 2(n + 1)|p|2
(1 − |p|2)3 , (101)

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1]k|p|2 j = n(n + 1)

2(1 − |p|2)2 +
(n + 1)|p|2
(1 − |p|2)3 , (102)

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1] j2|p|2 j = 2(n + 1)|p|2
(1 − |p|2)3 +

6(n + 1)|p|4
(1 − |p|2)4 , (103)

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1]k2|p|2 j

= n(n + 1)(2n + 1)

6(1 − |p|2)2 +
(n + 1)2|p|2
(1 − |p|2)3 +

2(n + 1)|p|4
(1 − |p|2)4 , (104)

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1] jk|p|2 j = (n + 1)2|p|2
(1 − |p|2)3 +

3(n + 1)|p|4
(1 − |p|2)4 , (105)

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1] j2k|p|2 j

= (n + 1)2|p|2
(1 − |p|2)3 +

3(n + 1)(n + 3)|p|4
(1 − |p|2)4 +

12(n + 1)|p|6
(1 − |p|2)5 , (106)

∞∑
j=0

n+ j∑
k=0

[min(n, j, k, n + j − k) + 1] jk2|p|2 j
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= (n + 1)(2n2 + 4n + 3)|p|2
3(1 − |p|2)3 +

(n + 1)(3n + 7)|p|4
(1 − |p|2)4 +

8(n + 1)|p|6
(1 − |p|2)5 . (107)
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2979 (2015). arXiv:1304.2619 [math.AP]
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Abstract: Out-of-time-order correlators (OTOCs) that capture maximally chaotic prop-
erties of a black hole are determined by scattering processes near the horizon. This prompts
the question to what extent OTOCs display chaotic behaviour in horizonless microstate
geometries. This question is complicated by the fact that Lyapunov growth of OTOCs
requires nonzero temperature, whereas constructions of microstate geometries have been
mostly restricted to extremal black holes.

In this paper, we compute OTOCs for a class of extremal black holes, namely maxi-
mally rotating BTZ black holes, and show that on average they display “slow scrambling”,
characterized by cubic (rather than exponential) growth. Superposed on this average
power-law growth is a sawtooth pattern, whose steep parts correspond to brief periods
of Lyapunov growth associated to the nonzero temperature of the right-moving degrees of
freedom in a dual conformal field theory.

Next we study the extent to which these OTOCs are modified in certain “superstrata”,
horizonless microstate geometries corresponding to these black holes. Rather than an infi-
nite throat ending on a horizon, these geometries have a very deep but finite throat ending
in a cap. We find that the superstrata display the same slow scrambling as maximally
rotating BTZ black holes, except that for large enough time intervals the growth of the
OTOC is cut off by effects related to the cap region, some of which we evaluate explicitly.
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1 Introduction

The nature of the microstates of black holes in quantum gravity is a matter of ongoing
debate. Some take recent progress on recovering the Page curve of evaporating black holes
from semiclassical gravity [1–4] (see [5] for a review) as evidence that black hole microstates
have a smooth horizon and an interior region. Others are convinced that many or all black
hole microstates correspond to horizonless geometries (see [6] for a review), and point
to explicit constructions of increasingly large families of such geometries in string theory
(see e.g. [7]).

If black hole microstates correspond to horizonless geometries, one expects that ob-
servables computed in such geometries should approximately reproduce those computed
in the “naïve” black hole geometry. Nevertheless, sufficiently accurate computations or
measurements should be able to distinguish them. Examples include studies of the approx-
imate thermality of probes in ensembles of gravitational microstates [8, 9], an analogue
of Hawking radiation in special microstate geometries of a non-extremal black hole [10],
and the behaviour of retarded two-point functions in certain microstates of extremal black
holes [11].
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Figure 1. Schematic plot (based on [14]) of the expected behaviour of the normalized commutator
squared C(t) over time.

Black hole horizons have played a central role in recent connections between gravity and
quantum chaos. Out-of-time-order correlators (OTOCs) in holographic field theories in a
thermal ensemble display transient Lyapunov growth, with Lyapunov exponent equal to 2π
times the temperature [12]. Such systems have been argued to be maximally chaotic [13]. In
the dual gravitational description, the OTOC corresponds to a scattering process very close
to a black hole horizon. In contrast to quasinormal mode (QNM) decay, which depends on
what happens within a few Schwarzschild radii of the horizon, chaos probes what happens
at the horizon [14]. This makes it very interesting to investigate how OTOCs distinguish
between black hole geometries and horizonless microstate geometries.

An important complication is that so far constructions of microstate geometries that
closely resemble black holes have been mostly restricted to extremal black holes, which
are under better control due to supersymmetry. Such black holes have zero temperature,
which requires modification of the above discussion. While it would be interesting from
various points of view to have microstate geometries corresponding to non-extremal black
holes, constructing them is not an easy task. In the present paper, we will therefore extend
computations of chaos as measured by OTOCs to the case of certain extremal black holes
and associated microstate geometries.

To set the stage, we briefly review some aspects of quantum chaos and OTOCs, mainly
following [14]. In classically chaotic systems, neighboring phase space trajectories diverge
exponentially, ∂q(t)/∂q(0) ∼ exp(λt). Since ∂q(t)/∂q(0) = {q(t), p(0)}, this motivates
the study in quantum mechanics of commutators of operators at different times. More
specifically, one is interested in −〈[V (0),W (t)]2〉β , which we will refer to as the commutator
squared, and where β is the inverse temperature. As displayed in figure 1, in theories
with a chaotic semi-classical limit and for operators that commute at t = 0 this quantity
typically displays two exponential behaviours, namely transient Lyapunov growth followed
by saturation, where the latter is described by Ruelle resonances. Holographically, Ruelle
resonances correspond to quasinormal mode decay, also visible in two-point functions, while
the Lyapunov growth is due to near-horizon blueshifts, which manifest themselves in 2-to-2
scattering amplitudes that can be associated to OTOCs [15]. For times large compared
to the inverse temperature, the normalized commutator squared C(t) is simply given by 1
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minus the real part of the out-of-time-order correlator,

C(t) ≡ −〈[V (0),W (t)]2〉β
2〈V V 〉β〈WW 〉β

≈ 1− Re OTOC(t) (t� β) , (1.1)

where the normalized OTOC is defined as

OTOC(t) ≡ 〈V (0)W (t)V (0)W (t)〉β
〈V V 〉β〈WW 〉β

. (1.2)

This is due to the fact that contributions like 〈V (0)W (t)W (t)V (0)〉β can be interpreted
as the 2-point function of W (t) in a state created by acting with V (0) on the thermal
state; this state behaves thermally after one waits a few thermal times, so this contribution
factorizes.

In fact, the commutator squared contains more structure than shown in figure 1. In a
2d holographic Conformal Field Theory (CFT), if the conformal dimensions satisfy hW �
hV � 1 and the time is large compared to both the spatial separation and the inverse
temperature, the OTOC was computed in [16],

〈V (iε1, x)W (t+ iε3, 0)V (iε2, x)W (t+ iε4, 0)〉β
〈V (iε1, 0)V (iε2, 0)〉β〈W (iε3, 0)W (iε4, 0)〉β

≈

 1
1− 24πihW

ε∗12ε34c
e

2π
β

(t−|x|)


2hV

. (1.3)

Here c is the central charge, which is large, and

εij = i
(
e

2π
β
iεi − e

2π
β
iεj
)
. (1.4)

At sufficiently early times, one gets Lyapunov behaviour from the 1/c expansion,

〈V (iε1, x)W (t+ iε3, 0)V (iε2, x)W (t+ iε4, 0)〉β
〈V (iε1, 0)V (iε2, 0)〉β〈W (iε3, 0)W (iε4, 0)〉β

≈ 1 + 48πihWhV
ε∗12ε34c

e
2π
β

(t−|x|)
. (1.5)

Note that this exponential growth is suppressed by a prefactor that is small in the large-c
semi-classical limit. This growth will persist until it competes with the small prefactor at
the scrambling time

ts = |x|+ β

2π log |ε
∗
12ε34|c

48πhWhV
, (1.6)

which is the time at which the commutator squared, C(t), first becomes O(1).
After the scrambling time there is a region of oscillatory behaviour, which subsequently

decays away. This decay is also controlled by the Lyapunov exponent and occurs well be-
fore the quasi-normal regime. Nonetheless, at sufficiently late times one sees the faster
exponential quasi-normal mode decay in the tail of this decay. The details of this interme-
diate regime are described in more detail in appendix A and the behaviour of the OTOC
described by (1.3) is depicted in figure 2.

At very late times, the quasi-normal mode decay is expected to stop as the OTOC
cannot continue to decay forever in a unitary theory [17]. The result (1.3) was derived

– 3 –
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Figure 2. Behaviour of the normalized commutator squared in a 2d holographic CFT. In this
plot, hW

cε∗
12ε34

= exp(−24.5) and hV = exp(9).

assuming that only the contribution from the Virasoro conformal block of the identity is
important and this approximation is expected to breakdown at very late times [18–21].

To get a feeling for what to expect for extremal black holes, which involve zero tem-
perature, we first review what happens in vacuum. In [16] it was found that for infinite β
and t� |x|

〈V (iε1,x)W (t+iε3,0)V (iε2,x)W (t+iε4,0)〉
〈V (iε1,0)V (iε2,0)〉〈W (iε3,0)W (iε4,0)〉 ≈

 1
1− 24πihW

c(ε1−ε2)(ε3−ε4)(t−|x|)2

2hV

. (1.7)

At early times, we again see a period of growth suppressed by a small prefactor, 1
1− 24πihW

c(ε1−ε2)(ε3−ε4)(t− |x|)2

2hV

≈ 1 + 48πihV hW
c(ε1 − ε2)(ε3 − ε4)(t− |x|)2 . (1.8)

This result for the OTOC is qualitatively similar to the finite temperature case, except
that the exponential Lyapunov growth is replaced by quadratic growth in time. The link
between the OTOC and the commutator squared is now less straightforward, because
contributions like 〈V (0)W (t)W (t)V (0)〉 need not factorize at zero temperature.

In this paper, we will focus on maximally rotating BTZ black holes and some of their
microstate geometries. In the dual CFT, the left-movers are at zero temperature while
the right-movers are at finite temperature TR. To guide our expectations for computing
OTOCs in BTZ geometries, we refer to earlier studies of non-maximally rotating BTZ black
holes, including [22, 23], where Lyapunov growth alternates between the left and right-
moving temperatures [23] at small time scales, yet the overall growth is controlled by the
Bekenstein-Hawking temperature. These results cannot be applied directly to the extremal
case, since they assume the regime where t� β whereas β diverges in the extremal limit.
Yet our results are compatible with extrapolating their conclusion to our setting, since for
sufficiently high right-moving temperature one finds a small sawtooth-like modulation on
top of power law growth, where the steep parts of the sawtooth correspond to brief periods
of Lyapunov growth at the nonzero right-moving temperature. Nonetheless, on average
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the scrambling is slow. It is worth emphasizing that the sawtooth-like modulation is tied
to the compactness of the spatial direction of the dual CFT. In contrast, the results (1.3)
and (1.7) obtained in [16] were derived in the decompactified limit such that they do not
display such a sawtooth-like modulation.

In [24], the gravitational modes responsible for scrambling corresponding to the zero
left moving temperature and the non-zero right moving temperature were identified using
an effective action. However, as emphasised in [23], identifying the overall rate of growth
relevant for scrambling requires the detailed computation of the OTOC we present in this
work. The instantaneous Lyapunov exponent in rotating ensembles has been bounded
in [25]. Scrambling in BTZ has also been studied from the perspective of mutual informa-
tion in [26]. In the context of microstate geometries resembling maximally rotating BTZ
black holes, note that an interesting recent paper [27] has described a different kind of
Lyapunov behaviour associated to geodesic instability near photon spheres. This latter
Lyapunov exponent is related to quasi-normal decay [28], while the focus of our work is on
the Lyapunov growth displayed by OTOCs, which is of a different nature.

A method to compute OTOCs within AdS/CFT, which is based on the geodesic ap-
proximation to the propagation of bulk fields in asymptotically AdS spacetimes, has been
developed in [29]. We give a brief summary thereof in section 2. In practice, this method
requires one to consider a particle falling in from the earlier boundary insertion point of
the OTOC, together with the linearised gravitational shock wave that it sources. Similarly,
an outgoing particle reaching the later boundary insertion point needs to be considered.
Within the geodesic approximation, the OTOC is then determined by

OTOC ∼ eiδ, (1.9)

where the eikonal phase δ encodes the interaction of each particle with the gravitational
shock wave emitted by the other one. Compared to the original method put forward by
Shenker and Stanford [15] or follow up works such as [22, 23], this approach allows us to
work at zero temperature. The difference is that the original method makes the approxi-
mation, well motivated at finite temperature, that the shock wave propagates exactly on
the horizon. However, this approximation clearly does not apply in the vacuum where
there is no horizon. The applicability of the new approach summarized in section 2 to the
zero temperature case was demonstrated in [29] where the quadratic growth associated to
slow scrambling in vacuum was obtained, finding agreement with earlier CFT results [16].
Similarly, the results of [23] show that the shock wave diverges in the extremal limit when
the approximation of placing it on the horizon is made. Therefore, working with a method
valid at zero temperature which accurately computes the shock wave without making the
approximation of placing it on the horizon, is again crucial to the study of extremal BTZ
and microstate geometries which we initiate in this paper.

The gravitational scattering amplitude of highly energetic particles turns out to be
generically proportional to the corresponding center-of-mass energy. Hence, at finite tem-
perature a rough estimate of the time-dependence of an OTOC may be obtained by com-
puting this simple quantity; see also [30]. We will find that the story is more subtle in
the zero temperature case, nevertheless the center-of-mass energy gives useful intuition in
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Figure 3. The growth of the eikonal phase δ, related to the OTOC through (1.9), of two scalar op-
erators at a fixed spatial separation in extremal BTZ, computed within the geodesic approximation
(solid blue line). The growth is cubic on average and can be very well approximated by the func-
tional dependence depicted in orange (dashed), which scales as ∼ 4r2

+t
3

3π − 2r+
π t2 log (4r+t) + 2r2

+t
2.

On top of this average growth, we find a sawtooth-like modulation that starts with a quadratically
growing piece, followed by an exponential growth that catches up with the overall t3 growth. One
of the phases of t2 growth is depicted by superimposing the dashed green (dotted) line, obtained
by summing the quadratic contributions of a fixed 20 images. This figure is discussed in detail in
section 3.2.

instances where gravitational shock waves are difficult to compute, as is the case when the
source particles propagate in microstate geometries. In appendix B, we compute the center
of mass energy in rotating BTZ and find an early time period of power-law growth. This
early time period persists for longer and longer as we approach the extremal BTZ limit,
leading to slow scrambling.

In section 3 we provide a detailed holographic computation of the OTOC of scalar
operators within the geodesic approximation, in CFT states dual to maximally rotating
BTZ black holes. First, we review the properties of geodesics in this spacetime. Then
we consider the shock waves emitted by the scattered particles along their trajectories,
computed in appendix C. We deal with the angular periodicity in BTZ by first computing
the shock wave in the black brane geometry and then using the method images to find the
periodic solution. We find that a large but finite number of these images contribute to the
shock wave at any given time and that the number of images grows linearly with time. This
explains the divergence found when taking the zero-temperature limit of the result found
using the earlier approach — the late time approximation necessary to place the shock
wave on the horizon leads to a diverging sum over images. This sum over images yields
an enhancement factor in the strength of the gravitational interaction which, controlled
by the center-of-mass energy of the interaction, would otherwise have grown quadratically
with time. All in all, we find that the OTOC displays approximately cubic growth in
time, with a sawtooth-like modulation that alternates between quadratic and exponential
growth. In addition, the latter exponential Lyapunov growth is associated to the nonzero
right-moving temperature TR. This is displayed in figure 3. The scrambling associated to
scalar operators is therefore slow on average. In particular, for the scrambling time defined

– 6 –



J
H
E
P
0
3
(
2
0
2
1
)
0
2
0
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√
n a
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√
n b

AdS3AdS2×S1

BTZ ρtidal

Figure 4. Schematic representation of a spatial slice of the superstrata geometry described by
the metric (4.1). Each point in the picture corresponds to an S3 in the six-dimensional geometry.
Coming in from infinity, there is an asymptotic AdS3 × S3 region, followed by an AdS2 × S1 × S3

throat region which then ends in a smooth cap region. For geodesics falling in from a large radius
in the asymptotic region, the tidal forces are in danger of invalidating the geodesic approximation
at a radius ρtidal in the throat region.

as the time at which the eikonal phase δ becomes O(1), we obtain

ts '
(

c ε2

16hV hW

) 1
3

. (1.10)

Here, the time is expressed in units such that the spatial circle on which the boundary
CFT lives has unit radius and ε is a holographic regulator to be introduced in (3.3).

Next, in section 4, we turn to the microstate geometries studied in [7, 11]. We focus
on the (1, 0, n)-superstrata whose salient geometric features are described in section 4.1.
They are constructed from a BPS configuration of N1 D1-branes and N5 D5-branes. These
geometries have an asymptotic AdS3 × S3 × T 4 region. They closely approximate an
S3 × T 4 trivially fibred over an extremal BTZ outside of a cap region. In the cap region,
the fibration becomes non-trivial and the S3 pinches off in a smooth way. This allows
the geometry to smoothly end outside of the would-be horizon of extremal BTZ. This
geometry can be pictured by considering a spatial slice like that of figure 4. In extremal
BTZ, this spatial slice is comprised of a near-horizon AdS2 × S1 throat of infinite proper
length attached to the asymptotic AdS3 region. These microstates also exhibit a long
throat attached to an asymptotic region, but this throat is capped off at a finite proper
distance, before the would-be horizon is reached. These geometries are dual to a class of
states in a two-dimensional CFT with central charge c = 6N1N5 [7].

In section 4.4 we describe the first steps towards computing the OTOC within the
geodesic approximation in these microstate geometries. First, we study null geodesics with
zero angular momentum in order to understand what regions of the geometry are probed
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by the OTOC as a function of the time separation between the operator insertions on
the boundary. We find that for early times the interaction happens in the region of the
geometry well described by extremal BTZ and so we expect the OTOC to be well described
by the computations of section 3. At a time scale

tcap '
N1N5
TR

, (1.11)

the OTOC starts to probe the cap region of the geometry and so we expect it to strongly
deviate from the extremal BTZ answer. There are two main effects that will cause it to
deviate: the blueshift in the center-of-mass energy will stop increasing since the geodesics
cannot fall any further into the throat and the shock wave controlling the gravitational
interaction between the scattered geodesics will be modified by the presence of the cap.
These effects are discussed further in section 4.4.

Another effect can invalidate the geodesic approximation before either of these effects of
the cap manifest themselves. In [31], it was found that the tidal forces in the throat region
become Planckian well before the cap region. These tidal forces have been subsequently
studied in a number of works including [32–34]. The geodesic approximation requires that
the volume expansion of a particular congruence of geodesics be much smaller than the mass
of the particle, which will generically be violated in a region of large tidal forces. These
tidal forces become important, and are therefore in danger of invalidating the geodesic
approximation, at a time scale

ttidal '
√

πTR
π2T 2

R + 1 min(hV , hW )εN1N5 . (1.12)

We have not tried to compute the shock wave produced by these geodesics in the cap
region, since in any case the geodesic approximation does not hold in that region. Instead,
the exact bulk-to-boundary propagators would need to be combined with the bulk-to-bulk
graviton propagators to access the cap region, a computation we leave for future work.

The most relevant question for our purposes is whether the effects of the cap appear
before or after the scrambling time. Indeed, given (1.10) with the appropriate central
charge, we find that ts � ttidal for large black holes in the semi-classical limit as long as
the right-moving temperature is not too high

TR � min(hV , hW )
(
h2
V h

2
WN1N5
ε

) 1
3

. (1.13)

As long as this condition holds, we expect the commutator squared to stop growing well
before the interaction region reaches the part of the superstrata geometry where it deviates
from extremal BTZ. In this case, we do not expect the details of the cap to affect the
scrambling behaviour. They only come in far into the tail of the decay of the OTOC in
the details of how the commutator squared saturates. However, for sufficiently high right-
moving temperature, there does seem to be a regime where the effects of the cap will be felt
before the scrambling time. We are not aware of any limit on the parameter n appearing
in the superstrata solutions, which means that such large temperatures are allowed. This
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region of large temperature would be an interesting regime to probe more precisely with a
computation that goes beyond the geodesic approximation so that it can take into account
the effects of the cap.

In section 5, we collect a number of open problems and directions for future work.

Conventions. We work in units such that the AdS length `AdS = 1. The time coordinate
in terms of which we express the various time scales agrees with the time coordinate of the
dual CFT on a spatial circle with unit radius.

2 Geodesic approximation to the OTOC

We consider an asymptotically AdS background spacetime on which two massive Klein-
Gordon real scalar fields φV and φW propagate. We are interested in computing the
out-of-time-order correlator

OTOC ≡ 〈ψ|φV (X1)φW (X2)φV (X3)φW (X4)|ψ〉, (2.1)

where the insertion points X2, X4 lie in the future of X1, X3 or are spacelike-separated from
them. The state |ψ〉 corresponds to the background geometry on which the scalar fields
propagate. All insertion points are also taken to lie asymptotically close to the spacetime
conformal boundary in order to reproduce the OTOC of a dual conformal field theory. A
method based on the geodesic approximation has been developed in a previous paper [29],
which may be viewed as a position-space version of the one originally presented by Shenker
and Stanford [15]. It was similarly constructed as the overlap

OTOC = 〈out|in〉, (2.2)

between the in- and out-states

|in〉 ≡ φV (X3)φW (X4)|ψ〉, |out〉 ≡ φW (X2)φV (X1)|ψ〉. (2.3)

The operator φW (X4) used to create the in-state is represented on an early time slice Σ−
by free propagation backward in time using the advanced propagator. In the same way, the
operator φV (X1) used to create the out-state is represented on a late time slice Σ+ by free
propagation forward in time using the retarded propagator. Note that the choice of these
time slices is completely arbitrary and does not affect the end result. The overlap (2.2)
then equals the time-ordered transition amplitude

〈ψ|φV (X+)φW (X2)φV (X3)φW (X−)|ψ〉 ∼ eiδ, (2.4)

convoluted with boundary-bulk propagators encoding the backward and forward propaga-
tion in time described above. Within the geodesic approximation mV ,mW � 1 and the
high-energy (eikonal) regime GNs . 1, where s is the center-of-mass energy of the cor-
responding 2-to-2 scattering, the time-ordered amplitude (2.4) reduces to a simple phase
eiδ which we describe below in more detail. This whole construction, originally presented
in [29], is illustrated for the case of an extremal BTZ background geometry in figure 5. For
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φV (X3)

r
=
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r
=
r
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|in〉 = φV (X3)φW (X4)|BTZ〉

Σ−

φW (X4)

r
=

0

r
=
∞

φW (X−)

(a)

φV (X1)

r
=
r+

r
=
r
+

|out〉 = φW (X2)φV (X1)|BTZ〉

Σ+

φW (X2)

r
=

0

r
=
∞

φV (X+)

(b)

φV (X3)

r
=
r+

r
=
r
+

〈BTZ|φV (X+)φW (X2)φV (X3)φW (X−)|BTZ〉

φW (X2)

r
=
0

r
=
∞

φV (X+)

φW (X−)

(c)

Figure 5. Steps involved in the derivation of formula (2.5) for the OTOC written as the state
overlap 〈out|in〉, illustrated in the case where the background geometry is an extremal BTZ black
hole, i.e. |ψ〉 = |BTZ〉. (a)-(b) The operator φW (X4) (φV (X1)) used to create the in-state (out-
state) may be represented on the early (late) time slice Σ− (Σ+) by free propagation backward
(forward) in time. The slices Σ− and Σ+ are chosen to coincide with the past and future horizons,
respectively. (c) The state overlap 〈out|in〉 reduces to time-ordered transition amplitudes involving
all points X− ∈ Σ− ∩ J−(X4) and X+ ∈ Σ+ ∩ J+(X1).
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a more detailed description of the extremal BTZ geometry, we refer the reader to section 3,
where we apply the general method presented here to this particular background spacetime.
All in all, this construction yields the formula

OTOC = −4mWmV

ˆ
Σ−∩ J−(X4)

dΣ · kW ΨW (X2, X−)ΨW (X4, X−)∗

×
ˆ

Σ+∩ J+(X1)
dΣ · kV ΨV (X+, X3)ΨV (X+, X1)∗ eiδ, (2.5)

where J+(X1) (J−(X4)) denotes the causal future (past) of the insertion point X1 (X4).
In the geodesic approximation which we consider, boundary-bulk propagators appear-

ing in the above formula are given by

Ψ(X,Y ) ≡ 〈ψ|φ(X)φ(Y )|ψ〉 = A(X,Y )eimS(X,Y ), (2.6)

where the point X is assumed to lie in the causal future of the point Y , and with the phase
given by the action of a timelike geodesic going from Y to X with velocity k,

S(X,Y ) =
ˆ X

Y
dx · k. (2.7)

According to (2.5), each point X− (X+) within the time slice Σ− (Σ+) that can be con-
nected by a timelike geodesic to the future (past) insertion points X2, X4 (X1, X3) must be
considered. Finally, the eikonal phase shift δ encodes the gravitational interaction between
the outgoing geodesic going from X− to X2 and the ingoing geodesic going from X3 to
X+. The stress-energy tensor T Vµν of an ingoing V particle is the source of a gravitational
field hVµν that propagates and interacts with the outgoing geodesic, and conversely. For the
eikonal phase shift, this yields the formula [29]

δ = 1
4

ˆ (
hVµνT

µν
W + hWµνT

µν
V

)
+O(G2

N ). (2.8)

If it were not for the eikonal phase factor, the OTOC (2.5) would simply factorize into the
product of two boundary propagators,

〈ψ|φV (X1)φV (X3)|ψ〉= 2mV

ˆ
Σ+∩J+(X1)

dΣ·kV ΨV (X+,X3)ΨV (X+,X1)∗, (2.9a)

〈ψ|φW (X2)φW (X4)|ψ〉=−2mW

ˆ
Σ−∩J−(X4)

dΣ·kW ΨW (X2,X−)ΨW (X4,X−)∗. (2.9b)

Stress tensor and shock wave of a particle. The stress-energy tensor of a massive
particle with trajectory xµ(τ) and velocity kµ(τ) may be conveniently written [29]

Tµν = m√
−g

(
dx0

dτ

)−1

kµkν δ(x1 − x1(τ)) . . . δ(xd − xd(τ))
∣∣∣
x0=x0(τ)

. (2.10)

It sources a gravitational field which one may compute by solving the linearized Einstein’s
equations

Dlin hµν = 8πGN Tµν , (2.11)
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where Dlin is a differential operator whose definition involves the background geometry.
For a single particle source with arbitrarily high energy, hµν is known as a gravitational
shock wave. Although it is found by solving the above linearized Einstein’s equations, it is
usually also a nonlinear solution [35].

Ultraviolet regulators. We further restrict our attention to a configuration of infinites-
imally separated boundary insertion points of the form

Xµ
3 = Xµ

1 − εV ξ
µ, Xµ

4 = Xµ
2 − εW ξµ, (2.12)

where ξ is a future-directed timelike vector of our choice that is tangent to the conformal
boundary.1 The role of εV , εW is to avoid UV divergences due to the insertion of operators at
the same boundary points. When working in the limit of small UV regulators εW , εV � 1,
the WKB phases in the overlap formula (2.5) simply differ by

SV (X+, X3) = SV (X+, X1) + εV ξ · kV (X1) +O(ε2V ), (2.13a)
SW (X4, X−) = SW (X2, X−)− εW ξ · kW (X4) +O(ε2W ), (2.13b)

such that

ΨV (X+, X3)ΨV (X+, X1)∗ = |AV (X+, X1)|2 eimV εV ξ·kV (X1), (2.14a)
ΨW (X2, X−)ΨW (X4, X−)∗ = |AW (X4, X−)|2 eimW εW ξ·kW (X4). (2.14b)

Hence, the OTOC (2.5) simplifies to

OTOC = −4mWmV

ˆ
Σ−∩ J−(X4)

dΣ · kW |AW (X4, X−)|2 eimW εW ξ·kW (X4) (2.15)

×
ˆ

Σ+∩ J+(X1)
dΣ · kV |AV (X+, X1)|2 eimV εV ξ·kV (X1) eiδ.

It is customary to perform this integral by stationary phase approximation in the regime
of large field masses mV ,mW [15, 29].2

Early-time saddle point. If one is only interested in the early-time Lyapunov growth,
the eikonal phase can be neglected in determining the saddle point of the integral (2.15), and
one simply has to extremize the initial component velocities ξ ·kV (X1) and ξ ·kW (X4) over
the whole set of timelike geodesics connecting the boundary insertion points X1 and X4 to
the time slices Σ− and Σ+. We present a significant simplification in the determination of
the dominant pair of geodesics compared to the method used in a previous publication [29].
This new method highlights that the arbitrary choice of time slices Σ− and Σ+ does not
affect the location of the saddle, since they do not enter the determination process at any

1More precisely, X3 = exp (−εV ξ), where exp is the exponential map at the point X1.
2As we explain in section 3.1, the velocities kV,W of particles inserted at a radial Schwarzschild coor-

dinate r = ε−1 scale like O(ε−1) in the regime ε � 1. Thus, the stationary phase approximation to the
integral (2.15) holds within the regime mV,W εV,W � ε. Since εV,W and ε both act as UV regulators, it
is natural to consider them on the same footing, in which case the stationary phase approximation can be
performed within the regime of large field masses mV,W � 1.
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point. Instead of extremizing directly over the geodesic endpoints X− ∈ Σ− and X+ ∈ Σ+,
we equivalently extremize over their initial velocities kV and kW , respectively. Thus, we
need to determine the geodesic whose initial velocity kµ is an extremum of the ‘energy’
functional

Eξ ≡ ξ · k. (2.16)

Its variation with respect to the initial velocity is given by

δEξ = ξ · δk, (2.17)

which is required to vanish for all allowed velocity variations δkµ. In fact, the only restric-
tion on δkµ comes from the timelike condition k2 = −1, whose variation yields

k · δk = 0. (2.18)

From (2.17) and (2.18), we conclude that the initial velocity kµ is a saddle point of Eξ if

kµ ∝ ξµ, (2.19)

where we recall that ξ is the future-directed timelike vector introduced in (2.12), and the
normalization is easily found by imposing k2 = −1. The interpretation of this result is
clear: the initial velocity of the geodesic inserted at X3 (X4) must point towards X1 (X2).
Note that the same condition determines the saddle point of the two-point functions (2.9).
As a result, the normalized OTOC takes a particularly simple form,

〈φV (tin, x−)φW (tout, x+)φV (tin, x−)φW (tout, x+)〉
〈φV φV 〉〈φWφW 〉

≈ eiδ
∣∣∣
saddle

, (2.20)

where we have made implicit that all insertions happen arbitrarily close to the confor-
mal boundary. The pair of geodesics corresponding to the dominant saddle in (2.20) is
determined from the condition (2.19) on their initial velocity at the boundary insertion
points. In the limit where their insertion points are taken to the conformal boundary,
these geodesics become approximately null. This is also precisely the regime in which the
geodesic approximation to field propagation is most reliable and the gravitational field they
create takes the form of shock waves [29]. However, note that the parameter ε measuring
how close to the conformal boundary the operators are inserted, to be introduced in sec-
tion 3, acts as another UV regulator and cannot be taken to zero without introducing an
appropriate renormalization scheme. We will not attempt to do this in the present paper.

The above approximation scheme breaks down in the regime where the eikonal phase
shift itself significantly contributes to the determination of the dominant saddle of the
integral (2.5), i.e., when δ � 1. Since δ is a growing function of time, which we describe in
the next paragraph, this usually happens for late enough times. In particular, the quasi-
normal decay of an OTOC (if it happens at all) lies within this late-time regime [15]. We
refer the reader to appendix A for further comments and details on the treatment needed
in order to describe the quasi-normal decay of OTOCs.
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Early-time Lyapunov growth. Computation of OTOCs in the early-time regime
through formula (2.20) instructs one to consider the stress tensor and gravitational field as-
sociated to one pair of highly energetic geodesics reaching the associated boundary insertion
points, and to evaluate the eikonal phase shift (2.8) encoding their gravitational interac-
tion. In the context of non-rotating BTZ black holes, it has been previously found that
the latter scales with the center-of-mass energy s of the 2-to-2 particle scattering [15, 30]

δ ∼ GNs, (2.21)

where

s = − (mV kV +mWkW )2 ≈ −2mVmW kV · kW , k2
W = k2

V = −1. (2.22)

The exponential Lyapunov growth originates from the exponential blueshift experienced
by these particles in the neighborhood of a black hole. Indeed, one has

kV (t∗) ∼ eκ(t∗−tin) kV (tin), kW (t∗) ∼ eκ(tout−t∗) kW (tout), (2.23)

where t∗ is the time of interaction and κ is the surface gravity of the black hole background.
Hence, one generically finds

δ ∼ GNs ∼ GNmWmV e
κ(tout−tin), (2.24)

which yields an exponential growth in the commutator squared, with Lyapunov exponent

λL = κ = 2π
β
. (2.25)

This simple reasoning is useful to estimate the exponential Lyapunov growth, but is in no
way rigorous nor accurate. As an example, it has been shown that (2.25) only holds on
average in the context of non-maximally rotating BTZ black holes [23].

The above description does not apply to states at zero temperature β →∞, however.
In the case of empty AdS dual to the CFT ground state, it has been shown that the eikonal
phase δ grows quadratically with time [29], finding agreement with earlier results obtained
by CFT techniques [16]. This sort of polynomial growth has been associated to a form of
slow scrambling, in contrast to fast scrambling in case of exponential growth. In this paper
we focus on extremal black holes to which a zero temperature is also associated. We study
the case of a maximally rotating BTZ black hole in section 3, and show that the growth in
time of the eikonal phase alternates between quadratic and exponential — with Lyapunov
exponent associated to the nonzero ‘right-moving’ temperature. On average, the growth is
cubic so that the scrambling may be qualified as slow. We will phrase this latter result in
terms of the center-of-mass energy of the corresponding 2-to-2 particle scattering together
with the topology of the black hole. We turn to superstratum microstate geometries in
section 4, and point to the various effects that potentially distinguish the behaviour of the
eikonal phase and OTOC, compared to the case of an extremal BTZ geometry.
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3 OTOC in extremal BTZ

We now focus on the OTOC computation in the particular case of maximally rotating BTZ
black holes. The latter being extremal and therefore having zero temperature, we expect
additional subtleties compared to the computation of OTOCs in non-extremal BTZ black
holes [15, 22, 23, 29].

The exterior region of extremal BTZ is commonly described using Schwarzschild coor-
dinates (t, r, ϕ) with metric3

ds2 = `2AdS

[
−
(
r2 − 2r2

+

)
dt2 + r2 dr2(

r2 − r2
+
)2 − 2r2

+ dtdϕ+ r2 dϕ2
]
, (3.1)

where the angular coordinate is periodically identified, ϕ ∼ ϕ+2π. The black hole horizon
lies at r = r+ while a timelike singularity lies at r = 0. The AdS conformal boundary
lies at r → ∞, has cylinder topology and is covered by the coordinate system (t, ϕ). The
Penrose diagram of extremal BTZ is displayed in figure 5. See [37, 38] for thorough reviews
of three-dimensional BTZ black holes. In what follows, we will display time scales in terms
of the time coordinate t, which is also the time coordinate of the dual CFT with a spatial
circle of unit radius.

Being extremal, this black hole has zero Bekenstein-Hawking temperature. However,
because it corresponds to a rotating ensemble, one can associate distinct temperatures to
right- and left-moving modes,

TL = 0, TR = r+
π
. (3.2)

In particular, right-movers are at nonzero temperature. Extrapolating earlier results found
in the case of non-maximally rotating BTZ black holes [22, 23], we can expect that the
OTOC of scalar operators alternates between a polynomial growth associated to a zero left-
moving temperature TL and an exponential growth associated to a nonzero right-moving
temperature TR. We will show in section 3.2 that this is indeed the case.

We specify the coordinates of the boundary insertion points X1 and X2 of the OTOC
as follows:

t1 ≡ tin, ϕ1 ≡ ϕin, r1 = ε−1, (3.3)
t2 ≡ tout, ϕ2 ≡ ϕout, r2 = ε−1. (3.4)

Here, we consider ε� 1 as a holographic regulator measuring how close to the conformal
boundary operators are inserted. The specification of the other two boundary insertion
points X3 and X4 is made through a choice of point-splitting regulator ξ of the type (2.12),
which we make in such a way that both ingoing and outgoing geodesics connecting the
above insertion points have zero angular momentum. This is always possible to achieve,
and we leave the expression of ξ implicit. Following the geodesic approximation described
in section 2, the computation of the OTOC at early times δ . 1 (see section 2) amounts

3Useful formulae may be found in [36].
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to the evaluation of the eikonal phase factor (2.8) encoding the gravitational interaction
of the two geodesics. As we will show, the energy E of the associated particles scales like
E ∼ ε−1 such that, in the limit ε→ 0, they follow null trajectories.

3.1 Highly energetic particles

Evaluation of the OTOC through the geodesic approximation scheme presented in section 2
requires one to consider the ingoing timelike geodesic connecting the insertion point
(ε−1, tin, ϕin), with initial velocity kµ proportional to the point-splitting regulator ξµ

as shown in (2.19). The outgoing timelike geodesic connecting the insertion point
(ε−1, tout, ϕout) has to be considered similarly. We start by showing that at leading or-
der in ε � 1, we can switch to a description in terms of null geodesics. We then give
the expressions of the stress tensor and gravitational shock wave associated to each one of
these null geodesics, which will be needed in section 3.2 in order to compute the eikonal
phase and OTOC.

Timelike geodesics. A timelike geodesic with velocity kµ = ẋµ = dxµ/dτ has conserved
energy4 E and angular momentum L associated to the Killing vectors ∂t and ∂ϕ of the
extremal BTZ metric (3.1),

E = −(∂t)µkµ, L = (∂ϕ)µkµ, k2 = −1. (3.5)

In terms of these conserved quantities, the radial velocity of a timelike geodesic satisfies [39]

r2ṙ2 = −(r2 − r2
+)2 +

(
E2 − L2

)
r2 + 2

(
L2 − EL

)
r2

+. (3.6)

The choice of point-splitting regulator ξµ determines the velocity kµ of the geodesics at
the insertion points. Since ξµ is tangent to the (cutoff) boundary, the latter necessarily
has vanishing radial component, ṙ = 0. In addition, we choose the orientation of ξµ in
such a way that these geodesics also have zero angular momentum L = 0. Plugging these
requirements into (3.6), we find the value of the energy,

E = ε−1
(
1− ε2r2

+

)
. (3.7)

In the limit ε → 0 where the insertion points are taken to the conformal boundary, the
energy of these geodesics simply diverges and their trajectories coincide with those of the
corresponding null geodesics; see also [29]. In the following, we work at leading order
in ε � 1, at which we can simply approximate the trajectories of the highly energetic
particles of interest by null geodesics with energy E = ε−1 and angular momentum L = 0.
We switch to this leading order approximation in what follows.

Null geodesics and shock waves. We thus restrict our attention to null geodesics. In
terms of the null velocity kµ, the conserved energy and angular momentum are

E = −(∂t)µkµ, L = (∂ϕ)µkµ, k2 = 0. (3.8)
4Following the choice of normalization k2 = −1, E and L are the conserved energy and angular momen-

tum per unit mass.
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The null geodesic equations are then given by [39]

ṫ = Er2 − Lr2
+(

r2 − r2
+
)2 , (3.9a)

ϕ̇ = Er2
+ + L(r2 − 2r2

+)(
r2 − r2

+
)2 , (3.9b)

r2ṙ2 =
(
E2 − L2

)
r2 + 2

(
L2 − EL

)
r2

+. (3.9c)

To describe the ingoing geodesic, it is convenient to define retarded coordinates (r, v, φ)
through

t = v + r

2
(
r2 − r2

+
) − 1

4r+
ln r − r+
r + r+

, (3.10a)

ϕ = φ+ v + r

2
(
r2 − r2

+
) + 1

4r+
ln r − r+
r + r+

, (3.10b)

such that the extremal BTZ metric becomes

ds2 = 2drdv + 2
(
r2 − r2

+

)
dφdv + r2dφ2. (3.11)

In these coordinates, the coefficient of dφdv vanishes at the horizon so that these coordinates
give the co-rotating frame for infalling particles at the horizon. In retarded coordinates,
the ingoing geodesic of interest with E = ε−1 and L = 0 takes a particularly simple form.
By differentiating equations (3.10a) and (3.10b) and using the negative root of (3.9c) for
ṙ, one finds that its velocity is purely radial,

kV = −ε−1∂r, (3.12)

such that its trajectory is

v(r) = vin = tin, φ(r) = φin = ϕin − tin. (3.13)

From (2.10), its stress tensor has only one non-trivial component,

T rrV = −mV ε
−1

√
−g

δ (v − vin) δ (φ− φin) . (3.14)

On the other hand, the velocity of the outgoing geodesic with E = ε−1 and L = 0 is

kW = ε−1
(

2r2∂v(
r2 − r2

+
)2 + ∂r −

2∂φ
r2 − r2

+

)
, (3.15)

while its trajectory can be found by integrating the velocity and can be parametrized by

v(r) = tout −
r

r2 − r2
+

+ 1
2r+

ln r − r+
r + r+

, (3.16a)

φ(r) = ϕout − tout −
1
r+

ln r − r+
r + r+

. (3.16b)
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Retarded coordinates are well suited to compute the term hWµνT
µν
V in the eikonal phase (2.8),

due to the simple form of the stress tensor (3.14). On the other hand, to compute the other
term hVµνT

µν
W in (2.8), it is more convenient to turn to the advanced coordinate system

(r, u, φ′) defined through

t = u− r

2
(
r2 − r2

+
) + 1

4r+
ln r − r+
r + r+

, (3.17a)

ϕ = φ′ + u− r

2
(
r2 − r2

+
) − 1

4r+
ln r − r+
r + r+

. (3.17b)

In the following we focus on the hWµνT
µν
V = hWrrT

rr
V contribution. We have checked that, as

in previous work [15], this is also equal to the hVµνT
µν
W contribution.

The relevant component of the shock wave sourced by the outgoing particle is computed
in appendix C and is obtained from (C.17),

hWrr = −4πGNmW

r2
+ε

∑
n∈Z

f (r+∆v, r+(∆v + ∆φn)) δ (r − r0(v, φ)) Θ(−∆φn)Θ(2∆v + ∆φn),

(3.18)
with

r0(v, φ) = 1
2∆v + ∆φn

− r+ coth (r+∆φn) , (3.19)

and

f(t, x) ≡

(t+ x)2 , t+ x < sinh(t− x) ,
sinh2(t− x) , t+ x ≥ sinh(t− x) ,

(3.20)

where ∆v = vout − v, ∆φn = φout − φ + 2πn and Θ denotes the Heaviside function. Note
that, due to the φ-direction being periodic, the shock wave includes the contribution of
many ‘images’ of the outgoing geodesic, appearing in (3.18) through the summation over
n ∈ Z. The shock wave of a single image geodesic has support on a surface determined by
the Dirac delta function and the Heaviside functions in (3.18), in such a way that a given
bulk point (v, r, ϕ) lies at most on a finite number of shock wave images. Indeed, for fixed
values of the coordinates, only a finite number of images satisfy −2∆v ≤ ∆φn ≤ 0.

3.2 Eikonal phase

With the analysis of the previous section, we are in a position to compute the eikonal
phase (2.8). Using (3.14) and (3.18), we find

δ = 1
4

ˆ √
−g

(
hVµνT

µν
W + hWµνT

µν
V

)
= 2πGNmVmW

r2
+ε

2

∑
n∈Z

|∆ϕn|≤∆t

f(r+∆t, r+∆ϕn) , (3.21)

with ∆t = tout − tin and ∆ϕn = ϕout − ϕin + 2πn. Note that in terms of the boundary
coordinates (t, ϕ), the condition −2∆v ≤ ∆φn ≤ 0 on the sum translates to |∆ϕn| ≤ ∆t.
Thus boundary causality determines which images should be included in the sum. Figure 6
displays the level sets of the eikonal phase. In figure 6 (a), we see the contribution of the first
image. The orange line tracks the cusp in the eikonal phase, and corresponds to boundary
insertions such that the dual particles collide in the bulk. The distinct accumulation of
contour lines on each side of this orange line is due to the piecewise behaviour of the
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Figure 6. Contour plots of the eikonal phase δ(∆ϕ,∆t) in extremal BTZ, for r+ = 1, and where
the nth contour level is given by a cubic function (cn + d)3 with c = 10−7 and d = 10−7 in (a)
and (cn + d)3 with c = 10−7 and d = 15 · 10−7 in (b). A cubic function would therefore have
equidistant contour lines. (a) At small times, a single image contributes to the eikonal phase. The
orange line characterizes the spatial separation for which δ is maximal at a fixed time separation,
which corresponds to the boundary insertions for which the two geodesics cross with zero impact
parameter in the bulk. On the right of this line, the growth as a function of time is exponential,
while on the left there is power law growth. (b) The contour plot is extended for larger time
separations, involving multiple images, while highlighting the physical domain ∆ϕ ∈]− π, π]. The
behaviour of the eikonal phase along the vertical and horizontal dashed lines are shown in figures 3
and 7, respectively.

function f(t, x) defined in (3.20), which is quadratic on the left and exponential on the
right. Figure 6 (b) shows the full result which involves a sum over images. The fictitious
region from which ‘image particles’ are emitted is represented in lighter colors, while the
physical periodic region corresponding to ∆ϕ ∈ ]−π, π] is brighter, with ∆ϕ = ϕout − ϕin.

The time-dependence of the eikonal phase is easier to visualize from figure 3, which
corresponds to the dashed vertical cut of figure 6. To properly understand the various
features that appear, it is useful to further analyze the result (3.21). Consider the sum
appearing in (3.21). It can be split into two elementary sums according to the two cases
of the piecewise function,

∑
n∈Z

|∆ϕn|≤∆t

f(r+∆t, r+∆ϕn) = I+II , (3.22)

I=
bn∗c∑

n=−b∆t+∆ϕ
2π c

r2
+(∆t+∆ϕ+2πn)2 , II=

b∆t−∆ϕ
2π c∑

n=dn∗e
sinh2 [r+(∆t−∆ϕ−2πn)] , (3.23)
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where n∗ is the real number at which the transition between the two cases occurs, and
satisfies

r+(∆t+ ∆ϕ+ 2πn∗) = sinh [r+(∆t−∆ϕ− 2πn∗)] . (3.24)

These sums are simple to evaluate, but the full expression is a bit involved so we will not
write it out in full here. We will focus instead on the behaviour in the late time regime.
The transition point n∗ can be approximated in the large ∆t� 1 regime by,

2πn∗ = ∆t−∆ϕ− log(4r+∆t)
r+

+O

(
log(r+∆t)
r2

+∆t

)
. (3.25)

Using this approximation along with the fact that bxc = x− (x mod 1), we obtain

δ= 4πGNmVmW

ε2

2∆t3

3π −
∆t2 log(4r+∆t)

πr+
(3.26)

+

1−

[(
∆t−∆ϕ− log(4r+∆t)

r+

)
mod 2π

]
π

+2e
2r+
[(

∆t−∆ϕ−
log4r+∆t

r+

)
mod 2π

]
e4πr+−1

∆t2+O(∆t)

 .
Average slow scrambling. The average growth of the eikonal phase for times ∆t� 1 is
well described by equation (3.26). In particular, it is cubic up to subleading contributions.
One of these subleading contributions is of the form (periodic function)×∆t2, which sug-
gests a sawtooth-like behaviour around this average cubic growth. Indeed, we can observe
in figure 3 that the average value of the eikonal phase follows the cubic orange dashed line,
with sawtooth-modulation around this cubic growth. The scrambling time ∆ts defined as
the time at which δ ∼ 1, is inferred from this average cubic growth,

∆ts '
(

3ε2

8GNmVmW

) 1
3

=
(

c ε2

16hV hW

) 1
3

. (3.27)

The second equality gives the expression of the scrambling time in terms of CFT quantities,
namely the central charge c = 3

2GN and the conformal weights 2hV,W ≈ mV,W � 1 and
reproduces (1.10) from the introduction.

The average cubic growth could have been obtained in a much simpler fashion by
considering the dependence of the center-of-mass energy of the scattered particles on the
time separation of their boundary insertion points, together with the angular periodicity of
the background spacetime leading to contributions from multiple image particles. Indeed,
the center-of-mass energy s associated to the scattering of the two null geodesics with
momentum (3.12) and (3.15) and colliding at r = r∗ is proportional to

kV · kW = − 2r2
∗

ε2(r2
∗ − r2

+)2 . (3.28)
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From the trajectories of the geodesics given by (3.13) and (3.16), one can relate r∗ to the
time separation of the boundary points,

∆t = tout − tin = r∗
r2
∗ − r2

+
− 1

2r+
ln r∗ − r+
r∗ + r+

. (3.29)

At late times, the geodesics scatter close to the horizon so that the separation is given at
leading order by

∆t = 1
2(r∗ − r+) +O

(
ln
(
r∗
r+
− 1

))
, (3.30)

such that the center-of-mass energy scales like

kV · kW = ε−2

2(r∗ − r+)2 +O

((
r∗
r+
− 1

)−1
)
≈ 2ε−2∆t2 . (3.31)

Hence, the center-of-mass energy of the particle scattering grows quadratically with ∆t.
The discrepancy between this estimate and the cubic growth found from (3.26) is explained
by the angular periodicity of the solution. Indeed, the number n of image particles con-
tributing to the sum (3.22) actually grows linearly with time. Equivalently, the two physical
scattered particles are seen to circle around the black hole and the number of times they
meet grows linearly with ∆t. In summary, the average cubic growth of the eikonal phase
δ may be inferred from the quadratic growth of the center-of-mass energy s together with
the linear growth in the number of particle images.

Sawtooth pattern. We would now like to understand the sawtooth pattern appearing
on top of the average growth in figure 3. For this it is useful to analyze (3.22) in more
detail. The two sums, I and II, have very different behaviours. First, we note that for
∆t� 1 the range of n in I scales as ∆t/π whereas in II it scales as r−1

+ log(4r+∆t). Since
the summand in I is a O(∆t2) polynomial, a sum over ∆t terms leads to a ∆t3 scaling. On
the other hand, the summand in II is exponential and so its scaling is controlled by the
largest term at n = dn∗e. The logarithmic term in n∗ leads to an overall ∆t2 growth for
this sum,

sinh2 [r+(∆t−∆ϕ− 2πdn∗e)] ∼ 4r2
+∆t2e−4πr+e

2r+
[(

∆t−∆ϕ− log 4r+∆t
r+

)
mod 2π

]
. (3.32)

This explains why I dominates the overall value of the eikonal phase.
Let us now consider the sum I in more detail. On small time intervals, this sum has

a fixed number of terms, each contributing an O(∆t2) growth, so it exhibits quadratic
growth. An example of such quadratic growth is represented by the dotted green line in
figure 3. On larger time scales, the number of terms jumps discretely as additional images
are included, and grows on average as O(∆t). Thus the locally quadratic but overall cubic
growth comes from a behaviour that can be schematically written as

I ∼ b∆tc∆t2 . (3.33)
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A sawtooth pattern appears because both sums compete in the time derivative of the
eikonal phase. First, note that the bounds of the sums involve floors such that they are
mostly constant except for discontinuities when a new image must be included. Therefore,
except at these cusps in δ, a time derivative only acts on the summands. This means
that the time derivative of the sum I is reduced to O(∆t2), at which order it will have to
compete with the time derivative of II. Indeed,

dδ

d∆t ∼
4GNmVmW

ε2

1+4πr+
e

2r+
[(

∆t−∆ϕ− log4r+∆t
r+

)
mod 2π

]
e4πr+−1

∆t2+O(∆t) , (3.34)

where the two terms in parentheses come from the two sums, respectively. The relative
size of the two terms changes depending on whether we look right before or after the cusp.
These correspond to whether

[ (
∆t−∆ϕ− log 4r+∆t

r+

)
mod 2πR

]
is just below 2π or just

above 0, respectively,

dδ

d∆t = 4GNmVmW

ε2


(
1+ 4πr+

1−e−4πr+

)
∆t2+O(∆t) ,

[(
∆t−∆ϕ− log4r+∆t

r+

)
mod 2π

]
. 2π ,(

1+ 4πr+
e4πr+−1

)
∆t2+O(∆t) ,

[(
∆t−∆ϕ− log4r+∆t

r+

)
mod 2π

]
& 0 .

Right before the cusp, the contribution to the derivative from II is biggest since 4πr+
1−e−4πr+ >

1 for r+ > 0. Conversely, right after the cusp, the contribution to the derivative from I is
biggest since 4πr+

e4πr+−1 < 1 for r+ > 0. At r+ = 0 the two terms become equal, as we return
to the vacuum answer. The sawtooth is sharpest when r+ is large and there is a sharp
hierarchy between the two contributions.

The cross-over between the two behaviours, seen in figure 7, occurs when the two terms
in (3.34) are equal, i.e.[(

∆t−∆ϕ− log 4r+∆t
r+

)
mod 2π

]
= π + 1

2r+
log

(sinh(2πr+)
2πr+

)
, (3.35)

such that the part of the sawtooth with exponential growth decreases as r+ increases. This
is compatible with the fact that the rate of exponential growth is 2r+ and so when r+ is
increased the same amount of catch-up growth to interpolate between the local quadratic
and overall cubic growth can be achieved in a shorter time.

The OTOC in non-maximally rotating BTZ. We would also like to comment on a
connection with previous work which has studied the OTOC in rotating ensembles [22, 23].
In those works the OTOC was computed by multiplying the center-of-mass energy with a
shock wave profile computed by assuming that the scattering occurs on the horizon. In the
finite temperature case, this is a good approximation in the regime ∆t � β. However, in
the extremal limit, this shock wave profile (denoted f(φ) in [22] and h(φ) in [23]) diverges.
This can be seen by looking at equation (5.17) in [23] for example. This is why in our
approach, it was important that we did not approximate the shock wave by putting it on
the horizon in the description of the gravitational scattering. Nonetheless, the shock wave
profile from [23] can be regulated by subtracting a term that diverges in the near extremal
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Figure 7. The spatial dependence of the eikonal phase in extremal BTZ at r+ = 1, for a fixed time
separation, ∆t � 1, corresponding to the horizontal dashed line in figure 6. The time separation
has been chosen such that the cusp would be on the edges ∆ϕ = ±π. The cross-over between the
exponential and power-law behavior is also visible in this figure, with the location of the trough
given by (3.35). The ϕ-dependence of the eikonal phase is encoded in the subleading O(t2) terms
of (3.26). Up to a redefinition φ → ∆t − ∆ϕ − log 4r+∆t

r+
, this precisely matches the shape of the

shockwave in the extremal limit in [23], after substracting the divergent piece (although the latter
shockwave is a priori only valid for t� β →∞).

limit, yet is constant in ∆t and ∆ϕ.5 The regulated shock wave then corresponds to the
terms of O(∆t2) in parentheses in (3.26). This regulated shock wave does not help with
computing the leading growth of ∆t3 in (3.26), which arose from the sum of an interaction
of strength O(∆t2) over ∆t images. The number of images is controlled by how deep the
interaction happens in the bulk and taking the approximation that the scattering happens
on the horizon would correspond to including an infinite number of these images. Since
in the extremal case the shock wave has a power-law tail, this cutoff regulating the sum
over images is important to track. On the other hand, the sawtooth pattern on top of this
overall growth, contained in the O(∆t2) term, does correspond to considering the regulated

5Using the conventions of (5.17) in [23], in the near extremal limit,

h(φ) ' 1
2π(r+ − r−) + 1

2

(
1− (φ mod 2π)

π
+ 2e2r+(φ mod 2π)

e4πr+ − 1

)
+O (r+ − r−) .

Notice that this matches the O(∆t2) term in parentheses in (3.26) up to the replacement φ→ ∆t−∆ϕ−
log(4r+∆t)

r+
. The constant factors multiplying the parentheses can be understood by comparing the relevant

conventions and using the expression (3.31) for the center-of-mass energy in extremal BTZ. The variable φ
in that work corresponded to a co-rotating coordinate. In the extremal limit, that co-rotating coordinate
becomes null. Similarly, the expression ∆t−∆ϕ− log(4r+∆t)

r+
appearing in our result can be thought of as

a type of co-rotating coordinate slightly regulated so that it does not become null in the extremal limit.
This is also related to the retarded coordinates defined in (3.10), where an additional logarithmic term was
required compared to the similar coordinates in the non-extremal case. This term was required to ensure
that a radially infalling null geodesic stays at constant φ. Alternatively, it can be understood as the term
required for the infalling coordinates to be co-rotating at the horizon rather than at the boundary. Notice
that the dϕdt term is subleading at the conformal boundary in (t, r, ϕ) coordinates, (3.1), whereas the dφdv
vanishes at the horizon in (v, r, φ) coordinates, (3.11).
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extremal limit of the shock wave computed on the horizon in the non-extremal geometry
times the center-of-mass energy of two colliding geodesics in extremal BTZ. The spatial
dependence of the eikonal phase, which coincides with the dependence of the shockwave,
is displayed in figure 7.

4 Microstate geometries

We have seen above that the OTOC can be computed within a WKB approximation
by studying the exchange of a gravitational shock wave between two boundary anchored
geodesics. The strength of the interaction was controlled by the energy of the interacting
geodesics in the center-of-mass frame. The form of the gravitational shock wave also played
an important role in controlling the sum over images that appears due to the periodic spatial
direction on the boundary.

In this section, we will consider a family of three-charge microstate geometries con-
structed in [7, 40]. These are 10-dimensional IIB supergravity solutions reduced to 6
dimensions on a T 4 dual to BPS states of N = 4 SYM. These geometries have the form of
a 3-sphere fibred over an extremal BTZ black hole. At large radial coordinate of the BTZ
base, they approach an asymptotic AdS3 × S3. At intermediate radii they have a throat
region which approximates the AdS2 × S1 × S3 characteristic of the near horizon region of
extremal BTZ. However at small radius, the throat region ends in a smooth cap at a finite
proper distance.

In section 4.1, we introduce the metric of these geometries. In section 4.2, we discuss
the black hole limit of the superstrata and how the quantities derived in this section can
be compared to the computations in extremal BTZ black holes. In section 4.3, we study
null geodesics in the superstrata, which will be required to compute the OTOC within the
WKB approximation. In section 4.4, we use these results to discuss how the presence of
the cap potentially modifies the behaviour of the OTOC in different regimes and identify a
time scale where our geodesic approximation breaks down due to tidal forces. We find that
these effects only become relevant after the time scale associated with scrambling when the
commutator squared becomes O(1).

4.1 (1,0,n) superstrata

The superstrata are solutions of six-dimensional supergravity, with metric given by [11]

ds2
6 =

√
Q1Q5Λ

[
dρ2

ρ2+a2−
F1(ρ)

a2(2a2+b2)2F2(ρ)

(
dt−dϕ+ a2(a4+(2a2+b2)ρ2)

F1(ρ) (dt+dϕ)
)2

+ a2ρ2(ρ2+a2)
F1(ρ) (dt+dϕ)2+dθ2+ 1

Λ2 sin2 θ

(
dφ1−

2a2

(2a2+b2)dt
)2

+F2(ρ)
Λ2 cos2 θ

(
dφ2−

1
(2a2+b2)F2(ρ)

[
−2a2dt+b2F0(ρ)(dt−dϕ)

])2
]
,

(4.1)
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where ϕ goes around an S1 with periodicity ϕ ∼ ϕ + 2π. We have made the coordinate
redefinition t → Ryt and y → Ryϕ compared to the notation in [11]. This eliminates the
parameter Ry from their solution in order to be consistent with the conventions used in
the previous section. The following functions enter the above metric:

F0(ρ) = 1− ρ2n

(ρ2 + a2)n , (4.2a)

F1(ρ) = a6 − b2(2a2 + b2)ρ2F0(ρ) , (4.2b)

F2(ρ) = 1− a2b2

2a2 + b2
ρ2n

(ρ2 + a2)n+1 , (4.2c)

Λ =
√

1− a2b2

2a2 + b2
ρ2n

(ρ2 + a2)n+1 sin2 θ . (4.2d)

In addition to the metric, there are various other supergravity fields turned on which we
will not need here.

The superstrata solution is specified by the 3 parameters (a, b, n). There are a number
of conserved charges in supergravity which have non-zero values in this solution. The D-
brane charges Q1 and Q5 only appear in the metric in the combination Q1Q5, which is
fixed in terms of the parameters of the superstrata solution by the regularity condition

Q1Q5 =
(
a2 + 1

2b
2
)
. (4.3)

This solution also has momentum charge along the S1 parametrized by ϕ and angular
momentum JL = JR = J in planes that straddle both the BTZ and S3 parts of the
fibration. These charges are given by

QP = 1
2b

2 , J = 1
2Na

2 , N = Vol(T 4)
`810

, (4.4)

where Vol(T 4) is the normalised volume of the T 4 as defined in [11] and `10 is the 10-
dimensional Planck length. An effective 6-dimensional Planck length can be introduced

`46 ≡
`810

Vol(T 4) , (4.5)

in terms of which

J = a2

2`46
. (4.6)

These supergravity solutions have well understood CFT duals which are described
in [7, 11]. Their central charge is controlled by two quantised numbers N1 and N5 corre-
sponding to the number of units of D-brane charge in the supergravity solution. We will
not discuss these CFTs in detail here except to note that the supergravity charges Q1,5 are
related to the central charge of the CFT by

c = 6N1N5 = 6Q1Q5
`46

. (4.7)
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Note that we can also relate the central charge to the three-dimensional Newton constant
through the Brown-Henneaux formula [41],

c = 3
2GN

. (4.8)

4.2 Black hole limit of the superstrata

We now study the a → 0 limit of the superstrata, where it approaches the extremal BTZ
black hole. This allows the parametrization of the superstrata used so far to be related to
r+ parametrizing the extremal BTZ black hole.

In the limit a→ 0, the metric (4.1) becomes

ds2 =
√
Q1Q5

[
dρ2

ρ2 −
2ρ2

b2
(dt2−dϕ2)+n(dt−dϕ)2+dθ2+sin2 θdφ2

1+cos2 θdφ2
2

]
. (4.9)

To make contact with the extremal BTZ black hole in the form (3.1), one can use the
regularity condition (4.3) and the fact that a� b, to identify

ρ2 = b2

2 (r2 − n) , n = r2
+ , Q1Q5 = `4AdS '

1
2b

2 . (4.10)

In other words, b controls the overall scale of the geometry through `AdS and n controls
the right-moving temperature (3.2) of the approximate extremal BTZ geometry,

TR =
√
n

π
. (4.11)

At the conformal boundary, r → ∞, t is equal to the dimensionless time on the
boundary measured in units of the radius of the boundary circle (taken to be unity), while
ϕ is an angular coordinate on that same circle. To be consistent with the previous section,
we should set `AdS = 1 which means that b =

√
2, however since the existing literature on

these geometries keeps b in expressions we will do so as well.
The remaining parameter, a, controls the deviations from this extremal BTZ. More

concretely, let us investigate the region where the superstrata closely approximates the
throat of extremal BTZ. This throat sets in for

ρ�
√
nb√
2
≡ ρthroat , (4.12)

which is where the radius of the S1 is approximately constant. In BTZ, this translates to
r2 − r2

+ � r2
+. It provides a good approximation for the geometry as long as ρ �

√
na,

after which the radius of the throat starts to shrink again until it pinches off at the tip of
this cap region as described in detail in [11]. Therefore the relevant length scale associated
with the start of the cap region is

ρcap ≡
√
na . (4.13)

The proper length along the radial direction of the throat region, depicted in figure 4, is

(Q1Q5)
1
4 log

(
ρthroat
ρcap

)
. (4.14)
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The ratio controlling the depth of the throat can also be expressed as

ρ2
throat
ρ2

cap
= b2

2a2 = Q1Q5
2`46J

= N1N5
2J . (4.15)

For a fixed value of the central charge, or equivalently N1N5, the longest throats are
obtained by setting J to be as small as possible. Since it is quantised, this is J = 1

2 [11].
This corresponds to the regime of superstrata parameter space which is closest to the
extremal BTZ ensemble, since it has the minimal extra angular momentum in the extra
dimensions. In the following, we set J = 1

2 .
With this top-down understanding of how an extremal BTZ appears as a limit of these

microstate geometries, the scrambling time computed in (3.27) can be expressed in terms
of the parameters of the dual CFT state,

∆ts =
(

3ε2N1N5
8hV hW

) 1
3

. (4.16)

Note that in this section we have worked in the regime a � b, where the physical
identification of a long extremal BTZ throat makes sense. In extending the definition of
these parameters away from this regime, it may be natural to include additional terms that
are subleading in the a� b limit.

4.3 Geodesics of the superstrata

The geodesic method for computing the OTOC, outlined in section 2 and applied in sec-
tion 3 to extremal BTZ, involves an ingoing and an outgoing null geodesic that are both
anchored on the boundary and interact in the bulk of the geometry. In this section, we
will analyze such geodesics in the microstate geometries described by (4.1). Geodesics in
the superstrata geometries were studied in [27, 32]. The present analysis is based on the
results of [32], which analyzed timelike geodesics dropped into the throat region of these
geometries. As was done there, we will also restrict ourselves to geodesics with θ = π

2 ,
which is a fixed point of the θ → π − θ symmetry.

Working in (t, ϕ, ρ, θ, φ1, φ2) coordinates, the Killing vectors associated to the isome-
tries of the metric (4.1) are given by ∂t, ∂ϕ, ∂φ1 and ∂φ2 , with associated conserved momenta

E = −(∂t)µkµ , Pϕ = (∂ϕ)µkµ , L1 = (∂φ1)µkµ , L2 = (∂φ2)µkµ , (4.17)

where xµ(τ) is a parametrization of the geodesic in question and kµ = dxµ/dτ . We set
Pϕ = 0 as was done in the previous section when studying the extremal BTZ black hole.
We also set L1 = 0 and L2 = 0 so that the geodesic does not have extra angular momentum
in the S3.
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The equations (4.17) can be solved to express components of the velocity in terms of
the energy E,

dt

dτ
= (2a2 + b2)((2a2 + b2)(ρ2 + a2)n − b2ρ2n)

2
√

2a2(ρ2 + a2)n+1
√

(2a2 + b2)− a2b2ρ2n(ρ2 + a2)−(n+1)
E , (4.18a)

dϕ

dτ
= (2a2 + b2)b2(ρ2 + a2)− 1

2 (n+1)((ρ2 + a2)n − ρ2n)
2
√

2
√

(2a2 + b2)(ρ2 + a2)n+1 − a2b2ρ2n E , (4.18b)

dφ1
dτ

= (2a2 + b2)(ρ2 + a2)n − b2ρ2n√
2(ρ2 + a2)n+1

√
(2a2 + b2)(ρ2 + a2)n+1 − a2b2ρ2nE , (4.18c)

and dθ/dτ = dφ2/dτ = 0. The condition that the geodesic be null, k2 = 0, can be solved
for the remaining component of the velocity(

dρ

dτ

)2
= 2a2 + b2

2a2
(ρ2 + a2)((2a2 + b2)(ρ2 + a2)n − b2ρ2n)

(2a2 + b2)(ρ2 + a2)n+1 − a2b2ρ2n E2 . (4.19)

In order to find the trajectory of the geodesics we simply need to integrate the ratio
of the velocities (4.18a) and (4.19)

t(ρ)− t(∞) = ±
ˆ ∞
ρ

dρ

√
2a2 + b2

√
(2a2 + b2)(ρ2 + a2)n − b2ρ2n

2a(ρ2 + a2)n2 +1 . (4.20)

This expression gives the coordinate time at which a null geodesic emitted from the bound-
ary will probe a given radius of the geometry. Now consider two geodesics, one which leaves
the boundary at tin and one that is absorbed at the boundary at tout. These two geodesics
will rotate around the compact ϕ and φ1 directions, but they will most strongly interact
in the bulk when the ingoing and outgoing geodesics meet at the same radius, ρ∗.

A full computation of their interaction would require computing the dependence on the
compact directions of the gravitational shock wave produced by geodesics in the superstrata
geometry. However, here we will simply take the first steps towards understanding the
difference between the superstrata and the extremal BTZ black hole. We will therefore
focus on the motion in the ρ-t directions in order to better understand the effect of the
cap in the superstrata geometry without the additional complication of the effects of these
compact directions.

The radius where the two geodesics meet, ρ∗, is related to the difference of their
insertion times at the boundary by

∆t(ρ∗) ≡ tout − tin = 2
ˆ ∞
ρ∗

dρ

√
2a2 + b2

√
(2a2 + b2)(ρ2 + a2)n − b2ρ2n

2a(ρ2 + a2)n2 +1 . (4.21)

We will now proceed to study this expression in various regimes.

BTZ region. First, let us consider the region well outside the cap, where the geometry
is well approximated by extremal BTZ ×S3, for ρ∗, b� a,

∆t ' 2
ˆ ∞
ρ∗

√
2ρ2 + nb2b

2ρ3 dρ = b

2ρ2
∗

√
2ρ2
∗ + nb2 + 1√

n
arcsinh

√
nb√
2ρ∗

. (4.22)
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The OTOC will start probing the throat when ρ∗ = ρthroat, corresponding to a time
separation on the boundary of

∆tthroat '
(√

2 + arcsinh 1
) 1√

n
=⇒ ∆tthroat ∝ T−1

R . (4.23)

This timescale is controlled by the right-moving temperature of the extremal BTZ black
hole approximated by this geometry. As expected, this time scale only depends on BTZ
parameters and does not involve details of the cap region.

In this regime the motion of the geodesic along the BTZ factor of the geometry
closely follows the trajectory of a geodesic in extremal BTZ, that is

(
t(ρ), ϕ(ρ)

)
superstrata '(

t(ρ), ϕ(ρ)
)
BTZ. In this asymptotic region, the geometry is approximately a product of BTZ

and a homogeneous S3. The geodesics we consider do not have any angular momentum
along the S3, such that they sit at a constant value of the sphere coordinates (θ, φ1, φ2).

To understand where the corrections to the geometry first start to significantly affect
the trajectory, the ratio of the first subleading term to this leading term must be examined.
In the regime where a� ρ∗ � b, by expanding t(ρ) in (4.21) to subleading order, we find
that this ratio is

−(n+ 5)a2

8ρ2 . (4.24)

By using a similar approach to compute ϕ(ρ), we find the same ratio. The perturbative
expansion used in (4.22) breaks down when this ratio is O(1) at ρ ∼

√
n+ 5 a ∼ ρcap.

Cap region. In order to access the cap region, we can instead expand (4.21) in the
regime where ρ∗, a� b. To do so, we must split the integral into two parts somewhere in
the overlap of the applicability of the two approximations, at a radius ρsplit obeying both
ρsplit, b� a and ρsplit, a� b, i.e. a� ρsplit � b,

∆t ' 2
ˆ ∞
ρsplit

√
2ρ2 + nb2b

2ρ3 dρ+ 2
ˆ ρsplit

ρ∗

√
(ρ2 + a2)n − ρ2nb2

2a(ρ2 + a2)n2 +1 dρ ' b2

a2χn

(
ρ∗
a

)
(4.25)

where only the leading term in b
a � 1 has been kept and the following dimensionless

integral was introduced,

χn(x) ≡
ˆ ∞
x

√
(ξ2 + 1)n − ξ2n

(ξ2 + 1)n2 +1 dξ . (4.26)

The minimal separation between the insertions on the boundary so that the OTOC
can directly probe the cap occurs when ρ∗ = ρcap, so that

∆tcap '
b2

a2χn(
√
n) . (4.27)

At large x, χn(x) '
√
n

2x2 , so that at large n, χn(
√
n) ' 1

2
√
n
. In fact, numerical investigation

shows that for any n ≥ 1,
1
4 <
√
nχn(

√
n) < 1

2 . (4.28)
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Therefore the time scale to reach the cap region is given by

∆tcap ∝
1√
n

b2

a2 ∝
N1N5
TR

, (4.29)

reproducing the result quoted in the introduction in (1.11).

4.4 OTOC in the superstrata

Now that we have understood the trajectory of the relevant geodesics, we can see how
this affects the computation of the OTOC in the superstrata geometry. First of all, we
should be clear about the OTOC we wish to compute. In the asymptotic region, reducing
on the compact S3 × T 4 of the 10-dimensional geometry leads to a Kaluza-Klein tower
of fields from the 3-dimensional BTZ perspective. Each of the 3-dimensional fields in this
tower corresponds to an operator in the dual 2-dimensional CFT. We will restrict ourselves
to considering OTOCs of operators dual to the lowest field in this tower of Kaluza-Klein
modes, which are completely delocalised along these extra compact dimensions. More
precisely, this means that in the bulk-to-boundary propagators used to compute the OTOC,
such as in equation (2.6), the boundary insertion point is integrated over S3 × T 4. In the
part of the geometry well approximated by extremal BTZ×S3×T 4, this leads to fields which
are completely homogeneous in the compact dimensions and which source a homogeneous
shock wave. This is compatible with the fact that the geodesics in this region with no
angular momentum along the S3 follow BTZ geodesics as discussed in the previous section,
so that the WKB approximation applied to the 3-dimensional reduction is consistent with
the 6-dimensional picture. With this set up in mind, there are three major effects which
will cause the computation of the OTOC in the superstrata to differ from the computation
in extremal BTZ and we will discuss each one in turn.

First, the center-of-mass energy of the interacting geodesics will be modified once the
bottom of the throat is reached. In BTZ, the center-of-mass energy continues to grow
in an unbounded fashion as the interaction gets closer and closer to the horizon. In the
superstrata, this growth is cut off by the depth of the throat once the interaction moves
into the cap region. Below, we will compute the center-of-mass energy of two colliding
geodesics as they fall down the throat of the superstrata and see how the growth in this
quantity saturates. This will occur at the time scale set by ∆tcap. This time scale can be
compared to the scrambling time, to determine whether the effect of the cap will be felt
before scrambling,

∆tcap
∆ts

=
(

8hV hW (N1N5)2

3εT 3
R

) 1
3

. (4.30)

We conclude that the OTOC will have exited the slow scrambling regime before the inter-
action reaches the cap, unless the right-moving temperature is very large,

TR &

(
hV hW (N1N5)2

ε

) 1
3

. (4.31)
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Second, the shock wave will be modified by the presence of the cap. The geometry away
from the cap is well approximated by a geometry with an extremal BTZ factor. Within this
part of the geometry, all the fields remain homogeneous in the extra compact dimensions.
Therefore the gravitational shock wave does not depend on these extra dimensions and the
BTZ result can be used. In particular, the average time growth is cubic since the number
of images contributing to the gravitational interaction grows linearly while each individual
contribution is proportional to the center-of-mass energy s ∼ ∆t2. Once the cap region is
reached, the fibration of the S3 over BTZ becomes non-trivial and the shock wave must be
computed using the full 6-dimensional geometry.6

In the following, we will argue more carefully that the deformation of the geometry
in the cap region does not affect the gravitational shock wave relevant to the OTOC at
times before the interaction reaches the cap region. Consider the time slice where the first
operator is inserted at tin. On this slice we can find a solution to Einstein’s equations that
is compatible with this source and that is only supported near the boundary. As we evolve
time forward, the shock wave will not probe deeper into the geometry than the null geodesic
that sources it (the support of the shock wave is depicted in figure 9 in appendix C for
non-compact ϕ). We can stop evolving time once we reach the interaction region. If this
interaction occurs well outside the cap, ρ∗ � a, the shock wave we needed to consider is
only supported in the region where ρ� a. Since we know that this shock wave is a solution
to Einstein’s equations with a source at the geodesic for an extremal BTZ background and
that the metric of the superstrata for ρ� a is well approximated by extremal BTZ, then
the shock wave will still be a solution in the superstrata up to subleading terms in a/ρ and
a/b. The same argument can be run in reverse for the shock wave sourced by the outgoing
geodesic, by starting at the time where it reaches the boundary, tout and evolving the shock
wave backwards in time to the interaction region.

Once the interaction reaches the cap region, this approximation will no longer be valid.
Since the number of images included in the sum was essentially controlled by boundary
causality, one may not expect this to change the overall scaling with ∆t. However, the
detailed form of the OTOC once the interaction reaches the cap region will be affected by
the precise form of the shock wave in the 6 dimensional geometry. We will not compute
this precise form in this work, but we are optimistic that it may be tractable to do so due
to the successes in computing two-point functions in the superstrata in [11] thanks to the
approximately separable form of the wave equation.

Finally, [31–34] found that probes falling into the throat of the superstrata feel strong
tidal forces well before reaching the cap region. In fact, these strong tidal forces potentially
invalidate the WKB approximation we have made in computing the OTOC. In particular,
we expect the expansion of the geodesic congruence to quickly grow in the presence of strong
tidal forces, violating the assumption that it is much smaller than the mass of the probe
required for the WKB approximation to hold, as described in more detail below. Below,

6Note that the OTOC of an operator localised in the S3 would correspond to a computation using a
single geodesic in the 6-dimensional geometry with no smearing and the resulting gravitational shock wave
would propagate in the S3. From the perspective of the boundary CFT, localising the insertion in the S3

requires a sum over a tower of primary operators so this is not the most natural OTOC to consider.
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we adapt their computation to the present setup and find that the tidal stresses are in
danger of invalidating the WKB approximation at a time scale ∆ttidal, given in (4.54), well
before the center-of-mass energy of the interaction starts to saturate at ∆tcap. Since we lose
control of the computation beyond ∆ttidal, we cannot say for certain what the behaviour of
the OTOC will be past this time. We expect, however, that whatever happens beyond this
point, the OTOC cannot continue to grow beyond the bound identified below in (4.44),
since the center-of-mass energy, which controls the strength of gravitational interactions,
is bounded by the presence of the cap in any case.

In the above discussion, we have focused on boundary time scales. In the bulk, it
is more natural to think instead of the radial coordinate at which the interaction occurs.
Although the cap deforms the near-horizon region, in the careful treatment of the OTOC
needed for zero temperature states, we find that the OTOC is controlled by an interaction
centered at a small but finite distance from the horizon. The scrambling time is reached
when this interaction is at a radial coordinate

rsat − r+ ∼
(
GNmWmV

ε2

) 1
3
, (4.32)

whereas the tidal forces become important at a radial coordinate

rtidal − r+ ∼
√

GN (π2T 2
R + 1)

πTR εmin(hV , hW ) , (4.33)

these are both intermediate distance scales between the Planck and AdS scales away from
the horizon.

Center-of-mass energy. Given the relationship between the velocities and the con-
served quantities in (4.18) and (4.19), the center-of-mass energy can be expressed in terms
of the conserved quantities and the radius, ρ∗, where the collision occurs,

s = − (mV kV +mWkW )2 ∣∣
ρ=ρ∗ , (4.34)

= b(2a2 + b2)
(
(2a2 + b2)(ρ2

∗ + a2)n − b2ρ2n
∗
)

a2(ρ2
∗ + a2)n+1

√
2a2 + b2 − a2b2ρ2n

∗ (ρ2
∗ + a2)−(n+1)

mVmW

ε2 +O(ε0) , (4.35)

where mV and mW are the masses of the in- and outgoing geodesics respectively and we
set EV = EW =

√
b√
2ε
−1 where we have restored the factors of b in the energy computed

in (3.7). In order to make the connection with the OTOC, the location of the collision
must be re-expressed in terms of the times at which the perturbations are inserted at
the boundary. This is straightforward in principle by inverting (4.21), however it is not
tractable to perform this inversion analytically. The relation between s and ∆t is plotted
in figure 8.

We can find approximate answers by dividing the microstate geometry into three re-
gions: an asymptotic region ρ�

√
n b, a throat region

√
na� ρ�

√
n b and a cap region

ρ �
√
na. We emphasize again that the overall time growth of the OTOC also depends

on the number of images contributing to the gravitational interaction. As argued above,
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Figure 8. The solid blue line is the full numeric answer for the center-of-mass energy, while the
dashed lines are the analytic approximations in the respective regimes. In the grey area, the tidal
forces become large. The parameters used are n = 3, a = 10−3, b =

√
2, mV = mW = 10 and

ε = 10−2.

the BTZ result should apply in the asymptotic and throat regions, yielding an additional
factor of ∆t. With this in mind, below we only study the behavior of the center-of-mass
energy.

• In the asymptotic region, ρ∗ �
√
n b�

√
na, we can approximate the integral (4.21) by

∆t ' 2
ˆ ∞
ρ∗

dρ
b√
2ρ2 =

√
2b
ρ∗

. (4.36)

For the center-of-mass energy this yields quadratic growth in this region:

s ' 2 b
2

ρ2
∗

mVmW

ε2 ' mVmW

ε2 ∆t2 = 4
√

2
b

hV hW
ε2 ∆t2 . (4.37)

In the last equality we have used 2hV,W =
√
b/
√

2mV,W where we have again restored
factors of b compared to section 3.

• In the throat region,
√
na� ρ∗ �

√
n b, we get

∆t ' ∆tthroat + 2
ˆ √n

2 b

ρ∗

dρ

√
nb2

2ρ3 '
√
nb2

2ρ2
∗
, (4.38)

which, for the center-of-mass energy, yields

s ' nb4

ρ4
∗

mVmW

ε2 = 16
√

2
b

hV hW
ε2 ∆t2 . (4.39)
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This leads again to a growth in the center-of-mass energy that is quadratic in time.

• In the deep cap region, ρ∗ �
√
na�

√
n b, we get

∆t ' ∆tbottom − 2
ˆ ρ∗

0
dρ

b2

2a3 '
b2

a2

(
χn(0)− ρ∗

a

)
, (4.40)

where ∆tbottom was approximated using (4.25)

∆tbottom ≡ 2
ˆ ∞

0

dt

dρ
' χn(0) b

2

a2 ∼
b2

a2 , (4.41)

and where χn(0) was estimated by using

1
2
√
n
<
π

2 − χn(0) < 2
3
√
n
, (4.42)

which can be verified numerically. The behaviour of the center-of-mass energy in this
regime is then approximated by

s '


(2a2−3ρ2

∗)b4
2a6

mVmW
ε2 for n = 1

(a2−ρ2
∗)b4

a6
mVmW
ε2 for n > 1

(4.43a)

'


(
b4

a4 − 3
2(∆tbottom −∆t)2

)
mVmW
ε2 for n = 1(

b4

a4 − (∆tbottom −∆t)2
)
mVmW
ε2 for n > 1

(4.43b)

At the bottom of the cap, the center-of-mass energy is given by

sbound '
mVmW b

4

ε2a4 = 16
√

2
b

hV hW (N1N5)2

ε2 . (4.44)

After the geodesics reach the bottom of the cap, they bounce off and start to move back
up the throat. This therefore gives an upper bound on the center-of-mass energy of the
interaction in the superstrata geometry.

These various approximate regimes are compared to the numeric answer in figure 8.

Tidal stress. The geodesic approximation to field propagation, used in this work to
compute OTOCs, has a limit of validity. Indeed, as any WKB-type approximation, it rests
on the assumption that the amplitude variation of the wavefunction (2.6) does not compete
with that of its phase factor (2.7),

|∂µA| � m|kµA| , (4.45)
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where this condition must hold for each of the components individually, and so in particular
it must hold for the component along the velocity kµ of the geodesic,

d

dτ
A ≡ kµ∂µA . (4.46)

By expanding the Klein-Gordon equation to first subleading order in 1/m, it may be shown
that the variation of the amplitude A along kµ is related to the volume expansion θ of a
congruence of geodesics [29]

d

dτ
A = −θ2A, θ ≡ ∇µkµ. (4.47)

Therefore, the validity of the geodesic approximation through (4.45) requires in particular

|θ| � m. (4.48)

The evolution of the expansion θ is controlled by the Raychaudhuri equation

θ̇ = −1
2θ

2 − σµνσµν + ωµνω
µν −Rµνkµkν , (4.49)

where σµν and ωµν are the shear and rotation tensors, respectively; for more details, see
textbooks such as [42]. The quantity Rµνkµkν is known as the trace of the tidal tensor and
quantifies the tidal forces felt by a congruence of geodesics. In the context of superstratum
microstates, it has been shown that tidal forces on infalling particles are Planckian long
before they reach the cap region [31–34]. In the presence of such Planckian tidal forces,
one may quickly expect a violation of the condition (4.48) and a breakdown of the validity
of the geodesic approximation.

The leading term in the trace of the tidal tensor can be computed in the throat region
of the geometry, where

√
na� ρ�

√
nb,

−Rµνkµkν ∼ −
2
√

2
b
− n(n+ 1)a2b2E2

ρ6 = −2
√

2
b
− n(n+ 1)a2b3√

2ε2ρ6 , (4.50)

where all higher order terms in the small parameters ρ
b ,

a
ρ and a

b have been dropped. These
two terms can compete depending on how deep into the throat we look. The first term
does not depend on a and so it is what we would get for an extremal BTZ black hole. For
ρ ∼

√
nb the second term is suppressed by a2

b2 ∼ (N1N5)−1 and so it is very small and
cannot cause a large expansion. However, as the geodesic falls into the throat this second
term grows and eventually gets bigger than the first.

Assuming that our congruence of geodesics obeys the condition (4.48) for BTZ,7 the
danger comes from the additional term in the tidal tensor that grows as the geodesic falls

7We do not generically expect the condition (4.48) to be violated in the near horizon region of BTZ.
Since the geometry is locally AdS, the tidal tensor is never large in BTZ (this fact was pointed out by [31]).
Also, neglecting the shear and rotation in the Raychaudhuri equation allows it to be integrated in BTZ and
the solutions are approximately constant in the throat region.
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down the throat. As this additional term grows, it causes θ̇ to grow, which will cause a
potential violation of the condition (4.48) when∣∣∣∣∣

ˆ
n(n+ 1)a2b3√

2ε2ρ6 dτ

∣∣∣∣∣ ∼ m. (4.51)

We change variables from τ to ρ in this integral by using our known expressions for
the velocity of the geodesic. Expanding (4.19) in the throat regime,

√
na� ρ�

√
nb,

dρ

dτ
= −
√
n b

3
2

2 3
4 ερ

. (4.52)

This will cause (4.48) to be violated at a radial coordinate,

ρ4
tidal ∼

a2b
3
2
√
n(n+ 1)

2 7
4 εm

. (4.53)

Using (4.38), this translates into a boundary time separation of

∆ttidal ∼
√

πTR
π2T 2

R + 1 min(hV , hW )εN1N5 , (4.54)

where min(hV , hW ) denotes the minimum of the conformal weights of the operators in the
OTOC and appears because the condition (4.48) must be imposed on both the in- and
outgoing geodesics. This reproduces the result (1.12) quoted in the introduction.

This time scale can be compared to the scrambling time,

∆ttidal
∆ts

∼ 2
3 1

3

√
πTR

(π2T 2
R + 1)

√
min(hV , hW )

(
h2
V h

2
WN1N5
ε

) 1
6

. (4.55)

In this expression, N1N5 � 1 in order to have a hierarchy between the Planck and AdS
scales (semi-classical regime), ε � 1 since it is the holographic regulator and hV,W � 1
for the validity of the WKB approximation. All these scalings contribute to ensuring that
∆ts � ∆ttidal so that we can reliably approximate the superstrata by BTZ during the slow
scrambling phase of the OTOC. The only way this condition can be violated is for very
small or very large right-moving temperature. Since the superstrata solutions only exist
for integer n, the temperature is bounded from below by πTR ≥ 1 and we only need to
worry about large temperatures. In that case, ∆ttidal . ∆ts when

TR & min(hV , hW )
(
h2
V h

2
WN1N5
ε

) 1
3

. (4.56)

As far as we are aware, there is no obstruction to considering superstrata with arbitrarily
large right-moving temperature. In this large right-moving temperature regime, we expect
the WKB approximation to break down, leading to deviations from the BTZ result, before
the scrambling time is reached.
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5 Discussion

In the following, we point to some open problems and possible future directions.

Late-time regime and quasi-normal decay. We have described OTOCs in extremal
geometries within the geodesic approximation scheme presented in section 2. This approach
requires improvement if it is to accurately describe the late-time regime where quasi-normal
decay may occur. It is very likely that the latter coincides with a regime where the as-
sumption (4.45) does not hold anymore. This would be in line with earlier study of black
hole quasi-normal modes within related WKB-type approximations [43]. We also refer the
reader to [11, 44] for a description of quasi-normal decay of two-point functions in states
dual to extremal BTZ and superstratum microstates.

Shock waves in microstate geometries. As described in section 4.4, we expect OTOCs
in superstratum geometries to coincide with those in extremal BTZ as long as the dual
particle scattering does not probe some of its distinctive features, including strong tidal
forces and the existence of a cap region. This assumes that shock waves emitted by par-
ticles falling from infinity in these microstate geometries do not significantly differ from
their analogue in extremal BTZ, at least far away from the throat region where strong tidal
forces occur. Once the interaction probes sufficiently deep into the throat, we would need
to understand the shock wave in the full 6-dimensional geometry of the cap. Two-point
functions have been computed in the superstrata geometry by exploiting the almost sepa-
rable form of the wave equation in [11], which suggests that the computation of this shock
wave may be tractable.

Breakdown of the geodesic approximation due to tidal forces. The analysis per-
formed in section 4.4 strongly suggests that tidal forces invalidate the geodesic approxima-
tion to field propagation at the timescale ∆ttidal given in (4.54). A fully rigorous proof of
this fact would require a more detailed study of the Raychaudhuri equation describing the
congruence of geodesics used to propagate bulk fields from their boundary insertion points,
including the effect of shear and rotation associated to this congruence.

Right-moving operators. We have discovered that the OTOC of scalar operators, when
evaluated in a state dual to extremal BTZ, displays a time-dependence which alternates
between a quadratic growth associated to the zero left-moving temperature TL and an
exponential Lyapunov growth associated to the non-zero right-moving temperature TR. It
is interesting to contemplate the possibility that the OTOC of purely right-moving CFT
operators could display a purely exponential growth. In the gravitational description,
these right-moving CFT operators correspond to high spin fields with equal spin s and right
conformal weight hR. Since the geodesic approximation holds for large masses m� 1, high
spin fields would have to be considered in order to see this purely exponential Lyapunov
growth at the temperature TR within this approximation.

Probes of higher complexity. Two-point functions in the superstrata were studied
in [11], and were found to closely approximate the decay found in extremal BTZ until a
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time scale
√
N1N5, where they start to deviate. At a time scale equal to ∆tcap ∼ N1N5

TR
,

they start to grow again and exhibit a sharp echo at a time scale techo = N1N5. Thus,
these probes exhibit the effects of the difference between the superstrata and extremal BTZ
geometries at similar time scales as the OTOC. One might have expected more complex
probes to be more sensitive to the difference between a microstate or a statistical ensemble,
but that does not seem to be the case here. This may be related to the fact that the relevant
time scales are powers rather than exponentials of N1N5 so that the difference between
N1N5 and 2N1N5 is lost.

The new feature of the OTOC is the appearance of a new time scale, the scrambling
time. We expect more complex probes to take longer to scramble and so it would be
interesting to compare their scrambling time to the time where they start to feel the effects
of the microstate.

Extremal black holes in higher spacetime dimensions. It would also be interesting
to study the OTOC in higher dimensional black holes. The gravitational modes responsible
for scrambling in these black holes have been identified in [45]. It would be interesting to
determine whether there is a similar saw-tooth behaviour in the OTOC and whether the
overall growth of the OTOC is consistent with slow scrambling or whether the mode with
the largest rate of growth comes to dominate in that case.
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A Oscillations and decay in the OTOC

In this appendix, we describe in more detail the existence of an intermediate region of
damped rapid oscillatory behaviour for the OTOC in non-rotating BTZ, which lies between
the Lyapunov growth and the quasi-normal mode decay. These damped oscillations appear
before the quasi-normal mode decay whenever there is a hierarchy, controlled by the weight
hV , between the scrambling time ts and the time scale tQN at which the quasi-normal mode
decay kicks in.
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For a non-rotating BTZ black hole, the OTOC is given by (hW � hV � 1) [15]

〈V (−iεV ,0)W (t−iεW ,x)V (iεV ,0)W (t+iεW ,x)〉β
〈V (−iεV ,0)V (iεV ,0)〉β〈W (t−iεW ,x)W (t+iεW ,x)〉β

=

1− 6πihW e
2π
β

(t−|x|)

csin
(

2π
β εV

)
sin
(

2π
β εW

)
−2hV

,

(A.1)

where hV and hW are the conformal weights of the operators. It is well known that (A.1)
describes both the early-time Lyapunov growth and the quasi-normal mode decay of the
OTOC. In the following, we will discuss the presence of an intermediate regime where the
OTOC shows rapid damped oscillations, with a decay that is doubly-exponential.

We start by noting that for x� 1

log(1 + x) ' x− 1
2x

2 +O(x3) . (A.2)

Therefore, in the regime where 6πhW e
2π
β

(t−|x|)

c sin
(

2π
β
εV
)

sin
(

2π
β
εW
) � 1, we can write (A.1) as

1− 6πihW e
2π
β

(t−|x|)

c sin
(

2π
β εV

)
sin
(

2π
β εW

)
−2hV

' exp

i 12πhWhV
c sin

(
2π
β εV

)
sin
(

2π
β εW

)e 2π
β

(t−|x|)


× exp

− 36π2h2
WhV

c2 sin2
(

2π
β εV

)
sin2

(
2π
β εW

)e 4π
β

(t−|x|) +O

(
h3
WhV e

3t

c3

) . (A.3)

Normally the second term in the exponent would be subleading, but since the first term is
purely imaginary it does not contribute to the magnitude of the OTOC. Taking the real
part of this expression, we obtain

Re(OTOC)' cos

 12πhWhV e
2π
β

(t−|x|)

csin
(

2π
β εV

)
sin
(

2π
β εW

)
exp

− 36π2h2
WhV

c2 sin2
(

2π
β εV

)
sin2

(
2π
β εW

)e 4π
β

(t−|x|)

 .
(A.4)

This starts very near 1 and decreases exponentially, as is well known. The first zero of the
cosine, which corresponds to the time scale at which the commutator squared first becomes
order 1 and is known as the scrambling time, ts, occurs at

ts ' |x| −
β

2π log

 24hWhV
c sin

(
2π
β εV

)
sin
(

2π
β εW

)
 . (A.5)

After this time scale, the OTOC oscillates with a rapidly increasing frequency. At a time
scale td the OTOC starts to decay double-exponentially,

td ' |x| −
β

2π log

 6πhW
√
hV

c sin
(

2π
β εV

)
sin
(

2π
β εW

)
 . (A.6)
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The separation between these timescales is controlled by the conformal weight of the lighter
V operator:

td − ts ∼
β

π
log hV . (A.7)

Finally at late times, t ∼ tQN , quasi-normal decay takes over

tQN = |x| − β

2π log

 6πhW
c sin

(
2π
β εV

)
sin
(

2π
β εW

)
 . (A.8)

In this regime, the OTOC decays exponentially at a rate controlled by hV /β

OTOC '

 6πihW
c sin

(
2π
β εV

)
sin
(

2π
β εW

)
−2hV

e
− 4πhV

β
(t−|x|)

. (A.9)

Note however that by this time, the OTOC has already been decaying doubly exponentially
since td. This time scale is separated from the earlier decay by the same amount as the
scrambling time was separated from the doubly-exponential decay,

tQN − td ∼
β

π
log hV . (A.10)

Although the geodesic approximation to the computation of the OTOC is not sensitive
to the quasi-normal decay regime, we will show that in addition to the leading early-time
behaviour given by

OTOC ' eiδ
∣∣∣
saddle

, (A.11)

it correctly reproduces the first correction, i.e., the second factor in (A.3). The leading
term is obtained by ignoring the back reaction of the geodesics on their trajectories and
computing the dominating saddle point in (A.11) by a choice of point-splitting regulators
together with condition (2.19), which is a local condition that does not include the effect
of the eikonal phase factor. In [15], the late-time quasi-normal type decay arises by taking
the eikonal phase into account when computing the saddle point, which can be interpreted
in terms of the propagation of the light particle (V ) in the background of the heavier
particle (W ). In the WKB approach used in this paper, a first correction to the OTOC
in non-rotating BTZ can similarly be found by including the eikonal phase factor in the
computing of the saddle of the V particle, such that one finds8

〈V (0, 0)W (t, x)V (−εV , 0)W (t− εW , x)〉β
〈V (0, 0)V (−εV , 0)〉β〈W (t, x)W (t− εW , x)〉β

'ei
β2GNmWmV

2πε2
e

2π
β

(t−|x|)+i
β4G2

N
m2
W
mV

2(2π)3ε3εV
e

4π
β

(t−|x|)

,

(A.12)

with mi = 2hi and where GN is related to the central charge c of the CFT by the Brown-
Henneaux relation c = 3

2GN , in units where the AdS length is set to 1. A few differences
8In [29], a detailed derivation of the saddles was given (without including the eikonal phase factor).

(A.12) can be derived following those steps while including the effect of the eikonal phase.

– 40 –



J
H
E
P
0
3
(
2
0
2
1
)
0
2
0

are to be noted with respect to (A.3). First, a feature of our approach that is already
present in the leading term, is that the (holographic) cutoff surface regulator ε appears in
the denominator of the eikonal phase instead of the time regulators. Second, the regulators
εi are taken to be real shifts to the times (see (2.12)). This type of time regulator leads
to a correction to the phase of the OTOC and does not change its amplitude. In order
to connect more directly with the result from [15], we need to consider Euclidean time
regulators9 and send εi → −iεi. Putting both types of regulators on the same footing,
equations (A.3) and (A.12) are in agreement, provided we consider small shifts εi. As a
consequence, the exact behaviour of the intermediate regime of the OTOC seems to be
strongly dependent on the choice of regulator.

Note that the corrections to the leading early-time behaviour of the OTOC break the
symmetry between V and W , because a hierarchy was chosen between the two particles
(hW � hV ). As a result, the two series (A.3) and (A.12) contain an increasing number of
factors of hW together with a single factor of hV .

Slow scrambling in the vacuum The OTOC has been computed for the vacuum state
of a CFT2 on an infinite line, in the vacuum block approximation [16]:

〈V (−iεV , 0)W (t− iεW , x)V (iεV , 0)W (t+ iεW , x)〉∞
〈V (−iεV , 0)V (iεV , 0)〉β〈W (t− iεW , x)W (t+ iεW , x)〉∞

=
(

1− 6πihW
εW εV c

(t− |x|)2
)−2hV

.

(A.13)

Again the same approximation scheme can be used in the regime where 6πhw
εW εV c

(t −
|x|)2 � 1 to write this as

(
1− 6πihW

εW εV c
(t− |x|)2

)−2hV
' e

i
12πhWhV
εW εV c

(t−|x|)2−
36π2h2

W
hV

ε2
W
ε2
V
c2

(t−|x|)4+O
(
h3
W
hV t

6

c3

)
. (A.14)

Taking the real part of the OTOC, we see the same sort of damped oscillations, but with
a power law instead of exponential dependence on t in the argument,

Re(OTOC) ' cos
(12πhWhV

εW εV c
(t− |x|)2

)
e
−

36π2h2
W
hV

ε2
W
ε2
V
c2

(t−|x|)4

. (A.15)

The same time scales can be identified,

ts ' |x|+
√

εW εV c

24hWhV
, (A.16)

td ' |x|+
√

εW εV c

6πhW
√
hV

, (A.17)

tQN ' |x|+
√
εW εV c

6πhW
, (A.18)

where, once again, the weight hV controls the time separation between the different regimes.
9This is a natural choice from the CFT point of view, because the ordering of the operators inside the

four-point function is fixed by the euclidean time ordering of the operators.
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B Center-of-mass energy in generic BTZ

In this appendix, we show that the center-of-mass energy of two colliding geodesics in a non-
extremal BTZ black hole already contains an initial period of power law growth, followed by
an exponential growth set by the temperature. As the angular momentum of the black hole
is tuned towards extremality, this region of power law growth extends to larger separation
times until the exponential behaviour disappears completely at extremality.

The metric of a rotating BTZ black hole is given by

ds2 = −f(r)dt2 + dr2

f(r) + r2
(
dϕ− r+r−

r2 dt

)2
, f(r) = (r2 − r2

+)(r2 − r2
−)

r2 , (B.1)

where the angular coordinate ϕ is periodically identified, ϕ ∼ ϕ+2π. The angular velocity
of the black hole is given by Ω = r−/r+ and extremal BTZ corresponds to setting r+ = r−.

As explained in the main text, we consider a collision between radially infalling null
geodesics. One geodesic falls in at time t1 and ϕ = 0 and the other moves outwards and
reaches the boundary at t2 and the same ϕ = 0. The two cross at a radius r∗ and we will
compute their center-of-mass energy at this point

s = −2mVmW kV · kW
∣∣
r=r∗ , (B.2)

where kµV and kµW are the velocities associated to the two geodesics.
This geometry has two Killing vectors, ∂t and ∂ϕ, with associated conserved quantities

E = − (∂t)µ kµ =
(
f(r)− r2

+r
2
−

r2

)
ṫ+ r+r−ϕ̇ , (B.3)

L = (∂ϕ)µ kµ = r2ϕ̇− r+r−ṫ . (B.4)

Setting L = 0 and using the null condition k2 = 0, the final coordinate can be fixed
to be

ṙ2 = E2, (B.5)

so that the center-of-mass energy of two geodesics with Li = 0 and EV = EW = E, at the
collision, can be written in terms of only the energy and the position of the collision,

s = 4mVmWE
2

f(r∗)
. (B.6)

The horizon is located at the outermost zero of f(r). For non-extremal BTZ, this is a simple
zero, whereas for extremal BTZ it becomes a double zero. For r∗ ∼ r+, the center-of-mass
energy can be approximated by

s ∼ 2mVmW r+E
2

(r2
+ − r2

−)(r∗ − r+) , r2
∗ − r2

+ � r2
+ − r2

− , (B.7)

∼ mVmWE
2

(r∗ − r+)2 , r2
+ − r2

− � r2
∗ − r2

+ � r2
+ . (B.8)

– 42 –



J
H
E
P
0
3
(
2
0
2
1
)
0
2
0

The remaining task is to relate the position of the collision to the location at which
the geodesics meet the boundary,

t∞ − t∗ =
ˆ ∞
r∗

dt

dr
dr =

ˆ ∞
r∗

ṫ

ṙ
dr = ±

ˆ ∞
r∗

dr

f(r) . (B.9)

Once again, we distinguish two regimes, depending on the value of the ratio of the distance
between the two horizons and the distance between the collision and the outer horizon,
ˆ ∞
r∗

dr

f(r) ∼
r+

2(r2
+−r2

−)

ˆ
r∗

dr

r−r+
=−r+ log(r∗−r+)

2(r2
+−r2

−) , r2
∗−r2

+� r2
+−r2

− , (B.10)

∼ 1
4

ˆ
r∗

dr

(r−r+)2 = 1
4(r∗−r+) , r2

+−r2
−� r2

∗−r2
+� r2

+ . (B.11)

In other words, for non-extremal black holes we find that the depth inside the geometry
explored by probes separated by a distance ∆t on the boundary scales like

r∗ − r+ ∼ e
−
r2+−r

2
−

r+
∆t
, r2

∗ − r2
+ � r2

+ − r2
− , (B.12)

∼ 1
2∆t , r2

+ − r2
− � r2

∗ − r2
+ � r2

+ . (B.13)

This leads to

s ∼ 2mVmW r+E
2

(r2
+ − r2

−) e
r2+−r

2
−

r+
∆t
, r2

∗ − r2
+ � r2

+ − r2
− , (B.14)

∼ 4mVmWE
2∆t2 , r2

+ − r2
− � r2

∗ − r2
+ � r2

+ . (B.15)

Note that for a non-rotating black hole, r− = 0, and the second regime never applies. In
that case, r∗ approaches the horizon exponentially. As the spin of the black hole increases,
a region of power law approach to the horizon appears before the exponential approach
begins. As the extremal limit is approached this power law regime persists for longer until
at extremality, r− = r+, the exponential regime disappears completely and only the power
law regime remains.

C Shock wave in extremal BTZ

Following the method presented in [29], we construct the shock wave solutions used in the
main text, which are associated to geodesics with zero angular momentum in extremal
BTZ. We make use of the fact that extremal BTZ is just a patch of pure AdS3, where the
latter may be viewed as a hyperboloid in four-dimensional flat space through the constraint

ηMNX
MXN = −1, ηMN = diag (−1, 1, 1,−1) . (C.1)

We refer to XM as ‘embedding coordinates’. We then choose the following set of indepen-
dent lightcone coordinates,

V = X0 +X1, U = X0 −X1, Z = X2, (C.2)
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while the remaining embedding coordinate X3 is determined from either one of the two
branches

X3 = ±
√

1− UV + Z2. (C.3)

A choice of branch corresponds to a choice of either one of the two ‘hemispheres’ of the
AdS hyperboloid.

A highly energetic particle following a null trajectory along V = Z = 0 in the lower
hemisphere (X3 = −1) has a stress tensor given by

TVV = −mkV δ(V)δ(Z)Θ(−X3), (C.4)

where its velocity kV is a constant of motion. The Heaviside step function Θ(−X3) explic-
itly restricts the source to lie in the lower hemisphere of the AdS hyperboloid. It has the
effect of discarding a second null geodesic at V = Z = 0, but lying in the upper hemisphere
(X3 = 1) instead. When going to the extremal BTZ patch, this second geodesic simply
coincides with the ‘reflected’ continuation at the AdS conformal boundary of the geodesic
of interest. This will be made explicit later on. Here, we are interested in null geodesics
either created or absorbed at the AdS conformal boundary such that we don’t consider such
boundary ‘reflections’. The associated shock wave geometry is found by solving Einstein’s
equations sourced by the above stress tensor. It takes the form

ds2 = ds2
AdS + ds2

SW , ds2
SW = −16πGNmkV Π(Z)δ(V)Θ(−X3)dV2, (C.5)

where Π(Z) solves [(
1 + Z2

)
∂2
Z + Z∂Z − 1

]
Π(Z) = −δ(Z). (C.6)

Before solving this equation, we first need to determine the appropriate boundary
conditions.

The shock wave sourced by a highly energetic particle in any locally AdS3 spacetime can
be mapped to the solution (C.5) written in embedding coordinatesXM . In particular, shock
waves in maximally rotating BTZ black hole backgrounds may be found by appropriate
coordinate transformation. To achieve this, we first give the map10 between some other
intermediate embedding coordinate system X̄M and retarded BTZ coordinates (v, r, φ),

X̄0 = 1
2e
−r+φ(1 + (r + r+)(2v + φ))− (r − r+)er+φ

4r+
, (C.7a)

X̄1 = 1
2e
−r+φ(1 + (r + r+)(2v + φ)) + (r − r+)er+φ

4r+
, (C.7b)

X̄2 = er+φ(1 + (r − r+)(2v + φ))
4r+

− 1
2(r + r+)e−r+φ, (C.7c)

X̄3 = er+φ(1 + (r − r+)(2v + φ))
4r+

+ 1
2(r + r+)e−r+φ. (C.7d)

10It may be found by performing the following chain of coordinate transformations: X̄M → Poincaré
patch of AdS → (t, r, ϕ)→ (v, r, φ); see [36].
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Any null geodesic in extremal BTZ then maps to a null ray in the intermediate coordinate
system X̄M . Depending on the null geodesic of interest, as a final step we need to find
the isometry relating these intermediate coordinates X̄M to the coordinates XM described
above, in such a way that the null geodesic lies at V = Z = 0 in the lower hemisphere of
the AdS hyperboloid (X3 = −1).

Outgoing shock wave. The trajectory of an outgoing geodesic with zero angular mo-
mentum has been described in section 3.1. It can be mapped to the null ray

V = Z = 0, (X3 = −1), (C.8)

through the following AdS isometry,
X0

X1

X2

X3

 =


1 0 0 0
0 1 0 0
0 0 cosh c2 sinh c2
0 0 sinh c2 cosh c2



a 0 0 −b
0 1 0 0
0 0 1 0
b 0 0 a




1 0 0 0
0 1 0 0
0 0 cosh c1 sinh c1
0 0 sinh c1 cosh c1



X̄0

X̄1

X̄2

X̄3

 , (C.9)

with parameters

a = e2r+φout − 2r+(2vout + φout)
e2r+φout + 2r+(2vout + φout)

, b = er+φout
√

8r+(2vout + φout)
e2r+φout + 2r+(2vout + φout)

, (C.10a)

c1 = −r+φout −
1
2 log 2vout + φout

2r+
, c2 = 1

2 log 2r+(2vout + φout). (C.10b)

One may check that a2 + b2 = 1 such that the associated isometry is a rotation in the
X0-X3 plane. Using (C.7) and (C.9), we get a final expression for the null coordinate V,

V = e−r+∆φ [1 + (r − r+)(2∆v + ∆φ)]− er+∆φ [1 + (r + r+)(2∆v + ∆φ)]
er+φout + 2r+(2vout + φout)e−r+φout

, (C.11)

with ∆φ ≡ φout−φ and ∆v ≡ vout−v. We can now explicitly check that the null ray lying
at V = Z = 0 in the upper hemisphere (X3 = 1) maps to a ‘reflected’ ingoing null geodesic
with zero angular momentum and trajectory v(r) = vout, φ(r) = φout.

In the main text, we only need the rr-component of the shock wave created by the out-
going geodesic. It is found from (C.5) by use of the coordinate transformation (C.11), and
by plugging the relation between one component of the velocity (3.15) and the conserved
energy E defined in (3.8),

kr = 2r2(
r2 − r2

+
)2 E, (C.12)

yielding

hrr = 8πGNmE
r+

(2∆v + ∆φ) sinh(r+∆φ)Π(Z)δ (r − r0(v, φ)) Θ(−X3), (C.13)

with

r0(v, φ) = 1
2∆v + ∆φ − r+ coth r+∆φ, (C.14)
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(a) (b)

Figure 9. Support of the shock wave (C.13) emitted by a null outgoing geodesic with boundary
insertion point vout = 0, φout = −2, viewed in retarded coordinates (v, r, φ) from two different
perspectives. The horizon radius has been set to r+ = 1 and the outgoing geodesic is indicated by
the red line. The shock wave is emitted from the geodesic towards the conformal boundary. The
shock wave (C.17) associated with a conformal boundary with cylinder topology used in the main
text, is found by adding images in order to implement the periodic identification φ ∼ φ+ 2π.

and

Z(v, r0(v, φ), φ) = −sinh2(r+∆φ)− r2
+ (2∆v + ∆φ)2

2r+ sinh(r+∆φ) (2∆v + ∆φ) , (C.15a)

X3 (v, r0(v, φ), φ) = sinh2(r+∆φ) + r2
+ (2∆v + ∆φ)2

2r+ sinh(r+∆φ) (2∆v + ∆φ) . (C.15b)

The restriction X3 < 0 in (C.13) is equivalent to ∆φ(2∆v+∆φ) < 0. From (C.14), we find
that only −2∆v < ∆φ < 0 yields a positive value for r0. Since the BTZ radial coordinate
r ranges over positive values, only a positive r0 can contribute to the support of the shock
wave (C.13). The support of this outgoing shock wave is depicted in figure 9.

Let us now come back to the boundary conditions that one needs to impose on (C.6).
The support of the shock wave stretches out from the outgoing geodesic towards the bound-
ary and reaches the boundary when ∆φ = 0 or ∆φ = −2∆v, as may be seen from (C.14).
Those values correspond to Z → ±∞ in embedding space. We therefore impose that Π(Z)
should decay at infinity. Together with a continuity constraint on Π(Z) at Z = 0, one
finds the following solution

Π(Z(v, r0(v, φ), φ)) =


1
2

(√
1 + Z2 + Z

)
= − sinh r+∆φ

2r+(2∆v+∆φ) for Z ≤ 0
1
2

(√
1 + Z2 −Z

)
= − r+(2∆v+∆φ)

2 sinh r+∆φ for Z > 0,
(C.16)

where we assumed −2∆v < ∆φ < 0 in the last equality.
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Equation (C.13) represents the rr-component of the shock wave of an outgoing null
geodesic in the decompactified limit. When the coordinate φ is periodic with period 2π,
one should sum over images,

h(2π)
rr =

∑
n∈Z

hrr(r,∆v,∆φn), ∆φn ≡ φout − φ+ 2πn. (C.17)

The shock wave of a single image of the geodesic only has support at bulk points
(v, r0(v, φ), φ) satisfying −2∆v < ∆φ < 0, such that only finitely many images will con-
tribute to the shock wave considered at any given bulk point.

Ingoing shock wave. The derivation of the shock wave sourced by an ingoing parti-
cle with zero angular momentum is identical, provided that one uses advanced coordi-
nates (3.17). The relevant rr-component is thus obtained from (C.17) by making the
replacements

∆v → ∆u ≡ u− uin, ∆φn → ∆φ′n ≡ φ′ − φ′in + 2πn. (C.18)

Comparison with earlier literature. It is worth contrasting the shock wave expres-
sion (C.17) to the one obtained in the case of non-extremal BTZ in [23]; see also [22]. These
authors considered the shock waves sourced by geodesics lying on the past and future hori-
zons of a non-maximally rotating BTZ black hole, respectively. As already mentioned, this
allows one to compute the leading contribution to the OTOC in the regime ∆t � β but
precludes the study of zero temperature states which include vacuum AdS and extremal
BTZ. For these, it is crucial that one considers shock waves sourced by geodesics away
from horizons instead. In particular, (C.17) cannot be straightforwardly obtained as the
zero-temperature limit of the shock wave presented in [22, 23], which simply diverges. A
similar qualitative feature, however, is the appearance of a sum over images due to the
angular periodicity. Each image may be thought of as being associated to an additional
winding of the shock wave around the black hole. More images are being generated as the
time separation ∆v with the source particle increases. In particular, an infinite number
of images contribute to (C.17) in the limit ∆v → ∞. The shock wave described in [23]
may be similarly expressed as an infinite sum over images, although it has been explicitly
resummed in that case. We refer the reader to section 3.2 for further comments on the
relation between shock waves in maximally and non-maximally rotating BTZ black holes.
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1 Introduction

The fine-grained entropy of any quantum system A entangled with its complement Ā satis-
fies the unitarity bound S(A) ≤ min{log dimHA, log dimHĀ} in terms of the dimensions of
the corresponding Hilbert spaces. In a holographic theory, the entropy may be geometrized
in terms of the areas of extremal surfaces in spacetime [1–6]. As the system evolves, en-
tanglement structure can change dynamically, and be reflected in exchange of dominance
between different extremal surfaces. Beautiful work has shown that this exchange can be
necessary for the satisfaction of the bound on S(A) as time evolves [4–17].

One example [13] involves holographic CFTs entangled in a thermofield double state
dual to eternal black holes connected behind their horizons by a wormhole. The entropy of
a pair of subregions in these theories is initially associated to an extremal surface passing
through the wormhole. The area of this surface grows in time, threatening violation of the
entropy bound, a fate avoided by a thermalization transition after which the two regions
no longer share mutual information. After this time, their entropy is geometrized by a pair
of disconnected extremal surfaces of constant area outside the horizons. A second example
occurs in the same setup of eternal black holes, this time coupled to reservoirs collecting the
Hawking radiation escaping the black holes [4–6, 8, 11]. In this case, at early times the en-
tropy of the radiation increases in time exactly as computed by Hawking. At the Page time,

– 1 –



J
H
E
P
1
0
(
2
0
2
1
)
0
4
8

a nontrivial quantum extremal surface (QES) [1–3, 18] appears in the spacetime. This leads
to a saturation of the entropy by requiring us to include the interior Hawking modes in the
computation of the entropy. The nontrivial QES occurs due to the replica wormhole saddle
points in the quantum gravity path integral [8, 11]. It bounds an “island” and is responsible
for information recovery from Hawking radiation via access to the black hole interior.

In this paper, we study what occurs when one considers finite-sized portions of the
radiation. For sufficiently small portions, the radiation may thermalize before or after it
has a chance to encode the black hole interior. We will probe this competition between
thermalization and the island mechanism — realizing both examples discussed above in
the same physical system — by examining the time-dependence of entanglement entropy.
The various transitions can be predicted by a careful application of the unitarity bound
described above. In short, island regions will appear when the entropy of quantum fields
on the black hole background threatens the unitarity bound set by its Bekenstein-Hawking
entropy, whereas thermalization will occur when the entropy of the radiation approaches
the maximal amount dictated by the size of the radiation region’s Hilbert space. We
will exhibit a nontrivial phase structure transitioning between these possibilities in two
scenarios, which we now summarize.

Summary of results. Our first scenario, studied in section 2, involves finite regions in
two reservoirs coupled to a thermofield double black hole in AdS2, see figure 1 (the entropy
of infinite radiation regions in this model was studied in [7, 8]). The entropy initially grows
linearly as time evolves, then (depending on the region size and boundary conditions) there
may be a transition to half the initial rate, and finally the growth stabilizes; see figure 3.
If we treat the radiation as holographic in its own right, the transition between the initial
and the final phase involves an exchange between an extremal surface passing between the
reservoirs through the induced dimension, and a pair of disconnected extremal surfaces
of constant area, as in [13]; see figure 2. However the “island formula” (reviewed below)
dictates a new intermediate phase, which includes an island, although the entropy does
not stabilize but instead grows with only half the initial slope. The eventual stabilization
of entanglement entropy of finite intervals then happens not because of entanglement is-
lands, but because of the thermalization of the segments. When the entanglement entropy
saturates, the island is no longer accessible.

Our second scenario involves two holographic quantum dots at different temperatures,
each dual to an eternal AdS2 black hole, in local equilibrium with a finite radiation reservoir.
The reservoir is modeled by Rindler space, which acts as a heat engine maintaining local
equilibrium by redshifting warmer modes approaching the cooler black hole and vice versa;
see the beginning of section 3 and figure 4. The radiation theory will itself be holographic.
The phase structure includes transitions between an asymmetric wormhole (the “confined”
phase; see section 3.2 and figure 7) and two black holes of different temperature (the “decon-
fined” phase; see section 3.1 and figure 5). In the deconfined phase, many extremal surfaces
vie to dominate the entropy of reservoir regions in this model. This is studied in section 4;
see figure 9, 10, 11 for the case where we include one pair of thermofield double quantum
dots in the region whose entropy we are computing and figure 12, 13, 14 for the case where
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we do not. As time evolves, these surfaces exchange dominance to maintain the unitary
upper bound on entropy. In particular, unlike the single black hole case, in this model it is
possible to have both temporary island configurations and permanent island configurations.

2 An eternal black hole coupled to a reservoir

Consider an AdS2 eternal black hole with flat, non-gravitating radiation reservoirs glued to
the two boundaries (figure 1) [7, 8]. In the AdS2 region we have Jackiw-Teiltelboim (JT)
gravity, along with transparent boundary conditions for conformal matter in the black hole
and reservoirs. The action is:

I = −φ0
4π

[∫
Σ2
R+ 2

∫
∂Σ2

K

]
− 1

4π

[∫
Σ2
φ(R+ 2) + 2φb

∫
∂Σ2

(K − 1)
]

+ ICFT , (2.1)

where the first term is topological, the last term is a Conformal Field Theory (CFT) with
central charge c, φ0 gives the Bekenstein-Hawking entropy of the extremal black hole (we
have set 4GN = 1), and φb is the asymptotic value of the dilaton on Σ2, the region of
spacetime where gravity is dynamical. Varying (2.1) with respect to the dilaton fixes the
metric to be locally AdS2. Globally we consider the eternal black hole (figure 1), with each
of the two exterior regions described by

ds2
grav = 4π2

β2
−dt2 + dσ2

sinh2 2πσ
β

, t ∈ R , σ ∈ (−∞,−ε] . (2.2)

We glue the surface σ = −ε continuously to the reservoir [7], so the latter’s metric is:

ds2
bath = −dt

2 + dσ2

ε2
, t ∈ R , σ ∈ [−ε,+∞) . (2.3)

Varying with respect to the metric yields the dilaton equation of motion:

DµDνφ− gµν�φ+ gµνφ+ 2πTµν = 0 . (2.4)

With the stress tensor given by Tµν = c
24πgµν , the dilaton in the gravitational region (2.2) is

φ(σ) = 2πφr
β

coth 2πσ
β

, (2.5)

where φr is an integration constant.

2.1 Radiation entropy

The island formula [4–6, 8, 11] says that the entanglement entropy of reservoir region A is

S(A) = min ext
I

[SCFT(A ∪ I) + Area(∂I)] , (2.6)

where I is an “island” in the gravitating region. In JT gravity the area term equals the
dilaton value on the corresponding surface plus the constant φ0, while, for a general 2d
CFT, the entropy on A ∪ I is related to the (generically non-universal) correlator of twist
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Figure 1. Penrose diagram of an eternal AdS2 black hole with flat reservoirs glued to the bound-
aries, and identical equal-time segments [p1, p2] and [p3, p4]. We compute the entanglement entropy
of the union of these segments.

operators. We take the CFT to be holographic following [6],1 and compute SCFT(A ∪ I)
through the Ryu-Takayanagi formula [1, 2] in a 3d gravity theory dual to this CFT on a
fixed curved background.

In Euclidean signature, the CFT on the 2d boundary of the 3d gravity theory is defined
on a Euclidean black hole attached to reservoirs with fixed metrics. The dynamical part
of the 2d boundary is referred to as a “Planck brane”, which corresponds to a cut-off
boundary of the 3d geometry. Given a specific dynamical 2d metric ds2

2 and stress tensor,
it is convenient to introduce a complex coordinate w on the 2d boundary so that Tww = 0
in the flat Weyl-transformed metric dwdw̄ [6]. Since the stress tensor vanishes, the dual
3d spacetime can be described by Poincaré coordinates in Euclidean AdS3:

ds2 = dwdw̄ + dz2

z2 . (2.7)

Writing the original boundary metric (before Weyl transformation) as

ds2
2 = Ω−2(w, w̄)dwdw̄ , (2.8)

the holographic relation
g(3)
µν

∣∣∣
bdy

= 1
ε2 g

(2)
µν (2.9)

leads to
dwdw̄

z(w)2 = 1
ε2 Ω−2(w, w̄)dwdw̄ ⇒ z(w) = εΩ(w, w̄) , (2.10)

which determines the embedding of the Planck brane in the 3d geometry [6]. Note that
the regulator ε is distinct from the 2d cutoff ε where the reservoir is glued to the AdS2
black hole.

Following [1, 2] the CFT entropies SCFT(A ∪ I) are computed by lengths of geodesics
in (2.7) ending on boundary points of A ∪ I, with z(w) treated as a cutoff. Physical
quantities will depend nontrivially on Ω, e.g., the entropy of a single interval between w1
and w2 is [27, 28]:

S(w1, w2) = c

6 log
(

|w1 − w2|2

ε1ε2Ω(w1, w̄1)Ω(w2, w̄2)

)
, (2.11)

1For further developments of the doubly holographic approach to the entanglement entropy of radiation,
see e.g. [14, 19–26], especially [20] for a pedagogical treatment.
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(a) (b)

(c) (d)

Figure 2. Extremal surfaces that extend into the 3d bulk from the Penrose diagram in figure 1
playing the role of the 2D boundary. (a) → (c) is a thermalization transition, which can be
interrupted by the island configuration (b). Surface (d) is always subleading.

To return to Lorentzian coordinates (2.2), we write w = e
2π
β

(σ+iτ) and Wick rotate τ = it.
The single interval entropy is universal for 2d CFTs [27] but we consider a union of intervals.
Typically, several combinations of geodesics end on such unions, with each geodesic length
given by (2.11). For fixed A ∪ I the minimal total geodesic length gives the entropy.
Thus, we identify possible 3d geodesic configurations computing SCFT(A ∪ I), extremize
the functional in (2.6) for each choice, and select the minimizing choice.

2.2 The entanglement entropy of finite segments

To compute the entropy of the region A = [p1, p2] ∪ [p3, p4] in figure 1, we will use a time
that continuously glues global AdS2 to the reservoirs, reversing Schwarzschild time t (2.2)
in one of the exterior regions of the black hole. Thus we choose endpoint coordinates

p1 = (b,−t+ iπ); p2 = (a,−t+ iπ); p3 = (a, t); p4 = (b, t) . (2.12)

Figure 2 shows 3d geodesics between interval endpoints p1,2,3,4 and a possible island in the
black hole region.2 The green curves are Ryu-Takayanagi surfaces, while red regions inside
the black hole are islands whose endpoints are the quantum extremal surfaces found by
extremizing (2.6).

Configuration (a): linear growth. Two 3d geodesics connect p1 ↔ p4 and p2 ↔ p3,
respectively. There are no islands and the entropy is given by

Sa = Sno island
connected(p1, p2; p3, p4) = 2 c3 log

[
π

β
cosh 2πt

β

]
. (2.13)

This expression grows approximately linearly in time.
2UV divergences are associated with endpoints of p1,2,3,4 and possible islands. The first kind are the

same for any choice of geodesic, so we omit them. The second kind renormalize φ0.
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Configuration (b): island. This fully connected configuration includes an island in
the black hole region between [q1, q2]. The location is obtained by extremizing (2.6) with
respect to q1,2 = (x, tx) in their respective black hole exterior patches. The entropy is

Sisland
connected = 2

(
φ0+ 2πφr

β
coth

(
−2π
β
x

))
+ c

3 log

β
(
cosh

[
π
β (x−a)

]
−cosh

[
2π
β (t−tx)

])
π sinh

(
−2πx

β

)


+ c

3 log
[
π

β
cosh 2πt

β

]
. (2.14)

The extrema for the time and space decouple, and the time equation yields tx = t. The
solution for x is cumbersome, but in the regime φr

cβ � 1 there is a simplified expression

x ≈ a+ β

2π log
[
24πφr

cβ

]
,

φr
cβ
� 1 . (2.15)

The first line in (2.14) determines the time-independent island contribution. The second
line, which grows linearly with half the slope compared to the configuration (a), comes
from the long geodesic that goes across the Einstein-Rosen bridge.

Configuration (c): thermalization. This configuration gives the sum of thermalized
CFT entanglement entropies for the thermofield double copies of the reservoir segment:

Sthermalized = 2 c3 log
(
β

π
sinh π|a− b|

β

)
. (2.16)

Configurations (d): disconnected islands. Here two islands lie in exterior regions of
the black hole, connected with the RT geodesics to their respective copies of the radiation
segment. One can show that this configuration is always subleading compared to (c) while
also being time independent.

Summary. Varying the size of the reservoir regions with other parameters fixed, we see
in figure 3 that for large regions we have transitions (a) → (b) → (c), accessing an island
region for a finite period of time before losing it. For smaller regions we directly make the
thermalization transition (a) → (c) as in [13]. Thus, finite radiation segments give tempo-
rary access to the black hole interior, unlike infinite segments which give permanent access
at late times [7–9, 11]. This happens because during the entanglement evolution any finite
segment will eventually thermalize, scrambling information from the island. From the path
integral point of view the transition (a)→ (b) arises by including replica wormholes [7, 11],
and will be smoothed by also summing over replica non-symmetric manifolds [11, 29, 30].

By utilizing the unitarity bound discussed in section 1, the qualitative nature of these
transitions can be predicted without much computation. In particular, (a) and (b) will
eventually threaten the unitarity bound set by the size of the Hilbert space of our radiation
region, so must eventually transition. What about the transition (a) → (b)? Clearly this
need not come close to saturating the unitarity bound of our radiation region, since the
entropy continues to increase in phase (b) due to interior Hawking modes being captured
by the island while their exterior partners escape away into the infinite region of the bath.
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Figure 3. A. The entanglement entropy curves for the configurations (a), (b), (c) and (d) for
region size much larger than the distance from the interface and comparable to φr/c. B. The Page
curve of a finite segment, obtained by minimizing between the saddles shown in plot A.

However, the structure of the geodesics in figure 2(a) indicates that the mutual information
vanishes between (i) the gravitational region and the adjoining baths up to the radiation
region, and (ii) the rest of the complement of the radiation region A. In particular, this
means that each region of the complement is subject to its own unitarity bound. The
relevant bound here is the one set by the gravitational region (plus some of the adjoining
baths, which we take to be a small correction): once the entropy of this region comes close
to 2SBH, a transition must occur.

3 Two holographic quantum dots connected by a reservoir

The quantum-mechanical setup we consider next involves two thermofield double pairs of a
holographic quantum mechanical system (which we refer to as the quantum dot) interacting
through a common reservoir. The quantum dots are dual to JT gravity described by the
action (2.1). They are coupled to a CFT2 of central charge c, which lives in the reservoir.
We will not specify the exact Hamiltonian of the quantum dots; however a common example
of a quantum mechanical system holographically dual to JT gravity (in an appropriate
limit) is the SYK model [31–33].

The temperatures of the quantum dots are treated as independent parameters, and so
for this setup to be in the equilibrium, we have the reservoir working as a heat engine which
cools the matter CFT quanta being emitted from the hotter quantum dot and going into the
cooler one. The action of the heat engine is caused by the nontrivial metric in the reservoir.
Such a reservoir in Euclidean signature has a boundary consisting of two thermal circles of
different lengths (figure 4). One can write down a metric for such a reservoir as follows:3

ds2 = dr2 + f(r)2dτ2

ε2
, τ ∼ τ + 2πα , r ∈ (r1, r2) . (3.1)

Notice that the thermal periodicity changes from 2πf(r1)α/ε to 2πf(r2)α/ε. So, as adver-
tised, such a spacetime acts as a heat engine which equilibrates the radiation between the

3We include the regulator ε so that the metric in the gravity dual is manifestly continuous throughout
the spacetime, similarly to the discussion in section 2.
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Figure 4. Euclidean picture of the two quantum dots living on the thermal circles of different
lengths coupled by the conical reservoir.

two systems with different temperature. This is similar to considering different radial posi-
tions in a black hole in thermal equilibrium: the physical temperature for static observers
at each location is different, yet the entire system is in thermal equilibrium.

In the present paper we consider the simplest case and assume that f(r) = r and the
reservoir has the metric of a cone:

ds2
R = dr2 + r2dτ2

ε2
, τ ∼ τ + 2πα . (3.2)

The results in this model can be extended to a general f(r) in a straightforward man-
ner. The position-dependent temperature is precisely that of Rindler space, obtained by
continuing to Lorentzian signature τ → it.

By choosing an interval of size LR and inverse temperatures β1 and β2, we fix the radial
coordinates of boundaries in figure 4 and the solid angle of the cone. Choosing β2 > β1,
this yields the relations

r1 = LRβ1
β2 − β1

, r2 = LRβ2
β2 − β1

, α = β2 − β1
2πLR

. (3.3)

For α 6= 1 there is a conical singularity, although it is excised from the region we are
considering. The parameter α has a physical interpretation as the strength of the heat
engine which equilibrates the two sides, and it must be tuned as we vary the temperatures
or the distance over which we want to equilibrate the temperatures. Some formulas will be
simpler to write in terms of α, but fixing α and β1,2 fixes LR. The equal-temperature limit
can be realized by taking α→ 0 while keeping LR fixed, in which case r1,2 →∞. Physically
we are taking the strength of the equilibrator to zero (equal temperatures are already
equilibrated), but to keep finite-sized circles we need to scale the coordinates to infinity.

We can rewrite the cone metric as conformally flat:

ds2
R = ΩR(ξ)−2dξ

2 + dθ2

ε2
, ξ ∈ [0, L] , θ ∼ θ + 2π . (3.4)

Note that the dimensionless coordinate ξ plays the role of the spatial coordinate, and θ

plays the role of Euclidean time. The Weyl factor is given by the formula

ΩR(ξ) = 1
αr

= 2π
β1
e−αξ , r = r1e

αξ , L = α−1 log β2
β1
. (3.5)
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There are two possible two-dimensional gravitational duals for our Rindler reservoir coupled
to holographic quantum dots living on thermal circles at each end. We can either complete
the circular boundaries of the reservoir into a torus, or we can have independent disks at the
two boundaries. The first possibility represents a confined phase, described by a wormhole,
shown schematically in figure 7. The second possibility represents a deconfined phase,
described by independent thermofield double black holes, shown schematically in figure 4.

The partition sum of the theory will undergo transitions between these confined and
deconfined phases as the parameters change. We expect that the phase structure will be
similar to the one in [34]. The wormhole solution should be global AdS2 as in [34], except
that the dilaton profile will be a one-parameter generalization of the usual one: the solution
has a free constant that is usually fixed by the Z2 symmetry, but in our case this constant
will be fixed by the choice of temperatures. This allows us to cut the solution off at slightly
different coordinate values on either side of the wormhole, which leads to equal values of
φr, but with different temperatures. In other words, the boundary conditions from the
bulk perspective are given by

ds2
1,2 = du2

ε2
, u ∼ u+ β1,2 , φ1,2 = φr

ε
(3.6)

at leading order in ε. The other novelty is the Rindler region. As we reviewed above, a
Weyl transformation maps this to the usual case of a finite cylinder with constant ther-
mal periodicity. The Weyl anomaly then makes a contribution to the partition sum, but
since the transformation is the same in both solutions, the anomaly does not affect the
phase structure.

3.1 Black hole phase

The action is given in (2.1) and the solution that describes the geometry (figure 4) in-
volves two Euclidean copies of the gravitational solution in (2.2)–(2.5), with different
temperatures:

ds2
1 = 4π2

β2
1

dτ2
1 + dσ2

sinh2 2πσ
β1

; σ ∈ (−∞,−ε] , τ1 ∼ τ1 + β1 , (3.7)

ds2
2 = 4π2

β2
2

dτ2
2 + dσ2

sinh2
[

2πσ
β2
− L

] ; σ ∈
[
β2
2πL+ ε,+∞

)
, τ2 ∼ τ2 + β2 . (3.8)

The reservoir metric is given by (3.4), with L = α−1 log β2
β1

being the size of the reservoir
in the cylinder coordinates. The reservoir coordinate ξ is dimensionless, hence the extra
conversion factor of β2

2π . The dilaton profile in the disk regions is given by the equations

φ(σ)1 = −2π
β1
φr coth 2πσ

β1
; (3.9)

φ(σ)2 = 2π
β2
φr coth

(2πσ
β2
− L

)
. (3.10)
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Figure 5. The schematic picture of the black hole phase in the Euclidean signature. The spacetime
is two hyperbolic disks connected by the conical reservoir.

We can break up the on-shell partition function for this solution into two main pieces.
The first is the gravitational contribution on the disks; it is obtained by directly evaluating
the pure JT gravity part of the action on the solution, and reads

Zdisks,grav = e
2φ0+πφr

(
1
β1

+ 1
β2

)
. (3.11)

The second piece of the on-shell partition function comes from the matter CFT living on the
curved background. The spacetime metric can be written as ds2 = e2ωdŝ2

flat everywhere in
the spacetime, and so the nontrivial Weyl factor ω gives a Weyl anomaly contribution [35]:

Zanomaly = exp
[
c

24π

∫ √
ĝ (∂ω)2

]
. (3.12)

The computation of this partition function involves a step which will also be used in the
computations of entanglement entropy in this model, so we discuss it in detail.

Our spacetime is a closed manifold, so there are no physical boundaries to generate
boundary terms. We perform the conformal transformation from the disks and the conical
reservoir shown in figure 4 to the plane with metric of the form ds2 = e2ωdŝ2

flat. We write
the flat reference metric in polar coordinates:

dŝ2
flat = dwdw̄ = dρ2 + ρ2dϕ2 , (3.13)

where w = ρeiϕ is the complex coordinate, ρ ∈ [0,+∞) and ϕ ∼ ϕ+ 2π. The explicit form
of the conformal transformation is given by

Disk 1 : w = e
2π
β1

(σ+iτ1) ; (3.14)
Reservoir : w = eξ+iθ ; (3.15)

Disk 2 : w = e
2π
β2

(σ+iτ2)
. (3.16)

As shown in figure 6, the plane is divided into three regions where the Weyl factor ω is
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Figure 6. Euclidean geometry of two black holes coupled via a reservoir conformally mapped to a
plane. The shaded region is the reservoir.

given by different functions:

Disk 1 : eω1 = Ω−1
1 = 2

1−ρ2 , ρ∈
[
0,1− 2π

β1
ε

]
; (3.17)

Reservoir : eωbath = Ω−1
bath = β1

2περ
α−1 , ρ∈

(
1− 2π

β1
ε,

(
β2
β1

) 1
α
(

1+ 2πε
β2

))
; (3.18)

Disk 2 : eω2 = Ω−1
2 =

2
(
β2
β1

) 1
α

ρ2−
(
β2
β1

) 2
α

, ρ∈
[(

β2
β1

) 1
α
(

1+ 2πε
β2

)
,

(
β2
β1

) 1
α

Λ
]
, (3.19)

where the bottom line includes the Weyl factor from the Rindler geometry in the reservoir
defined in (3.5) written in terms of w = eξ+iθ, and Λ� 1 is the cutoff. The cutoff is defined
with the (β2/β1)1/α prefactor to ensure the ratio of radii defining disk 2 is independent of
β1, which means the contribution of disk 2 to the partition function will be independent of
β1 (see (3.21) below). We now compute the contributions from the three regions to (3.12)
separately.

Disk 1. We integrate from ρ = 0 to ρ = 1− 2π
β1
ε and get

Z1 = exp
[
cβ1

24πε + c

6 log 4πε
β1
− c

8

]
Z̃1 , (3.20)

where Z̃1 is the partition function of the theory on the portion ρ∈ [0,1–2πε/β1] of flat space.

Disk 2. We integrate from ρ =
(
β2
β1

) 1
α
(
1 + 2πε

β2

)
to ρ = Λ� 1 and get

Z2 = exp
[
cβ2

24πε −
c

6 log 4πε
β2
− c

24 + c

3 log Λ
]
Z̃2 , (3.21)
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where Z̃2 is the partition function of the theory on the portion ρ∈
[(

β2
β1

)1
α
(
1+ 2πε

β2

)
,
(
β2
β1

)1
α Λ
]

of flat space.

Reservoir region. Here we integrate from ρ = 1− 2π
β1
ε to ρ =

(
β2
β1

) 1
α
(
1 + 2π

β2
ε
)
and get

Zreservoir = exp
[
c(α− 1)2

12α log β2
β1

]
Z̃reservoir , (3.22)

where Z̃reservoir is the partition function of the theory on the portion ρ ∈
[
1−2πε/β1,

(
β2
β1

) 1
α

(1 + 2πε/β2)
]

of flat space. Combining (3.20)–(3.22) and using the normalization

Z̃1Z̃2Z̃reservoir = 1, we get the total result for the CFT anomaly contribution:

Zanomaly = exp
[
− c6 + c

12

(
α+ 1

α

)
log β2

β1
+ c(β1 + β2)

24ε + c

3 log Λ
]
. (3.23)

Next we combine this result with the gravitational partition function (3.11):

Z = exp
(

2φ0 −
c

6 + πφr

( 1
β1

+ 1
β2

)
+ c

12

(
α+ 1

α

)
log β2

β1

)
. (3.24)

This is the final result for the partition function of the disconnected black hole phase. We
removed two terms from (3.23): a 1/ε divergence proportional to the sum of lengths of
the boundary of the hyperbolic disk which was removed by a local counterterm, and a
divergence in Λ that is expected to renormalize φ0.4

3.2 Asymmetric wormhole phase

The asymmetric wormhole solution is a quotient of Euclidean AdS2 spacetime with the
metric [34, 36]

ds2 = dχ2 + dσ2

sin2 σ
, φ = −2πT traceless; bulk

σσ

(
γ − σ
tan σ + 1

)
, (3.25)

where χ ∼ χ + b is a periodic coordinate which plays the role of Euclidean time direction
and σ ∈ [ε1, π− ε2] is the spatial coordinate with ε1,2 being small cutoffs to be determined
below. The two boundaries of AdS2 are glued to the Rindler reservoir with the metric (3.4).
The spacetime is thus a conformally flat manifold with the topology of a torus, as shown
in figure 7.

It remains to compute T traceless; bulk
σσ and fix γ. Ignoring the curved metric for a moment,

the torus has circumferences b and d = π + (2πα)−1b log β2
β1

along the χ and σ directions
of the AdS2 bulk, and along the θ and ξ directions of the reservoir, respectively. For the
wormhole solution to exist, we take b > d. If we consider a holographic CFT on this

4Note that if we chose the cutoff in the plane as Λ instead of (β2/β1)1/αΛ, it would modify the coeffi-
cient of the term α−1 log β2

β1
and give the wrong answer in the equal-temperature limit where α → 0 and

α−1 log β2
β1
→ 2πLR/β, where we denote the limiting value of β1 and β2 as β.
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Figure 7. Schematic of the wormhole phase. The asymmetry of the wormhole is caused by the
different sizes of the thermal circles which are glued to the regulated AdS2 boundaries. Correspond-
ingly, the two boundary regulators are different.

background, and quantize along the χ direction of the AdS2 (θ direction of the reservoir),
we are in the vacuum. The vacuum stress tensor on such a cylinder of circumference d,
evaluated for a torus with the flat metric ĝµν is therefore:

T ĝσσ = −T ĝχχ = − πc

6d2 = − c

6π
1(

1 +
b log β2

β1
2π2α

)2 . (3.26)

Now recall that the gravitational part of the manifold has a curved metric (3.25) of the
form gµν = e2ω ĝµν , where ĝµν is the flat metric. This gives an anomalous contribution to
the stress tensor which has a traceless piece and a piece proportional to the metric. The
traceless piece coming from the combination of the flat torus and the anomaly is what
enters in the dilaton solution above and is given as

T traceless; bulk
σσ = −T traceless; bulk

χχ = − c

6π
1(

1 +
b log β2

β1
2π2α

)2 + c

24π . (3.27)

Unlike previous works we have a free parameter γ in the solution for the dilaton; without
this free parameter the solution would only exist for equal temperatures on the two sides.
We want to match the lengths of the different thermal circles at the interfaces between
the wormhole and the Rindler bath while maintaining equal φr values (see eq. (3.6)). This
requires asymmetric cutoffs σ1 = ε1 � 1, π − σ2 = ε2 � 1:

b

ε1,2
= β1,2

ε
=⇒ ε1,2 = b

β1,2
ε , φ

∣∣
σ1

= φ
∣∣
σ2

=⇒ γ = πβ2
β1 + β2

. (3.28)

So the choice of temperatures β1, β2 dictates the cutoffs σ1, σ2 and the dilaton solution.
In the symmetric case β1 = β2 we would find γ = π/2. The dilaton boundary condition
fixes b through

φ
∣∣
σ1

= φr
ε

=⇒


c

3
(

1 +
b log β2

β1
2π2α

)2 −
c

12

 = φrb(β1 + β2)
πβ1β2

. (3.29)
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Having established the dilaton solution, we are now ready to discuss the full partition
function of the wormhole phase. We can break up the partition function in this phase into
three pieces:

(i) The gravitational contribution from the AdS2 wormhole, computed using the ac-
tion (2.1) evaluated on the solution (3.25).

(ii) The CFT anomaly from the Weyl transform from cylinder χ ∈ [0, b), σ ∈ [ε1, π − ε2]
to the AdS2 metric in the gravitational region. It is computed using equation (3.12)
with eω = 1

sinσ .

(iiia) The contribution of the CFT on a torus of lengths d and b. Recall that we assume
b > d to project onto the vacuum for a holographic CFT. Under this assumption
the partition function is the thermal partition function of a CFT on the circle of size
d = π + (2πα)−1b log β2

β1
.

(iiib) The CFT anomaly from Weyl transforming from the cylinder to the cone in the
reservoir region with the Weyl factor given by (3.5).

Altogether we get

Z =Z(i)Z(ii)Z(iii) = exp


−φrb

2

4π

( 1
β1

+ 1
β2

)
︸ ︷︷ ︸

(i)

− cb

24︸ ︷︷ ︸
(ii)

+ c

6
b

1+
b log β2

β1
2π2α︸ ︷︷ ︸

(iiia)

+ cα

12 log β2
β1︸ ︷︷ ︸

(iiib)


. (3.30)

Note that the contribution (i) is accompanied by a 1/ε-divergence proportional to the
length of AdS boundaries, which is identical to the 1/ε-divergence that appeared in (3.23)
in the disconnected phase and is removed in the same way. Note that the equation (3.29)
can be reproduced by extremizing (3.30) over b.

The contribution (iiib) is the same between the two phases, and can hence be ignored
in determining which phase is dominant. The phases are easy to compare in two limits for
which the equation (3.29) has a simple solution. In the first limit we have (trading α for LR)

LR�φr/c : b≈ β1β2cπ

4φr(β1+β2) (3.31)

=⇒ ZWH ≈ exp
(

β1β2c
2π

64φr(β1+β2) +IR
)
, ZBH ≈ exp

(
2φ0+

( 1
β1

+ 1
β2

)
πφr+IR

)
, (3.32)

where IR = c
24π

β2−β1
LR

log β2
β1

is the contribution from the reservoir which is common for the
two phases. Equating the two expressions, we find that the wormhole dominates for

β1β2
β1 + β2

&
128φrφ0
c2π

. (3.33)
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In the second limit we have

LR�φr/c : b≈ π(β2−β1)
LR log β2

β1

(3.34)

=⇒ ZWH ≈ exp

 cπ(β2−β1)
24LR log β2

β1

+IR

 , ZBH ≈ exp

2φ0−
πcLR log β2

β1

6(β2−β1) +IR

 . (3.35)

Equating the two expressions, we find that the wormhole dominates for

β2 − β1

log β2
β1

&
48LRφ0
cπ

. (3.36)

Notice that in this limit it is sufficient to take β2 large at any value of β1 for the wormhole
to dominate.

4 Page curves of two connected black holes

We can now analyze the structure of entanglement entropy in our model to ask when island
configurations appear, and whether and how they compete with other quantum extremal
surfaces to saturate the entropy.

A priori, we can study this question in either of the two phases discussed in the previous
section. However, we will argue that the wormhole phase does not have any island saddles.
First we show that, for a holographic theory, we have to be in the vacuum channel, i.e. in
the doubly holographic picture the three-dimensional bulk filling in the torus is thermal
AdS3. To see this, if we were instead in the vacuum in the dual channel, i.e. the three-
dimensional bulk filling in the torus being the BTZ black hole, this would imply a positive
stress-energy tensor. Such a stress tensor would not consistently solve the equation of
motion (2.4) with the boundary conditions needed for the dilaton. This is the familiar
statement that we need a negative stress-energy to support the wormhole [36, 37].5 To
complete the argument, note that in the vacuum channel the 2d entanglement entropy is
O(c) and constant for intervals in the bath and their thermofield double partners. Any
nontrivial QES will come with a cost of φ0, which we assume to be much larger than the
CFT central charge c. Hence the nontrivial QES will never dominate. In the rest of this
section we therefore focus on the phase with two black holes.

4.1 The two black hole setup

We are interested in the temporal behavior of the entanglement entropy of the two ther-
mofield double copies of a segment that includes some portion of radiation in the reservoir
and may or may not include one of the quantum dots dual to black holes. The metric of the
exterior regions of the black hole is given by the Lorentzian version of the solution (3.7)–
(3.8). We rescale the coordinates in such a way that they are dimensionless and continuous

5The spacetime wormhole can be converted into an (eternally) traversable spatial wormhole by analytic
continuation, e.g. in equation (3.25) continue χ→ it.
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Figure 8. The Penrose diagram for two eternal black holes with different inverse temperatures
β1, β2 connected by two copies of the reservoir (shown by the shaded regions) with the conical
metric (3.4). The arrows show the direction of the coordinate time in the external regions of the
black holes. The diagram is identified across the dashed line which goes through the bifurcation
surface of the second black hole.

across the pairs of exterior regions connected to their corresponding reservoirs. The metric
in the external black hole region then reads:

ds2
1 = −dt

2 + dξ2

sinh2 ξ
; ξ ∈

(
−∞,−2π

β1
ε

]
(4.1)

ds2
2 = −dt2 + dξ2

sinh2(ξ − L)
; ξ ∈

[
L+ 2π

β2
ε,+∞

)
, (4.2)

and the reservoir metric is the Lorentzian continuation of the metric (3.4):

ds2
R = β2

1
4π2 e

αξ−dt2 + dξ2

ε2
, ξ ∈

[
−2π
β1
ε, L+ 2π

β2
ε

]
. (4.3)

Note that temperature dependence is now contained in the cutoffs for ξ. Thus the lengths
of thermal circles on the boundaries in the Euclidean continuation of the metric are the
same and are equal to β1,2/ε. The dilaton solution in these rescaled coordinates reads

φ(σ)1 = −2π
β1
φr coth(−ξ) ; (4.4)

φ(σ)2 = 2π
β2
φr coth (ξ − L) . (4.5)

In terms of the Schwarzschild-like coordinate t, the right side of the TFD evolves forward
and the left side evolves backward, as indicated by arrows in figure 8. This setup gen-
eralizes the eternal black hole version of the information paradox discussed in [7, 8, 11]
and in section 2 of the present paper to the case of two eternal black holes instead of one.
Correspondingly, at late times we can expect islands to appear in both black hole regions.
Similar models were considered in [11, 25, 26]. See [38, 39] for a discussion of entanglement
between disjoint gravitating universes.

To compute the generalized entropy functional, we again assume that the matter CFT
is holographic and dual to some asymptotically AdS3 geometry, and we follow the approach
explained in section 2.1. The CFT entanglement entropy can be computed by (2.11) using
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Figure 9. We collect the radiation in the bold blue segments of radiation that include the boundary
duals (quantum dots) of the second eternal black hole.

the conformal transformation to the plane from section 3.1. This transformation maps
a pair of black hole exterior regions connected by a reservoir on the same side of the
thermofield double (in Euclidean signature) to the complex w-plane with the conformally
flat metric Ω−2(w, w̄)dwdw̄, with the Weyl factor Ω in the three regions given by (3.17)–
(3.18):

Black hole 1 : Ω1 = 1− |w|2
2 ; (4.6)

Black hole 2 : Ω2 =
|w|2 −

(
β2
β1

) 2
α

2
(
β2
β1

) 1
α

; (4.7)

Reservoir : Ωbath = 2π
β1
|w|1−α . (4.8)

Finally, to compute the area terms in the island formula (2.6) we need also the dilaton
profile, which is given by equations (3.9)–(3.10).

4.2 Entanglement entropy of segments including the second black hole

We begin by treating the second black hole as a detector which collects the radiation from
the first black hole. This detector also radiates back into the reservoir, at a rate which
creates an equilibrium with the reservoir heat engine. The Hilbert space available to the
black hole detector is finite, but nevertheless it is large enough to be comparable to the
Hilbert space of the first black hole. This means that it should be able to gain access to
the island.

In the microscopic description, we want to compute the entanglement entropy of
a quantum dot and its thermofield double partner, plus some of their adjoining baths
(figure 9). The coordinates of the reservoir endpoints in terms of the ξ, t variable are
chosen as

p2 = (a,−t+ iπ); p3 = (a, t) . (4.9)

In the two-dimensional effective gravitational description we need to search for QESs which
extend the regions into the bulk, plus possible QESs in the other gravitational region which
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(a) (b) (c)

Figure 10. Configurations of the RT geodesics extending into the 3d bulk which determine the
competing generalized entropy channels with the second black hole included in the region being
probed. The drawings are identified across the dashed line which goes through the bifurcation
surface of the second black hole. Multiple-island configurations, which turn out to be always
subleading, are not shown. For the connected configurations (a) and (b) the blue segments join
across the bifurcation surface and the QES is empty surface.

bound islands. Three configurations6 can dominate the Page curve; they are shown in
figure 10 (other configurations are subleading). As we assume the CFT is holographic, it is
straightforward to identify the channels in the CFT entanglement entropy which define the
competing generalized entropy functionals and quantum extremal island configurations.

Configuration (a): linear growth. This is a fully connected no-island configuration,
with a trivial (empty) QES in the second black hole region. The endpoints p2 = (a,−t+iπ)
and p3 = (a,t) are connected by a geodesic in the 3D bulk. With this in mind, the entan-
glement entropy of the configuration (a) is given just by one geodesic shown in figure 10(a),
and reads

Sa = Sno island
conn. (p2, p3) = c

3 log
(
β1e

αa

π
cosh t

)
. (4.10)

Configuration (b): the island. This is a fully connected configuration that includes an
island in the first black hole region and an empty QES in the second black hole region. The
location of the island [q1, q2] is again defined by the QESs. Since the points p2 and p3 are
located symmetrically with respect to the bifurcation surface of the first black hole, that
means that the QES points will have the same coordinates q1,2 = (x, tx). The generalized
entropy is

Sb = Ext
q1

Sisland
gen (q1, p2) + Ext

q2
Sisland
gen (q2, p3) , (4.11)

where the generalized entropy functional reads

Sisland
gen (q2, p3) = φ0 + 2πφr

β1
coth (−x)

+ c

6 log
(
β1e

αa (cosh(x− a)− cosh (t− tx))
π sinh (−x)

)
. (4.12)

Extremizing tx gives tx = t, and so the island contribution is time-independent.

6We omit the usual UV divergences in the generalized entropy functionals and other formulae for the
entanglement entropy as we did in section 2.
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Figure 11. Page curves for the radiation segments plus the second black hole. We fix the physical
reservoir size LR = 0.5, physical location of p2,3 endpoints r = r1 + 0.01LR, β1 = 1, φ0 = 10 c6 and
φr = c

6 . (A) β2 = 2. The no-island phase dominates at late times. (B) β2 = 1.3. The island phase
dominates at late times.

Configuration (c): disconnected QES configuration. This configuration corre-
sponds to two times the entropy of the segment. The corresponding generalized entropy
functional reads

Sgen(p3, p4) = φ0 + 2πφr
β2

coth
(
y − α−1 log β2

β1

)

+ c

6 log

2β1e
αa+y β2

β1

1/α [cosh (y − a)− cosh(t− ty)]

π

(
e2y −

(
β2
β1

)2/α
)

 , (4.13)

where (y, ty) are the coordinates of the QES p4. The total entropy in this configuration
reads

Sc = 2× Ext
p4

Sgen(p3, p4) . (4.14)

It is worth noting that for this configuration the QES points p1,4 end up at finite distance
between the AdS2 boundary and the horizon in the corresponding external regions of the
second black hole. This quantity is also time-independent.

4.2.1 Page curves

The possible behaviors in the case of the black hole detector involve a competition between
the two phases of constant entanglement entropy at late times — namely, between config-
urations (b) and (c). Let us fix the physical size of the reservoir LR. Then we can have
a transition between (b) and (c) at late times if we vary the temperature ratio β2/β1 or
the physical position of the points p2,3 at the Rindler coordinate r = β1

2παe
αa. We show

this transition in figure 11 for the case when we vary the temperature of the “detector” β2
while keeping r fixed. We see that adjusting this temperature can reveal the island of the
first black hole. A similar results were obtained in [23, 26].

This transition has a simple interpretation, if we think of the island configuration (b)
as the entanglement entropy of the first black hole plus the segments [0, a]. It competes
against configuration (c), which is the entropy of the second black hole plus segments [a, L].
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Figure 12. We consider the radiation in the bold blue segments of the reservoir.

Then the island of the first black hole reveals itself if the entropy of the first black hole
becomes smaller than the entanglement entropy of the probed system (which includes the
second black hole and the radiation segment [a, L]). This means that this system, which
we can think of as a detector, has enough room to effectively accommodate all states of the
radiation. If the detector’s entropy is not large enough, however, it effectively thermalizes
before gaining access to the island, which is expressed by the phase (c). In other words,
the no-island phase 9(c) and the island phase 9(b) can be interpreted, respectively, as the
island phase and the no-island phase of the computation of entanglement entropy of the
complementary subsystem. Note that the key property in the evolution of the entanglement
entropy of radiation regions which include one of the black holes is that the Hilbert space of
the radiation is large. Because of this, there are no finite size effects that would introduce
an intermediate phase into the Page curve for any choice of parameters, as we saw in
the case of a single black hole in section 2. Below, we exclude both black holes from the
radiation region, so that the radiation segment belongs to the interior of the reservoir only.
We will then see that the Page curve structure becomes richer.

4.3 Entanglement entropy of segments in reservoir

We compute the entanglement entropy of the union of two identical segments A = [p1, p2]∪
[p3, p4] positioned inside corresponding copies of the reservoir, as shown in figure 12. The
coordinates of these endpoints are chosen as:

p1 = (b,−t+ iπ); p2 = (a,−t+ iπ); p3 = (a, t); p4 = (b, t) . (4.15)

We now have 5 possible generalized entropy configurations which can dominate, shown in
figure 13.

Configuration (a): linear growth. This is a fully connected no-island configuration,
where two RT geodesics connect the endpoints p1 ↔ p4 and p2 ↔ p3, respectively. The
entanglement entropy of this configuration is given by the formula

Sa = Sno island
conn. (p1, p2; p3, p4) = 2 c3 log

β1e
α(a+b)

2

π
cosh t

 . (4.16)

This expression grows in time approximately linearly, and in the general case the entropy
depends on the segment location when α 6= 0.
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(a) (b) (c)

(d) (e)

Figure 13. Configurations of the RT geodesics extending into the 3d bulk which determine the
competing generalized entropy channels. The drawings are identified across the dashed line which
goes through the bifurcation surface of the second black hole. Multiple-island configurations that
are always subleading are not shown.

Configuration (b): two islands. This is a fully connected configuration that includes
an island in every black hole region. The location of the islands [q1,3, q2,4] is defined by
the QESs, obtained by extremizing the generalized entropy functionals. These generalized
entropy functionals are exactly the same ones as (4.12) for the island in the first black
hole and (4.13) for the island in the second black hole. We write down the corresponding
formulae for the QESs on the right side of the thermofield double, the points q2 = (x, tx)
and q3 = (y, ty). The QESs q1 and q4 on the left are determined analogously.

Sisland
gen (q2, p3) = φ0 + 2πφr

β1
coth (−x)

+ c

6 log
(
β1e

αa (cosh(x− a)− cosh (t− tx))
π sinh (−x)

)
; (4.17)

Sisland
gen (q3, p4) = φ0 + 2πφr

β2
coth

(
y − α−1 log β2

β1

)

+ c

6 log

2β1e
αb+y β2

β1

1/α [cosh (y − b)− cosh (t− ty)]

π

(
ey −

(
β2
β1

)2/α
)

 . (4.18)

The total entropy in this configuration is given by the sum of the two island contributions,
or four quantum extremal surfaces:

Sb = Ext
q2

Sisland
gen (q2,p3)+Ext

q3
Sisland
gen (q3,p4)+Ext

q4
Sisland
gen (q4,p1)+Ext

q1
Sisland
gen (q1,p2) . (4.19)

The two-island contribution is time-independent, and tx = ty = t.

Configuration (c): generalized thermalization. This is a disconnected configura-
tion, which is the sum of the CFT entanglement entropy for the two thermofield double
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copies of the reservoir segment. The entanglement entropy of a copy is given by the formula

Sdisc.(p1, p2) = c

3 log
(
β1e

α(a+b)

π
sinh |a− b|2

)
. (4.20)

This configuration can be interpreted as describing the extension of the notion of thermal-
ization to the case of the varying temperature. The entropy of the segment on the left of
TFD [p3, p4] is given by an analogous formula, and the total entropy in this configuration
is given by

Sc = Sdisc.(p1, p2) + Sdisc.(p3, p4) . (4.21)

Configurations (d) and (e): single island. In these configurations we have an island
in one of the black holes while the other black hole still produces linear growth:

Sd = Ext
q4

Sisland
gen (q4, p1) + Ext

q3
Sisland
gen (q3, p4) + c

3 log
(
β1e

aα

π
cosh t

)
; (4.22)

Se = Ext
q1

Sisland
gen (q1, p2) + Ext

q2
Sisland
gen (q2, p3) + c

3 log
(
β1e

αb

π
cosh t

)
. (4.23)

These expressions grow linearly with half the slope of configuration (a).
Let us note that there are also configurations that have two islands in black hole

regions, similarly to the case (d) in section 2 (see figure 2). Just as in that case of a single
eternal black hole, such configurations are always subleading, so we do not consider them.

4.3.1 Page curves

We have four qualitatively different possibilities for the Page curve, which are determined
by the competition between the two-island phase (b) and the disconnected phase (c) at
very late times, and by the possibility of one of the two single-island phases (d) or (e)
dominating for a finite time between the early and very late times.

First, let us consider the equal-temperature case, which is achieved in the limit α→ 0,
β2
β1
→ 1 with L = 2πLR/β fixed. The four qualitatively different Page curves are shown in

figure 14. More specifically, we plot the contributions of the five phases (a)–(e) described
above.

• In figure 14A the linear growth generated by the connected no-island phase (a) transi-
tions into the two-island phase (b), which keeps the entanglement entropy constant.
The segment is large enough so that the island phase saturates the entanglement
entropy before the disconnected phase (c) has a chance to become relevant.

• In figure 14B the connected phase (a) also dominates at early time, but because of
the de-centered position of the segment in the reservoir, at some time the transition
to the mixed phase (e) happens. This phase has an island in the first black hole but
continues to grow linearly with halved slope due to the active remaining ER bridge
across the second black hole. At later times, another transition happens, where the
entanglement entropy is completely saturated by the two-island phase. Thus, the
single-island phase persists only for finite time.
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Figure 14. Page curves for the radiation segments in the reservoir in the equal temperature case
with β1 = β2 = 1. (A) a = 0.12L, b = 0.88L. (B) a = 0.02L, b = 0.78L. (C) a = 0.24L, b = 0.76L.
(D) a = 0.04L, b = 0.52L. We have set c

6φ0 = 20 and πφr

3 = 10.

• In figure 14C, the segment is small enough so that the entanglement entropy is
saturated by the disconnected phase (c) before any islands get involved.

• In figure 14D, the early-time growth (a) transitions into the mixed phase (e) with
slower growth and an island in one of the black holes. However, later the entanglement
entropy is saturated by the disconnected phase (c) again, so the island is no longer
accessible. Thus, this behavior only allows for temporary access to an island.

When the temperatures are different, β1 6= β2, the qualitative behavior is the same. The
main difference is that now temporary single-island phases are possible even for segments
centered in the reservoir, because there is an additional non-uniform contribution in the
entanglement entropy arising from the heat engine, which is represented, e.g., by the second
term in (4.20). Because of this, a Page curve for any fixed pair of segments can include a
temporary single island phase if we adjust the temperature difference and/or the reservoir
size and positions of endpoints of A.

By utilizing the unitarity bound S(A) ≤ min{log dimHA, log dimHĀ} discussed in
section 1 and applied at the end of section 2, the qualitative nature of these transitions can
be predicted. In our setting, both dimHA and dimHĀ are finite, and so these Hilbert spaces
enforce distinct unitarity bounds. When the former is threatened, there is a thermalization
transition (c), whereas when the latter is threatened, we are led to the two-island phase (b).
There is also the possibility of transition to one-island phases (d) or (e), which have growing
entropy and therefore are not explained by the simple unitarity bound. As in section 2,
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this case can be explained by a unitarity bound applied to the two gravitational regions
(plus the adjoining baths up to the radiation region A) separately. When the entropy of
this region approaches the entropy of the two black holes in the given gravitational region
2SBH , a transition must occur.

5 Discussion

We have investigated the effects of competition between the thermalization mechanism and
the island information recovery mechanism in the time evolution of entanglement entropy
of Hawking radiation. We considered finite radiation regions in the classic example of a
thermofield double black hole coupled to two semi-infinite baths. We also introduced a new
model, where we have two pairs of thermofield double black holes at different temperatures
radiating into a finite shared bath (and its thermofield double). To maintain equilibrium
this required a Rindler-like bath which operated as a heat engine equilibrating the two
sides. A summary of our results can be found in section 1.

The two-temperature system provides a tunable parameter which models thermal loss
from engineered quantum dots in the lab, such as the SYK system. In relation to this, it
should also be possible to write down an explicit coupling between two SYK systems at
different temperatures leading to asymmetric wormholes, generalizing the Maldacena-Qi
solution [36].7

It would be interesting to study the generalization of our two-temperature model to
higher dimensions. In two dimensions we saw that we can have transitions from the asym-
metric wormhole (the “confined” phase) to two thermofield double black holes (the “decon-
fined” phase). In higher dimensions, by picking the bath and boundary CFTs appropriately,
one can more cleanly probe the confining structure of the model as the temperatures are
varied through an order parameter like center symmetry [43], which does not have much
meaning in (0 + 1) dimensions. In the two-temperature model considered in this paper,
the fate of one of the thermofield double quantum dots was tied to the other one, since
the confining phase was a gravitational solution which linked the two systems. In higher
dimensions, however, the confining phase of a single thermofield double boundary pair is
two copies of thermal AdS, and it need not link to the other thermofield double. Thus
we can have one of the thermofield double boundary pairs in the confined phase while the
other pair is in the deconfined phase. It would be interesting to work out whether this
actually occurs, and, if so, what the doubly holographic solution looks like; it would need to
have nontrivial topology to accommodate the change from confined to deconfined phases.

The computations of entanglement entropy in the black hole phase would also take
on a different structure in higher dimensions. The closest analogy to our results would
be obtained by taking the bath CFTd to be placed on Rd and considering infinite strips,

7There are avatars of the asymmetric wormhole in contexts where it is not the leading saddle of a path
integral; for example in the matrix model description of JT gravity [40, 41] it is an off-shell configuration
captured by 〈Z(β1)Z(β2)〉, while in systems with multiple uncoupled SYK dots there may exist subleading
saddles which link the various systems (such subleading saddles have been exhibited for the case of equal
temperatures in [42]).
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which would allow the “halfway” surfaces seen in two dimensions, as in figure 2(b). Such
surfaces would not appear for compact regions. One way to see this is to note that in
figure 2(b) the two endpoints of an interval are treated differently, which would not work
for the boundary of a higher-dimensional ball, which is connected.
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1 Introduction

Since the observation of worldsheet integrability in the AdS5×S5 superstring [1], integrable

two-dimensional non-linear sigma-models have played a prominent role in the gauge-gravity

correspondence. In the planar limit in particular, the simplicity offered by integrability

allows one to go beyond perturbation theory and interpolate at finite ’t Hooft coupling

between known results at both sides of the correspondence (for a review see [2, 3]).

For the purpose of the present paper, we are interested in the application of bosonic

integrable sigma models as building blocks of worldsheet theories1 describing strings propa-

gating in curved backgrounds. Well known examples in this context are the Wess-Zumino-

Witten (WZW) model [4], which has an exact worldsheet CFT formulation, and the Prin-

cipal Chiral Model (PCM) [5], which has worldsheet integrability, on a non-Abelian group

manifold. Closely related are the gauged WZW model and the Symmetric Space Sigma

Model (SSSM) which can be obtained by gauging an appropriate subgroup of the global

symmetry group. These gauged theories retain some desirable properties; the gauged

WZW model gives a Lagrangian description of coset CFT’s [6, 7] and the SSSM retains

integrability [8]. Both provide highly symmetrical target spaces which have been key in

the construction of amenable string duals.

1When supplemented with a fermionic field content, as in a Green-Schwarz formulation for instance,

they should describe consistent string configurations.
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An interesting question in recent years has been to deform known holographic theories

while maintaining worldsheet integrability.2 Prominent examples include the η- [10–12],

β- [9, 13, 14]3 and λ-deformations [16–18]. Our focus will be on the λ-deformation which

is an integrable two-dimensional QFT for all values λ ∈ [0, 1]. For λ→ 0 the model traces

back to the WZW model (or gauged WZW model) while for λ → 1 one finds the non-

Abelian T-dual of the PCM (or SSSM). There has been significant evidence from both

a worldsheet [18, 19] and target space [20–22] perspective that, when applied to super-

coset geometries, the λ-model is a marginal deformation introducing no Weyl anomaly.

In [23, 24] it was also shown one can promote bosonic coset λ-models to type IIB super-

gravity backgrounds when a suitable ansatz is made for the RR fields.

We will focus our attention here on bosonic coset λ-deformations of G/H gauged

WZW models. A limitation to the standard construction so far is that it is deforming

WZW models where only the vector subgroup is gauged [16, 17]. When the subgroup H

is Abelian, however, gauging an axial action in the WZW leads to a topologically distinct

target space [25, 26]. For H non-Abelian, particular asymmetrical gaugings can be of

interest in the case of higher rank groups [25, 27]. The present note will fill this gap by

deforming spacetimes obtained from asymmetrically gauged WZW models on a general

footing.4

A physical motivation of this line of study is the two-dimensional Euclidean black hole

in string theory [31–33] corresponding to the SL(2, R)/U(1)k WZW model [31, 34]. When

the gauged U(1) is compact and vector one obtains the so-called trumpet geometry, while

for an axial gauging one finds the so-called cigar.5 Analytical continuation of the Euclidean

time gives the Minkowskian black hole where the trumpet corresponds to the region within

the singularity and the cigar to the region outside the horizon [31, 37]. In particular the

cigar approaches asymptotically a flat space cylinder while the tip describes the horizon

itself. These regions are known to be T-dual [37–40] to the Zk orbifold of one another and

are indeed described by an equivalent coset CFT [37].

The stringy origin of a black hole horizon has been an attractive asset for the study of

the axial SL(2, R)/U(1)k WZW. In two target space dimensions the only low energy closed

string modes are tachyons winding around the periodic direction of the cigar. However,

when these states enter the region of the horizon at the tip, winding number conservation

breaks, leading to the existence of a tachyonic condensate in that region. This has been

understood in [41] using the (bosonic) FZZ duality [41–43] between the cigar geometry

and Sine-Liouville theory where the latter is an interacting theory in a flat space cylinder

geometry. Here it is an exponentially growing potential that breaks winding conservation

explicitly and only allows high momentum tachyon modes to penetrate through the dual

2One ambition here is to have gravity duals that reduce the amount of (super)symmetries on the gauge

theory side as in e.g. [9].
3See also the recent [15] and references therein.
4Similar ideas of an asymmetric deformation have been developed in [28, 29] where a tensor product of

coset manifolds is considered with either different levels or an asymmetrical gauging between the tensor

product terms (see also the recently appeared [30]). The novelty of our approach includes deforming an

asymmetric gauging of one factor in the tensor product.
5These backgrounds are only valid for large k, receiving (quantum) corrections for finite k [35, 36].
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of the region behind the horizon [44]. The machinery developed in this note allows one

to study the effects of the λ-deformation to the cigar geometry and the Sine-Liouville po-

tential explicitly. At this point the interested reader might be enticed by the success of

integrability in going beyond perturbation theory to study quantum gravity effects asso-

ciated to the horizon. Moreover, using the large N matrix model description of the cigar

through Sine-Liouville theory [41], this particular application opens the route to a tractable

interpretation of the integrable λ-deformations in holography.

In section 2 we develop the λ-deformation of the asymmetrically gauged WZW model.

We show that the model is classically integrable and that, when the asymmetrical gaug-

ing respects the symmetric space decomposition,6 the one-loop beta function of the λ-

parameter match those obtained in the case of symmetric gaugings. We conclude this

section by describing integrable boundary conditions of the worldsheet theory where we

develop the method of [45] to accommodate for coset spaces and asymmetric gaugings.

We then briefly introduce the SL(2, R)/U(1)k WZW and apply the λ-deformation to

the cigar geometry7 in section 3. To first order we will see the deformation to explicitly

break the axial-vector duality of the undeformed case. The analysis of our method for the

integrable boundary conditions, however, shows the D-brane configurations of [46–50] to

persist the deformation albeit with isometries being lost. We find D1-branes extending to

asymptotic infinity, but allowed only at particular angles in the deformed cigar, D0-branes

at the tip and D2-branes covering the whole or part of the space. In the undeformed case

these branes are distinguished, in the nomenclature of [51], as the former being of A-type,

while the latter two being of B-type. Finally, after a small review on FZZ duality, we give

the starting point to the study of a deformed Sine-Liouville theory by extracting the first

order perturbation.

We conclude in section 4 with a short summary and outlook of our results.

2 Left-right asymmetrical λ-deformations

In this section we generalise the construction of λ-deformations of symmetric coset man-

ifolds G/H developed in [16–18] to incorporate the possibility of deforming the left-right

asymmetrical gauged WZW model [25, 27].

This asymmetric coset λ-deformation is constructed in a number of steps based on

the Sfetsos gauging procedure [16]. First one combines8 the Wess-Zumino-Witten (WZW)

model [4] on a group manifold G,

SWZW,k(g) = − k

2π

∫
Σ
dσdτ〈g−1∂+g, g

−1∂−g〉 −
k

24π

∫
M3

〈ḡ−1dḡ,
[
ḡ−1dḡ, ḡ−1dḡ

]
〉, (2.1)

6It seems only a technical issue to relax this requirement.
7Although the region of the deformed cigar geometry was captured globally in [23] and can be obtained

from analytical continuations of the SU(2)/U(1) case of [16], the methodology developed here is more

fundamental and, moreover, applicable to a wide range of models.
8For a summary of our conventions and more details on the WZW and SSSM we refer the reader to the

appendix A.
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with the Symmetric Space Sigma Model (SSSM) on G/H,

SSSSM,κ2(ĝ, B±) = −κ
2

π

∫
dσdτ〈(ĝ−1∂+ĝ −B+), (ĝ−1∂−ĝ −B−)〉, (2.2)

where the latter is invariant under an HR ⊂ G action ĝ → ĝh with h ∈ H when the gauge

fields B± ∈ h transform as B± → h−1 (B± + ∂±)h. Note that these models are realised

through distinct group elements g ∈ G and ĝ ∈ G respectively which we assume to be

connected to the identity. Next, we reduce back to dimG − dimH degrees of freedom by

gauging simultaneously the left-right asymmetric G-action in the WZW model (generalising

the usual λ-model construction [16–18] where the vector action is gauged) and the GL-

action in the SSSM given by,
g → g−1

0 gg̃0,

ĝ → g−1
0 ĝ.

(2.3)

Here g0 = exp(GATA) ∈ G and g̃0 = exp(GAT̃A) ∈ G have the same parameters GA but

are generated by different embeddings TA and T̃A of a representation of the Lie algebra g

of G. Their relation can be packaged into an object W as T̃A = W (TA) = WB
ATB. To

find a gauge-invariant action we introduce the gauge fields A± = AA±TA transforming as,

A± → g−1
0 (A± − ∂±) g0, W (A±)→ g̃−1

0 (W (A±)− ∂±)g̃0, (2.4)

and we perform the usual minimal substitution (i.e. replacing derivatives by ∂± · −A±·) in

the SSSM term and replace the WZW term by the left-right asymmetrical gauged WZW

model9 [25, 27] on the coset G/GAS given by,

SWZW,k(g,A
A
±,W ) = SWZW,k(g) +

k

π

∫
Σ
dσdτ〈A−, ∂+gg

−1〉 − 〈W (A+), g−1∂−g〉

+ 〈A−, gW (A+)g−1〉 − 1

2
〈A−, A+〉 −

1

2
〈W (A−),W (A+)〉.

(2.5)

The latter is gauge-invariant10 provided that W : g → g is a metric-preserving automor-

phism of the Lie algebra g [25, 27] i.e.,

W ([TA, TB]) = [W (TA),W (TB)] and 〈W (TA),W (TB)〉 = 〈TA, TB〉. (2.6)

Finally, one can fix the gauge symmetry by setting ĝ = 1, which allows one to integrate out

the gauge fields B± easily. The result is a generalised version11 of the λ-deformed gauged

9In the following, we will abbreviate the left-right asymmetrical gauged WZW model with G/HAS WZW

when the subgroup H ⊂ G is gauged.
10The invariance under the gauge transformations (2.3) can be easily checked when rewriting the ac-

tion (2.5) using the Polyakov-Wiegmann identity [52], which in our conventions takes the form,

SWZW,k(g1g2) = SWZW,k(g1) + SWZW,k(g2)− k

π

∫
dσdτ〈g−1

1 ∂−g1, ∂+g2g
−1
2 〉,

for g1, g2 ∈ G. One obtains SWZW,k(g,AA±,W ) = SWZW,k(g−1
L gg̃R)− SWZW,k(g−1

L gR), where gL,R ∈ G and

one identifies A+ = ∂+gR g
−1
R and A− = ∂−gL g

−1
L . The gauge transformations are given by g → g−1

0 gg̃0

and gL,R → g−1
0 gL,R.

11When the automorphism W = 1 one finds the usual λ-model on the G/H coset [16, 17] which is

deforming the vectorially gauged G/HV WZW model.
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WZW given by,

Sλ(g,AA±,W ) = SWZW,k(g) +
k

π

∫
dσdτ〈A−, ∂+gg

−1〉 − 〈W (A+), g−1∂−g〉

+ 〈A−, gW (A+)g−1〉 − 〈A+,Ω(A−)〉,
(2.7)

where we introduced the operator Ω(g) = g(0) ⊕ 1
λg

(1) with g(0) ≡ h. The deformation

parameter λ is defined as λ = k
κ2+k

.

The action (2.7) still has a residual dimH left-right asymmetrical gauge symmetry

inherited from the G/GAS WZW model (2.5) which acts as,

g → h−1gh̃,

A
(0)
± → h−1

(
A

(0)
± − ∂±

)
h, A

(1)
± → h−1A

(1)
± h,

(2.8)

with h = exp(X), h̃ = exp(W (X)) connected to the identity and where X ∈ g(0). Con-

sequently under the gauge transformation we have W (A
(0)
± ) → h̃−1(W (A

(0)
± ) − ∂±)h̃ and

W (A
(1)
± ) → h̃−1W (A

(1)
± )h̃. This shows that the fields A

(0)
± are still genuine (but non-

propagating) gauge fields while the fields A
(1)
± are auxiliary. Both can be integrated out,

yielding the constraints,
A+ = − (DgW − Ω)−1 ∂+gg

−1,

A− =
(
Dg−1 −WΩ

)−1
g−1∂−g.

(2.9)

Once the gauge fields are eliminated in favour of these equations, the resulting action is

given by,

Sλ(g,W ) = SWZW,k(g) +
k

π

∫
dσdτ〈∂+gg

−1, (1−DgWΩ)−1 ∂−gg
−1〉, (2.10)

accompanied with a non-constant dilaton profile, coming from the Gaussian integral over

gauge fields, given by,

e−2Φ = e−2Φ0 det (DgW − Ω) , (2.11)

with Φ0 constant.

In the λ → 0 limit one reproduces the G/HAS WZW (i.e. the action (2.5) but with

A
(1)
± = 0) which can be seen directly from the constraint equations. For small λ one finds,

by integrating out the auxiliary fields A
(1)
± in (2.7), the first order correction to the G/HAS

WZW to be,

Sλ(g,A
(0)
± ,W ) = SWZW,k(g,A

(0)
± ,W ) +

λ

πk

∫
dσdτ 〈J (1)

+ ,W−1J−〉+O(λ2), (2.12)

where we introduced the Kac-Moody currents J± of the G/HAS WZW12 defined as

J+ = −k(∂+gg
−1 + gW (A

(0)
+ )g−1 −A(0)

− ), J− = k(g−1∂−g − g−1A
(0)
− g +W (A

(0)
+ )),

(2.13)

12Although we are not aware of an occurrence in the literature of these currents in the case of the G/HAS

WZW, they can be derived analoguously to [53] showing that their Poisson brackets satisfy two commuting

classical versions of a Kac-Moody algebra.
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Hence, the perturbation term away from the CFT point is a particular coupling between

these currents. Under the residual gauge transformation (2.8) the currents transform as,13

J+ → h−1J+h+ kh−1∂σh, J− → h̃−1J−h̃− kW (h−1∂σh), (2.14)

so that the perturbation term is gauge invariant as is indeed required for consistency.

Another interesting limit to consider is the λ → 1 scaling limit (sending k → ∞) for

which in the usual vectorial gauged case of [16] one reproduces the non-Abelian T-dual of

the SSSM. This fact can be traced back to the property that the G/GV WZW under the

scaling limit reduces to a Langrange multiplier term. For the G/GAS WZW (2.5) this is

not true for general W which strongly suggests there is no interpretation of this limit as a

non-Abelian T-dual.

The novelty of the constructed coset λ-model (2.7) is that it deforms the left-right

asymmetrically gauged G/HAS WZW model (2.5) instead of solely the vectorial gauged

G/HV WZW. As advertised, this will allow us to deform also target spaces obtained by

an axial gauging when the subgroup H is abelian. However, even in the undeformed case,

as noted in [27], not all W that satisfy the conditions (2.6) will produce interesting and

novel spacetimes. Indeed, if W is an inner automorphism of the Lie algebra, where one

can always find a constant w ∈ G so that W (TA) = wTAw
−1, the action (2.7) can be

rewritten as,

Sλ(g,AA±,W ) = Sλ(gw,AA±,1), (2.15)

where we used the GL×GR invariance of the WZW term. Hence, in this case only a trivial

redefinition of the fields g ∈ G to gw ∈ G has been performed. Nevertheless, if w ∈ GC

or a different outer automorphism of the Lie algebra the generalisation is non-trivial as we

will see later in section 3.

To conclude this section, we note that the construction as described above is also

applicable to the group manifold and super-coset case. For the former one can perform the

gauging procedure starting with a combination of a WZW and an ordinary PCM model on

a Lie group G. The formulae in this section then continue to persist upon the redefinition

Ω = λ−1. We believe this asymmetrical λ-model can have an interest for higher rank

group manifolds allowing Dynkin outer automorphisms such as for instance when G =

SU(N), N > 2. Moreover, one can view this λ-model as one with a single but anisotropic

coupling matrix λAB = λWAB as discussed for instance in [29, 54]. In the super-coset case,

where G is a Lie supergroup, the Sfetsos gauging procedure is not applicable anymore,

but one can follow straightforwardly the construction of [18] and replace the G/GV WZW

with the G/GAS WZW. The conditions on the automorphism W are analogous to (2.6)

but here the inner product on the Lie supergroup will be taken to be the supertrace

STr instead of an ordinary trace. When, moreover, the Lie superalgebra has a semi-

symmetric space decomposition defined by a Z4 grading g = ⊕3
i=0g

(i) where g(0) ≡ h and[
g(i), g(j)

]
⊂ g(i+j mod 4), the formulae in this section are again similar upon the redefinition

Ω(g) = g(0) ⊕ λ−1g(1) ⊕ λ−2g(2) ⊕ λg(3) and upon the usage of the supertrace. Note

13Note that the Kac-Moody currents J± are not Lorentz invariant by definition.
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that, with respect to the supertrace, Ω is not symmetric anymore, so that the constraint

equations (2.9) are however altered as,

A+ = −
(
DgW − ΩT

)−1
∂+gg

−1,

A− =
(
Dg−1 −WΩ

)−1
g−1∂−g,

(2.16)

with ΩT (g) = g(0) ⊕ λg(1) ⊕ λ−2g(2) ⊕ λ−1g(3).

2.1 Classical integrability

To check the integrability of the asymmetrical λ-model we follow the method of [17]14

starting from the action (2.7). As in the SSSM it is necessary here to assume the Lie

algebra to have a symmetric space decomposition defined by g = g(0) ⊕ g(1), with g(0) ≡ h,

and a Z2 grading [g(i), g(j)] ⊂ g(i+j mod 2).

The equations of motion of the group fields g can be written as,[
∂+ −W (A+), ∂− + g−1∂−g − g−1A−g

]
= 0, (2.17)

or equivalently, [
∂+ − ∂+gg

−1 − gW (A+)g−1, ∂− −A−
]

= 0. (2.18)

Using the constraints (2.9) and W being a constant Lie algebra automorphism these can

be rewritten as,
[∂+ −A+, ∂− − Ω(A−)] = 0,

[∂+ − Ω(A+), ∂− −A−] = 0.
(2.19)

The above equations of motion can be represented through a gC-valued Lax connection

depending on a spectral parameter z ∈ C that satisfies a zero-curvature condition,

[∂+ + L+(z), ∂− + L−(z)] = 0, ∀z ∈ C, (2.20)

when it is given by,

L±(z) = −A(0)
± − z±1λ−1/2A

(1)
± . (2.21)

This fact shows the left-right asymmetrical λ-theories on G/H manifolds to be classically

integrable models [55] for general automorphisms W . These λ-models therefore supplement

the list of [29] of integrable λ-models with a general single coupling matrix for λαβ = λWαβ

with W satisfying (2.6). Additionally, along similar lines, one can show integrability for the

asymmetrical λ-model on group and super-coset manifolds for which the Lax connection

will take the form,

L±(z) = − 2

1 + λ

1

1∓ z
A±, (2.22)

and,

L±(z) = −A(0)
± − z−1λ±1/2A

(1)
± − z±2λ−1A

(2)
± − zλ∓1/2A

(3)
± , (2.23)

respectively.

14Note that to translate to [17] one should identify the group fields as g = F−1. The method of [17]

consists of relating the equations of motions of the fields in the λ-model to the equations of motions of the

SSSM for which the Lax pair is known.
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2.2 One-loop beta functions

To compute the one-loop beta functions of the λ-parameter of the above asymmetrically

deformed theories, we follow the method of [19], but see also [56, 57] for possibly different

approaches. The authors of [19] consider fluctuations around a background field for the

currents rather than the fundamental field g and applied the background field approach to

the PCM and the SSSM. They efficiently generalise their results to the usual λ-deformed

theories on group or (super)-coset manifolds by identifying the appropriate fields such that

the classical equations of motion take an identical form to those of the PCM or SSSM

models respectively. With minor adjustments we can follow the same path here.

To begin we choose for the group valued field g the same background as [19], namely,

g = exp
(
σ+Λ+ + σ−Λ−

)
, (2.24)

with Λ± constant commuting elements of g(1). Hence, on the background we have ∂±gg
−1 =

g−1∂±g = Λ±. Through the constraints (2.9) the background of the gauge fields A± then

becomes,

Abg+ = (Ω−W )−1Λ+, Abg− = (1−WΩ)−1Λ−, (2.25)

and, after passing to Euclidean signature, the tree-level contribution of the asymmetrical

λ-model Lagrangian (2.7) on the background (2.24), (2.25) evaluates simply to,

L0(λ) =
k

2π
〈Λ+, (WΩ + 1)(WΩ− 1)−1Λ−〉. (2.26)

To compute the one-loop contribution one introduces a fluctuation around the background

and integrates it out in the path integral by a saddle point approximation. Doing so, one

needs to calculate the functional determinant of the operator that describes the equations of

motion of the fluctuation. Rather than carrying this out directly on the λ-model it is useful

to observe that their equations of motion can be identified with those of the SSSM (2.2)

where the computation is easier and described in detail in [19].

To see this, let us consider the SSSM (2.2) and define for now L̂± = ĝ−1∂±ĝ − B±.

The equations of motion of the gauge field B± take the form of a constraint equation,

L̂
(0)
± = 0. (2.27)

Subjected to this constraint, the equations of motion and the Maurer-Cartan identity of

the group-valued field ĝ ∈ G become, projected onto g(0) and g(1),

∂±L̂
(1)
∓ + [B±, L̂

(1)
∓ ] = 0,

∂+B− − ∂−B+ + [B+, B−] + [L̂
(1)
+ , L̂

(1)
− ] = 0.

(2.28)

One can, moreover, fix the gauge by a covariant gauge choice,

∂+B− + ∂−B− = 0. (2.29)

The equations of motion (2.28) can be recast in terms of a flat Lax connection L(z),

L±(z) = B± + z±1L̂
(1)
± , (2.30)
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satisfying [∂+ + L+(z), ∂− + L−(z)] = 0 for all z ∈ C and ensuring the classical integra-

bility of the SSSM. The SSSM Lax connection then indeed takes an identical form to the

Lax (2.21) of the λ-deformed theory if we identify,

B± = −A(0)
± , L̂

(1)
± = −λ−1/2A

(1)
± , (2.31)

where the fields A± satisfy the constraints (2.9).

For the one-loop contribution we can now proceed with the SSSM as in section 2.2

of [19] and subject the result to the identification (2.31). Let us denote the background

fields for the gauge field B± and the current L̂
(1)
± by Bbg

± and Θ± respectively, so that,

Bbg
± = 0,

Θ+ = −λ−1/2(Ω−W )−1Λ+, Θ− = −λ−1/2(1−WΩ)−1Λ−,
(2.32)

where we assumed that W respects the Z2-grading of g = g(0)⊕g(1) (as will be the case for

the vector or axial deformed cases of section 3).15 Varying the equations of motion (2.28)

and the covariant gauge fixing (2.29) the operator that governs the fluctuations can be

found, after Fourier transforming to momentum space, to be,

D =


p− 0 0 −Θadj

+

0 p+ −Θadj
− 0

−Θadj
− Θadj

+ −p− p+

0 0 p− p+

 , (2.33)

acting on the fluctuations in the order (δL̂
(1)
+ , δL̂

(1)
− , δB+, δB−). Here we have (Θadj

± )B
C =

ΘA
±(T adj

A )B
C = iΘA

±FAB
C . The one-loop contribution to the Lagrangian,

L1(λ) =
1

2

∫ µ d2p

(2π)2
Tr logD, (2.34)

will have a logarithmic divergence given by [19],

L1(λ) = −c2(G)

2π
〈Θ+,Θ−〉 log µ+ · · · (2.35)

where c2(G) ≡ xadj is the index of the adjoint representation. Substituting (2.32) and

using the property (2.6) that W preserves the Lie algebra metric we find,

L1(λ) =
c2(G)

2π

1

λ
〈Λ+, (WΩ− 1)−1W (WΩ− 1)−1Λ−〉 log µ+ · · · . (2.36)

The one-loop beta function of the λ-parameter then follows from demanding that the one-

loop effective Lagrangian L(λ) = L0(λ) + L1(λ) is independent of the scale µ,

µ∂µ

[
k〈Λ+,

(
WΩ + 1

WΩ− 1

)
Λ−〉+

c2(G)

λ
〈Λ+, (WΩ− 1)−1W (WΩ− 1)−1Λ−〉 log µ

]
= 0,

(2.37)

15When W does not respect the Z2-grading one will generate non-zero background fields for the gauge

fields B± and the calculation of [19] is not directly applicable anymore. In this case it seems that one needs

to choose a different but appropriate background field for the group elements g ∈ G than the one chosen

in (2.24). We will not consider this technical issue here further.
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This yields (recall that Ω(g(1)) = λ−1) to first order in 1/k,

µ∂µλ = −c2(G)

2k
λ+O

(
1

k2

)
. (2.38)

We find agreement with [19] and with [56] for the case G = SU(2), H = U(1). We conclude

that including an automorphism W of the Lie algebra g = g(0)⊕g(1) which respects the Z2-

grading does not affect the one-loop beta function of the asymmetrical λ-model. As with

the conventional symmetric λ-model, the deformation for compact groups is marginally

relevant driving the model away from the CFT point and marginally irrelevant for non-

compact groups (as then one should send k → −k, see appendix A).

2.3 Integrable boundary conditions

In this section we derive the (open string) boundary conditions that preserve integrability

for the asymmetrical coset λ-model from the boundary monodromy method of [45, 58–60]

to interpret them later as integrable D-brane configurations in the deformed background.

We define the generalised transport matrix,

TW(b, a; z) =
←−−−
P exp

(
−
∫ b

a
dσ W [Lσ(τ, σ; z)]

)
, (2.39)

with an explicit dependence on the worldsheet coordinates (τ, σ) included and where W is

a constant metric-preserving Lie algebra automorphism (W is not to be confused with the

automorphism W used in the asymmetric gauging). Generally speaking, under periodic

boundary conditions (when ∂Σ = 0) and with a flat Lax connection, one finds classi-

cal integrability by generating a tower of conserved charges from the monodromy matrix

TW(2π, 0; z) as ∂τ TrTW(2π, 0; z)n = 0 with n ∈ Z, see e.g. [61]. This is not the case under

open boundary conditions. Instead, we build the boundary monodromy matrix Tb(z) by

gluing the usual (W = 1) transport matrix T (π, 0; z) (from the σ = 0 to the σ = π end)

to the generalised transport matrix TWR (2π, π; z) in the reflected region:

Tb(z) = TWR (2π, π; z)T (π, 0; z), (2.40)

where TWR (2π, π; z) is constructed from the Lax (2.21) under the reflection σ → 2π − σ
so that,

TWR (2π, π; z) = TW(0, π; z−1). (2.41)

One finds an infinite set of conserved charges given by Tr Tb(z)n = 0 with n ∈ Z when

∂τTb(z) = [Tb(z), N(z)] for some N(z). This is satisfied sufficiently when N(z) = Lτ (0; z)

and when we impose the boundary conditions [45, 60]:

Lτ (z)|∂Σ = W
[
Lτ (z−1)

]∣∣
∂Σ
, (2.42)

on both the open string ends. Explicitly, for the Lax connection (2.21) of the λ-coset

model, we find by expanding order by order in the arbitrary parameter z the conditions,

O(z) : A
(1)
+

∣∣∣
∂Σ

= W[A
(1)
− ]
∣∣∣
∂Σ
, (2.43a)

O(z0) : A(0)
τ

∣∣∣
∂Σ

= W[A(0)
τ ]
∣∣∣
∂Σ
, (2.43b)

O(z−1) : A
(1)
−

∣∣∣
∂Σ

= W[A
(1)
+ ]
∣∣∣
∂Σ
. (2.43c)
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Note from the above that the automorphism W should respect the Z2 grading. Moreover,

from (2.43b) one deduces that W(g(0)) = 1 unless A
(0)
τ |∂Σ = 0 and using (2.43c) in (2.43a)

that W2(g(1)) = 1. Taking these restrictions on W into account we continue with (2.43a)

as describing the integrable boundary conditions. In components, and using the constraint

equations (2.9), it translates to conditions on the local coordinates Xµ as,

[
(DgW − Ω)−1

]α
BR

B
µ∂+X

µ
∣∣
∂Σ

= −Wα
β

[
(Dg−1 −WΩ)−1

]β
CL

C
µ∂−X

µ
∣∣∣
∂Σ
. (2.44)

Given a G/H model one can now continue by studying the eigensystem and derive the cor-

responding D-brane configurations in the target space background. This will be illustrated

in section 3.3 for G = SL(2, R) and H = U(1).

In [45] we described also the possibility to glue T (π, 0; z) to a gauge transformed

reflected transport matrix TWg
R (2π, π; z). Here we have the residual gauge symmetry (2.8)

under which the Lax (2.21) transforms as L(z) → h−1Lh + h−1dh with h ∈ H. The

integrable boundary conditions then read,

Lτ (z)|∂Σ = W
[
h−1Lτ (z−1)h+ h−1∂τh

]∣∣
∂Σ
, (2.45)

which allows a gluing of the gauge fields that is field-dependent. We will see in the explicit

example of section 3 that this possibility will prove to be of significant importance to exhibit

distinct D-brane configurations.

3 Deforming the Euclidean black hole and Sine-Liouville

We now illustrate the general story above with a simple example. The simplest example

one could consider is the SU(2)/U(1) case, however, there are no non-trivial outer automor-

phisms here and all that is achieved is simply a coordinate redefinition as seen from (2.15).

One could go on to look at compact theories based on e.g. SU(3) which does have such a

symmetry however we choose here instead to pursue directly the SL(2, R)/U(1) theories

given their interest towards black hole physics.

For G = SL(2, R) we take our generators TA, A = {1, 2, 3} to be,

T1 =
1√
2

(
1 0

0 −1

)
, T2 =

1√
2

(
0 1

1 0

)
, T3 =

1√
2

(
0 1

−1 0

)
, (3.1)

such that Tr(TATB) = diag(+1,+1,−1) and adopt the following parameterisation of a

group element g ∈ SL(2, R) connected to the identity,

g = e
τ−θ√

2
T3 e
√

2 ρ T1 e
τ+θ√

2
T3 = cosh ρ

(
cos τ sin τ

− sin τ cos τ

)
+ sinh ρ

(
cos θ sin θ

sin θ − cos θ

)
, (3.2)

with ρ ∈ [0,+∞), θ, τ ∈ [0, 2π]. We take the subgroup H = U(1) to be generated by T3.
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3.1 The parafermionic SL(2,R)/U(1) WZW theory

Let us first consider gauging the U(1)k subgroup in the WZW model on (a single cover

of) SL(2, R)k. As a coset CFT this model can be understood as being generated by a

set of non-compact parafermionic currents introduced in [62] which are semi-local chiral

fields with fractional spin (see also [63] and for the compact analogues [64]). In terms of

these [63] showed the symmetry algebra to be the non-linear infinite W-algebra Ŵ∞(k).

Although obscured as a non-rational CFT it is expected that, as in the compact SU(2)/U(1)

theory [51, 64], the level k parafermion theory and its Zk orbifold are equivalent for k

integral [37, 65].

For large k we can view these theories as sigma models for strings propagating in a

two-dimensional target space equipped with a non-constant dilaton originating from the

action (2.5). If we perform an axial gauging g → hgh with h ∈ H the τ -coordinate is gauge

and we obtain, up to finite 1/k corrections, the cigar geometry,

ds2
A = k

(
dρ2 + tanh2 ρ dθ2

)
, e−2ΦA = e−2Φ0 cosh2 ρ, (3.3)

and zero B-field. The geometry is semi-infinite and terminates at ρ = 0 where the dilaton

field is of maximum but finite value. The Ricci scalar computed from this metric is R =
4

k cosh2 ρ
so that ρ = 0 is only a coordinate singularity.

If instead we perform the vector gauging g → h−1gh the coordinate θ is gauge and we

find at large k the trumpet geometry,

ds2
V = k

(
dρ2 + coth2 ρ dτ2

)
, e−2ΦA = e−2Φ0 sinh2 ρ, (3.4)

and zero B-field. The Ricci scalar is now R = − 4
k sinh2 ρ

and, therefore, ρ = 0 is a true

curvature singularity where the dilaton field reaches +∞. Notice that both solutions (3.3)

and (3.4) are related by the transformation,

ρ→ ρ+
iπ

2
, θ → τ. (3.5)

which, because it involves a complexification, is obviously not a standard field redefinition.

Below we will understand it as originating from an outer automorphism. When performing

an analytical continuation to Lorentzian signature the above solutions can be interpreted as

a two-dimensional black hole for which the global Kruskal coordinates were written down

in [31]. The cigar and trumpet solutions correspond to the region outside the horizon and

inside the singularity respectively and are described by an equivalent coset CFT [37] with

a central charge,

c =
3k

k − 2
− 1 . (3.6)

As we will see shortly, the cigar is known to be T-dual to the Zk orbifold of the trumpet

solution, and vice versa, where in the Euclidean picture the orbifolding can be understood

as changing the temperature of the black hole [37–40].

The axial gauged SL(2, R)/U(1) WZW (3.3) has a U(1)θ isometry shrinking to zero

size at ρ = 0 breaking the conservation of winding number. Nevertheless one can associate
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a classically conserved current Jθ± to U(1)θ given by,

Jθ± = k tanh2 ρ∂±θ, ∂+J
θ
− + ∂−J

θ
+ = 0. (3.7)

Using the conservation equation together with the equations of motion for ρ, θ, one can give

semi-classical analogues of the non-compact parafermions which furnish chiral algebra’s,

∂−ΨA
(±) = ∂+Ψ̄A

(±) = 0, (3.8)

in terms of phase space variables [66, 67],

ΨA
(±) = (∂+ρ∓ i tanh ρ∂+θ) e

∓i
(
θ+ θ̃

k

)
, Ψ̄A

(±) = (∂−ρ± i tanh ρ∂−θ) e
±i

(
θ− θ̃

k

)
, (3.9)

where θ̃ is a non-local expression in terms of ρ and θ defined by,

∂±θ̃ = ±Jθ±. (3.10)

This relation corresponds precisely to the canonical T-duality rule found when performing

a standard Buscher procedure [68–70] on the U(1)θ isometry. In the dual picture θ̃ becomes

a local coordinate with a periodicity of 2π [40]. The T-dual background is,

ds2
O = k

(
dρ2 +

1

k2
coth2 ρdθ̃

)
, e−2ΦO = e−2Φ0 sinh2 ρ, (3.11)

and thus corresponds to the Zk orbifold of the vectorial gauged theory (3.4). Acting with

the T-duality action (3.10) the non-compact parafermions of the dual background become,

ΨA
(±) → ΨO

(±) =

(
∂+ρ∓ i coth ρ

∂+θ̃

k

)
e
∓i

(
θ̃
k

+θ
)
,

Ψ̄A
(±) → Ψ̄O

(±) =

(
∂−ρ∓ i coth ρ

∂−θ̃

k

)
e
∓i

(
θ̃
k
−θ

)
,

(3.12)

in which now θ is a non-local expression in the fields ρ and θ̃ satisfying,

∂±θ = ±J θ̃±, J θ̃± = coth2 ρ
∂±θ̃

k
, (3.13)

with J θ̃± the U(1)θ̃ classically conserved current of the background (3.11). Together with

the classical equations of motions, this ensures again the dual parafermions to be holomor-

phically conserved, ∂−ΨO
(±) = ∂+Ψ̄O

(±) = 0.

3.2 Asymmetrical λ-deformed SL(2,R)/U(1)

Let us now consider the asymmetrically deformed λ-theories. The metric preserving au-

tomorphisms W satisfying (2.6) are elements of SO(2, 1) (including elements disconnected

from the identity). They can for instance act as,

W : {T1, T2, T3} 7→ {T1, coshαT2 + sinhαT3, sinhαT2 + coshαT3}, (3.14)
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induced from the action on g ∈ SL(2, R) by g 7→ wgw−1 with,

w = exp

(
α√
2
T1

)
. (3.15)

When the parameter α ∈ R the asymmetric gauging involves an inner automorphism

which from (2.15) can clearly be absorbed by a trivial field redefinition. When instead

we take for instance α = iπ we have w ∈ SL(2,C) and hence the automorphism W is

outer. It is an element of SO(2, 1) corresponding to a reflection of the T2 and T3 di-

rections (i.e. W = diag(+1,−1,−1)) and is thus disconnected from the identity. The

corresponding asymmetrical λ-theory then defines a background that deforms the axial

gauged SL(2, R)/U(1) WZW (since W (T3) = −T3) or cigar geometry of (3.3). Under the

residual gauge symmetry (2.8) the τ -coordinate is then indeed gauge so that we can adopt

the gauge fixing choice τ = 0. Introducing the complex coordinates ζ = sinh ρeiθ and

ζ̄ = sinh ρe−iθ the group element can then be written as,

g =

(
cosh ρ+ cos θ sinh ρ sin θ sinh ρ

sin θ sinh ρ cosh ρ− cos θ sinh ρ

)
,

=
1

2

(
ζ + ζ̄ − 2

√
ζζ̄ + 1 −i(ζ − ζ̄)

−i(ζ − ζ̄) −ζ − ζ̄ − 2
√
ζζ̄ + 1

)
.

(3.16)

The gauge field equations of motion (2.9) are,

(1− λ)A1
+ + i(1 + λ)A2

+ = −
√

2λ√
1 + ζζ̄

∂+ζ,

(1− λ)A1
− + i(1 + λ)A2

− =

√
2λ√

1 + ζζ̄
∂−ζ̄,

(3.17)

with A3
± determined in terms of A1

± and A2
±. The deformed background can be computed

from (2.10) and (2.11) to be,

ds2
A,λ = k

(
1− λ
1 + λ

(
dρ2 + tanh2 ρdθ2

)
+

4λ

1− λ2
(cos θdρ− sin θ tanh ρdθ)2

)
,

=
k

1− λ2

(
λ
(
dζ2 + dζ̄2

)
+ (1 + λ2)dζdζ̄

)
1 + |ζ|2

,

e−2Φ = e−2Φ0 cosh2 ρ = e−2Φ0
(
1 + |ζ|2

)
,

(3.18)

and zero B-field. Notice that the deformation has broken the U(1)θ isometry to a Z2. As

before, ρ = 0 is only a coordinate singularity where the dilaton is constant.

Note that for λ = 0 we have that the metric is of the form ds2
A = k∂∂̄V (ζζ̄)dζdζ̄

with V (x) = −Li2(−x) =
∫ x

0 dss
−1 log(1 + s) and the geometry is indeed Kähler [34]

allowing N = (2, 2) worldsheet supersymmetry. Let us see if we can find a similar form

in the deformation, i.e. as ds2
A,λ = k∂∂̄V λ(ζ, ζ̄)dζdζ̄, with an eye on future applications to

extended worldsheet supersymmetry. First, let us bring the metric into canonical form by

defining ζ = Z − λZ̄ such that,

ds2
A,λ = k

(1− λ2)dZdZ̄

1− λ(Z2 + Z̄2) + (1 + λ2)ZZ̄
, (3.19)
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Although performing directly a double integral of the function (1+λ2)(1−λ(Z2+Z̄2)+(1+

λ2)ZZ̄)−1 appears to be inaccessible one can however do an expansion in λ and integrate

each term in this evolution. To first order we find,

V λ(Z, Z̄) = −Li2(−ZZ̄) + λ

(
1

Z2
+

1

Z̄2

)
log(1 + ZZ̄)− λ

(
Z

Z̄
+
Z̄

Z

)
+O(λ2). (3.20)

Whilst a series expansion can doubtless be found, the resummation of such a result is not

evident. However, this first-order perturbed potential can be the starting point for the

development of the notion of integrability in an N = (2, 2) superspace setting, a totally

uncharted topic. We hope to come back to this in a future publication.

For the remains of the paper we will see it to be more useful to reformulate the

deformation in terms of the axial parafermions (3.9). The Lagrangian LA of the sigma

model corresponding to the deformed geometry (3.18) is a perturbation of the CFT point

LA,WZW by a bilinear in the axial parafermions (as in [16]) given to all orders by,

LA = k

(
1 + λ2

1− λ2
LA,WZW +

λ

1− λ2
(ΨA

(+)Ψ̄
A
(−) + ΨA

(−)Ψ̄
A
(+))

)
. (3.21)

Notice that the non-local phases θ̃ of the parafermions drop out of this bilinear combination.

Furthermore, this perturbation is clearly a non-compact analogue of the one considered

in [71].

When instead we take α = 0 in (3.15) and thus W the identity (that is trivially inner)

one obtains the background known from [23], or from an analytical continuation of the

SU(2)/U(1) case of [16],

ds2
V,λ = k

(
1− λ
1 + λ

(
dρ2 + coth2 ρdτ2

)
+

4λ

1− λ2
(cos τdρ− sin τ coth ρdτ)2

)
,

e−2Φ = e−2Φ0 sinh2 ρ,

(3.22)

and zero B-field, deforming the vectorial gauged trumpet geometry of (3.4). Here ρ = 0

is again representing the curvature singularity.16 After taking the Zk orbifold, where the

coordinate τ is replaced by the 2π/k periodic coordinate θ̃/k, the first order correction to

the corresponding Lagrangian LO becomes a bilinear in terms of the orbifold parafermions

ΨO
± of (3.12) as [16],

LO = k

(
1 + λ2

1− λ2
LO,WZW +

λ

1− λ2
(ΨO

(+)Ψ̄
O
(+) + ΨO

(−)Ψ̄
O
(−))

)
, (3.23)

in which again the non-local phases drop out. One might at first sight think this indicates

the axial-vector duality of the CFT point (λ = 0) [37–40] to persist in the deformation.

However, one needs to be more careful here: when performing the T-duality transforma-

tion (3.12) on (3.21) the ΨO
(±) enter in a combination where the non-local θ does not drop

out and so the deformation term (3.23) is not recovered. Indeed this can be expected as

the deformation destroys the isometries of the background.

16After analytical continuation, reference [23] derived the global Kruskal coordinates of the vectorially

deformed theory to interpret the background as a deformed two-dimensional black hole capturing therefore

also the region outside the horizon. However, a systematic analysis to obtain this region from an axial

gauged deformation was lacking there.
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3.3 Integrable branes in the λ-cigar

Let us now consider integrable boundary conditions defined in the λ-cigar geometry. Even

in the undeformed case, this is a challenging question because of the well known difficul-

ties with non-rational CFT. However, the expectation is (and based on a semi-classical

analysis of the DBI axtion) that the cigar geometry allows D0-, D1- and D2-brane config-

urations [46–50]. Except for the D0, these branes can be understood as descending from

the ungauged SL(2, R) WZW model [72]. Geometrically, the D0 is located at the tip of

the cigar, the D1 covers a so-called hairpin and the D2 is either space-filling or extends

from the circle at some value ρ? > 0 to infinity. The D1-branes are understood to be

non-compact analogues of the A-branes of [51] in the SU(2)/U(1) WZW while the D0 and

D2 are analogues of the B-branes. The latter are an interesting type as they provide a way

to derive symmetry breaking branes in the parent theory which are non-obvious to obtain

from first principles, see for instance [73] and references therein. Here we will find the

above D-brane configurations by employing the classical integrability technique outlined in

section 2.3.

We start with analysing the simplest case given in equations (2.42), (2.44) for the

cigar, i.e. taking W = diag(1,−1,−1), and for W = 13 (which is trivially satisfying the

restrictions given below (2.43)). After a straightforward computation this leads to the

integrable boundary conditions,

cos θ∂τρ− sin θ tanh ρ∂τθ = 0,

sin θ∂σρ+ cos θ tanh ρ∂σθ = 0,
(3.24)

which describe static D1-branes. These boundary conditions notably do not depend on

the deformation parameter and indeed match precisely those of the CFT point [46–48]. In

terms of the complex coordinates ζ = sinh ρeiθ, ζ̄ = sinh ρe−iθ they simplify to,

∂τ
(
ζ + ζ̄

)
= 0, ∂σ

(
ζ − ζ̄

)
= 0. (3.25)

The Dirichlet condition gives the embedding equation in the two-dimensional (ρ, θ) space

such that the D1-branes cover so-called hairpins on the cigar as visualised in figure 1 in

the undeformed case. In the limit ρ → ∞ the branes reach the asymptotic circle at two

opposite positions, θ = π/2, 3π/2. Another possibility in the λ-cigar is taking the gluing

automorphismW = diag(−1,−1, 1). In this case the integrable boundary conditions (2.44)

are an exchange of the Dirichlet and Neumann direction,

∂τ
(
ζ − ζ̄

)
= 0, ∂σ

(
ζ + ζ̄

)
= 0, (3.26)

corresponding to a rotation along the circle of the static D1-branes over an angle π/2. In

contrast to the undeformed case, the extra restrictions on the automorphismW prevents the

branes to be rotated smoothly into each other while preserving the integrability properties,

essentially since the deformation destroys such isometry of the background.
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Figure 1. The D1-brane configurations in the undeformed cigar manifold embedded in R3. Heuris-

tically, one can think of the deformation as to convert the U(1)θ circle into an ellipse. However,

visualising this exactly is surprisingly challenging.17

Let us consider the D1-branes found above also from the semi-classical perspective. If

we let y be the spatial coordinate of the D1-brane18 and introduce u = |ζ| = sinh(ρ) then

the DBI action reads,

SDBI = T1

∫
dy e−Φ

√
detĜ, (3.27)

where,

e−2ΦdetĜ ∝ u′(y)2
(
1 + λ2 + 2λ cos(2θ(y))

)
− 4λu(y)u′(y)θ′(y) sin(2θ(y))

+ u(y)2θ′(y)2
(
1 + λ2 − 2λ cos(2θ(y))

)
.

(3.28)

Although the action evidently depends on the deformation parameter, this drops out in

the classical Euler-Lagrange equations, which have a solution,

u(y) = υ csc(θ0 + θ(y)), (3.29)

with υ, θ0 integration constants. Hence, the D1-branes are semi-infinite with u ∈ (υ,∞).

Plugging this solution back into the DBI action yields,

SDBI ∝ lim
u→∞

√
u2 − υ2

√
1 + λ2 + 2λ cos(2θ0) . (3.30)

Whilst this is clearly diverging, for any UV cut-off the action is minimised by θ0 = π
2 ,

3π
2 .

Asymptotically as ρ → ∞ these special configurations match precisely to the integrable

D-branes described in (3.25).

As is the case in the undeformed cigar we anticipate19 here also D0-branes localised

at the tip. The corresponding worldsheet boundary conditions read,

∂τθ = ∂τρ = 0 , ρ = 0 . (3.31)

To ascertain if these constitute integrable boundary conditions we shall reverse the logic

compared to the D1 case described above; we shall start with these boundary conditions

on the field and from this infer a boundary condition on the Lax connection. A first step is

17Whilst it is easy to find an explicit isometric embedding in R3 for the undeformed cigar geometry,

finding the same for the deformed cigar proved to be an engrossing, deceptively challenging, and ultimately

frustrating activity, at least for the present authors. Solutions to this problem would be welcomed.
18As is commonplace in the topic we assume that there is an auxiliary time direction and assume some

static gauge.
19Inspired by [45] where a generic geometrical approach was taken for group manifolds, we anticipate the

brane configurations of the CFT to persist in the deformed theory.
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to use the gauge field equations eq. (3.17) of motion evaluated with the gauge fixing choice

eq. (3.16). Then the D0 boundary condition reads simply,

A1
+ = A1

− , A2
+ = −A2

−, A3
+ = A3

− = 0 , (3.32)

where the latter equality follows on ρ = 0. In terms of the Lax connection (2.21),

Lτ (z) =
1√
2λz

(
−(1 + z2)A1

+ (1− z2)A2
+

(1− z2)A2
+ (1 + z2)A1

+

)
(3.33)

we find that this satisfies the condition Lτ (z)| = W[Lτ (z−1)]
∣∣ of (2.42) when W =

diag(1,−1,−1). In this case W satisfies all necessary requirements when ρ = 0 (since then

A3
τ = 0): it is a constant metric-preserving automorphism of sl(2, R) and W2(g(1)) = 1.

In [46, 47] it was shown that there is also a D2-brane configuration supported by

a worldvolume gauge field A with field strength Fρθ ≡ f = ∂ρAθ (in which the gauge

Aρ = 0 is adopted). In the deformed scenario we might again anticipate finding such a

configuration. Indeed from the DBI action,

SDBI ∝
∫
dρdσe−Φ

√
det(G+ F ), (3.34)

we find that the λ-dependence drops from the equation of motion for the gauge field which

is solved with,

f2 =
β2 tanh2 ρ

−β2 + cosh2 ρ
. (3.35)

Here we see that when the constant β > 1, the field strength f is critical outside the region

cosh ρ ≥ β so that the D2-brane extends from the asymptotic circle to a minimum value

in ρ given by cosh ρ? = β. When β < 1, however, the D2 is space-filling.

The question now comes if this corresponds to an integrable boundary condition. Recall

that a volume-filling brane should consist of generalised Neumann type boundary conditions

that incorporate the gauge field F :

Gab∂σX
a = Fab∂τX

b . (3.36)

In terms of the coordinates X = (ρ, θ) these are quite inelegant and have explicit depen-

dance on λ. However, we may recast this result in terms of the gauge fields A
(1)
± using the

on-shell equations of motion (3.17). We find that upon doing so the λ-dependence is again

removed and yields,

(1 + f2 coth2 ρ){A1
−, A

2
−} = (1− f2 coth2 ρ){−A1

+, A
2
+} − 2f coth ρ{A2

+, A
1
+}. (3.37)

This tells us the gluing between the gauge fields should be field-dependent and therefore

hints towards a boundary condition of the form (2.45) where one includes a gauge transfor-

mation in the boundary monodromy matrix. Indeed, after a tedious but straightforward

computation we find that gauge transforming the Lax (2.21),

L(z)→ h−1L(z)h+ h−1dh, (3.38)
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by,

h = exp (v(ρ, β)T3) ∈ H, v(ρ, β) =
√

2 arcsin
(
coth2 ρf2 + 1

)−1/2
, (3.39)

the integrable boundary condition (2.45) agrees with the D2 boundary conditions (3.37)

when W = diag(1,−1,−1).

Concluding, we see here integrable D-branes corresponding to D0-, D1- and D2-

configurations which are all obtained differently from a boundary condition on the Lax

connection. We see also that not all of the D1-branes of the undeformed theory preserve

integrability: instead of having the continuous U(1)θ isometry, only two configurations at

specific angles survive the integrable deformation.

3.4 Connection to Sine-Liouville theory

We are now in a position to discuss the deformation to the dual Sine-Liouville (SL) back-

ground, which in the undeformed case has the action (see for instance [41, 74]),

SSL,k(x, φ) =
1

π

∫
Σ
dτdσ ∂+φ∂−φ+ ∂+x∂−x+QR(2)φ+ µebφ cos(Rx̃), (3.40)

with R(2) the worldsheet Ricci scalar. The target space has the topology of cylinder with

φ ∈ (−∞,+∞) the radial coordinate and x a 2π periodic coordinate with radius R and a

dual x̃. The parameters Q, b and R are related as Q = −1/b and R2 − b2 = 2 ensuring

Sine-Liouville is an exact CFT with central charge,

c = 2 + 6Q2, (3.41)

and a potential V (φ, x̃) = µebφ cos(Rx̃) with scaling dimension 1. The central charge of the

Euclidean cigar (3.6) matches with that of SL when Q2 = 1
k−2 , hence (taking the positive

root of Q) we have b = −
√
k − 2 and R =

√
k.

A dictionary between the (undeformed) Euclidean cigar black hole and Sine-Liouville

theory can be made in the asymptotic flat space limit ρ→∞ where the cigar approaches

the toplogy of a cylinder and its dilaton falls off linearly, ΦA − Φ0 → −ρ. On the SL

side, this limit corresponds to the region φ→∞ in which the potential V (φ, x̃) as well as

the string coupling constant go to zero given the dilaton ΦSL = Qφ. The identification is

therefore at large k given by,

ρ ∼ −Qφ, θ ∼ x√
k
, χ̃ ∼

√
kx̃ . (3.42)

At finite ρ and φ, the duality between both theories can be demonstrated as an exact

match between the symmetry algebra’s, vertex operators and n-point functions [41–43]

(see also [74]) where they look both topologically and dynamically very different. Indeed,

it can be understood that the dynamics is governed by the geometry in the cigar picture

and by the potential V (φ, x̃) in the SL picture. Additionally, the tip of the cigar is the

end of space corresponding to the horizon of the Euclidean black hole and hence cutting

off the strong string coupling region, while on the SL side this region is protected by the

potential V (φ, x̃). On the worldsheet the duality can be viewed as a strong-weak coupling
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duality. However, the sigma model point of view taken here forces us in the small coupling

(large k) regime on the cigar side.

For us the power of the duality lies in the observation that the semi-classical cigar

parafermions (3.9) in the flat space limit under the identification (3.42),

ΨSL
(±) =

(
− ∂+φ√

k − 2
∓ i∂+x√

k

)
e
∓ 2ixL√

k , Ψ̄SL
(±) =

(
− ∂−φ√

k − 2
± i∂−x√

k

)
e
± 2ixR√

k , (3.43)

commute20 with the SL potential V (φ, x̃) [74]. Here x(σ+, σ−) = xL(σ+) + xR(σ−) and

x̃(σ+, σ−) = xL(σ+) − xR(σ−). Therefore, one can rely on the expression (3.43) for all

values of φ. Since the parafermion fields induce the deformation (3.21) we can now easily

extract the perturbation on the SL theory side. To first order in λ the deforming term in

the large k regime becomes,

δLSL = λ

(
2 cos

(
2x

R

)
∂+φ∂−φ− 2 cos

(
2x

R

)
∂+x∂−x

+2 sin

(
2x

R

)
(∂+x∂−φ+ ∂−x∂+φ)

)
+O(λ2) .

(3.44)

A similar structure is expected for finite λ, as (3.21) is exact in λ, so that one deforms the

flat space SL theory to a curved background. We anticipate this is the starting point of an

integrable deformation of the SL theory. Moreover, it appears to be in a different class to

the integrable deformations studied in [74]. We will leave this as an open problem to be

fully understood.

4 Conclusion

The Sfetsos procedure [16] to construct the λ-deformation of a G/H coset realised as

a gauged WZW model actually requires the G/G model as a starting point. To date,

even when H is abelian, attention has been restricted to the case in which in the G/G

model the G symmetry, and consequently that of H, acts vectorially. Here we explore the

asymmetric gauging of G in which the left and right actions differ by the application of

an algebra automorphism. When this is an outer automorphism what results can not be

trivially removed via field redefinitions. In this way, we are able to produce new λ-type

deformations leading to topologically distinct target spaces in a robust and fundamental

manner. Using the similarities between this asymmetric λ-model and its vectorial cousin we

demonstrate classical integrability and show the one-loop beta functions to stay marginally

relevant for compact groups and irrelevant for non-compact groups. To end our general

discussion of this model, we present a simple technique to construct integrable boundary

conditions in which we, moreover, exploit the residual asymmetric gauge symmetry.

As an example we consider the SL(2, R)/U(1) model where unlike the compact SU(2)

there is such a non-trivial outer automorphism. We show that employing our procedure

20After analytical continuation to Euclidean worldsheet signature one should check that∮
w

dzΨSL
(±)(z)V (φ(w), x̃(w)) =

∮
w̄

dz̄Ψ̄SL
(±)(z̄)V (φ(w̄), x̃(w̄)). Note that a translation to [74] should be done

in the large k limit and by the substitution φ→ ϕ/2, x→ φ/2, b→ 2b, R→ 2a. Doing so one indeed finds

ΨSL
(±) ∝ ΨFateev

(∓) up to an irrelevant overall factor.
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we are able to find an integrable deformation of the theory in which the gauged symmetry

acts axially. Geometrically, and at large k, we have an integrable deformation of the cigar

geometry corresponding to the Euclideanised Witten black hole. The cigar geometry itself

receives 1
k corrections and it would be doubtless valuable to find a description of the λ-

deformation that takes these corrections into account. Continuing at large k, we analyse

also the boundary conditions preserving integrability in the deformed cigar. We see this

can be done straightforwardly and observe the D-branes proposed at the (non-rational)

CFT point to be integrable in the deformation.

As well as demonstrating the concept for this broader class of deformations we believe

this example could hold some further interest in its own right. Let us entertain some

speculation about how the deformation translates to both the Sine-Liouville (SL) dual and

in turn to the matrix model description of this picture. An initial step is made here by

identifying for small deformation parameters in the cigar a bilinear of the non-compact

parafermions as the operators that drive the deformation. Demanding agreement between

the SL at large values of the radial coordinate suggests strongly the same parafermionic

bilinear deformation should be considered in the SL model. However the λ-model goes

much further since it provides a resummation to all orders in λ of this deformation; what

this looks like in the SL theory is far from clear. One possible root to shed light on this

could be to combine the Sfetsos procedure with the path integral derivation of FZZ. When

successful, one can continue and probe, using the deformed SL theory and integrability,

the region behind the horizon.

It is also interesting to ask what the deformation does at the level of the S-matrix.

For the case of similar deformations of compact parafermionic theories it has long been

known that the S-matrix has a kink structure and in the k → ∞ limit matches that of

the O(3) sigma-model [71]. A similar expectation holds for general λ-deformations, the

underlying S-matrix has a q root-of-unity quantum group symmetry associated to a face

model [75, 76]. Here it is less clear due to the non-compactness of the theory but one might

well anticipate a similar q-deformation to hold. Further one might ask what this structure

might relate to in the postulated dual matrix model description of the cigar [41].

A final enticing direction is to employ similar techniques in the context of geometries

relevant to black hole microstates. For instance a static configuration of NS5-branes on a

circle admits a description as a gauged WZW model [77, 78], and more general solutions

(supertubes and spectral flows of supertubes) can also be realised as gauged WZW mod-

els [79, 80]. It seems quite possible that the techniques developed here may be applicable

to such situations. We leave that for future work.
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A Conventions and sigma models (WZW, PCM and SSSM)

In this appendix, we briefly introduce some basic ingredients and conventions for the gaug-

ing procedure of section 2.

For the general formulae of this paper we adopt conventions for compact and semi-

simple groups G, although they should be changed conveniently when working out the non-

compact SL(2, R)/U(1) example in section 3. We denote the generators of the Lie algebra

g of G by TA and pick a basis in which they are Hermitean, i.e. [TA, TB] = iFAB
CTC

with real structure constants FAB
C and A = {1, · · · , dimG}. They are normalised in

such a way that the ad-invariant Cartan-Killing metric 〈·, ·〉 : g × g → R, taken to be

〈TA, TB〉 = 1
xR

Tr (TATB) with xR the index of the representation R, has unit entries. The

left-(right-)invariant Maurer-Cartan one-forms are expanded in the Lie algebra as g−1dg =

−iLATA (dgg−1 = −iRATA) and in explicit local coordinates Xµ, µ ∈ {1, · · · , dimG} as

g−1dg = −iLAµ(X)TAdXµ (dgg−1 = −iRAµ(X)TAdXµ). The adjoint action is denoted

by DgTA = gTAg
−1 = (Dg)

B
ATB, hence (Dg)AB = 〈TA, gTBg−1〉 and RA = (Dg)

A
BL

B.

Finally, considering the G/H coset, we denote the generators of the subgroup H ⊂
G with Lie algebra h by Ta, a = {1, · · · , dimH} and the remaining generators by Tα,

α = {dimH + 1, · · · , dimG}. We assume the Lie algebra g to have a symmetric space

decomposition g = g(0)⊕g(1), with g(0) ≡ h, defined by a Z2 grading [g(i), g(j)] ⊂ g(i+j mod 2).

We consider the WZW model on a Lie group manifold G at level k [4] with the action,

SWZW,k(g) = − k

2π

∫
Σ
dσdτ〈g−1∂+g, g

−1∂−g〉 −
k

24π

∫
M3

〈ḡ−1dḡ,
[
ḡ−1dḡ, ḡ−1dḡ

]
〉, (A.1)

with g : Σ → G a Lie group element and ḡ an extension of g into M3 ⊂ G such that

∂M3 = g(Σ). To cancel ambiguities from the choice of M3 in the path integral the level

k should be integer quantised for compact groups while for non-compact cases it can be

free [4, 81]. The two-dimensional manifold Σ can be thought of as a worldsheet on which

we have fixed the metric as diag(+1,−1), the Levi-Civita as ετσ = 1 and we have units

in which α′ = 1 . We analytically continue to Euclidean coordinates by taking σ+ =

τ + σ → −iz and σ− = τ − σ → −iz̄ and will use the term holomorphic abusively to

mean either f(σ+) or f(z). The WZW model on group manifolds is known to have an

exact CFT formulation originating from the GL(σ+)×GR(σ−) symmetry generated by the

holomorphically conserved currents J+(σ+) = −k∂+gg
−1 and J−(σ−) = kg−1∂−g whose

components satisfy two commuting Kac-Moody algebra’s.

We consider moreover the PCM model on a Lie group manifold G with a coupling

constant κ2,

SPCM,κ2(ĝ) = −κ
2

π

∫
dσdτ〈ĝ−1∂+ĝ, ĝ

−1∂−ĝ〉, ĝ ∈ G, (A.2)
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which has a global GL × GR symmetry. From the PCM model the SSSM model on the

G/H coset manifold can be obtained by gauging an HR ⊂ G subgroup acting as,

ĝ → ĝh. (A.3)

The gauge-invariant action is then,

SSSSM,κ2(ĝ, B±) = −κ
2

π

∫
dσdτ〈(ĝ−1∂+ĝ −B+), (ĝ−1∂−ĝ −B−)〉, (A.4)

with B± the gauge fields taking values in the Lie algebra g(0) ≡ h of H and transforming

under the gauge transformation as B± → h−1 (B± + ∂±)h. This model is easily shown to

be classically integrable when g = g(0) ⊕ g(1) has a symmetric space decomposition [8, 17].

Note that when working with non-compact groups, where one usually picks a generator

basis [TA, TB] = FAB
CTC with FAB

C real, one should analytically continue in the above

models k → −k and κ2 → −κ2.
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1 Introduction

The study of two-dimensional quantum field theories with boundaries has rich physical and

mathematical significance. In the context of open string theory, the boundary conditions

describe D-branes, an essential non-perturbative ingredient of string theory. More generally

2d conformal field theories with boundaries have applications in condensed matter systems

including boundary critical behaviour, percolation models and quantum impurity problems

(see e.g. [1–3]). When the correct CFT description is available the application of boundary

conformal field theory (BCFT) can render the physics tractable [4, 5]. Another interesting

class of theories comes from integrable systems;1 here one is lead to ask (both classically

and quantum mechanically) what boundary conditions can be implemented such that the

integrability of the system is preserved. The present paper will in some way consider both

contexts; we aim to study boundary effects in field theories that are integrable and at some

point in the parameter space are connected to conformal field theories.

1See [6] or for a recent set of useful lecture notes [7].
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Our primary motivation will be that of string theory; i.e. we are interested in under-

standing the D-branes admitted by a given curved closed string background. In general

this is a very demanding problem since one would like to have a precise CFT formula-

tion, see e.g. [8, 9]. A simple example is provided by the Wess-Zumino-Witten (WZW)

model [10] describing closed strings propagating in a group manifold supported by Neveu-

Schwarz flux. Whilst BCFT can be employed here to give an algebraic description of the

D-brane [11] our interest will lie in the elegant geometric picture developed through a

number of works [12–15]. By identifying possible gluing conditions at the boundary it is

determined that D-branes are described by (twisted) conjugacy classes. For example in

the SU(2)k WZW model one finds two D0-branes and a further k − 1 D2-branes that are

blown up to wrap the conjugacy classes described by S2 ⊂ S3.

When an explicit CFT description is unknown and one has just a non-linear sigma-

model describing strings in a curved background, giving a precise description of D-branes is

challenging. However in a special circumstance, namely when the sigma-model is integrable,

progress can be made. One can seek boundary conditions that preserve integrability and

hope that they are amenable to a simple interpretation as D-branes. What is meant by

preserve integrability? At a classical level it is natural to demand that the boundary

condition preserves a large number of conserved charges. There are typically two sorts

of conserved charges at play, higher spin local charges and non-local charges (e.g. for the

principal chiral model (PCM) see [16] for local charges and the construction of a non-local

Yangian × Yangian structure starts with [17–19]). In this work we will focus our attention

on the boundary conditions that preserve some portion of the tower of non-local charges

obtained from a monodromy matrix. We anticipate that the same boundary conditions will

also preserve higher spin local charges. We shall see that this quite naturally generalises

the gluing conditions used in the case of the WZW model. This approach has its origins

in [20, 21] and has been used in a variety of contexts including the identification of integrable

boundary conditions for strings in bosonic sigma models [22], in Green-Schwarz sigma

models [23],2 for the O(N) sigma model [25, 26], the principal chiral model [27, 28], open

spin chains (e.g. [29, 30] although the literature is vast) and affine Toda field theories [31].

For methods based on the conservation of local spin charges see e.g. [32–35].

The present manuscript will seek to make a bridge between the two above ways of de-

termining boundary conditions. The λ-deformed WZW model introduced by Sfetsos in [36]

provides an ideal arena to do this. At a classical level the λ-deformation is an integrable

1+1 dimensional field theory that depends on a parameter λ ∈ [0, 1]. At λ = 0 the WZW

model is recovered while in a scaling limit as λ → 1 one find the non-Abelian T-dual to the

principal chiral model. For generic values of λ the dynamics can be encoded by means of a

Lax connection and so a natural question to ask is what boundary conditions can be placed

on a λ-model that preserve integrability. Should one wish, once such boundary conditions

are established, the limit λ → 0 can be taken providing an alternative route to the D-brane

configurations of the WZW model. It is tricky to apply integrability techniques directly to

the WZW model due to the chiral nature of the current, so one can think of λ as providing

2In the context of the AdS/CFT correspondence see also [24] and references therein.
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a convenient alleviation of this. What we shall see in this paper is that, through a number

of pleasing algebraic cancelations, the twisted conjugacy classes define integrable bound-

ary conditions even in the deformed model.3 Moreover, when a quantisation condition is

required on the worldvolume flux of D-branes the cancellations are such that the result is in-

dependent of the (continuous) deformation parameter λ as it must indeed be for consistency.

A further motivation for the present study comes from duality. To fully establish a du-

ality one would like to have access to its action on both perturbative and non-perturbative

degrees of freedom. Consider conventional Abelian target space duality in the absence of

any NS two-form potential: here the interpretation is quite simple, a T-duality transverse

to a Dp brane produces a D(p + 1) brane whilst when performed along a direction of the

worldvolume a D(p−1) is produced. This can be seen rather simply by considering the open

string boundary conditions; since T-duality acts as a reflection on right-movers, Neumann

N and Dirichlet D boundary conditions are interchanged. For more exotic notions of target

space duality, e.g. non-Abelian [45, 46] or Poisson-Lie [47, 48], such an understanding is

less refined (although see [49–55] and recent work in [56–58]) one reason being that the

geometries concerned are not flat making it harder to identify the appropriate boundary

conditions. Here however we will have access to an elegant description of D-brane bound-

ary conditions in the λ-model whose interplay with duality can be readily studied. For

instance by taking the λ → 1 limit on our D-brane configurations we will gain information

about the brane spectrum of the non-Abelian T-dual theory. It is also known that after

appropriate analytic continuations the λ-model produces a geometry that is Poisson-Lie

T-dual to the integrable η-deformed principal chiral model [59–62]. By examining this an-

alytic continuation on our D-brane configurations we will too gain information about the

brane spectrum of the Poisson-Lie T-dual theory. We study this interplay of duality with

D-brane configurations in the case of the SU(2) theory. Here we find that under either the

“λ → 1 + non-Abelian T-duality” or “analytic continuation + PL T-duality” procedures,

the D2 branes discovered in the λ-model are transformed to space-filling D3 branes.

The structure of the paper is as follows. We will briefly review in section 2 the saliant

features of integrable λ-deformations of WZW models, in section 3 we will explain the

strategy used to derive integrable boundary conditions and then apply it directly to the

λ-deformed WZW. We illustrate this in section 4 in the context of examples based on both

SU(2) and SL(2,R) theories, where in the latter case we see the possibility of twisting

conjugacy classes by an algebra outer automorphism. In section 5 we explore the relation

of these D-brane configurations to both non-Abelian and Poisson-Lie T-duality. In the

appendices we establish our conventions and the necessary ingredients of the general sigma

model and the WZW model.

3When taken in isolation the λ-deformation is actually a marginally relevant deformation of the WZW

and is not a CFT [37]. However we continue to use the terminology of D-branes to describe boundary

conditions. It is expected that when applied to super-cosets the λ-deformation becomes a true marginal

integrable deformation [37–39] which hopefully makes this usage somewhat acceptable to a string theorist.

Moreover, they provide genuine supergravity solutions when a suitable ansatz is made for the RR fluxes

and the dilaton [40–44].

– 3 –
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2 λ-deformations

First, we will briefly review the construction of [36] in order to set up the sigma model

action from which the background fields can be read off and a Lax connection representing

the equations of motion can be found. The isotropic λ deformation from group manifolds

is obtained by starting with a sum of a PCM on G for a group element g̃ ∈ G,4

SPCM(g̃) = −κ2

π

∫
dσdτ 〈g̃−1∂+g̃g̃

−1∂−g̃〉 , (2.1)

and a WZW model on G for a different group element g ∈ G as in eq. (B.1). Altogether,

this action has a global GL ×GR symmetry for the PCM and a GL(z)×GR(z̄) symmetry

group for the WZW. One continues by gauging simultaneously the left symmetry action of

the PCM and the diagonal action of the WZW acting as,

GL : g̃ → h−1g̃ , Gdiag : g → h−1gh , (2.2)

with h ∈ G, using a common gauge field A = AATA transforming as,

A → h−1Ah− h−1dh . (2.3)

The total model is made gauge invariant by replacing the derivatives in the PCM by a

covariant derivative D̃±g̃ = ∂±g̃−A±g̃ (i.e. by minimal substitution), and by replacing the

WZW model (B.1) with the G/G gauged WZW model,

SgWZW,k(g,A) = SWZW,k(g)+
k

π

∫
dσdτ 〈A−∂+gg

−1−A+g
−1∂−g+A−gA+g

−1−A−A+〉 .
(2.4)

Finally, we can fix the gauge to g̃ = 1 to find,

Sk,λ(g,A) = SWZW,k(g)−
k

λπ

∫
dσdτ〈A+O

−1
g−1A−〉

+
k

π

∫
dσdτ 〈A−∂+gg

−1 −A+g
−1∂−g〉 ,

(2.5)

where we introduced the useful operator,

Og = (1− λD)−1 , (2.6)

given in terms of the adjoint action D(TA) = adgTA = gTAg
−1 = TBD

B
A(g). For the

isotropic λ-model, which is the model we consider throughout this paper, we have,

λAB = λ〈TA, TB〉 ≡ ληAB, λ =
k

k + κ2
. (2.7)

The gauge fields are now auxiliary and can be integrated out. Varying the action Sk,λ(g)

with respect to A± we find the constraints,

A+ = λOg∂+gg
−1 , A− = −λOg−1g−1∂−g , (2.8)

4See appendix B for conventions.
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Substituting these constraints into eq. (2.5) gives,

Sk,λ(g) = SWZW,k(g) +
kλ

π

∫
dσdτ RA

+

(
Og−1

)
AB

LB
−

=
k

2π

∫

Σ
dσdτLA

+ηABL
B
− +

kλ

π

∫
dσdτ RA

+

(
Og−1

)
AB

LB
−

+
k

24π

∫

M3

FABCL
A ∧ LB ∧ LC , (2.9)

in which Lie algebra indices out of position are raised and lowered with the metric η = 〈·, ·〉
and we work in term of the Maurer-Cartan forms L = g−1dg = −iLATA and R = dgg−1 =

−iRATA. From the above λ action it is straightforward to read off the target space data

which can be expressed in terms of the left-invariant forms LA as:

ds2λ = k
(
Og−1 +Og − η

)
AB

LA ⊗ LB ,

Bλ = BWZW +
k

2

(
Og−1 −Og

)
AB

LA ∧ LB ,
(2.10)

where we have used that RA = DA
B(g)L

B and in which dBWZW = k
6FABCL

A ∧ LB ∧ LB.

Equivalently we can use the identity (and this will proof useful later),

Og−1 +Og − η = (1− λ2)Og η Og−1 = (1− λ2)Og−1 η Og , (2.11)

to express the target space metric as,

ds2λ = k ηAB EA ⊗ EB, E =
√
1− λ2Og−1L, (2.12)

with E the vielbein bringing us to the flat frame. In addition the Gaussian elimination

of the gauge fields, when performed in a path integral, results in a non-constant dilaton

profile,

Φ = Φ0 +
1

2
log detOg−1 , (2.13)

in which constants are absorbed into Φ0. Finally, one can derive the classical energy

momentum tensor of the λ-model to find,

T±± = k (1− λ2)〈A± , A±〉 . (2.14)

There are two interesting limits at play here [36]; for λ → 0 we see from eq. (2.8)

that the fields A± will freeze out and, hence, one will reproduce the well-understood WZW

model (see appendix B), allowing consistency checks of analyses of the deformation. For

small λ the WZW is deformed by a current-current bilinear. In the λ → 1 limit one

reproduces the non-Abelian T-dual of the principal chiral model. This limit is more subtle

and should be taken by k → ∞ in eq. (2.7) and expanding group elements around the

identity (but see section 5 for more details).

To establish the classical integrability of the λ model it is convenient to work with

eq. (2.5) but where we take the gauge fields on-shell eq. (2.8) (although see [36] for the

proof of integrability starting from eq. (2.9)). In this way any variation of the action with

– 5 –
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respect to A± vanishes and calculations simplify. From eq. (2.5) we then find the equation

of motion for the group element g to be,

D+

(
g−1D−g

)
= F+− , (2.15)

where we introduced the derivative D±· = ∂± · − [A±, ·] and the field strength F+− =

∂+A− − ∂−A+ − [A+, A−]. Using the on-shell expression for A±, eq. (2.8), this can be

rewritten as,

∂±A∓ = ± 1

1 + λ
[A+, A−] . (2.16)

Hence, effectively we have recast one second order equation for the field g, by the con-

straints, as two first order equations for A±. It is now straightforward to show that the

following Lax connection,

L±(z) = − 2

1 + λ

A±

1∓ z
, z ∈ C , (2.17)

satisfying the flatness condition dL + L ∧ L = 0 is equivalent to the equations of mo-

tion (2.16) thereby ensuring its classical integrability [63] (see also the next section).

3 Integrable boundary conditions

3.1 General methodology

This section closely follows [22, 23] for obtaining open string boundary conditions that

preserve integrability based on a method first introduced by Cherdnik and Sklyanin [20, 21]

in the context of two-dimensional integrable systems. We add here a slightly more general

procedure applicable to integrable sigma models which has not been clearly spelled out yet

in the literature (however, see [28] for a recent usage hereof in the case of the PCM) but

which can lead to distinct integrable D-brane configurations.

Consider first a general (1+1)-dimensional field theory in a spacetime (or worldsheet)

Σ parametrised by (τ, σ) on a periodic or infinite line with a global symmetry group G.

The model is said to be classically integrable when its equations of motion can be recast

in a zero curvature condition of a gC-valued Lax connection one-form L(z) depending on

a spectral parameter z ∈ C [63],

dL(z) + L(z) ∧ L(z) = 0 . (3.1)

The Lax L(z) is defined up to a local gauge transformation by a Lie group element g(τ, σ) ∈
G given by,

L(z) → Lg(z) = gL(z)g−1 − dgg−1 , (3.2)

leaving the zero curvature condition (3.1) invariant. In this case, an infinite set of conserved

charges can be obtained from the usual transport matrix T (b, a; z) defined by,

T (b, a; z) =
←−−−
P exp

(
−
∫ b

a

dσ Lσ(τ, σ; z)

)
, (3.3)

– 6 –
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where we included the explicit dependence on the (worldsheet) coordinates and the arrow

specifies the ordering of the integral as per [6]. The transport matrix satisfies the following

useful properties,

δT (b, a; z) = −
∫ b

a

dσT (b, σ; z)δLσ(τ, σ; z)T (σ, a; z) , (3.4)

∂σT (σ, a; z) = −Lσ(τ, σ; z)T (σ, a; z) , (3.5)

∂σT (b, σ; z) = T (b, σ; z)Lσ(τ, σ; z) , (3.6)

T (a, a; z) = 1 , (3.7)

and under the gauge transformation (3.2) it transforms as,

T (b, a; z) → T g(b, a; z) = g(τ, b)T (b, a; z)g−1(τ, a) . (3.8)

Using the flatness of the Lax L(z) together with the above properties, one can now show

that,

∂τT (b, a; z) = T (b, a; z)Lτ (τ, a; z)− Lτ (τ, b; z)T (b, a; z) . (3.9)

Therefore, under periodic boundary conditions σ ≃ σ + 2π (for e.g. the closed string) we

find that the trace of the monodromy matrix T (2π, 0; z) is conserved,5

∂τ TrT (2π, 0; z)
n = 0 ∀ n ∈ N . (3.10)

Different sets of conserved charges (local or non-local) can then be obtained from expanding

the monodromy matrix or its gauge transformed form around suitable values of the spectral

parameter leading typically to Yangian algebra’s or quantum groups for the non-local sets

of charges, see e.g. [64].

For later convenience, we define here also a generalised transport matrix,

TΩ(b, a; z) =
←−−−
P exp

(
−
∫ b

a

dσ Ω [Lσ(τ, σ; z)]

)
, (3.11)

where Ω is a constant Lie algebra automorphism. This generalised transport matrix behaves

under time derivation as,

∂τT
Ω(b, a; z) = TΩ(b, a; z)Ω [Lτ (τ, a; z)]− Ω [Lτ (τ, b; z)]T

Ω(b, a; z) , (3.12)

such that ∂τ TrT
Ω(2π, 0; z)n = 0 for all n ∈ Z, and under gauge transformations as,

TΩ(b, a; z) → ω (g(b))TΩ(b, a; z)ω
(
g−1(a)

)
, (3.13)

where the map ω : G → G is defined as ω
(
etX
)
= etΩ[X] for t small and X ∈ g. Here we

assumed the corresponding Lie group G to be connected to the identity (in this case ω is

a constant Lie group automorphism also).

5Alternatively, on the infinite line with suitable asymptotic fall-off conditions we find immediately that

∂τT (+∞,−∞; z) = 0.

– 7 –
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When the model is considered on a finite line, e.g. σ ∈ [0, π] in the context of sigma

models describing open strings, the charges obtained from the above procedure are gener-

ically not conserved. Similarly to the loss of conservation of momentum along the spatial

direction, integrability might be spoiled. However, with the appropriate boundary condi-

tions one can still obtain an infinite set of conserved charges from the so called boundary

monodromy object Tb(z) that involves the transport matrix T from the σ = 0 end of the

open string to the σ = π end glued to the generalised transport matrix TΩ in the reflected

region, i.e. going in the other direction. At the boundaries we include the possibility of

non-trivial effects incorporated by the so-called reflection matrices U0 and Uπ that are in

the Lie group G. Hence we define,6

Tb(z) = U0T
Ω
R (2π, π; z)U−1

π T (π, 0; z) , (3.14)

where the allowed boundary conditions are encoded in conditions on the reflection matrices

and the automorphism Ω. As discussed in [22, 23] the reflection matrices are taken to

be constant in time and independent of the spectral parameter.7 The transport matrix

TR(2π, π; z) in the reflected region is constructed from the transformation σ → σR = 2π−σ

when σ ∈ [π, 2π]. We will assume in the following the reflected generalised transport matrix

to have the form,

TΩ
R (2π, π; z) = TΩ(0, π;−z) , (3.15)

which will indeed be the case for the λ model.

In general this strongly depends on the specific form of the Lax connection L(z) but

the following procedure can be easily adapted to other cases. Similar to the bulk model,

we impose integrability by requiring that the time derivative of the boundary monodromy

matrix is given by a commutator,

∂τTb(z) = [Tb(z), N(z)] , (3.16)

for some matrix N(z), such that TrTb(z)
n is conserved for any n ∈ N. Explicitly we find

using the formulae (3.9) and (3.12) that,

∂τTb(z) = U0

[
TΩ(0, π;−z)LΩ

τ (π;−z)− LΩ
τ (0;−z)TΩ(0, π;−z)

]
U−1
π T (π, 0; z)

+ U0T
Ω(0, π;−z)U−1

π [T (π, 0; z)Lτ (0; z)− Lτ (π; z)T (π, 0; z)] , (3.17)

discarding here the τ -dependence and using the notation LΩ(z) = Ω[L(z)]. One can show

that the integrability condition (3.16) sufficiently holds forN(z) = Lτ (0; z) when we require

the following boundary conditions on both the open string ends:

Lτ (τ, 0; z) = U0Ω[Lτ (τ, 0;−z)]U−1
0 , (3.18)

6When the Lie algebra automorphism Ω is taken to be inner we recover the discussion of [22] up to a

suitable redefinition of the reflection matrices. The possibility of Ω to be outer, however, leads to interesting

non-trivial boundary conditions.
7These conditions are preferred for the interpretation of the boundary conditions as physical D-brane

configurations. However the spectral parameter independence e.g. might be relaxed as in [28] where the

objective is to map the boundary conditions to known boundary scattering matrices of the quantum theory

containing a free parameter.

– 8 –
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and similarly on σ = π (but where in principal the reflection matrix Uπ can be different

allowing the open string to connect different D-branes). Substituting the Lax connection

of the considered model in eq. (3.18) imposes integrable boundary conditions on the field

variables, together with consistency conditions on the automorphism Ω and the reflection

matrix U as will be clear in the coming subsection.

However this is not the end of the story: the above procedure leads to sufficient

conditions for integrability of the boundary model but they are not necessary. We can

cook up any exotic boundary monodromy matrix Tb(z); as long as it satisfies ∂τTb(z) =

[Tb(z), N(z)] for some N(z) an infinite set of conserved charges can be constructed. It is

e.g. an interesting possibility to consider also a gauge transformation in the reflected region,

Tb(z, δ) = U0T
gΩ
R

(
2π, π; δ̃R;w

)
U−1
π T (π, 0; δ; z)

= U0ω(g(0))T
Ω
(
0, π; δ̃;−w

)
ω(g(π))−1U−1

π T (π, 0; δ; z) , (3.19)

where we used eq. (3.13) and eq. (3.15) and we included in the transport matrix8 the pos-

sible dependence on δ representing (multiple) deformation parameters. Moreover, in the

reflected region there is the possibility that the spectral parameter and the deformation

parameters change, meaning w = F (z) and δ̃ = G(δ) for some suitable functions F and

G. Although we will not consider this for the λ-deformed model, we are convinced that a

detailed investigation of this possibility in other integrable models will lead to interesting

results and we hope to return to this point in the future.

3.2 Applied to λ-deformations

Having the Lax connection of the isotropic λ-deformation on group manifolds at hand

one can now derive the integrable boundary conditions corresponding to the boundary

monodromy matrix Tb(z) given in eq. (3.14). One can check that eq. (3.15) indeed holds

for the Lax (2.17). Using now the constraints (2.8) we can write the Lax in a convenient

form in terms of the Maurer-Cartan forms L− = g−1∂−g and R+ = ∂+gg
−1,

Lτ (z) =
2λ

1 + λ

1

1− z2

(
Og−1 [L−]−Og[R+]− z

(
Og−1 [L−] +Og[R+]

) )
, (3.20)

where recall Og = (1− λD)−1. Plugging the above into the result (3.18) and requiring the

reflection matrices to be z-independent leads to the following boundary conditions,9

Og−1 [L−]|∂Σ = −Ω ·Og[R+]|∂Σ, (3.21)

where, for consistency, Ω should be a constant involutive Lie algebra automorphism. A

further restriction comes from demanding the (classical) conformal boundary condition (see

eq. (A.7)) which requires the energy-momentum tensor to satisfy T++| = T−−|. Using the

8The cumbersome notation T gΩ
R represents the gauge transformed transport, acted on by the automor-

phism Ω and reflected.
9Here we absorbed the reflection matrices U0/π (which are essentially an additional inner automorphism

action) into the definition of the automorphism Ω and discarded the indication of the open string end.

However one should keep in mind that in principle Ω can be different on each end.
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form of the stress tensor of the λ model (2.14) we require that Ω preserves the inner product

〈·, ·〉. This is important for the boundary conditions to preserve conformal invariance in the

WZW limit λ → 0 [4, 5, 11–15]. Summarising, Ω is a constant Lie algebra metric-preserving

involutive automorphism:

Ω ∈ Aut(g) , Ω2 = 1 , ΩT ηΩ = η . (3.22)

The integrable boundary conditions thus obtained reduce in the λ → 0 limit exactly to

chiral-algebra preserving symmetric D-branes of the WZW model [4, 5, 11–14] (in the

terminology of [14] the type D conditions (B.8)).

3.3 Interpretation as twisted conjugacy classes

Like in the WZW case, we desire a geometrical interpretation of the (integrable) boundary

conditions (3.21) as Dirichlet and Neumann conditions on g : ∂Σ → N defining a D-brane

N . In this regard it is important to realise that eq. (3.21) takes values in the tangent space

of G at the identity TeG ≃ g. To interpret the geometry of the D-brane configurations one

needs local conditions on an arbitrary point g ∈ G obtained by translating eq. (3.21) to

TgG (which is non-trivial for non-Abelian group manifolds). However, as λ deformations

of WZW theories deform only the target space data while the tangent space TgG is inde-

pendent of the choice of metric, it is clear that only the size of the classical D-branes can

change while their topology must be unaffected compared to the well-known WZW branes.

We will show here that this is indeed the case leading to (integrable) boundary conditions

corresponding to D-brane configurations that are (twisted) conjugacy classes [12–14].

First, we should split the tangent space TgG at g ∈ G orthogonally to the D-brane

N with respect to the λ-deformed metric (2.12) (assuming the metric restricts non-

degenerately to N),

TgG = TgN ⊕ TgN
⊥ . (3.23)

Important here is that the object Ω̃g ≡ O−1
g−1 ·Ω ·Og gluing left to right currents in eq. (3.21)

is easily shown to preserve the deformed metric (2.12) at g provided that Ω preserves the

inner product η = 〈·, ·〉. Indeed, writing the metric as

Gλ = kET ηE = k (1− λ2)LTOg−1 η OgL = k (1− λ2)LTOg η Og−1L , (3.24)

we have Ω̃T
g GλΩ̃g = Gλ. Moreover, it is straightforward to show that the deformed metric

at g is invariant under an adjoint action by g, i.e. DTGλD = Gλ.

With these properties of the deformed metric at hand we can now exactly follow the

procedure used in the WZW case of [14, 15] for finding the tangent space TgN to the

D-brane when treating Ω̃g as the gluing matrix. This leads to,

TgN =
{
u−O−1

g−1 · Ω ·Og[g
−1u]g | ∀u ∈ TgG

}
. (3.25)

Using the transitivity property of left and right translations on group manifolds, together

with Ω being an automorphism (and thus bijective), there exists for every u ∈ TgG a Lie

algebra element X such that,

u = −gO−1
g−1Ω[X] . (3.26)
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Hence, TgN is equivalently given by,

TgN =
{
O−1

g [X] g − gO−1
g−1Ω [X] | ∀X ∈ g

}

= {(1+ λΩ) [X]g − g (λ1+Ω) [X] | ∀X ∈ g} . (3.27)

Contrary to the WZW case, we have here the extra property on the Lie algebra automor-

phism Ω that it is involutive, Ω2 = 1, and thus defines a symmetric space decomposition

of the Lie algebra g:

g = h⊕ k , (3.28)

where Ω[h] = h , Ω[k] = −k and,

[h, h] ⊂ h , [h, k] ⊂ k , [k, k] ⊂ h . (3.29)

Hence, also TgN splits accordingly,

TgN = {(1 + λ) (Hg − gH) | ∀H ∈ h} ⊕ {(1− λ) (Kg + gK) | ∀K ∈ k} , (3.30)

It is now possible to rescale (1 + λ)H → H and (1− λ)K → K such that,

TgN = {Hg − gH | ∀H ∈ h} ⊕ {Kg + gK | ∀K ∈ k}
= {Xg − gΩ[X] | ∀X ∈ g} . (3.31)

As expected, this is exactly the tangent space to the twisted conjugacy class Cω(g) defined

by,10

Cω(g) =
{
h g ω(h−1)| ∀h ∈ G

}
, (3.32)

shown explicitly in [14, 15]. Hence, the worldvolumes N of the integrable D-brane config-

urations lie on twisted conjugacy classes Cω(g) of the group G on which the deformation

is based. In the λ-deformed background only the size of the branes (determined by the

induced deformed metric) change, as also illustrated in the following section. The twisted

conjugacy classes are classified by the quotient Out0(G) = Aut0(G)/Inn0(G) of metric-

preserving outer automorphisms of G since two automorphisms that are related by an

inner automorphism in Inn0(G) lead to twisted conjugacy classes that differ simply by a

group translation [15]. However, the involution condition ω2 = 1 from integrability does

not allow these group translation to be arbitrary and in practice there will only be a small

number of them, depending on the dimensionality of G. When the group automorphism

ω is taken to be the identity element of Out0(G), the twisted conjugacy classes reduce to

regular conjugacy classes [12].

Note finally that, using Frobenius’ integrability theorem and Ω being an automorphism,

the D-brane N is a submanifold of G eliminating the possibility of intersecting integrable

D-brane configurations [14, 15] using the methodology outlined in section 3.1.

10Recall the definition of the map ω : G → G under eq. eq. (3.13).
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4 Examples

In this section we will apply the above observations explicitly in two simple examples: the

λ deformation based on the SU(2) and SL(2,R) Lie groups. In the compact SU(2) case

only regular conjugacy classes exist and we will derive the boundary equations explicitly for

them (necessary for section 5). Moreover we will show that the flux quantisation condition

remains independent of λ. We will perform a semi-classical analysis of the spectrum of

quadratic fluctuations and demonstrate that turning on λ will lift the zero modes of the

WZW branes. In the non-compact SL(2, R) the study of both regular and twisted conjugacy

classes is possible. Here we will focus on the classical aspects showing only the twisted

conjugacy classes to be (classically) physical in contrary to the regular conjugacy classes.

Moreover we find again the flux quantisation to remain independent of λ.

4.1 The S
3 deformation

For su(2) the metric-preserving algebra automorphisms form the group of rotations SO(3)

while Out0(SU(2)) is known to be trivial. The D-branes in the S3 manifold therefore lie

on regular conjugacy classes. In light of this we choose the following convenient parametri-

sation for the SU(2) group element,

(
cosα+ i cosβ sinα e−iγ sinα sinβ

−eiγ sinα sinβ cosα− i cosβ sinα

)
, (4.1)

such that the S3 is given by an S2 parametrised by β ∈ [0, π] and γ ∈ [0, 2π] fibred over an

interval α ∈ [0, π]. Regular conjugacy classes are distinguished by Tr(g) = 2 cosα constant

and so correspond to this S2. Note that integrability only allows group translations from

involutive inner automorphisms that correspond here to rotations over an angle π. For the

WZW analysis of these D2-branes see we refer to [65, 67–69].

We first recall the target space geometry of the λ-deformed theory [36],

ds2λ = 2k

(
1 + λ

1− λ
dα2 +

1− λ2

∆
sin2 α(dβ2 + sin2 βdγ2)

)
,

Hλ = 4k
2λ∆+ (1− λ2)2

∆2
sin2 α sinβdα ∧ dβ ∧ dγ ,

e−2Φ = e−2Φ0∆ ,

(4.2)

where ∆ = 1 + λ2 − 2λ cos 2α. Here we note that in performing the Gaussian integration

to arrive at the λ model a dilaton (2.13) is produced. In the metric observe that, and this

will be important, that the deformation leaves the S2 intact changing only the radius of

this sphere as it is fibred over α.

The integrable boundary condition obtained from (3.21) with Ω = 1 reads,

∂−α| = −∂+α| ,
(1 + λ2 − 2λ cos 2α)∂−β| =

(
2λ− (1 + λ2) cos 2α

)
∂+β − (1− λ2) sinβ sin 2α∂+γ| ,

(1 + λ2 − 2λ cos 2α)∂−γ| =
(
2λ− (1 + λ2) cos 2α

)
∂+γ + (1− λ2) cscβ sin 2α∂+β| .

(4.3)
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It is immediately clear that α obeys a Dirichlet boundary condition and Xa = {β, γ} obey

(generalised) Neumann boundary conditions (A.4) which should take the standard form,

Ĝab(X)∂σX
b = Fab∂τX

b , (4.4)

in which Fab = B̂ab + 4πFab
11 (see also appendix A). We first re-express the Neumann

boundary condition as,

∂σβ| = −λ− 1

λ+ 1
cotα sinβ∂τγ| , ∂σγ| =

λ− 1

λ+ 1
cotα cscβ∂τβ| , (4.5)

and making use of the metric restricted to α = const we extract the two-form,

F =
k

2∆
(1− λ)2 sin 2α sinβdβ ∧ dγ . (4.6)

We can now evaluate the DBI action (A.10),

SDBI = T2

∫
e−Φ

√
Ĝ+ F = 4πk T2 e

−Φ0 sinα . (4.7)

where we absorbed a factor of 1 − λ into the constant dilaton e−Φ0 . Naively this would

suggest that the only stable D-branes are the ones for which this quantity is minimised

i.e. the D0 branes located at α = 0 and α = π. However the flux quantisation stabilises

the branes in other locations in a slightly subtle way. There are two well defined forms

at play; the NS three form H and a two-form on the D-brane submanifold ω which is,

by virtue of the construction, equal to the two-form F locally. The quantisation is now a

statement that the relative cohomology class [(H,ω)]/2π be integral [51, 70–72] demanded

by consistency for the definition of the WZ term in the action (2.5) (see also appendix B).

Put plainly, the difference in periods of ω over the D2-brane worldvolume N and H on an

extension B whose boundary is the D2-brane ∂B = N should be integral i.e.

1

4π

∫

N

ω − 1

4π

∫

B

H ∈ 2π Z . (4.8)

For the case at hand, let us locate the D2 brane at α = α⋆ and integrate H over an

extension α ∈ [0, α⋆]. This yields

1

4π

∫

B

H = −2kα⋆ +
k(1− λ)2 sin 2α⋆

∆⋆
. (4.9)

At the same time we have

1

4π

∫

N

ω =
k(1− λ)2 sin 2α⋆

∆⋆
, (4.10)

so that in the combination entering the quantisation condition eq. (4.8) all dependence on

the deformation parameter λ drops out and one recovers the conventional result for the

WZW model; there are, in addition to the D0-branes, stabilised D2’s located at12

α⋆ =
nπ

k
, n = 1 . . . k − 1. (4.11)

11For the level k to obey the conventional quantisation we have used units in which α′ = 2.
12We are assuming throughout that we are in the semi-classical regime and so ignore any consequences

of the shift k → k + 2 [1].
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Let us now evaluate the dynamics of fluctuations of this D-brane. For that we need

to consider dependence on the target space time coordinate; i.e. we need to introduce an

extra time-like dimension to the target space. We will choose a synchronous gauge and let

the coordinates of the worldvolume of the D2 be Xa = (t, β, γ). Following [65] we examine

fluctuations of the transverse scalar and worldvolume gauge field in the DBI action,

S = T2

∫
e−Φ

√
−det(Ĝab + Fab), (4.12)

where,

Fab = Bab + 2πα′(∂aAb − ∂bAa) . (4.13)

For direct comparison to [65] we reinstate explicit factors of α′. It should be emphasised

that the metric Ĝ needs to be pulled back to the worldvolume according to,

Ĝab = Gµν∂aX
µ∂bX

ν , (4.14)

which induces derivatives for fluctuations in the transverse scalar. To perform this analysis

it is helpful to pick a gauge for the antisymmetric field [36],

B = −kα′

(
α− (1− λ)2

∆
cosα sinα

)
sinβdβ ∧ dγ . (4.15)

Then we make the ansatz for fluctuations,

α = α⋆ + δ(X) , At = 0 , Aβ =
k

2π
aβ(X) , Aγ =

k

2π
α⋆(cosβ − 1) +

k

2π
aγ(X). (4.16)

Now the procedure is to expand the DBI action to quadratic order in the fluctuation

and to extract classical equations of motion.13 The intermediate steps of this calculation

are extremely unedifying and made algebraically complicated by the appearance of the

function ∆(α) in various places. However, somewhat remarkably to a large extent all

of the complications cancel out to leave a very simple result. In terms of the covariant

fluctuation g(t, β, γ) = − 1
sinβ

(∂βαγ − ∂γαβ) we find equations of motion,

d2

dt2

(
δ

g

)
= − 1

kα′

1 + λ2

1− λ2

(
2 + (1+λ)2

1+λ2 � 2

2� (1+λ)2

1+λ2 �

)(
δ

g

)
, (4.17)

in which � is the Laplacian on the S2. This operator can be diagonalised in terms of an

expansion in spherical harmonics. In the lth sector (i.e. where � = l(l + 1)) we find that

the eigenvalues are,

1

k(1− λ2)
(1 + l)

(
(1 + λ)2l + 2(1 + λ2)

)
,

1

k(1− λ2)
l
(
l(1 + λ)2 − (1− λ)2

)
. (4.18)

These are all positive, hence stable fluctuations of positive mass. Since g carries no s-wave

as a consequence of flux-quantisation and that the s-wave of δ has a frequency squared of

13As in [65] in the expansion there is a linear term proportional to the fluctuation of the quantised D0

charge which must necessarily vanish and so we neglect it in what follows.
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2
kα

1+λ2

1−λ2 — it is not a moduli. It is interesting to notice that the p-wave triplet (i.e. l = 1)

acquires a positive mass for λ 6= 0; this lifting of zero modes is a reflection of the fact that

one of the SU(2) symmetries is broken in the target space metric and so we are not longer

free to move the S2 of the D-brane about the S3. Put another way, in the undeformed

theory these zero modes on the worldvolume are associated Goldstone modes from breaking

the SU(2) global symmetry of the target space by the D-brane; in the deformed theory there

is no longer such an SU(2) symmetry to be broken and hence no corresponding Goldstone.

A further feature of the spectrum is that it inherits a Z2 invariance λ → λ−1, k → −k

displayed by the λ-deformed worldsheet theory [66].

4.2 The AdS3 deformation

For the sl(2,R) algebra it can be shown that the metric-preserving automorphisms form the

group SO(1, 2) = SO(1, 2)+ ∪ SO(1, 2)− where SO(1, 2)+ correspond to the usual rotations

and boosts, while SO(1, 2)− transformations are obtained from an additional reflection and

time-reversal. The metric-preserving outer automorphism group Out0(SL(2,R)) descends

from the latter and can be shown to have, besides the identity, one non-trivial element

given in convenient representation by the conjugation ω(g) = ω1gω
−1
1 with

ω1 =

(
1 0

0 −1

)
6∈ SL(2,R) . (4.19)

The corresponding Lie algebra automorphism Ω defined by Ω[TA] = ΩB
ATB = ω1TAω

−1
1 is

readily shown to be an involution and therefore defining with (3.21) consistent integrable

boundary conditions. Note that we might as well represent the non-trivial Out0(SL(2,R))

element by a conjugation with,

ω2 =

(
0 1

1 0

)
6∈ SL(2,R), (4.20)

which is connected to ω1 with an involutive inner automorphism that corresponds in

SO(1, 2) with a rotation over π. Moreover, it is important to emphasise that this inner

automorphism is the only allowed group translation leading to integrable D-brane config-

urations in AdS3. We are thus allowed to make two distinguished cases in the analysis of

D-branes in the λ-deformed AdS3 corresponding to regular and twisted conjugacy classes.

First, let us parametrise the SL(2,R) in a general way as,

g =

(
X0 +X1 X2 +X3

X2 −X3 X0 −X1

)
(4.21)

with Xi, i = {0, 1, 2, 3}, real and with the defining relation −X2
0 +X2

1 +X2
2 −X2

3 = −1,

making apparent the AdS3 embedding.

The regular conjugacy classes (obtained by taking ω the identity) are distinguished

by Tr(g) = 2X0 constant and substituting this into the defining relation one finds the

geometry of the corresponding D-branes (see also [68, 69, 73]). The geometry will depend
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on the values of X0; for X0 > 1 the conjugacy classes correspond to de Sitter D1-strings,

for X0 < 1 they correspond to H2 instantons and for X0 = 1 to the future- and past

light-cone. In the next, we will consider only the former de Sitter D1-strings since the

study of instantons is beyond the goal of this paper and for the latter case the metric will

be degenerate. However, as shown by [73], the de Sitter WZW-branes are tachyonic and,

as we will shortly touch upon, they will stay so when turning on the deformation.

The twisted conjugacy classes (3.32) are obtained by conjugation with ω1,

Cω(g) =
{
h g ω1 h

−1| ∀h ∈ G
}
ω−1
1 , (4.22)

and are thus distinguished by Tr (g ω1) = 2X1 constant. The corresponding D-brane con-

figurations are, for any X1 ∈ R, two-dimensional Anti de Sitter D1-strings (see also [73]).

Equivalently, when conjugating with ω2, twisted conjugacy classes will be distinguished by

Tr (gω2) = 2X2 constant corresponding again to AdS D1-strings. The choice of representa-

tion depends on how one wants to analyse these D-brane configurations together with the

choice of parametrisation of the SL(2.R) group element. In both cases, however, one sees

from the defining AdS3 relation that the integrable AdS2 branes are static configurations.

In the WZW case, these D-branes configurations are shown to be physical in [73].

dS D1-strings. A convenient parametrisation to describe the dS D1-strings is one where

we replace in (4.21) the elements by,

X0 = coshψ, X3 = sinhψ sinh τ, X1 + iX2 = sinhψ cosh τeiφ (4.23)

with ψ ∈ [0,∞[, τ ∈] − ∞,∞[ and φ ∈ [0, 2π] (although, they are not good global coor-

dinates). Here the AdS3 is build up out of fixed ψ-slices of dS2 spacetimes parametrised

by τ and φ corresponding to the dS D1-strings. Note that in this coordinate system we

describe D1-strings that are static configurations in AdS3.

The target space geometry of the λ-deformed AdS3 is,

ds2λ = 2k

(
1 + λ

1− λ
dψ2 +

1− λ2

∆̂
sinh2 ψ

(
−dt2 + cosh2 t dφ2

))

Hλ = 4k
2λ∆̂ + (1− λ2)2

∆̂2
sinh2 ψ cosh τdψ ∧ dτ ∧ dφ

e−2Φ = e−2Φ0∆̂

(4.24)

with ∆̂ = 1+λ2−2λ cosh 2ψ. In these coordinates it is obvious that the deformation leaves

the dS2 D1-strings intact but changing the radius with a squashing factor 1−λ2

∆̂
.

Comparing the integrable boundary conditions obtained from (3.21) with Ω = 1 with

the boundary conditions from the sigma model approach, i.e. Dirichlet (A.3) and (gener-

alised) Neumann (A.4), one can extraxt the two-form F on the dS D1-brane to find,

F = k
(1− λ)2

∆̂
sinh 2ψ cosh τdτ ∧ dφ. (4.25)
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See also [12, 70, 71] for a general formula in terms of the gluing matrix. The induced metric

Ĝ on the D1-brane is obtained simply by enforcing ψ = constant in eq. (4.24). The DBI

action now evaluates to (absorbing a factor 1− λ into the constant dilaton),

SDBI = T1

∫
e−Φ

√
−det(Ĝab + Fab) = 4πk T1 e

−Φ0

∫
dτ

√
− sinh2 ψ cosh2 τ (4.26)

and, hence, is supercritical.

One could equally perform this analysis in the global cylindrical coordinates along the

lines of [73] to describe dynamical configurations of a circular D1-string and argue that

these are unphysical trajectories. We expect however no new information to be gained.

Anti de Sitter D1-strings. At first sight a logical coordinate system to describe the

AdS D1-strings seems to be the global AdS coordinates where the elements of (4.21) are

replaced by,

X0 + iX3 = coshψ coshωeiτ , X1 = sinhψ, X2 = coshψ sinhω (4.27)

with {ψ, τ, ω} ∈ R
3. The twisted conjugacy class (4.22) (obtained by conjugation with ω1

of eq. (4.19)) lie along fixed ψ-slices which correspond to AdS2 spacetimes parametrised

by τ and ω.

In this coordinate system the target space geometry of the λ-deformed theory is,

ds2λ = 2k
1 + λ

1− λ

(
∆̃ + 4λ(cos2 τ cosh2 ω − 1)

∆̃
dψ2 + 2λ

sin 2τ cosh2 ω sinh 2ψ

∆̃
dψdτ

− 2λ
cos2 τ sinh 2ω sinh 2ψ

∆̃
dψdω + cosh2 ψ

(
−(1 + λ)2 − 4λ cos2 τ

∆̃
cosh2 ωdτ2

+2λ
sin 2τ sinh 2ω

∆̃
dτdω +

(1− λ)2 − 4λ cos2 τ sinh2 ω

∆̃
dω2

))

Hλ = 4k
2λ∆̃ + (1− λ2)2

∆̃
cosh2 ψ coshωdψ ∧ dτ ∧ dω (4.28)

e−2Φ = e−2Φ0∆̃

with ∆̃ = (1 + λ2) − 4λ cos2 τ cosh2 ω cosh2 ψ. One can readily verify that in the WZW

λ → 0 limit the metric reduces to the obvious slicing of AdS3 by AdS2 spacetimes along ψ.

However, when turning on the deformation this slicing becomes obscure and one can not

read of a “squashing” factor of the AdS D1-strings in contrary to the dS case of above. An

explicit analysis of the integrable boundary conditions (3.21) with the conjugation by ω1

teaches us however that it is indeed the ψ direction that is Dirichlet. The induced metric

Ĝ on the brane is thus obtained by enforcing ψ constant in (4.28). Comparing again the

integrable boundary conditions to the ones obtained from the general sigma model, we can

extract the gauge invariant two-form F on the AdS D1-string,

F = k
(1 + λ)2

∆̃
sinh 2ψ coshωdτ ∧ dω. (4.29)
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The DBI action simply gives,

SDBI = T1

∫
e−Φ

√
−det(Ĝab + Fab) = 2k T1 e

−Φ0

∫
dτdω coshψ coshω, (4.30)

where we absorbed a factor of 1+λ into the constant e−Φ0 . The action is readily minimised

when ψ0 = 0 where the D1-string is still of finite size. However, when making appropriate

gauge choices for the induced antisymmetric field B̂ and the U(1) field strength F , in

particular one where Aτ = 0, one can identify the usual quantisation condition from the

Gauss constraint of QED2 (following [73]) given by,

4πT1e
−Φ0

∆̃Fτω√
−∆̃ det(Ĝab + Fab)

= 4πT1e
−Φ0 sinhψ = q ∈ Z (4.31)

with the integer q known to be the number of fundamental strings bound to the D1-

string [74]. Similar to the SU(2) example we thus have again, due to a flux quantisation

condition, additional locations where the D1-strings are stabilised, independent of the value

of λ. However, contrary to the SU(2) case, this does not descend from topological conditions

of the boundary WZW (see also appendix B) as AdS3 is topologically trivial.

One could instead also consider the twisted conjugacy class obtained from conju-

gation by ω2 of eq. (4.20). The corresponding worldvolume is then characterised by

X2 = coshψ sinhω constant and is obtained from the previous fixed ψ-slices by a rota-

tion over π in the spatial directions. The analysis of these worldvolumes are easily done in

the Poincaré coordinates (t, x, u) ∈ R
3 that are obtained by,

X0 +X1 = u, X0 −X1 =

(
1

u
+ u(x+ t)(x− t)

)
, X2 ±X3 = u(x± t). (4.32)

Eliminating then the coordinate u by ux = C with C a constant one can identify the

gauge-invariant two-form F to be,

F = 2k
(1 + λ)2

∆P

C2

x2
dt ∧ dx, (4.33)

with the dilaton factor ∆P in Poincaré coordinates. The Gauss constraint similarly quan-

tises the constant C as,

4π T1 e
−Φ0C = q ∈ Z, (4.34)

where again a factor of 1 + λ was absorbed in the constant e−Φ0 .

We conclude that from a classical point of view the AdS D1-strings in the λ background

are still physical. Moreover they are stablised in the same manner as in the WZW case,

i.e. due to flux quantisation. Semi-classically it would be interesting to perform a stability

analysis of the quadratic fluctuations as was done for SU(2) in section 4.1. In the λ case

we expect the same stability conclusion as the WZW case (see e.g. [75, 76]) accompanied

with a lifting of zero modes. However, we will not pursue this interesting point here.
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5 Relation to generalised T-dualities

5.1 The non-Abelian T-dual limit

In a scaling limit λ → 1 the λ-deformation recovers the non-Abelian T-dual of the principal

chiral model [36]. To achieve this limit one expands the group element around the identity,

g = 1+
i

k
vATA +O

(
1

k2

)
, (5.1)

and takes k → ∞ to find,

LA
− = −∂−v

A

k
+O

(
1

k2

)
, RA

+ = −∂+v
A

k
+O

(
1

k2

)
, DAB = ηAB +

FAB
CvC
k

. (5.2)

In this limit the λ-deformed action (2.9) becomes the non-Abelian T-dual with respect to

the GL action of the PCM (2.1),

S =
1

π

∫
∂+vA

(
M−1

)AB
∂−vB +O

(
1

k

)
, with M = κ2ηAB + FAB

CvC . (5.3)

For the case of SU(2) in the parametrisation used in eq. (4.1) this limit is achieved by

taking α = r
2k with

v1 = − r√
2
sinβ sin γ , v2 =

r√
2
sinβ cos γ , v3 =

r√
2
cosβ . (5.4)

The metric becomes

ds2NAbT =
1

κ2

(
dr2 +

r2κ4

r2 + κ4
ds2(S2)

)
. (5.5)

where ds2(S2) = dβ2+sin2 βdγ2. The first point to note is that in the limit the two-sphere

remains intact so one anticipates that the D-branes described previously are preserved.

Performing the λ → 1 limit procedure on the boundary conditions of eq. (4.3) yields,

∂−r| = −∂+r| ,
(r2 + κ4)∂−β| = (r2 − κ4)∂+β − 2rκ2 sinβ ∂+γ|
(r2 + κ4)∂−γ| = 2rκ2cscβ∂+β + (r2 − κ4)∂+γ| .

(5.6)

To understand these conditions it is useful to work instead with the following combi-

nation of worldsheet derivatives

L̊+ = −M−T∂+v , L̊− = +M−1∂−v , (5.7)

which can be used to construct a Lax connection for the dynamics of the non-Abelian

T-dual theory eq. (5.3):

L̊±[z] =
1

1∓ z
L̊± , [∂+ + L̊+, ∂− + L̊−] = 0 . (5.8)

In terms of these the boundary conditions of eq. (5.6) take a remarkably simple form

L̊+| = L̊−| . (5.9)
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This property of the boundary conditions holds in general, at least in the case where we

set the extra automorphism Ω = 1, and follows due to the limit

1

k + κ2
Og → M−T , (5.10)

from eq. (3.21).

Now for the punchline. The non-Abelian T-dual theory described by eq. (5.3) is clas-

sically equivalent to the principal chiral theory

SPCM = −κ2

π

∫
dσdτ 〈g̃−1∂+g̃g̃

−1∂−g̃〉 . (5.11)

The T-duality transformation rules are non-local in terms of the coordinates of the sigma-

models but in terms of world sheet derivatives are a canonical transformation of the form

L̃a
± = L̊± , g̃−1∂±g̃ = −iL̃a

±Ta . (5.12)

Thus we can immediately conclude that under non-Abelian T-duality the D2-brane de-

scribed by the boundary condition (5.6) results in

g̃−1∂σg̃| = 0 , (5.13)

i.e. a space-filling D3-brane.

This analysis agrees exactly with the integrable boundary conditions that we would ob-

tain for the principal chiral model by substituting the Lax (5.8) into the result (3.18) (note

that this holds as the Lax (5.8) satisfies eq. (3.15)) which leads to the boundary conditions,

L̊±| = Ω(L̊∓)| = Ω ·DT (R̊∓)| . (5.14)

Interestingly, these have the form of type N gluing conditions. In the context of the WZW,

these type N gluings eq. (B.9) preserve conformal invariance but break the chiral-algebra

(and for which a good understanding is still lacking to our knowledge). It would be

interesting to relate these observations to the recently appeared [56].

5.2 The pseudo-dual limit

A second interesting limit described in [77] is a scaling limit as λ → −1 which results in

the pseudo-dual [78] of the principal chiral model. The pseudo-dual theory is obtained by

replacing the currents of the PCM with scalars according to

g̃−1∂µg̃ = ǫµν∂νφ , (5.15)

such that the conservation of the currents becomes a trivial consequence of the commutation

of partial derivatives. The Bianchi identities and equations of motion written in terms of φ

can be obtained from a “dual” action. However this is not a true dualisation [78] — even

at the classical level the two theories are not related by a canonical transformation and at

the quantum level they have striking differences. The PCM is asymptotically free where as

the pseudo-dual is not. The PCM is quantum integrable whereas the pseudo-dual displays
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particle production. Nonetheless it is intriguing that the pseudo-dual action follows from

the λ-theory upon the scaling

λ = −1 +
κ2

k
1

3

, g = 1+
i

k
1

3

φATA + . . . , k → ∞ . (5.16)

Evidently in taking this limit one needs to relax the requirement that λ ∈ [0, 1] required of

the original construction of the λ-model.

Let us see the effect of this on the boundary conditions in the context of the SU(2)

theory. The scaling is quite similar; we define α = r

2k
1
3

and

φ1 = − r√
2
sinβ sin γ , φ2 =

r√
2
sinβ cos γ , φ2 =

r√
2
cosβ . (5.17)

The limit k → ∞ can then be taken in the boundary conditions of eq. (4.3) resulting

simply in

∂τφ
i| = 0 . (5.18)

In terms of the PCM variables we recover, as with the non-Abelian T limit, a D3-brane

described by

g̃−1∂σg̃| = 0 . (5.19)

5.3 Poisson-Lie dual interpretation

The λ-deformed theory is closely connected to a class of integrable deformations of the

principal chiral model known as η-deformation (also known as Yang-Baxter deforma-

tions) [79, 80]. To establish the relation between the λ and η theories one first performs

an analytic continuation of the coordinates parameterising the λ-theory and also of the

deformation parameter itself. Performing this analytic continuation in the λ-deformed ac-

tion of (2.9) results in a new (real) sigma-model that is the Poisson-Lie T-dual to the

η-deformation [59–62]. Our goal here is to track this connection through with the bound-

ary conditions considered here. To make this rather technical procedure accessible we first

introduce the rudiments of Poisson-Lie technology.

Poisson-Lie T-duality [47, 48] is a generalised notion of T-duality between a pair of

σ-models on group manifolds Ĝ and qG (with corresponding algebras ĝ and qg) that do not

enjoy isometries but instead posses a set of currents that are non-commutatively conserved

with respect to the dual algebra qg (ĝ). For this construction to be consistent d = ĝ ⊕ qg

must define a Drinfeld double [81]. The two Poisson-Lie dual sigma-models defined in this

way are of the form,

Ŝ[ĝ] =
1

tη

∫
d2σL̂T

+(E
−1
0 − Π̂)−1L̂− ,

qS[qg] =
1

tη

∫
d2σqLT

+(E0 − qΠ)−1qL− ,

(5.20)

in which L̂±(qL±) are pullbacks of left-invariant one-forms for Ĝ( qG), E0 is a constant matrix

of freely chosen moduli, and Π̂(qΠ) is a matrix formed by the combination of the adjoint

action of Ĝ( qG) on itself and qG(Ĝ) according to,

ĝ−1T̂aĝ = aa
bT̂b , ĝ−1 qT bĝ = babTb + (a−1)b

a qT b , Π̂ab = bcaac
b , (5.21)
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where T̂a and qT a resp. are the generators of ĝ and qg resp. The overall tension of the

sigma-models has been introduced for later convenience. What will be useful in our con-

sideration is that the two PL models are canonically equivalent [82, 83] with the canonical

transformation defined by,

P̂ = −qΠ qP +
tη

2
qLσ , qP = −Π̂P̂ +

tη

2
L̂σ , (5.22)

in which, if we let Xµ be local coordinates on Ĝ, we define the momentum P̂a = L̂µ
a

δS

δẊµ
.14

In the context of the λ-η connection the relevant Drinfeld double is d = gC and qg is

identified with a Borel sub-algebra coming from the Iwasawa decomposition gC = g+a+n.

The action qS is defined on the group manifold qG ∼= AN and is the one obtained by analytic

continuation of the λ-deformation. The dual action, i.e. the first of eq. (5.20), is defined

on the group manifold Ĝ and can be recast as,

Ŝ =
1

t

∫
d2σR̂T

+(1− ηR)−1R̂− , (5.23)

in which R̂± are right-invariant one forms (pulled back) and R solves the modified classical

Yang-Baxter equation. For the isotropic single parameter deformations considered here

E−1
0 = 1

η
1+R. This is the integrable η-deformation [79, 80].

For didactic purpose we consider the case of the SU(2) λ-deformation. In the

parametrisation used in eq. (4.1) this analytic continuation amounts to a mapping between

coordinates (α, β, γ) → (y1, y2, χ) and parameters (k, λ) → (t, η) given by,

y1 + iy2 = i sinα sinβeiγ , eχ = cosα+ i sinα cosβ , k =
i

4tη
, λ =

i− η

i+ η
. (5.24)

In this case the ĝ = su(2) and qg = e3 (Bianchi II) and we will work with group elements

parametrised by,

qg =

(
e

χ
2 e−

χ
2 (y1 − iy2)

0 e−
χ
2

)
, ĝ =

(
e

1

2
i(φ+ψ) cos

(
θ
2

)
e

1

2
i(φ−ψ) sin

(
θ
2

)

−e−
1

2
i(φ−ψ) sin

(
θ
2

)
e−

1

2
i(φ+ψ) cos

(
θ
2

)
)
. (5.25)

Applying the analytic continuation eq. (5.24) to the boundary conditions eq. (4.3) yields a

result that is real (as required to be a consistent boundary condition) and rather elegant

when written in terms of the momentum qP :

qP1| =
4

tη

e2χ

1 + e2χ + r2
qL2σ| ,

qP2| = − 4

tη

e2χ

1 + e2χ + r2
qL1σ| ,

qP3| = 0 .

(5.26)

Notice that in these conditions all the complicated dependence on the deformation param-

eter η (notwithstanding the factors of tη) is subsumed into the momenta qP . In this form

14We adapt the results of the [36] to our conventions and restore the overall normalisation of the sigma

models.
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we can now immediately apply the canonical transformation of eq. (5.22) to deduce the

corresponding boundary condition for the η-deformed theory. Actually something rather

special happens; the canoncial transformation eq. (5.22) depends explicitly not only on the

momenta qP , P̂ and the left-invariant forms qLσ, L̂σ but also on all the coordinates through

the matrices qΠ and Π̂ in a rather complicated fashion. It is then by no means guaranteed

that when the canonical transformation is applied to the boundary conditions of eq. (5.26)

that what results will depend only on the coordinates (θ, φ, ψ) that parametrise Ĝ. Reas-

suringly, however, this does indeed transpire to be the case!

We are now in a position to present the boundary conditions of the η-deformed principal

chiral model obtained in this fashion. In terms of the coordinates themselves the boundary

condition takes a rather simple form,

∂σψ + sec θ∂σφ| = 0 ,

η∂τθ + tan θ∂σφ| = 0 ,

η∂τψ − sec θ∂σθ| = 0 .

(5.27)

For reference the geometry corresponding to the η-deformed theory reads

ds2 =
1

t

(
(dφ+ cos θdψ)2 +

1

1 + η2
(
dθ2 + sin2 θdψ2

))
,

B =
η

t(1 + η2)
sin θdθ ∧ dψ , H = dB = 0 .

(5.28)

Since all the coordinates enjoy (generalised) Neumann boundary condition we are describ-

ing here a space-filling brane supported by a worldvolume two-form F = B + 2πα′F .

Making use of the above metric we can readily extract this two-form,

F =
η

t(1 + η2)
sin θdθ ∧ dψ , (5.29)

showing that F = dA = 0.

It is also illuminating to express the results in terms of right invariant forms,

R̂1 = − cosφ sin θdψ+sinφdθ , R̂2 = sinφ sin θdψ+cosφdθ , R̂3 = dφ+cos θdψ . (5.30)

such that the boundary conditions take the conventional form of a gluing,

R̂i
+| = R

i
jR̂

j
−| , (5.31)

with

R = O
−1
+ O− , O± =

1

1± ηR . (5.32)

It is easily verified that R so defined is an algebra automorphism. It is worth emphasising

that here the gluing between currents after the generalised duality is again with an overall

plus sign (it is of the form of a WZW N-type boundary condition eq. (B.9)) whereas in the

original λ-deformed WZW the gluing between currents was with an overall minus sign (i.e.

of WZW D-type eq. (B.8)).
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To close the circle we can again relate these boundary conditions to the general inte-

grable boundary condition construction. First we recall that the Lax for the η-deformed

PCM eq. (5.23) is given by [79, 80],

L±(η, z) =
1 + η2

1± z
adĝ−1 ·O± · R̂± . (5.33)

Using this we can readily see that boundary condition above is obtained from,

Lτ (η, z)| = Lτ (η,−z)|, (5.34)

and hence is of the form of the integrable boundary condition that one would obtain from

eq. (3.14) in which the extra automorphism Ω = 1 and when would choose the freedom

to change the deformation parameter conveniently (see also the discussion at the end of

section 3.1). Actually there is a second possibility,

Lτ (η, z)| = Lτ (−η,−z)|, (5.35)

which also gives an integrable condition; this is just R̂+| = R̂−|.15

6 Conclusions

We have seen that integrable boundary conditions of the λ-deformed theory can be obtained

by demanding that the monodromy matrix of the Lax connection generates conserved

charges even in the presence of a boundary. Rather elegantly these boundary conditions

can be described by (twisted) conjugacy classes, independent of the deformation parameter

and indeed as the deformation is turned off the known D-brane configurations in WZW

models are recovered. For the SU(2) theory the picture is nice; viewing S3 as a two-sphere

fibred over an interval the conjugacy classes correspond to D2-branes wrapping the two-

sphere (that shrink at the end points of the interval to D0-branes), and the effect of the

λ-deformation is in essence to determine the size of the two-spheres. The quantisation of

the world-volume flux remains consistent in the deformed theory — all occurrences of the

deformation parameter cancel — and enforce that the D-branes sit at localised positions

along the interval.

Armed with the integrable D-branes of the λ-model we were then able to show their

connection to D-branes in the PCM and its η-deformation. First we could track the D-brane

boundary condition through to the non-Abelian T-dual point (λ = 1) and dualise them to

an N-type boundary condition of the PCM, which is also integrable. Alternatively we could

perform analytical continuation to ascertain boundary conditions for a Poisson-Lie sigma

model on the group manifold AN appearing in the Iwasawa decomposition GC = GAN .

The boundary conditions produced in this fashion were then Poisson-Lie T-dualisable and

produced N-type boundary conditions of the η-deformed PCM. Again we saw explicitly

15This later choice however appears incompatible with PL T-duality, this is easily seen since the boundary

condition is equivalent to L̂σ = 0 and making use of the canonical transformation eq. (5.22) this leads to a

PL dual condition 0 = tη
2
(1−Π̂qΠ) qP +Π̂qLσ which still depends on the coordinates of ĝ and is thus non-local.
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that these D-branes of the η-deformed PCM are integrable. The exchange of N -type and

D-type boundary conditions in this approach is a phenomenon that seems generic in the

context of non-Abelian and Poisson-Lie theories.

Let us comment on a few interesting open problems triggered by this study.

The concerns and analysis of this paper have been predominantly classical. An im-

portant next direction is to make more precise the quantum description corresponding to

the boundary conditions considered here. Assuming no Goldschmidt-Witten anomaly is

encountered one might anticipate that the integrability transfers to the quantum theory.

Here the situation is rather intriguing. A bulk S-matrix is conjectured — and to a certain

extent derived via quantum inverse scattering — for the λ-deformation and has a factorised

product form S(θ) = X(θ)SSU(2)(θ)⊗SRSOSk(θ) (for the SU(2) theory), in which the first

factor is the SU(2) rational solution of the Yang-Baxter equation and the second is a inter-

action round a face type block that is thought of as describing kink degrees of freedom [84].

A quantum integrable boundary should supplement this bulk S-matrix with a boundary

‘K-matrix’ that obeys a boundary version of the Yang-Baxter equation [20, 21]. It will be

interesting, and the subject of further investigation, to establish the boundary K-matrix

corresponding to integrable boundary conditions found within. Developing this line further,

the quantum inverse scattering construction shows how the λ-theory can be quantised on a

lattice as a spin k XXX Heisenberg chain with impurities [84]. It is appealing to establish

a match between integrable boundary conditions of such spin chains (studied e.g. in [30])

and the boundary conditions of the continuum theory we constructed here.

Here we have considered just bosonic λ-theory on a group manifold. These λ-

deformations have an analogue in the context of symmetric spaces [38] (i.e. deformations

of gauged WZW models) which will be of interest to study, with the anticipation that the

geometric description of D-branes of [85–88] persists in the deformed theory. Going further

one can consider λ-deformations of theories based on supercosets with applications to the

AdS5×S5 superstring [37, 39]. Here the deformation is expected to be truly marginal and

conjectured to correspond to a root-of-unity deformation of the holographic dual gauge

theory. The study of the integrable D-branes in this arena also seems profitable.

One way to introduce fermionic degrees of freedom is by considering supergroups or

supercosets as target manifolds as outlined in the previous paragraph. Another way is

through the supersymmetrization of the deformed σ-model thereby introducing worldsheet

fermions. We expect that the results obtained in this paper carry over unchanged to the

N = (1, 1) supersymmetric version of the isotropically λ-deformed theory. However as is

well known, going to N = (2, 1) or N = (2, 2) supersymmetry, which is needed when one

has string theoretical applications in mind, requires additional geometrical structure(s)

thereby strongly restricting the allowed target manifolds and the choices of metric and

torsion on it. For example, on the integrable Yang-Baxter deformation of the PCM with a

Wess-Zumino term (which is a generalization of the η-deformed PCM) it is highly unlikely

that one can go beyond N = (1, 1) supersymmetry [89]. As far as we know, the question

whether λ-deformed theories allow for extended supersymmetry, even in the absence of

boundaries, has not been addressed yet and forms an interesting open question.
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A General sigma models with boundaries

To establish our sigma model conventions we briefly review the necessary basics of bosonic

open strings in general curved backgrounds (see for instance [8, 9]). We discard the dilaton

in this brief discussion and adapt throughout this paper the open string picture.

The string sigma model is a theory of maps Xµ(τ, σ) from the worldsheet Σ

parametrised by (τ, σ) to a target space manifold M parametrised by Xµ with µ ∈
{0, · · · , D − 1}. Considering open strings, the worldsheet Σ has a boundary ∂Σ that

is mapped in the target space to a p + 1-dimensional submanifold16 N ⊂ M known as a

Dp-brane. For a target space with metric Gµν(X) and anti-symmetric 2-form Bµν(X) the

sigma model action is

Sσ =
1

4πα′

∫
d2σ

√−g∂αX
µ
(
gαβGµν(X) + ǫαβBµν(X)

)
∂βX

ν +

∫

∂Σ
dτAa(X)

dXa

dτ
,

(A.1)

with Aa(X) the U(1) gauge field coupling to the end-points of the open string and a ∈
{0, · · · p} denoting the tangent directions to the worldvolume of the Dp-brane. In conformal

gauge, gαβ = diag(+1,−1), and lightcone coordinates, σ± = τ ± σ, we have

Sσ =
1

πα′

∫
dσdτ ∂+X

µ (Gµν(X) +Bµν(X)) ∂−X
ν +

∫

∂Σ
dτ Aa(X)

dXa

dτ
. (A.2)

Varying the action with respect to the fields Xµ (to obtain the equations of motion) one

encounters a boundary term leading to Dirichlet and (generalised) Neumann directions

provided the metric splits orthogonally:

Dirichlet: δX â|∂Σ = 0 ⇒ ∂τX
â|∂Σ = 0 , (A.3)

Neumann: Gab(X)∂σX
b|∂Σ =

(
Bab(X) + 2πα′Fab(X)

)
∂τX

b|∂Σ , (A.4)

with â = p+ 1, . . . , D− 1 the directions normal to the Dp-brane and where we introduced

the Abelian field strength Fab(X) = ∂aAb(X)− ∂bAa(X). The classical energy momentum

tensor of the sigma model is given by

Tαβ = ∂αX
µGµν(X)∂βX

ν − 1

2
gαβg

γδ∂γX
µGµν(X)∂δX

ν . (A.5)

16We do not consider the possibility of intersecting D-branes nor a stack of D-branes here.
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and in light cone coordinates we have,

T±± = ∂±X
µGµν(X)∂±X

ν , T+− = 0 . (A.6)

It is straightforward to see that on the boundary, imposing either Dirichlet conditions (A.3)

or generalised Neumann conditions (A.4), the energy-momentum tensor satisfies

T++|∂Σ = T−−|∂Σ → T10|∂Σ = 0 . (A.7)

which we will call the (classical) conformal boundary condition. Hence, there is no mo-

mentum flow through the boundary (although A and B charge can be interchanged). If we

now summarise the Dirichlet and Neumann conditions (A.3), (A.4) using a map W that

combines them as,

∂+X
µ|∂σ = Wµ

ν∂−X
ν |∂σ , (A.8)

then the Dirichlet conditions correspond to −1 eigenvalues of W while the generalised Neu-

mann conditions are described by all other eigenvalues. The classical conformal boundary

condition eq. (A.7) then requires that W preserves the target space metric G,

W TGW = G . (A.9)

The dynamics of the Dp-brane with tension Tp is governed by the DBI action (through-

out this paper we ignore the scalar fields parameterizing the fluctuations transversal to the

brane),

SDBI = Tp

∫
e−Φ

√
det(Ĝab(X) + Fab(X)), (A.10)

where Ĝab(X) is the induced metric on the worldvolume and Fab(X) is the gauge-invariant

worldvolume flux given by

Fab(X) = B̂ab(X) + 2πα′Fab(X) , (A.11)

with B̂ab(X) the induced anti-symmetric 2-form.

B WZW models and conventions

In this appendix we collect a number of conventions together with a short review concerning

(boundary) WZW models. The WZW model is a non-linear sigma model of maps g(τ, σ)

from a 1+1 dimensional Riemann surface Σ (with or without boundary) to a Lie group

G. The model is exact conformal invariant and hence simple enough to describe strings

propagating in curved backgrounds.

Before writing down the action let us make our conventions clear. We pick for the

Lie algebra a basis of hermitian generators {TA}, with A = 1, . . . ,Dim(G), that satisfy

[TA, TB] = iFAB
CTC . The ad-invariant metric on the Lie algebra is given by 〈TA, TB〉 =

1
xr

Tr(TATB) = ηAB with xr the index of the representation r. The left and right-invariant

Maurer-Cartan one-forms are expanded in the Lie algebra as L = g−1dg = −iLATA and

R = dgg−1 = −iRATA respectively. They are related by an adjoint action D(g) [TA] =
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DB
A(g)TB = gTAg

−1 so that DAB(g) = Tr
(
g−1TAgTB

)
and DT

AB(g) = DAB(g
−1). Hence,

RA = DA
B(g)L

B.

The WZW action [10] is

SWZW,k(g) = − k

2π

∫

Σ
dσdτ〈g−1∂+g, g

−1∂−g〉 −
k

4π

∫

M3

H , (B.1)

where H is the closed torsion 3-form (locally satisfying H = dB) given by

H =
1

6
〈ḡ−1dḡ, [ḡ−1dḡ, ḡ−1dḡ]〉, (B.2)

with ḡ the extension of g into M3 ⊂ G such that ∂M3 = g(Σ). There are two topological

obstructions for the consistency of the definition of the WZW action and its quantum

theory.17 First, the existence of M3 is guaranteed only when the second homology group

H2(G) is empty. Second, the path integral based on this action is insensitive to the choice

of extension provided that the third cohomology class [H]/2π ∈ H3(G) is integral. For

SU(2) we have H3(SU(2)) ∼= Z requiring the level k to be integer quantised while on the

other hand for SL(2,R) we have H3(SL(2,R)) empty which allows the level k to be free.

We want to emphasise here that comparing the WZW action, which in terms of vielbeins is,

SWZW,k(g) =
k

2π

∫

Σ
dσdτLA

+ηABL
B
− +

k

24π

∫

M3

FABCL
A ∧ LB ∧ LC , (B.3)

to a worldsheet model (A.2) we have units in which α′ = 2, crucial for k ∈ Z when

G = SU(2).

The WZW model is invariant under a global G(z)×G(z̄) action leading to an infinite-

dimensional symmetry group described by the chirally conserved holomorphic Kac-Moody

currents18

J(z) = −k ∂gg−1, J̄(z̄) = k g−1∂̄g , (B.4)

in the conventions z = x0+ix1 = iσ+ and z̄ = x0−ix1 = iσ− with the Euclidean worldsheet

coordinates (x0, x1) = (iτ, σ) and lightcone coordinates σ± = τ ± σ. At the quantum level

the current algebra takes the form,

JA(z)JB(w) =
iFAB

CJ
C(w)

z − w
+

kηAB

(z − w)2
+ reg. , (B.5)

and analogous for the J̄ J̄ OPE (hence the sign difference in the definition (B.4)). The

exact conformal invariance is established through the energy-momentum tensor obtained

via the Sugawara construction based on the current algebra [1],

T (z) = Tzz(z) =
1

2(k + h∨)
ηAB(J

AJB)(z), (B.6)

17By construction it is obvious that these obstructions still apply for the λ model (2.5).
18Note that whether the left current is holomorphic or anti-holomorphic depends on the sign of the WZ

term.
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where h∨ is the dual Coxeter number of G (here we assumed for simplicity G to be semi-

simple). The central charge of the theory can then be found to be,

c =
k dim(G)

k + h∨
, (B.7)

and all analogous for T̄ (z̄).

When considering a boundary in the WZW model one will seek boundary conditions

that preserve its exact conformal invariance. Since the CFT is easily described in terms of

the chiral currents (B.4) it is convenient to express these boundary conditions as a class of

gluing conditions19 for the currents at z = z̄,

J(z)| = ΩJ̄(z̄)|, (B.8)

with Ω : g → g. To preserve the exact conformal invariance the gluing condition should

satisfy the conformal boundary condition T (z)| = T̄ (z̄)|. This translates into the condition

that the gluing map Ω should be an isometry of the ad-invariant Lie algebra metric. One

could further require Ω to be an algebra automorphism and, hence, the gluing condition

to preserve also the infinite-dimensional current algebra (B.5). The corresponding D-brane

configurations are well-understood and geometrically wrap the twisted conjugacy classes of

the group [12–14]. They are known as symmetric D-branes or of ‘type D’ [14], a terminology

that we will adapt. Another possibility analysed in [14, 68], where it was dubbed ‘type N’,

is to consider,

J(z)| = −ΩJ̄(z̄)|. (B.9)

with Ω a metric-preserving automorphism. They preserve the conformal invariance but do

not preserve the current algebra which makes them somewhat more difficult to analyse.

However, as suggested in section 5 they seem to be related to the type D by generalised

T-dualities in the context of the λ deformation of the WZW model.

From the sigma model point of view the WZW action (B.1) is necessarily modified

when the Riemann surface Σ has a boundary ∂Σ [51, 70–72]. The image of g(∂Σ) is a (D-

brane) submanifold N of G on which a two-form ω lives such that the restriction of H on

N coincides with dω. Locally the two-form coincides with the gauge-invariant worldvolume

flux F , i.e. ω = B̂ + 4πdA [72]. The action of the boundary WZW model is,

SWZW,k(g) = − k

2π

∫

Σ
dσdτ〈g−1∂+g, g

−1∂−g〉 −
k

4π

∫

M3

H +
k

4π

∫

D2

ω , (B.10)

where M3 ⊂ G with boundary ∂M3 = g(Σ) +D2 and D2 ⊂ N . Note that only the bound-

ary equations of motion will depend on the two-form ω. Demanding that the boundary

conditions obtained from the gluing conditions that preserve conformal invariance (B.8)

coincides with the boundary conditions from the sigma model approach (A.3) and (A.4)

will completely determine the two-form ω on the D-brane in terms of the gluing map Ω as

in [12, 70, 71].

19To compare these gluing conditions (which take value in TeG) to sigma model boundary conditions of

the form (A.9) one should still translate them to TgG.
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Again, there are two topological obstructions for the consistency of the definition of

the boundary WZW action and its quantum theory (for a detailed exposition see [51, 70,

72]). The existence of M3 and D2 is guaranteed only when the second relative homology

H2(G,N) vanishes. The path integral is insensitive to the choice of M3 and ω provided that

the third relative cohomology class [(H,ω)] /2π ∈ H3(G,N) is integral. As seen in section 4

this condition enforces for G = SU(2) the position of D2-branes to sit on only a discrete

number of values. Locally this quantisation condition coincides with the quantisation of

the worldvolume flux of the U(1) gauge-field A on the brane [65, 72]. For G = SL(2,R) the

position of the D1-strings will not be constrained by this particular topological obstruction;

however, the D1-strings carry a natural quantisation descending from the Gauss constraint

of two-dimensional gauge theory on the brane [73, 74].

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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1 Introduction

Almost since its inception it was recognized that supersymmetry and geometry go hand

in hand [1]. Supersymmetric non-linear σ-models in two dimensions (NLSM) are a class

of field theories where the geometric aspects are under control and can be studied both at

the classical and the quantum mechanical level. They are interesting in their own right,

and have many applications, including as the building blocks for type II string theories, as

the description of certain moduli spaces, condensed matter physics, etc.

A non-supersymmetric NLSM is fully characterized by its target manifold, which is en-

dowed with a metric and a closed 3-form. These models can always be supersymmetrized as

long as the number of supersymmetries is bounded by (N+, N−) ≤ (1, 1) where N+ (N−) is

the number of right-handed (left-handed) supersymmetries. No further geometric structure

arises at the classical level. However, any additional supersymmetry past the first intro-

duces a covariantly constant complex structure,1 with respect to which the metric is her-

mitian. In addition, if (N+, N−) ≥ (2, 2), there are complex structures of each handedness.

In the current paper we will mostly focus on the (N+, N−) = (2, 2) case, which requires

besides the metric and the closed 3-form, two covariantly constant complex structures that

both preserve metric, hence the name “bihermitian geometry”. A simple dimensional argu-

ment shows that the Lagrange density in (2, 2) superspace can only be a function of a num-

ber of (constrained) scalar superfields. The Lagrange density encodes the full local geom-

etry. In the simplest case where only chiral superfields appear, the two complex structures

coincide, the 3-form vanishes and the geometry is Kähler. The Lagrange density is then

precisely the Kähler potential. This suggests that the generic case describes a far reaching

generalization of Kähler manifolds where the Lagrange density gets the interpretation of a

1In general, covariantly constant with respect to a connection with torsion related to the closed 3-form.
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generalized Kähler potential. This was understood to be the case in the bihermitian lan-

guage of [2] in a series of papers from the NLSM perspective [3–6]. This was reinterpreted by

Hitchin when he introduced the concept of generalized Kähler geometry [7], a natural gen-

eralization of Kähler geometry acting non-trivially on the sum of the tangent and cotangent

bundle, and which was shown by Gualtieri [8] to coincide with bihermitian geometry. A sub-

class of generalized Kähler manifolds, generalized Calabi-Yau manifolds, are conformally in-

variant at the quantum level and provide an important class of supergravity solutions [9, 10].

The off-shell completion of a (2, 2) NLSM depends on the precise choice of the right and

left complex structures J+ and J−; when different choices are possible, they correspond to

different bihermitian structures and thus to different generalized Kähler structures. This

is reflected in the supersymmetry algebra: one finds it closes off-shell modulo terms pro-

portional to the commutator of the two complex structures [J+, J−]. As a consequence one

expects that ker[J+, J−] = ker(J+ − J−) ⊕ ker(J+ + J−) can be described in a manifestly

supersymmetric way without introducing any further off-shell degrees of freedom. This is

indeed achieved by means of chiral and twisted chiral superfields [2]. To close the super-

symmetry algebra off-shell when the image [J+, J−] is nonvanishing, one must introduce

additional (1, 1) auxiliary fields; in (2, 2), they arise from semi-chiral superfields [3]. Any

(2, 2) NLSM can be described in terms of these three classes of superfields: chiral, twisted

chiral and semi-chiral [6]. However, as the off-shell completion of a (2, 2) NLSM fully de-

pends on the choice made for J+ and J− and as this choice is not always unique, one finds

that a given target manifold often admits different generalized Kähler structures.

If the generalized Kähler manifold possesses an isometry, one can T-dualize the model

along that isometry [11]. Generically one ends up with a different manifold. T-duality

not only affects the metric and closed 3-form, but also acts non-trivially on the complex

structures [12]. Hence, T-duality alters the superfield content of a (2, 2) NLSM. Two cases

appear: a chiral superfield can be interchanged for a twisted chiral superfield (and vice-

versa) [2] or a pair of chiral and twisted chiral superfields gets exchanged for a semi-chiral

multiplet (and vice-versa) [5]. A particularly interesting case arises when the isometry is

actually a Kac-Moody symmetry — then the metric and closed 3-form remain unchanged,

but the complex structures still transform [13]. This is precisely the case we investigate in

this paper.

A simple but non-trivial class of generalized Kähler manifolds where many of the issues

discussed above can be studied quite explicitly are even-dimensional reductive Lie group

manifolds [14]. The resulting σ-models are (2, 2) supersymmetric Wess-Zumino-Witten

(WZW) models. A complex structure on a reductive group manifold is fully determined

by its action on the Lie algebra where it is almost equivalent to a Cartan decomposition of

the Lie algebra: it has eigenvalue +i (−i) on positive (negative) roots. The only freedom

remains in its action on the Cartan subalgebra where the only restriction is the requirement

that the Cartan-Killing metric should be hermitian. Given a choice for J+ there is still a

considerable freedom in choosing J−, giving rise to various generalized Kähler structures

on reductive even-dimensional Lie groups. For groups of low rank this can be studied

systematically.
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In the current paper we explore and elucidate the relation between various generalized

Kähler structures on the same Lie group. We start with the well-known example of SU(2)×
U(1), which allows for two generalized Kähler structures: one in terms of a chiral and a

twisted chiral field [15] and one in terms of semi-chiral multiplet [4]. We show that the

two generalized Kähler structures are related through T-duality transformation along an

affine isometry. This can be understood as follows. Only the maximal abelian subgroup of

the left and right-handed affine group acts trivially on the complex structures and thus are

manifest in (2, 2) superspace. T-dualizing along an affine isometry does not alter the metric

or the closed 3-form [13] but it does alter the complex structures, mapping one generalized

Kähler structure on SU(2) × U(1) into the other one! As a far more difficult example,

we study the hitherto unexplored case of SU(3); this also has (at least) two inequivalent

generalized Kähler structures: one in terms of two semi-chiral multiplets and one in terms

of a single semi-chiral multiplet, one chiral and one twisted chiral superfield.2

The outline of the rest of the paper is as follows. Section 2 reviews supersymmetric

WZW models, which form an important class of generalized Kähler manifolds. Section 3

comprises a review of the generalized Kähler structures carried by SU(2)×U(1), in particu-

lar concentrating on relating generalized Kähler structures of different types via T-duality.

Section 4 studies the generalized Kähler structures on SU(3). Generalized Kähler poten-

tials for both types of generalized Kähler structures on SU(3) are derived. Section 5 has a

brief summary of our results and discusses possibilities for further research. Appendix A re-

views sigma models and their supersymmetric extensions to (1, 1) superspace. Appendix B

gives details of the (2, 2) superspace description of bihermitian geometry, including explicit

formulae for the complex structures J± in terms of the generalized Kähler potential K.

Appendix C discusses isometries, T-duality, and generalized (2, 2) supersymmetric vector

multiplets. Appendix D attempts to give insight into the art of finding holomorphic co-

ordinates on WZW-models. Appendix E presents some particular choices of holomorphic

coordinates for SU(2)×U(1) that we found but are not discussed in section 3. Appendix F

describes the T-duality transformation from type (1, 1) to (0, 0) using the Large Vector Mul-

tiplet discussed in appendix C. Appendix G discusses another rank 2 group, SU(2)×SU(2),

which admits only type (1, 0) and type (0, 1) generalized Kähler structures.

2 Generalized Kähler geometry on group manifolds

2.1 (2, 2) sigma model description of bihermitian geometry

We briefly recap the (2, 2) superspace formulation of a two-dimensional sigma model with

bihermitian target space and establish the notation used in the rest of this paper.3

As always, (2, 2) superspace has two commuting coordinates σ++ = τ + σ, σ= = τ −
σ and four anticommuting coordinates θ+, θ̄+, θ−, θ̄−. There are two complex spinorial

2Actually, both SU(2) × U(1) and SU(3) have (4, 4) supersymmetry, so in principle there are S2 × S2

generalized Kähler structures. We expect these to fall into two deformation classes, so that our examples

should be generic, but further investigation might be worthwhile.
3For background and more details about sigma models in general, see appendix A.
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covariant derivatives D± which satisfy the algebra

{D±, D̄±} = 2i∂++
=
, D

2
± = D̄

2
± = 0. (2.1)

The three types of (2, 2) superfields required to describe a generic generalized Kähler man-

ifold are the following:

• chiral superfields φ, φ̄ satisfying

D̄+φ = 0, D̄−φ = 0,

D+φ̄ = 0, D−φ̄ = 0,
(2.2)

• twisted chiral superfields χ, χ̄ satisfying

D̄+χ = 0, D−χ = 0,

D+χ̄ = 0, D̄−χ̄ = 0,
(2.3)

• left and right semi-chiral superfields ℓ, ℓ̄, r, r̄ satisfying

D̄+ℓ = 0, D̄−r = 0,

D+ℓ̄ = 0, D−r̄ = 0.
(2.4)

The action in (2, 2) superspace has the form

I =

∫

d2σ d4θK =

∫

d2xD2
D̄
2K, (2.5)

where K is a real local function, the generalized Kähler potential, of the superfields

ℓ, ℓ̄, r, r̄, φ, φ̄, χ, χ̄. The potential is defined modulo generalized Kähler transformations

K 7→ K + f(ℓ, φ, χ) + f̄(ℓ̄, φ̄, χ̄) + g(r, φ, χ̄) + ḡ(r̄, φ̄, χ), (2.6)

which give rise to total derivatives in the component sigma model Lagrangian density.

This single function K fully encodes the local geometry of the target manifold M
which must be even-dimensional and has geometric structures (g,H, J+, J−) where4

• J+ and J− are two integrable complex structures on M compatible with the metric g

J2
+ = J2

− = −1,

[X,Y ] + J±[J±X,Y ] + J±[X, J±Y ]− [J±X, J±Y ] = 0,

g(J±X, J±Y ) = g(X,Y ),

(2.7)

where X,Y are arbitrary vector fields, and

• H = dc+ω+ = −dc−ω− is a closed 3-form, where dc± are the dc operators with respect

to J±, and ω± = gJ± are the hermitian forms of the respective complex structures.

4See appendix B for the formulas expressing these structures in terms of the generalized potential.
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A manifold carrying such a structure is known as bihermitian [2], and has been shown to be

equivalent to generalized Kähler geometry [8]. Note that the second condition is equivalent

to the covariant constancy

∇(±)J± = 0 (2.8)

of the complex structures J± with respect to the Bismut connections ∇(±), which are

metric connections with torsions ±g−1H (first introduced by Yano — see [16], pp. 150-

151). Explicitly,

Γ(±)µ

νρ = Γ(0)µ

νρ ±
1

2
gµσHσνρ, (2.9)

where Γ(0) is the Levi-Civita connection. The torsion 3-form H enters the sigma model

description via a local 2-form potential b known as the Kalb-Ramond field, with H = db.

A bihermitian manifold is equipped with three Poisson structures

π± = (J+ ± J−)g
−1, (2.10)

σ = [J+, J−]g
−1. (2.11)

The superfields (2.2)–(2.4) arising from the (2, 2) superspace description may be inter-

preted as coordinates adapted to these Poisson structures. More specifically, near a regular

point,5 chiral superfields are complex coordinates along kerπ−, twisted chiral superfields

are complex coordinates along kerπ+, and semi-chiral coordinates are holomorphic Dar-

boux coordinates along the symplectic leaves of the foliation defined by σ [6]. The type

of the generalized Kähler geometry at a point is (dimC kerπ−, dimC kerπ+); equivalently,

a geometry of type (Nc, Nt) at a point admits a (2, 2) sigma model description with Nc

chiral superfields and Nt twisted chiral superfields near that point. In general, the type is

not constant on the manifold: there may be subvarieties, known as type-change loci, on

which the type increases; these must have strictly positive codimension.

2.2 (1, 1) WZW models

A Wess-Zumino-Witten (WZW) model is a theory of maps from a Riemann surface Σ to a

Lie group G equipped with an invariant metric and a normalized torsion form. The (1, 1)

WZW model is a theory of maps from a (1, 1) super-Riemann surface to G, and has action6

kI[g] = −k

π

∫

Σ
d2σ d2θ tr(g−1∇+gg

−1∇−g)−
k

π

∫

B
d3σ̃ d2θ tr(g̃−1∂tg̃{g̃−1∇+g̃, g̃

−1∇−g̃}),
(2.12)

where k is an integer (the level),7 “tr” is a normalized invariant bilinear form on the Lie

algebra g := Lie(G), B is a 3-dimensional manifold with boundary ∂B = Σ with local

coordinates σ̃ = (t, σ), and g̃ is an extension of g to B. Modulo multiples of 2πi, I[g] is

independent of the choice of B and extension g̃.

5At a regular point on a manifold with a Poisson structure, the rank of the structure is constant in a

sufficiently small neighborhood of the point. Here we consider a point that is regular with respect to all

three Poisson structures.
6See appendix A for a review of (1, 1) superspace.
7Nonconformal models with separate normalizations of the two terms can also be studied; their extensions

to (2, 2) superspace are not understood.
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The Maurer-Cartan forms eaL, e
a
R, defined by

g−1 dg = eaLTa, dg g−1 = eaRTa, (2.13)

where Ta is a basis for the Lie algebra g, allow one to push forward tensors on the Lie

algebra to the group.

The (1, 1) WZW model has symmetry group GL × GR, acting as g 7→ hLgh
−1
R (only

the subgroup (GL × GR)/Z(G) acts nontrivially, where Z(G) is the center of the group).

The model also has superconformal symmetry, so the parameters hL and hR are allowed

to be semilocal, satisfying

∇+hL = 0, ∇−hR = 0. (2.14)

2.3 (2, 2) WZW models

All even dimensional reductive Lie groups admit (2, 2) extensions [14]. The complex struc-

tures corresponding to the extended supersymmetries (2.7) may be pulled back to the Lie

algebra

(J+)
a
b = (eL)

a
µ(J+)

µ
ν(e

−1
L )νb, (J−)

a
b = (eR)

a
µ(J−)

µ
ν(e

−1
R )νb, (2.15)

and in terms of the Lie algebra complex structures J±, the conditions for (2, 2) supersym-

metry may be reformulated as [14]

• J± are constant and satisfy J2± = −1 as well as η(J±X, J±Y ) = η(X,Y ) where η is

the Killing form and X,Y are arbitrary Lie algebra elements.

• Further, they obey f(X, J±Y, J±Z)+f(J±X,Y, J±Z)+f(J±X, J±Y, Z) = f(X,Y, Z),

where f(X,Y, Z) = η([X,Y ], Z) is the alternating form constructed from the struc-

ture constants and η.

These conditions were solved in [14] where it was shown that J± may be characterized by

a choice of Cartan subalgebra and positive direction. The complex structures are diagonal

on the positive and negative roots with eigenvalue +i and −i respectively, and map the

Cartan subalgebra to itself in a way that makes the Killing form hermitian. Since any two

Cartan decompositions of a Lie algebra are related by group conjugation, the only freedom

lies in the choice of the action on the Cartan subalgebra.

Let us now turn to the superfield content, or type, allowed for a particular WZW

model. A choice of J+ and J− on the Lie algebra fixes the superfield content. The numbers

of chiral (2.2) and twisted chiral superfields (2.3)

Nc = dimC ker(J+ − J−), Nt = dimC ker(J+ + J−) (2.16)

can be computed by noting that ker(J+ ± J−) = ker(J+ ± eLe
−1
R (J−)eRe

−1
L ) and that

eLe
−1
R is a transformation in the adjoint representation. The number of sets of semi-chiral

superfields (2.4) is then (N−Nc−Nt)/2, where 2N is the (real) dimension of the Lie group.

This can be easily analyzed for rank two groups. Here, one has essentially two choices

for the Lie algebra complex structures: either they are equal J+ = J−, or they are opposite

on the Cartan subalgebra J+|CSA = −J−|CSA. For the former case, Nt = dimC ker(J+ +
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J+ = J− J+ 6= J−

Group N Ns Nc Nt Ns Nc Nt

SU(2)×U(1) 2 1 0 0 0 1 1

SU(2)× SU(2) 3 1 1 0 1 0 1

SU(3) 4 2 0 0 1 1 1

SO(5) 5 2 1 0 1 2 1

G2 7 3 1 0 2 2 1

Table 1. The coordinate content for the rank 2 non-abelian reductive Lie groups either taking the

complex structures to be equal on the Lie algebra (J+ = J
−
) or having the opposite sign on the

CSA (J+ 6= J
−
). The number of semi-chiral, chiral and twisted chiral coordinates are denoted Ns,

Nc and Nt respectively.

eLe
−1
R (J−)eRe

−1
L ) = 0 always, while Nc = ker(J+ − eLe

−1
R (J−)eRe

−1
L ) can be analyzed by

writing eLe
−1
R = exp(α) and expanding through first nontrivial order in α. A similar

analysis can be done for the latter choice. The results are given in table 1. Notice that

each of the rank two groups admit generalized Kähler structures of two different types.

2.4 Isometries

Of the GL×GR symmetry of the (2, 2) WZW model, only the subgroup GL×HR preserves

the left complex structure J+, where HR ⊂ GR is the maximal torus corresponding to the

action of J+ on the Lie algebra as described in section 2.3. A similar statement holds for

J−, so the group of isometries preserving both complex structures of the (2, 2) extended

WZW is HL ×HR.
8 Due to the superconformal invariance of the WZW model, these are

in fact Kac-Moody symmetries.

2.5 T-duality along Kac-Moody isometries

Consider the T-dual sigma model of a (2, 2) supersymmetric WZW model along some

isometry U(1) ⊂ HL × HR. Since the isometry preserves the bihermitian structure, the

T-duality can be performed in (2, 2) superspace, and the dual model also exhibits (2, 2)

supersymmetry.9

If, furthermore, the T-duality is along a left (right) Kac-Moody isometry U(1) ⊂ HL,

then in fact the metric, torsion and left (right) complex structure of the sigma model is

unchanged [12, 13]. Indeed, for a left Kac-Moody isometry with Killing field kµ, normalized

so that it has unit norm, the chiral component of the Noether current (see (3.1) of [13])

J = (kµ(gµν − bµν) + ων) ∂Φ
ν (2.17)

vanishes, where ω is a one-form defined by Lkb = dω. We assume that the b field is chosen

to be invariant under k, so that ω = dα is locally exact, so

kµ(gµν − bµν) + ∂να = 0. (2.18)

8As before, the group which acts faithfully is actually (HL ×HR)/Z(G).
9See appendix C below for a review of T-duality in (2, 2) superspace.
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Choose a coordinate system ΦI such that Φ0 = −α and the other Φi are k-invariant. Con-

tracting (2.18) with kν shows that in this coordinate system, the Killing field is k = ∂/∂Φ0.

Taking ν = I in (2.18) then shows that the metric and b field satisfy e00 = g00 = 1 and

ei0 = (g−b)0i = 0. Substituting e00 = 1 and ei0 = 0 into the formulas (12), (15), (16) of [12]

then shows that the metric, torsion and left complex structure are unchanged by T-duality.

For a right Kac-Moody isometry, the antichiral component of the Noether current

J̄ = (kµ(gµν + bµν)− ων) ∂̄Φ
ν (2.19)

vanishes. The discussion proceeds analogously: assuming that b is invariant, ω = dα is

exact, and in a coordinate system Φ0 = α and Φi such that LkΦ
i = 0, we have e00 = 1

and e0i = 0. The formulas (13), (15) and (16) of [12] then show that the metric, torsion

and right complex structure are unchanged by T-duality (after a change of coordinates

Φ̃0 7→ −Φ̃0 of the dual model).

However, T-duality along a left (right) isometry does change the right (left) complex

structure. In particular, the structures J+ ± J− and [J+, J−] are changed. Therefore,

T-duality along a Kac-Moody isometry changes the type of the generalized geometry and

relates the different generalized Kähler structures on the same Lie group.

In the following sections, we will perform these T-dualities in (2, 2) superspace. Since

in (2, 2) superspace, gauging an isometry complexifies the gauge group (with respect to

both complex structures), T-dualizing along isometries related by the complex structures

gives rise to the same T-dual model in superspace. This also implies that isometries related

by complex structures cannot be simultaneously gauged [17]. For the rank 2 Lie groups

which we consider in this paper, this means that T-duality along any Kac-Moody isometry

always leads to the same T-dual model.

2.6 General strategy for finding the generalized Kähler potential

Given the bihermitian data (g,H, J+, J−), the generalized Kähler potential K can in prin-

ciple be found by solving the equations (B.12)–(B.13), which relate nonlinearly the Hessian

of K to g and H in adapted coordinates. This is a nonlinear second order differential equa-

tion — a difficult equation to solve. However, on the symplectic leaves of σ (2.11), there is

a simplification. On each symplectic leaf, K generates the symplectomorphism between left

holomorphic Darboux coordinates (left semi-chiral superfields) and right holomorphic co-

ordinates (right semi-chiral superfields), which means that it satisfies the first order linear

differential equations (B.9)–(B.11).

This simplification, coupled with the observation about T-duality noted above, allows

one to find the generalized Kähler potentials for all the generalized Kähler structures

supported by a Lie group admitting a type (0, 0) structure. The strategy is as follows.

First, we find left and right holomorphic coordinates on the Lie group. This can be done

by expanding the left and right invariant frames about the origin, taking the leading term to

be given by the holomorphic Lie algebra generators, and solving for the higher order terms

order by order using the Maurer-Cartan equations. (See appendix D for more details.)

Next, for the type (0, 0) structure, identify combinations ℓ, ℓ̃ and r, r̃ of left and right

– 8 –



J
H
E
P
0
5
(
2
0
1
8
)
1
8
9

holomorphic coordinates that are Darboux for σ. This yields one-form symplectic potentials

θL = ℓ̃ dℓ +
¯̃
ℓ dℓ̄ and θR = r dr̃ + r̄ d¯̃r for the (local) symplectic form σ−1. The difference

θL − θR is closed, and can be integrated to give the generalized Kähler potential K =
∫

θL − θR. Next, the potentials for the generalized geometries of other types on the Lie

group can be obtained by T-duality, as discussed above.

We illustrate this strategy for SU(2)×U(1) by first computing the type (0, 0) structure,

and then T-dualizing along a Kac-Moody isometry to obtain the type (1, 1) generalized

Kähler potential, reproducing a previously known result. We then apply this to SU(3),

constructing the type (1, 1) generalized Kähler potential from the type (0, 0) potential.

3 SU(2) × U(1)

The generalized Kähler geometry of SU(2) × U(1) has been studied in detail [15, 18]. In

this section, we revisit these results as a warm up for the SU(3) model.

The outline of the section is as follows. First, we choose complex structures J± on the

Lie group and find complex coordinates. As discussed in section 2.3, generalized Kähler

structures of two types are admissible depending on the choice of complex structures.

Next, we find generalized Kähler potentials for each of the two types. These potentials

can be written down in various different forms, differing from one another by generalized

Kähler transformations and coordinate transformations. Different choices of potentials suit

different purposes and the relations between them are illuminating. Finally, we relate the

generalized geometries of the two different types by T-duality.

3.1 Coordinates and generalized Kähler potential

On the Lie algebra, take the basis {h, h̄, e, ē} where

h =

(

ζ 0

0 −ζ̄

)

, h̄ =

(

ζ̄ 0

0 −ζ

)

, e =

(

0 1

0 0

)

, ē =

(

0 0

1 0

)

, (3.1)

ζ = 1
2(1+ i), ζ̄ = 1

2(1− i). The two complex structures on the Lie algebra compatible with

the choice of Cartan subalgebra h, h̄ are

J1 = diag(i,−i, i,−i), J2 = diag(−i, i, i,−i). (3.2)

Depending on whether one takes J± induced from the same or from different Lie alge-

bra complex structures J1, J2, one gets generalized Kähler structures of different types on

SU(2)×U(1).

3.1.1 Type (0, 0)

If one takes J+ and J− both induced from the same Lie algebra complex structure, say J1,

then generically the resulting generalized Kähler structure has type (0, 0); in other words,

[J+, J−] has full rank at generic points of the group.10 In this case, J+ and J− induce the

10There are loci of positive codimension on which ker[J+, J−] is nontrivial.
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same orientation on SU(2) × U(1). The sigma model description is in terms of one set of

semi-chiral superfields.

In terms of the group element in the defining representation

g =

(

g11 g12

g21 g22

)

, (3.3)

the J± holomorphic coordinates can be chosen to be11

z1+ = log gζ12ḡ
ζ̄
21,

z2+ = log gζ22ḡ
ζ̄
11,

z1− = log gζ̄12ḡ
ζ
21,

z2− = log gζ̄11ḡ
ζ
22.

(3.4)

Note that neither the set (z1+, z̄
1
+, z

1
−, z̄

1
−) nor the set (z2+, z̄

2
+, z

2
−, z̄

2
−) is nondegenerate (in

each case, unitarity of g implies one real relation between these functions). These holo-

morphic coordinates are chosen to be Darboux with respect to the Poisson structure σ:

σ(dz1±, dz
2
±) = ±1, σ(dz̄1±, dz̄

2
±) = ±1. (3.5)

One choice of semi-chiral coordinates is

ℓ = z2+, ℓ̃ = z1+, r = z2− − z1−, r̃ = z2−, (3.6)

satisfying d(ℓ̃ dℓ +
¯̃
ℓ dℓ̄ + r̃ dr + ¯̃r dr̄) = 0. Choosing polarizations such that the adapted

coordinates are ℓ̃,
¯̃
ℓ and r, r̄ results in the parametrization [18]

g = e−ζθ

(

eℓ̃+r eℓ̃

−e
¯̃
ℓ e

¯̃
ℓ+r̄

)

, θ = ℓ̃+
¯̃
ℓ+ log(1 + er+r̄) (3.7)

and potential

K
(0,0)
0 =

∫

−ℓ dℓ̃− ℓ̄ d
¯̃
ℓ+ r̃ dr + ¯̃r dr̄

= −(ℓ̃+ r)(
¯̃
ℓ+ r̄) +

∫ −r−r̄

log(1 + eq) dq (3.8)

satisfying ∂K
∂ℓ̃

= −ℓ, ∂K∂r = r̃. This potential is valid on the coordinate patch away from the

off-diagonal matrices. On the other coordinate patch, away from the diagonal matrices, we

choose the polarizations spanned by ℓ, ℓ̄ and r, r̄, which results in the parametrization

g = e−ζθ

(

eℓ̄ eℓ̄−r

−eℓ−r̄ eℓ

)

, θ = ℓ+ ℓ̄+ log(1 + e−(r+r̄)) (3.9)

11See appendix D for a discussion of how to find such coordinates.
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and potential

K
(0,0)
1 =

∫

ℓ̃ dℓ+
¯̃
ℓ dℓ̄+ r̃ dr + ¯̃r dr̄

= (ℓ− r̄)(ℓ̄− r)−
∫ r+r̄

log(1 + eq) dq +
1

2
(r2 + r̄2) (3.10)

satisfying ∂K
∂ℓ = ℓ̃, ∂K∂r = r̃. On the overlap of the two patches (comprising the group

elements with nonvanishing entries), (3.8) and (3.10) differ by a Legendre transform

K
(0,0)
0 (ℓ̃,

¯̃
ℓ, r, r̄) = K

(0,0)
1 (ℓ, ℓ̄, r, r̄)− ℓℓ̃− ℓ̄

¯̃
ℓ. (3.11)

This appears to be the choice of parametrization and polarization giving the simplest

expression for the potential. Some other choices are given in appendix E.

3.1.2 Type (1, 1)

If one instead takes J+ and J− induced from different Lie algebra complex structures, say

J+ from J1 and J− from J2, one finds [J+, J−] = 0 everywhere. In other words, the resulting

generalized Kähler structure has type (1, 1), and can be parametrized by a chiral coordinate

φ and a twisted chiral coordinate χ. Furthermore, J+ and J− induce opposite orientations.

In this case, the conditions that φ is holomorphic with respect to both J± determine it

uniquely up to a simple redefinition φ → φ′(φ). Similarly, χ is also essentially unique.

One choice of parametrization of the group element is given by

g = e−ζθ

(

eχ̄ eφ

−eφ̄ eχ

)

, θ = log(eφ+φ̄ + eχ+χ̄). (3.12)

where we recall that ζ = 1
2(1 + i). Equivalently, the chiral and twisted chiral coordinates

are given by

φ = log gζ12ḡ
ζ̄
21,

χ = log gζ22ḡ
ζ̄
11.

(3.13)

This coordinate patch covers the region where all the entries of the group are nonzero. A

redefinition φ̂ = eφ, χ̂ = eχ allows one to reach the diagonal elements (φ̂ = 0) and the

off-diagonal elements (χ̂ = 0).

The generalized potential for the type (1, 1) structure is known [15]

K
(1,1)
0 =

1

2
(χ− χ̄)2 +

∫ φ+φ̄−χ−χ̄

dq log(1 + eq). (3.14)

By redefining φ̂ = eφ and checking that the limit φ̂ → 0 is well-defined, one can verify that

this potential is valid on the coordinate patch away from the off-diagonal matrices.12 The

following potential

K
(1,1)
1 = −1

2
(φ− φ̄)2 −

∫ −φ−φ̄+χ+χ̄

dq log(1 + eq). (3.15)

12In [15], the variables used correspond to φ̂, χ̂.
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is valid on the coordinate patch away from diagonal matrices, as can be seen by redefining

χ̂ = eχ and checking that the limit χ̂ → 0 is well-defined. These two patches cover SU(2)×
U(1). On the overlap of the two patches, comprising the group elements with nonvanishing

entries, (3.14) and (3.15) differ by a generalized Kähler transformation K
(1,1)
0 − K

(1,1)
1 =

−(χ+ χ̄)(φ+ φ̄).

The generalized potentials (3.14), (3.15) were obtained by solving the second order

differential equations (B.12)–(B.13)13 In the next subsection, we shall make use of the

discussion in the previous section to derive the type (1, 1) potentials (3.14), (3.15) from the

type (0, 0) potentials (3.8), (3.10) via T-duality.

3.2 Isometries

The SU(2) × U(1) WZW model has isometry group SU(2)L × SU(2)R × U(1), and the

subgroup preserving both complex structures J± is U(1)L × U(1)R × U(1). It acts on the

group element g as

g 7→ hLgh
−1
R , (3.16)

with

hL = e−i(ǫh+ǭh̄), hR = ei(ηh̄+η̄h), (3.17)

where h is defined in (3.1), and ǫ and η are complex parameters.

In the type (0, 0) parametrization (3.6), this corresponds to

ℓ 7→ ℓ+ ǭ+ η, ℓ̃ 7→ ℓ̃+ ǫ+ η

r 7→ r − η + η̄, r̃ 7→ r̃ − ǭ− η.
(3.18)

The parameters ǫ and η can be promoted to Kac-Moody parameters satisfying

D̄+ǫ = 0, D±ǫ = 0,

D̄±η = 0, D−η = 0.
(3.19)

In the type (1, 1) parametrization (3.12), this corresponds to

φ 7→ φ+ ǫ+ η, χ 7→ χ+ ǭ+ η. (3.20)

The parameters ǫ and η can be promoted to Kac-Moody parameters satisfying (note the

chirality constraints on ǫ differ from above)

D̄±ǫ = 0, D+ǫ = 0,

D̄±η = 0, D−η = 0.
(3.21)

3.3 T-duality: relating the two types

As discussed in section 2.5, T-duality along a Kac-Moody isometry relates the two gen-

eralized structures on SU(2) × U(1). This T-duality may be realized in (2, 2) superspace

using the gauging prescription of [13].

13For special case of SU(2)×U(1), which has no semi-chiral coordinates, these equations turn out to be

linear. For generic Lie groups, these equations are nonlinear and difficult to solve.
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3.3.1 Type (0, 0) to type (1, 1)

We begin with the type (0, 0) generalized Kähler structure (3.8), and T-dualize along any

factor of the U(1)L × U(1)R × U(1) Kac-Moody isometry group. The complex structures

J± map these isometries into one another, so in superspace, where the gauge group is

complexified, the gauging of any of these isometries is equivalent (up to reparametrizations).

Along U(1)R. Consider first T-duality along U(1)R, which acts on the semi-chiral co-

ordinates as in (3.18) with ǫ = 0, η = iλ, where λ is a real parameter. This isometry is

gauged with an Semichiral Vector Multiplet (SVM) [23] (see appendix C). The combina-

tions invariant under the U(1)R isometry are ℓ̃+
¯̃
ℓ, −1

2(r+ r̄) and i(
¯̃
ℓ− ℓ̃+ 1

2(r̄−r)), and are

respectively gauged with the potentials V L, V R and V ′ of the SVM. Starting from K
(0,0)
0

in (3.8), we add the generalized Kähler transformation term

K(0,0) = K
(0,0)
0 +

1

2
(ℓ̃2 +

¯̃
ℓ2)− 1

4
(r2 + r̄2) (3.22)

to make the potential exactly invariant.14 The generalized Kähler transformation terms

amount to redefining ℓ and r̃ to the invariant combinations ℓ 7→ ℓ − ℓ̃, r̃ 7→ r̃ − r/2. The

resulting invariant potential is

K(0,0) =
1

2

(

¯̃
ℓ− ℓ̃+

1

2
(r̄ − r)

)2

− 3

8
(r+ r̄)2− 1

2
(ℓ̃+

¯̃
ℓ)(r+ r̄)+

∫ −r−r̄

dq log(1+eq). (3.23)

Gauging with an SVM, enforced to be flat by Lagrange multipliers ΦI , and gauge fixing

ℓ̃ =
¯̃
ℓ = r = r̄ = 0 yields

K̃(0,0) = −1

2
(V ′)2 − 3

2
(V R)2 + V LV R +

∫ 2V R

dq log(1 + eq)− V IΦI , (3.24)

where the Lagrange multipliers are

ΦL =
1

2
(φ+ φ̄− χ− χ̄),

ΦR =
1

2
(−φ− φ̄− χ− χ̄),

Φ′ =
i

2
(φ− φ̄+ χ̄− χ).

(3.25)

Eliminating the SVM gauge fields yields the T-dual potential

K̃(0,0) = −1

2
(χ+ χ̄)2 +

∫ φ+φ̄−χ−χ̄

dq log(1 + eq)− 1

2

(

(φ− χ)2 + (φ̄− χ̄)2
)

+
1

4

(

(φ+ χ̄)2 + (φ̄+ χ)2
)

,

(3.26)

which is precisely K
(1,1)
0 (3.14) up to a generalized Kähler transformation.

14This is not necessary but simplifies the discussion somewhat.
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Along U(1)L. Consider now T-duality along the U(1)L factor of U(1)L ×U(1)R ×U(1),

which acts on the coordinates as in (3.18) with ǫ = iλ, η = 0, where λ is a real parameter.

In this case, there is a complication because r, r̄ are invariant - how does the potential (3.8)

couple to the SVM in this case? One way to do so is to perform a Legendre transform from

r, r̄ to r̃, ¯̃r (corresponding to a change in polarization), yielding the potential (we also add

the generalized Kähler transformation −1
2(ℓ̃

2 +
¯̃
ℓ2) to render the potential invariant - this

amounts to redefining ℓ → ℓ+ ℓ̃)

K(0,0)(ℓ̃,
¯̃
ℓ, r̃, ¯̃r) = K

(0,0)
0 (ℓ̃,

¯̃
ℓ, r, r̄)− 1

2
(ℓ̃2 +

¯̃
ℓ2)− rr̃ − r̄¯̃r

= −1

2
(ℓ̃+

¯̃
ℓ)2 − r(

¯̃
ℓ+ r̃)− r̄(ℓ̃+ ¯̃r)− rr̄ +

∫ −r−r̄

dq log(1 + eq). (3.27)

Note that r̃ does indeed transform as r̃ 7→ r̃+ iλ, so now the invariant combinations ℓ̃+
¯̃
ℓ,

ℓ̃+ ¯̃r and
¯̃
ℓ+ r̃ can be respectively gauged with the components V L, Ṽ and ¯̃

V of the SVM.

The T-dual potential is

K̃(0,0) = −1

2
(V L)2 − rr̄ − r ¯̃V− r̄Ṽ+

∫ −r−r̄

dq log(1 + eq)− V IΦI , (3.28)

where

V IΦI = V Li(φ̄− φ) + Ṽ(φ̄− χ) + ¯̃
V(φ− χ̄). (3.29)

Note that the variational equations of V I are

0 =

(

∂K
(0,0)
0

∂r
+ r̃

)

∂r

∂V I
+

(

∂K
(0,0)
0

∂r̄
+ ¯̃r

)

∂r̄

∂V I
+

∂K(0,0)

∂V I
, (3.30)

where the derivative in the last term is taken with r, r̄ held fixed. The two terms in

parentheses vanish. In particular, the variational equation of Ṽ sets r̄ = χ− φ̄. The T-dual

potential then simplifies to

K̃(0,0) =
1

2
(χ− χ̄)2 +

∫ φ+φ̄−χ−χ̄

dq log(1 + eq)− 1

2

(

(φ− χ)2 + (φ̄− χ̄)2
)

, (3.31)

which we recognize as (3.14) up to a generalized Kähler transformation. We have obtained

the type (1, 1) potential without the need to solve second order differential equations.

3.3.2 Using the group coordinates to find the T-dual

We make an observation of the T-dualities which we performed, which we will apply to

simplify the discussion in the SU(3) case.

In the type (0, 0) structure, both complex structures J± were induced from the Lie

algebra structure J1. As discussed in section 2.5, T-duality along the left Kac-Moody

isometry U(1)L does not change the metric, torsion and left complex structure. Therefore,

on the dual type (1, 1) structure, we know exactly what the complex structures are: J+
is unchanged and is still induced from J1, while J− is changed and is now induced from

J2. The adapted coordinates for this particular generalized Kähler structure are already
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known and given in (3.12). The solution to the SVM equations of motion must therefore

be given by the original type (0, 0) coordinates (3.6),15 expressed in terms of the type (1, 1)

coordinates of the dual (3.12), to wit

ℓ = χ+ φ, ℓ̃ = φ,

r = χ̄− φ, r̃ = φ− θ,
where θ = log(eφ+φ̄ + eχ+χ̄). (3.32)

Notice also that, when the isometries act as translations (all the examples we encounter

in this paper are translational isometries), the Lagrange multiplier term may be written as

V IΦI = −ℓ(Φ) ℓ̃− ℓ̄(Φ)
¯̃
ℓ− r(Φ) r̄ − r̄(Φ) ¯̃r, (3.33)

where ℓ(Φ), ℓ̄(Φ), r(Φ), r̄(Φ) are functions of Φ = (φ, φ̄, χ, χ̄) given in (3.32). This yields a

simple integral expression for the type (1, 1) potential

K(1,1)(φ, φ̄, χ, χ̄) =

(

−
∫

ℓ dℓ̃+ ℓ̄ d
¯̃
ℓ+ r dr̃ + r̄ d¯̃r

)

− V IΦI

=

∫

ℓ̃ dℓ+
¯̃
ℓ dℓ̄+ r̃ dr + ¯̃r dr̄, (3.34)

where the semi-chiral fields ℓ, ℓ̃, r, r̄ are to be understood as functions of φ, χ through (3.32).

It is straightforward to verify, via direct substitution, that this exactly reproduces (3.31).

For another illustration of using the group coordinates to solve the vector multiplet

moment map equations, see appendix F where the T-duality in the other direction, which

is done with an Large Vector Multiplet (LVM) [23], is discussed.

4 SU(3)

4.1 Complex coordinates and generalized Kähler potential

On the Lie algebra, take the basis {h, h̄, e3, ē3, e1, ē1, e2, ē2}, where

h =









1
2 + i

2
√
3

− i√
3

−1
2 + i

2
√
3









, e3 =









1








, e1 =









1








, e2 =









1









, (4.1)

and the bar denotes hermitian conjugation. The two complex structures on the Lie algebra

compatible with the choice of Cartan subalgebra h, h̄ are

J1 = diag(i,−i, i,−i, i,−i, i,−i), and J2 = diag(−i, i, i,−i, i,−i, i,−i). (4.2)

As discussed in section 2.3, SU(3) admits generalized Kähler structures of two different

types depending on whether one takes J± induced from the same or from different Lie

algebra complex structures J1, J2.

15With ℓ replaced with ℓ+ ℓ̃ corresponding to the addition of the generalized Kähler transformation term

− 1
2
(ℓ̃2 +

¯̃
ℓ2).
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4.1.1 Type (0, 0)

If one takes J+ and J− both to be induced from the same Lie algebra complex structure,

say J1, then generically the resulting generalized Kähler structure has type (0, 0).16 The

J± complex coordinates take the simplest form when presented in an overcomplete basis,

zφ+ = log ḡω̄31g
ω
13, zχ+ = log ḡω̄11g

ω
33,

z1+ = log
g13
g23

, z2+ = log
g23
g33

, z3+ = log
ḡ11
ḡ21

, z4+ = log
ḡ21
ḡ31

, (4.3)

zφ− = log ḡω31g
ω̄
13, zχ̄− = log gω̄11ḡ

ω
33,

z1− = log
g11
g12

, z2− = log
g12
g13

, z3− = log
ḡ31
ḡ32

, z4− = log
ḡ32
ḡ33

, (4.4)

where gij is the (i, j)th entry of the group element g in the defining representation of SU(3),

and ω = eiπ/3 = 1
2(1 + i

√
3). For each of + and −, the six complex coordinates satisfy two

relations

ez
1
±
+z3

± + e−z2
±
−z4

± + 1 = 0,

zφ+ − zχ+ = ω(z1+ + z2+)− ω̄(z3+ + z4+), (4.5)

zφ− − zχ̄− = −ω̄(z1− + z2−) + ω(z3− + z4−).

Semichiral coordinates are holomorphic coordinates that are Darboux with respect to

the Poisson structure σ: σ(dℓj , dℓ̃k) = δjk, σ(dℓj , dℓk) = σ(dℓ̃j , dℓ̃k) = 0, σ(drj , dr̃k) = −δjk

and σ(drj , drk) = σ(dr̃j , dr̃k) = 0. One choice of semi-chiral coordinates is given by

ℓ̂1 =
1

3
(zχ+ + 2zφ+ − ωz1+ + ω̄z4+) =

1

3
log(ḡ11ḡ21ḡ31)

ω̄(g13g23g33)
ω,

ˆ̃
ℓ1 = (ω̄ − ω)(z1+ + z2+ + z3+ + z4+) = (ω̄ − ω) log

ḡ11g13
ḡ31g33

,

ℓ̂2 = zχ+ = log ḡω̄11g
ω
33,

ˆ̃
ℓ2 = zφ+ = log ḡω̄31g

ω
13,

r̂1 = (ω̄ − ω)(z1− + z2− + z3− + z4−) = (ω̄ − ω) log
g13ḡ33
g11ḡ31

,

ˆ̃r1 =
1

3
(zχ̄− + 2zφ− + ω̄z2− − ωz3−) =

1

3
log(g11g12g13)

ω̄(ḡ31ḡ32ḡ33)
ω,

r̂2 = zχ̄− = log gω̄11ḡ
ω
33,

ˆ̃r2 = zφ− = log gω̄13ḡ
ω
31.

(4.6)

(Recall ω = eiπ/3 = 1
2(1 + i

√
3).) Choosing the polarizations defined by ℓ̂j ,

¯̂
ℓj and ˆ̃rj ,

¯̂
r̃j ,

the group element is parametrized as

g =





exp(
¯̂
ℓ2 + uĥ1) exp(3ˆ̃r1 −

¯̂
ℓ2 − ˆ̃r2 − ĥ1 + ūĥ4) exp(ˆ̃r2 − ūĥ2)

− exp(3
¯̂
ℓ1 −

¯̂
ℓ2 −

¯̂
r̃2 −

¯̂
h2 + uĥ3) g22 exp(3ℓ̂1 − ℓ̂2 − ˆ̃r2 − ĥ2 + u

¯̂
h3)

exp(
¯̂
r̃2 − ū

¯̂
h2) − exp(3

¯̂
r̃1 −

¯̂
r̃2 − ℓ̂2 −

¯̂
h1 + ū

¯̂
h4) exp(ℓ̂2 + u

¯̂
h1)





(4.7)

16There are loci of positive codimension on which ker[J+, J−] is nontrivial.
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where u = 1√
3
eiπ/6 = 1

2(1 +
i√
3
) and ĥ1, ĥ2, ĥ3, ĥ4 are functions of ℓ̂j ,

¯̂
ℓj , ˆ̃rj ,

¯̂
r̃j , determined

by the orthonormality of the first and third rows and columns;17 and finally g22 may be

determined by unimodularity.

To find the potential, we need to express
ˆ̃
ℓj , r̂j in terms of ℓ̂j ,

¯̂
ℓj , ˆ̃rj ,

¯̂
r̃j . It is straight-

forward to verify that
ˆ̃
ℓ1 = −¯̂

h1 + ĥ2,

ˆ̃
ℓ2 = ˆ̃r2 − ĥ2,

r̂1 = −ĥ1 + ĥ2,

r̂2 =
¯̂
ℓ2 + ĥ1.

(4.8)

The difference between the one-form symplectic potentials adapted to the left and right

semi-chiral coordinates is the closed one-form θ̂1 + θ̂2, where

θ̂j =
ˆ̃
ℓjdℓ̂j +

¯̂
ℓ̃jd

¯̂
ℓj − r̂jdˆ̃rj − ¯̂rjd

¯̂
r̃j (no sum over j). (4.9)

The potential is given by

K =

∫ (ℓ̂j ,
¯̂
ℓj ,ˆ̃rj ,

¯̂
r̃j)

O
θ̂1 + θ̂2, (4.10)

where O is some base point. The closure condition d(θ̂1+ θ̂2) = 0 ensures that the integral

is independent of path. K generates the symplectomorphism between left and right semi-

chiral coordinates
∂K

∂ℓ̂j
=

ˆ̃
ℓj ,

∂K

∂
¯̂
ℓj

=
¯̂
ℓ̃j ,

∂K

∂ ˆ̃rj
= −r̂j ,

∂K

∂
¯̂
r̃j

= −¯̂rj .

(4.11)

A different choice. In section 4.2, it will prove convenient to choose instead the following

Darboux coordinates (these are adapted to the isometry considered later in section 4.2)

ℓ1 =
1

3
(zχ+ + 2zφ+ − ωz1+ + ω̄z4+) =

1

3
log(ḡ11ḡ21ḡ31)

ω̄(g13g23g33)
ω,

ℓ̃1 = (ω̄ − ω)(z1+ + z2+ + z3+ + z4+) = (ω̄ − ω) log
ḡ11g13
ḡ31g33

,

ℓ2 = zχ+ = log ḡω̄11g
ω
33,

ℓ̃2 = zφ+ + zχ+ = log(ḡ11ḡ31)
ω̄(g13g33)

ω, (4.12)

r1 = (ω − 2ω̄)(z1− + z2−) + (2ω − ω̄)(z3− + z4−) = (2ω̄ − ω) log
g13
g11

+ (ω̄ − 2ω) log
ḡ33
ḡ31

,

r̃1 =
1

6
(zχ̄− − zφ− + ω̄z2− − ωz3−) =

1

6
log

(

g11g12
g213

)ω̄ (

ḡ32ḡ33
ḡ231

)ω

,

r2 = ω(z1− + z2−)− ω̄(z3− + z4−) = log
gω11ḡ

ω̄
33

gω13ḡ
ω̄
31

,

r̃2 =
1

6
(zχ̄− + 5zφ− + ω̄z2− − ωz3−) =

1

6
log(g11g12g

4
13)

ω̄(ḡ431ḡ32ḡ33)
ω.

17Unfortunately, it seems that ĥ1, ĥ2, ĥ3, ĥ4 cannot be written down in terms of elementary functions, so

we have to work implicitly.
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In the polarizations defined by ℓj , ℓ̄j and r̃j , ¯̃rj , the group element is parametrized as

g=





exp(ℓ̄2+uh1) exp(4r̃1− ℓ̄2+2r̃2−h1+ ūh4) exp(−r̃1+ r̃2− ūh2)

−exp(3ℓ̄1− ℓ̄2+ ¯̃r1− ¯̃r2− h̄2+uh3) g22 exp(3ℓ1−ℓ2+ r̃1− r̃2−h2+uh̄3)

exp(−¯̃r1+ ¯̃r2− ūh̄2) −exp(4¯̃r1+2¯̃r2−ℓ2− h̄1+ ūh̄4) exp(ℓ2+uh̄1)



 ,

(4.13)

where h1, h2, h3, h4 are once again functions of ℓj , ℓ̄j , r̃j , ¯̃rj determined by the orthonormal-

ity of the first and last rows and columns. The Darboux partners are expressed in this

mixed coordinate system as

ℓ̃1 = −h̄1 + h2,

ℓ̃2 = −r̃1 + r̃2 + ℓ2 − h2,

r1 = −ℓ̄2 − r̃1 + r̃2 − 2h1 + h2,

r2 = ℓ̄2 + r̃1 − r̃2 + h2.

(4.14)

The generalized potential is given by

K(0,0) =

∫ (ℓj ,ℓ̄j ,r̃j ,¯̃rj)

O
θ1 + θ2, where θ = θ1 + θ2, (4.15)

θj = ℓ̃jdℓj +
¯̃
ℓjdℓ̄j − rjdr̃j − r̄jd¯̃rj (no sum over j) (4.16)

4.1.2 Type (1, 1)

If one instead takes J+ and J− induced from different Lie algebra complex structures, say

J+ from J1 and J− from J2, then generically the resulting generalized Kähler structure has

type (1, 1). The biholomorphic coordinate is

φ = log ḡω̄31g
ω
13, (4.17)

and represents a chiral superfield in the (2, 2) sigma model, while the J+-holomorphic and

J−-antiholomorphic coordinate is

χ = log ḡω̄11g
ω
33, (4.18)

and represents a twisted chiral superfield. The other holomorphic coordinates once again

take the simplest form in an overcomplete basis

w1
+ = log

g13
g23

, w2
+ = log

g23
g33

, w3
+ = log

ḡ11
ḡ21

, w4
+ = log

ḡ21
ḡ31

, (4.19)

w1
− = log

g11
g12

, w2
− = log

g12
g13

, w3
− = log

ḡ31
ḡ32

, w4
− = log

ḡ32
ḡ33

, (4.20)

satisfying

ew
1
±
+w3

± + e−w2
±
−w4

± + 1 = 0, (4.21)

φ− χ = ω(w1
+ + w2

+)− ω̄(w3
+ + w4

+), (4.22)

φ− χ̄ = −ω(w1
− + w2

−) + ω̄(w3
− + w4

−). (4.23)
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One choice of semi-chiral coordinates is

ℓ̂ = φ− ωw1
+ + ω̄w4

+ = log gω23ḡ
ω̄
21,

ˆ̃
ℓ = −w1

+ − w2
+ + w3

+ + w4
+ = log

ḡ11g33
ḡ31g13

,

r̂ = −w1
− − w2

− + w3
− + w4

− = log
ḡ31g13
g11ḡ33

,

ˆ̃r = φ+ ωw2
− − ω̄w3

− = log gω12ḡ
ω̄
32.

(4.24)

In the polarizations defined by ℓ̂,
¯̂
ℓ and ˆ̃r,

¯̂
r̃, the parametrization looks relatively uncluttered

g =









eχ̄+u
¯̂
f1 e

ˆ̃r+uf̂4 eφ+uf̂2

−e
¯̂
ℓ+u

¯̂
f3 g22 eℓ̂+uf̂3

eφ̄+u
¯̂
f2 −e

¯̂
r̃+u

¯̂
f4 eχ+uf̂1









. (4.25)

(Recall u = 1√
3
eiπ/6 = 1

2(1+
i√
3
).) The conditions of orthonormality on the first and third

rows and columns are

eφ+χ(eūf̂1+uf̂2 + euf̂1+ūf̂2)− e2ℓ̂+
√
3f̂3 = 0,

eφ+χ̄(eū
¯̂
f1+uf̂2 + eu

¯̂
f1+ūf̂2)− e2

ˆ̃r+
√
3f̂4 = 0,

e2Re(χ+uf̂1) + e2Re(φ+uf̂2) + e2Re(ℓ̂+uf̂3) = 1,

e2Re(χ+ūf̂1) + e2Re(φ+ūf̂2) + e2Re(ℓ̂+ūf̂3) = 1,

e2Re(χ+ūf̂1) + e2Re(φ+uf̂2) + e2Re(ˆ̃r+uf̂4) = 1,

e2Re(χ+uf̂1) + e2Re(φ+ūf̂2) + e2Re(ˆ̃r+ūf̂4) = 1.

(4.26)

The first equation of (4.26) is complex, and may be solved for f̂3 in terms of φ, χ, ℓ̂, f̂1, f̂2.

This may then be substituted into the third and fourth equations, which are real. Similarly,

the second complex equation may be solved for f̂4 in terms of φ, χ̄, ˆ̃r,
¯̂
f1, f̂2, and substituted

into the fifth and sixth equations. This yields four real equations, from which we may solve

for f̂1, f̂2,
¯̂
f1 and

¯̂
f2.

18 It is not obvious, at first glance, that these 8 real equations (4.26)

are independent — for instance, the equations gg† = 1 and g†g = 1 are equivalent — but

we have checked that they indeed are, and hence uniquely determine the f̂i,
¯̂
fis.

Note that these equations (4.26) exhibit two involutive symmetries. There is first a

left-right symmetry given by exchanging χ ↔ χ̄, ℓ̂ ↔ ˆ̃r, f̂1 ↔ ¯̂
f1, f̂3 ↔ f̂4, which exchanges

the first, third, fourth equations with the second, fifth and sixth equations. Under this

symmetry, the Darboux partners

ˆ̃
ℓ = log

ḡ11g33
ḡ31g13

= 2χ− 2φ+ f̂1 − f̂2, (4.27)

r̂ = log
ḡ31g13
g11ḡ33

= 2φ− 2χ̄− ¯̂
f1 + f̂2 (4.28)

18As before, it is not possible to write down f̂1, f̂2,
¯̂
f1,

¯̂
f2 using elementary functions, so we work implicitly.
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are interchanged with a twist,
ˆ̃
ℓ ↔ −r̂. Second, there is a local mirror symmetry which

exchanges φ ↔ χ, ˆ̃r ↔ ¯̂
r̃, f̂1 ↔ f̂2, f̂4 ↔ ¯̂

f4,
ˆ̃
ℓ ↔ −ˆ̃

ℓ, r̂ ↔ −¯̂r. This exchanges the second

equation with its conjugate, and the fifth with the sixth equation, and preserves the other

equations.

On top of symplectomorphisms on each symplectic leaf, the semi-chiral coordinates

may also be redefined by arbitrary functions of chiral and twisted chiral coordinates (with

the appropriate holomorphy)

ℓ̂ 7→ ℓ̂′(ℓ̂, ˆ̃ℓ, φ, χ),

ˆ̃r 7→ ˆ̃r′(r̂, ˆ̃r, φ, χ̄).
(4.29)

There is therefore a large amount of freedom in the choice of holomorphic Darboux coor-

dinates ℓ̂,
ˆ̃
ℓ, r̂, ˆ̃r.

A different choice. In section 4.2 we will find it convenient to use a different choice of

semi-chiral coordinates (adapted to an isometry introduced later in section 4.2), given by

ℓ =
1

3
(wχ

+ + 2wφ
+ − ωw1

+ + ω̄w4
+) =

1

3
log(ḡ11ḡ21ḡ31)

ω̄(g13g23g33)
ω,

ℓ̃ = (ω̄ − ω)(w1
+ + w2

+ + w3
+ + w4

+) = (ω̄ − ω) log
ḡ11g13
ḡ31g33

,

r = (ω − 2ω̄)(w1
− + w2

−) + (2ω − ω̄)(w3
− + w4

−) = (ω − 2ω̄) log
g11
g13

+ (ω̄ − 2ω) log
ḡ33
ḡ31

,

r̃ =
1

6
(ω̄w1

− + 2ω̄w2
− − 2ωw3

− − ωw4
−) =

1

6
log

(

g11g12
g213

)ω̄ (

ḡ32ḡ33
ḡ231

)ω

. (4.30)

Note that they coincide with ℓ1, ℓ̃1, r1, r̃1 in (4.12). The parametrization of the group

element is

g=









exp(χ̄+uf1) exp(6r̃+2φ− χ̄−f1+2f2+ ūf4) exp(φ+uf2)

−exp(3ℓ− φ̄− χ̄+uf3) g22 exp(3ℓ−φ−χ+uf̄3)

exp(φ̄+uf̄2) −exp(6¯̃r+2φ̄−χ− f̄1+2f̄2+ ūf̄4) exp(χ+uf̄1)









,

(4.31)

with the Darboux partners given by

ℓ̃ = −f̄1 + f2,

r = φ− χ̄− 2f1 + 2f2.
(4.32)

On each symplectic leaf, the generating function of the symplectomorphism (4.11)

(ℓ, ℓ̄, ℓ̃,
¯̃
ℓ) → (r, r̄, r̃, ¯̃r) is formally

K(1,1) =

∫ (ℓ,ℓ̄,r̃,¯̃r)

O
θ1, where θ1 = ℓ̃ dℓ+

¯̃
ℓ dℓ̄− r dr̃ − r̄ d¯̃r, (4.33)

where O = O(φ, φ̄, χ, χ̄) is collection of base points, one on each symplectic leaf. To find

the explicit dependence of K on φ, φ̄, χ, χ̄, one has to, as discussed above, solve the second

order nonlinear differential equations (B.12)–(B.13). However, this can be circumvented,

as discussed in section 2.6, by relating the type (1, 1) generalized Kähler structure to the

type (0, 0) structure (4.15).
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4.2 T-duality: relating the two generalized Kähler structures

4.2.1 Isometries

The group of isometries preserving both complex structures of SU(3) is U(1)2L × U(1)2R,

acting on the group element as

g 7→ hL g h−1
R ≡ eǫh̄−ǭhg eη̄h̄−ηh, (4.34)

where h and h̄ are defined in (4.1), and ǫ and η are complex Kac-Moody parameters. In

the type (0, 0) structure, they obey the constraints

D̄+ǫ = 0, D±ǫ = 0, D̄±η = 0, D−η = 0, (4.35)

and the coordinates (4.12) transform as

ℓ1 7→ ℓ1 + η, ℓ̃1 7→ ℓ̃1,

ℓ2 7→ ℓ2 + ǭ+ η, ℓ̃2 7→ ℓ̃2 + ǫ+ ǭ+ 2η,

r1 7→ r1 + η − η̄, r̃1 7→ r̃1 +
1

2
η̄,

r2 7→ r2 − η + η̄, r̃2 7→ r̃2 − ǭ− 1

2
η̄.

(4.36)

Meanwhile, in the type (1, 1) structure, ǫ and η obey (note that, as in the SU(2) × U(1)

case, the chirality constraint on ǫ differs from that in the type (0, 0) structure)

D̄±ǫ = 0, D+ǫ = 0, D̄±η = 0, D−η = 0, (4.37)

and the coordinates (4.30) transform as

φ 7→ φ+ ǫ+ η, χ 7→ χ+ ǭ+ η,

ℓ 7→ ℓ+ η, ℓ̃ 7→ ℓ̃,

r 7→ r + η − η̄, r̃ 7→ r̃ +
1

2
η̄.

(4.38)

4.2.2 T-duality from type (0, 0) to type (1, 1)

In this subsection, we T-dualize from the type (0, 0) structure (4.15) to the type (1, 1)

structure along the left Kac-Moody U(1)L isometry defined by setting ǫ = iλ and η = 0

in (4.34), where λ is a real parameter. Under this isometry, ℓ1, ℓ̄1, r̃1, ¯̃r1 are invariant

spectator fields, while ℓ2 7→ ℓ2 − iλ, r̃2 7→ r̃2 + iλ. The invariance of the Darboux partners

ℓ̃j ,
¯̃
ℓj , rj , r̃j guarantees that the potential (4.15) is invariant this isometry.

The Killing field of the isometry is

k = i(−∂ℓ2 + ∂ℓ̄2 + ∂r̃2 − ∂¯̃r2); (4.39)

and the invariant combinations −ℓ2 − ℓ̄2, r̃2 + ¯̃r2 and i(ℓ2 − ℓ̄2 + r̃2 − ¯̃r2) can be gauged re-

spectively by the components V L, V R and V ′ of the SVM. The T-dual potential is obtained

by constraining the SVM to be flat using Lagrange multipliers ΦI

K̃(ℓ1, ℓ̄1, r̃1, ¯̃r1,ΦI) = Kg(ℓ1, ℓ̄1, r̃1, ¯̃r1, V I)− V IΦI , (4.40)
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where V I are to be eliminated using their equations of motion. We make use of the

observation in section 3.3.2: since the T-duality is along a left Kac-Moody isometry, the left

complex structure is preserved and continues to be induced by J1, and therefore the relation

between the type (0, 0) coordinates (4.12) and type (1, 1) coordinates (4.17), (4.18), (4.30)

is a solution to the SVM equations of motion. This relation is

ℓ2 = χ,

ℓ̃2 = φ+ χ,

r2 = χ̄− φ,

r̃2 = r̃1 + φ+ f2.

(4.41)

It is easily verified that this relation is consistent with (4.14). The moment maps are linear

combinations of the Darboux partners since the isometry acts translationally, so the SVM

equations of motion are

ΦL = −1

2
(ℓ̃2 +

¯̃
ℓ2),

ΦR = −1

2
(r2 + r̄2),

Φ′ =
i

4
(−ℓ̃2 +

¯̃
ℓ2 + r2 − r̄2),

(4.42)

which is once again consistent with (4.41).

As in the SU(2)×U(1) case, we can write the dual potential as an integral. Note that

the invariance of the type (0, 0) potential implies

LkK = i(−ℓ̃2 +
¯̃
ℓ2 − r2 + r̄2) = 0, (4.43)

which means that the Lagrange multiplier term is

V IΦI = ℓ̃2(Φ)ℓ2 +
¯̃
ℓ2(Φ)ℓ2 − r2(Φ)r̃2 − r̄2(Φ)¯̃r2, (4.44)

where ℓ̃2,
¯̃
ℓ2, r2, r̄2 are understood as functions of Φ = (φ, φ̄, χ, χ̄) given by (4.41). Therefore,

the dual potential can be written as

K̃ =

∫

θ1 − ℓ2 dℓ̃2 − ℓ̄2 d
¯̃
ℓ2 + r̃2 dr2 + ¯̃r2 dr̄2. (4.45)

In terms of the functions f1, f2 defined in (4.13),

K̃ =

(∫

(−f̄1 + f2) dℓ+ 2(f1 − f2) dr̃ − (χ+ f2) dφ+ (φ̄+ f̄2) dχ

)

−1

2

(

φ2 + χ2
)

+ r̃(χ̄− φ) + cc. (4.46)

Note that the two terms on the last line are generalized Kähler transformations. In contrast

to (4.33), this is an unambiguous potential for the type (1, 1) structure, obtained without

having to solve the nonlinear differential equations (B.12)–(B.13).
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4.2.3 Type (1, 1) to type (0, 0)

One can also perform the T-duality in the other direction, gauging the same left Kac-Moody

isometry of the type (1, 1) geometry with an LVM and enforcing it to be flat with semi-

chiral Lagrange multipliers, and then integrating out the LVM. This would return (4.46)

to the type (0, 0) potential (4.15).

5 Discussion and conclusion

5.1 Results

In this paper, we studied the generalized Kähler structures of two rank 2 groups, SU(2)×
U(1) and SU(3), in detail. We found coordinates that were holomorphic with respect to

left-invariant and right-invariant complex structures, and formulae (in one case explicit, in

the other implicit) for their generalized Kähler potentials (which have an interpretation as

the Lagrange density of the sigma model in (2, 2) superspace).

We explained how rank two groups carry generalized Kähler structures of two different

types, related to one another by T-duality along a Kac-Moody isometry, and how a clever

trick trivializes the Legendre transform that is usually needed to relate their generalized

Kähler potentials. We also gave a wealth of computational details that may be useful for

future investigations.

5.2 Possible future developments

5.2.1 Type change

Apart from SU(2) × U(1), U(1)2 and their products, left and right complex structures on

Lie groups do not commute, and therefore semi-chiral superfields are generically present.

Semichiral coordinates are accompanied by type change loci, which are loci of positive

codimension on which the type of the generalized geometry changes. For SU(2)×U(1), an

analysis of the type change locus for the type (0, 0) generalized geometry was performed

in [18]. For SU(3), this has not yet been done and is a direction for future work.

5.2.2 (4, 4) supersymmetry

The WZW models on both SU(2)×U(1) and SU(3) admit a further enhancement of super-

symmetry to (4, 4). Such bi-hypercomplex Lie groups were classified [14], and the whole list

of them are SU(n+1), SU(2n)×U(1), SO(4n)×U(1)2n, SO(4n+2)×U(1)2n−1, SO(2n+1)×
U(1)n, Sp(2n)×U(1)n, E6×U(1)2, E7×U(1)7, E8×U(1)8, F4×U(1)4, G2×U(1)2 (and prod-

ucts). There always exists a choice of left and right complex structures that gives rise to a

type (0, 0) generalized geometry - fully parametrized by semi-chiral coordinates. For such

generalized Kähler structures, the potential is an integral of a tautological one-form and

can be easily computed without having to solve nonlinear second order PDEs. Generalized

geometries of other types on these Lie groups can be obtained from the type (0, 0) geometry

via T-duality and (possibly repeated) applications of the technique detailed above.

Another direction for the study of (4, 4) supersymmetric models is the problem of

manifestly realizing all the supersymmetries. For SU(2) × U(1), a (4, 4) formulation of
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the type (1, 1) generalized geometry in biprojective superspace is known [15] (although it

is not known how to define the contour for the generalized potential), while for the type

(0, 0) geometry, the extra supersymmetries are not compatible with (2, 2) superspace [19].

Preliminary investigations of the SU(3) model seem to indicate that it is not compatible

with the multiplet structure of biprojective superspace. It is worthwhile to conduct a more

thorough investigation of off-shell (4, 4) supersymmetry for WZW models.

5.2.3 Other groups

Another obvious direction is to investigate other groups. The holomorphic structures on

SU(3) are surprisingly subtle and we can expect more surprises as we investigate higher

rank groups.
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A Sigma models and supersymmetry

The d = 2 non-linear sigma model is a Lagrangian field theory of maps ϕ from a two-

dimensional worldsheet (Σ, h) to a target Riemannian manifold (M, g), equipped with a

closed 3-form H, known as the torsion. Let b be a local 2-form potential (the Kalb-Ramond

2-form) for H, db = H. The action is the sum of the integrals of the pullback (via ϕ) of g,

with respect to the volume form of h, and the pullback (via ϕ) of b

I[ϕ] =

∫

Σ

√
hd2σ hαβ∂αϕ

µgµν∂βϕ
ν +

∫

Σ
d2σ ǫαβ∂αϕ

µbµν∂βϕ
ν . (A.1)

The action depends only on the conformal class of h.

Any sigma model admits an (1, 1) supersymmetric extension, which moreover can be

written in (1, 1) superspace as

I[Φ] =

∫

Σ
d2σ d2θ∇+Φ

µ(gµν + bµν)∇−Φ
ν (A.2)

where ∇± are the (1, 1) supercovariant derivatives satisfying the algebra

{∇±,∇±} = 2i∂++
=
, {∇±,∇∓} = 0, (A.3)

and Φµ(σ, θ) is the (1, 1) superfield which has ϕµ as its bottom component.

To look for extended supersymmetries, one considers the most general transformations

δΦµ = ǫ+(A)(J
(A)
+ )µν∇+Φ

ν + ǫ−
(Ã)

(J
(Ã)
− )µν∇−Φ

ν , (A.4)
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where A = 2, . . . ,N+ and Ã = 2, . . . ,N− indexes the extended supersymmetries. Demand-

ing that these transformations satisfy the supersymmetry algebra implies that the J
(A)
+ and

J
(Ã)
− are integrable complex structures onM , and moreover satisfy the Clifford-like relations

{J (A)
+ , J

(B)
+ } = −2δAB

1, {J (Ã)
− , J

(B̃)
− } = −2δÃB̃

1. (A.5)

Demanding that the action (A.2) is invariant under these transformations further implies

that the metric g is hermitian with respect to all the complex structures J
(A)
± , and that

the complex structures are covariantly constant

∇(+)J
(A)
+ = 0, ∇(−)J

(Ã)
− = 0 (A.6)

with respect to the Bismut connections ∇(±), which are metric connetions with torsions

±g−1H. Explicitly, the connection coefficients of the Bismut connections are

Γ(±)µ

νρ = Γ(0)µ

νρ ±
1

2
gµσHσνρ, (A.7)

where Γ(0) is the Levi-Civita connection.

For (2, 2) supersymmetry, which is the subject of discussion in this paper, this im-

plies that the target geometry is bihermitian [2], which is equivalent to generalized Kähler

geometry [8]. In the more specific case J+ = ±J−, the manifold is Kähler [1].

For (4, 4) supersymmetry, the target geometry is bi-hypercomplex (or bi-hyperKähler

with torsion). The SU(2)×U(1) and SU(3) WZW models are in fact bi-hypercomplex [14],

and therefore has (4, 4) supersymmetry, but the off-shell formulation of the supersymmetry

is more challenging and will not be addressed in this paper.

B Local description of bihermitian geometry

The bihermitian data (g,H, J+, J−) of the generalized Kähler manifold may be expressed in

terms of generalized Kähler potential K. Consider a (2, 2) sigma model with Nc chiral, Nt

twisted chiral and Ns sets of semi-chiral superfields, which locally describes a type (Nc, Nt)

generalized Kähler manifold of real dimension 2Nc + 2Nt + 4Ns. The generalized Kähler

potential, which also serves as the (2, 2) superspace Lagrange density, is a real function of

the superfields

K = K(ℓ, ℓ̄, r̃, ¯̃r, φ, φ̄, χ, χ̄). (B.1)

We use a convention where c, c̄ = 1, . . . , Nc label the chiral and antichiral superfields,

t, t̄ = 1, . . . , Nt label the twisted chiral and twisted antichiral superfields, and l, l̄, r, r̄ =

1, . . . , Ns label the left, anti-left, right and anti-right semi-chiral superfields respectively.

Furthermore, capital indices label the collective set of chiral, twisted chiral and semi-chiral

superfields

L = (l, l̄), R = (r, r̄), C = (c, c̄), T = (t, t̄). (B.2)

To express the bihermitian data in terms of the potential, we introduce the notation

KAB =

(

Kab Kab̄

Kāb Kāb̄

)

, (B.3)
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where A,B = L,R,C, T , and Kab is shorthand for the second derivative ∂a∂bK. For

example, KCL is the 2Nc × 2Ns matrix of second derivatives

KCL =

(

∂c∂lK ∂c∂l̄K

∂c̄∂lK ∂c̄∂l̄K

)

. (B.4)

We write K−1
AB = (KBA)

−1. We also define

CAB = JKAB −KABJ, AAB = JKAB +KABJ, (B.5)

where J is the square matrix

J =

(

i1 0

0 −i1

)

, (B.6)

whose size varies depending on the context.

By reducing the (2, 2) superspace formulation of the sigma model to (1, 1) superspace

and eliminating auxiliary fields arising from the semi-chiral sector, one can obtain explicit

expressions for the bihermitian data in terms of the potential K (for more details, see [6]).

The complex structures are (in the order L,R,C, T )

J+ =















J

K−1
RLCLL K−1

RLJKLR K−1
RLCLC K−1

RLCLT

J

J















,

J− =















K−1
LRJKRL K−1

LRCRR K−1
LRCRC K−1

LRART

J

J

−J















, (B.7)

and the Poisson structure σ is

σ =















0 K−1
LR 0 0

−K−1
RL 0 0 0

0 0 0 0

0 0 0 0















. (B.8)

Note that a change of coordinates from (ℓ, ℓ̄, r̃, ¯̃r, φ, φ̄, χ, χ̄) to (ℓ, ℓ̄, ℓ̃,
¯̃
ℓ, φ, φ̄, χ, χ̄), where

ℓ̃ :=
∂K

∂ℓ
,

¯̃
ℓ :=

∂K

∂ℓ̄
(B.9)

diagonalizes J+ and puts the Poisson structure in the canonical form

σ =















0 1 0 0

−1 0 0 0

0 0 0 0

0 0 0 0















; (B.10)
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while a coordinate change to (r, r̄, r̃, ¯̃r, φ, φ̄, χ, χ̄), where

r := −∂K

∂r̃
, r̄ := −∂K

∂ ¯̃r
(B.11)

diagonalizes J− and again puts σ in the canonical form. In other words, the general-

ized potential K serves as the generating function of the symplectomorphism between the

J+-holomorphic Darboux coordinates (ℓ, ℓ̄, ℓ̃,
¯̃
ℓ) and J−-holomorphic Darboux coordinates

(r, r̄, r̃, ¯̃r) on the symplectic leaves of σ. This is an important characterization of the gen-

eralized Kähler potential which will be repeatedly used in this paper.

The metric g and 2-form potential b can be obtained from the local symplectic forms

F+ =
1

2
(b+ − g)J+ =

1

2















dℓL

drR

dφC

dχT















T 













−CLL −ALR −ALC −CLT

ARL CRR CRC ART

ACL CCR CCC ACT

−CTL −ATR −ATC −CTT





























dℓL

drR

dφC

dχT















(B.12)

F− =
1

2
(b− + g)J− = −1

2















dℓL

drR

dφC

dχT















T 













CLL CLR CLC CLT

CRL CRR CRC CRT

CCL CCR CCC CCT

CTL CTR CTC CTT





























dℓL

drR

dφC

dχT















. (B.13)

Here, b+ and b− are different two-form potentials for H, db± = H, chosen such that b± are

(2, 0) + (0, 2) forms with respect to J±. b+ and b− differ by an exact form

G =
1

2
(b+ − b−) = dλ. (B.14)

The local symplectic two-forms F± may be interpreted as connections for flat gerbes [20].

Finally, we turn to the quantum properties of the underlying (2, 2) sigma model. De-

noting

N+ =









Kll̄ Klr Klt̄

Kr̄l̄ Kr̄r Kr̄t̄

Ktl̄ Ktr Ktt̄









, N− =









Kll̄ Klr̄ Klc̄

Krl̄ Krr̄ Krc̄

Kcl̄ Kcr̄ Kcc̄









, (B.15)

the one loop beta function vanishes if [21]

log
detN+

detN−
= f(ℓ, φ, χ) + f̄(ℓ̄, φ̄, χ̄) + g(r, φ, χ̄) + ḡ(¯̃r, φ̄, χ), (B.16)

while the target manifold is generalized Calabi-Yau if it satisfies the stronger condition [22]

log
detN+

detN−
= const. (B.17)

We end this section with a final remark. Mapping the bihermitian data,

(g,H, J+, J−) → (g,H, J+,−J−) , (B.18)
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merely amounts to mapping the corresponding generalized Kähler potential

K(ℓ, ℓ̄, r̃, ¯̃r, φ, φ̄, χ, χ̄) → −K(ℓ, ℓ̄, ¯̃r, r̃, χ, χ̄, φ, φ̄) , (B.19)

leaving any of the expressions above unchanged. This is a general symmetry of (2,2)

supersymmetric sigma models.

C Isometries and T-duality

T-duality is an equivalence of the underlying physics of sigma models describing different

geometries. The duality can be realized by gauging an isometry of the sigma model,

and then adding a Lagrange multiplier enforcing flatness of the gauge connection, so that

it is equivalent to the original model. Integrating out instead the non-dynamical gauge

connection yields the T-dual model, which in general describes a different geometry [13].

In (2, 2) superspace, T-duality also changes the complex structures [12], and therefore

also the type of the generalized Kähler geometry. Isometries of (2, 2) supersymmetric sigma

models fall into three categories: in appropriate local coordinates, they act either on (i)

a chiral or a twisted chiral coordinate, (ii) a pair of chiral and twisted chiral coordinates,

or (iii) a set of semi-chiral coordinates.19 The isometries can then be gauged using an

appropriate gauge connection: for (i), a usual vector multiplet; for (ii), a large vector

multiplet (LVM); and for (iii) a semi-chiral vector multiplet (SVM) [23–25].

T-duality along isometries of type (i) exchanges a chiral superfield for a twisted chiral

(or vice versa), so if the original generalized geometry is of type (p, q), then the dual

geometry has type (p− 1, q + 1) (or (p+ 1, q − 1)). T-dualizing along a type (ii) isometry

exchanges a pair of chiral and twisted chiral coordinates for a set of semi-chirals, so the

dual model has type (p− 1, q− 1). Finally, for type (iii), a set of semi-chirals is exchanged

for a chiral and twisted chiral, so the dual model has type (p+ 1, q + 1).

The LVM and SVM are novel vector multiplets which do not arise in the Kähler

(torsionless) case. We briefly review these vector multiplets.

C.1 Large vector multiplet (LVM)

A type (i) isometry k = kφ∂φ+kφ̄∂φ̄+kχ∂χ+kχ̄∂χ̄ acts on both chiral φ and twisted chiral

χ coordinates and is gauged with a large vector multiplet (LVM), consisting of three real

vector multiplets V I = (V φ, V χ, V ′). Since the isometry preserves the generalized Kähler

structure Lkg = LkH = LkJ± = 0, the potential transforms into a generalized Kähler

transformation

LkK = f(φ, χ) + f̄(φ̄, χ̄) + g(φ, χ̄) + ḡ(φ̄, χ). (C.1)

The preservation of both complex structures J± implies that the components of k depend

only on coordinates of the appropriate chirality

kφ = kφ(φ), kφ̄ = kφ̄(φ̄), kχ = kχ(χ), kχ̄ = kχ̄(χ̄). (C.2)

19More generally, isometries of type (i) and (ii) can also act on semi-chiral coordinates.
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In this paper we deal only with invariant potentials, so we shall assume f = f̄ = g = ḡ = 0.

Therefore,

kφ∂φK = iµφ + µ′,

kφ̄∂φ̄K = −iµφ + µ′,

kχ∂χK = iµχ − µ′,

kχ̄∂χ̄K = −iµχ − µ′,

(C.3)

for some real functions µI = (µφ, µχ, µ
′). These functions have the interpretation as (local)

moment maps with respect to the 2-form gerbe potentials F± of the generalized geometry,

and another symplectic form G we define below. Recall that generalized Kähler geometry

may be reformulated as a flat biholomorphic gerbe [20] with local two-form potentials

F± =
1

2
(b±J± ∓ ω±) =

i

2
d(∓Kφdφ±Kφ̄dφ̄+Kχdχ−Kχ̄dχ̄) = ∓1

2
ddc∓K, (C.4)

where subscripts of K denote derivatives, and b± are local torsion potentials db± = H

which are chosen to be (2, 0) + (0, 2) with respect to the complex structures J±. We also

introduce the local symplectic form

G =
1

2
(b+ − b−) =

1

2
d(−Kφdφ−Kφ̄dφ̄+Kχdχ+Kχ̄dχ̄) =

1

2
d(Kµ J+J−dX

µ). (C.5)

For an invariant potential K,

ιkF± = ∓1

2
Lk(Kµ J∓dX

µ)± 1

2
dιk(Kµ J∓dX

µ)

= −1

2
d(±µφ − µχ), (C.6)

ιkG =
1

2
Lk(Kµ J+J−dX

µ)− 1

2
dιk(Kµ J+J−dX

µ) = dµ′, (C.7)

which shows that the µI are indeed moment maps with respect to F± and G.
Gauging the isometry in (2, 2) superspace promotes the parameter to chiral and twisted

chiral parameters

δΛ = Λφkφ∂φ + Λφ̄kφ̄∂φ̄ + Λχkχ∂χ + Λχ̄kχ̄∂χ̄

=
1

4
(Λφ + Λφ̄ + Λχ + Λχ̄)Lk + i(Λφ − Λφ̄)Lk(φ)

+ i(Λχ − Λχ̄)Lk(χ)
+ (Λφ + Λφ̄ − Λχ − Λχ̄)Lk(‘) . (C.8)

where the complex conjugate vector fields kI are defined by

k(φ) = −1

4
(J+ + J−)k =

i

2
(kφ̄∂φ̄ − kφ∂φ),

k(χ) = −1

4
(J+ − J−)k =

i

2
(kχ̄∂χ̄ − kχ∂χ),

k(′) = −1

4
J+J−k =

1

4
(kφ∂φ + kφ̄∂φ̄ − kχ∂χ − kχ̄∂χ̄).

(C.9)
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The gauged potential is

Kg(φ, φ̄, χ, χ̄, V φ, V χ, V ′) = K(φ, φ̄, χ, χ̄) +

∫ 1

0
dt exp(tV ILkI )V

KµK

= exp(V ILkI )K(φ, φ̄, χ, χ̄), (C.10)

with implicit sums over repeated indices I, J,K (over φ, χ,′). Note that LkIK = µI .

The equations of motion of V I from (C.10) are

∂Kg

∂V I
= exp(V JLkJ )LkIK = exp(V JLkJ )µI . (C.11)

Since

δΛK
g = exp(V JLkJ )

(

δΛK + LkIK δΛV
I
)

, (C.12)

gauge invariance of (C.10) follows provided

δΛV
φ = i(Λφ̄ − Λφ),

δΛV
χ = i(Λχ̄ − Λχ),

δΛV
′ = −Λφ − Λφ̄ + Λχ + Λχ̄.

(C.13)

It is convenient to combine the gauge fields into complex combinations

V =
1

2
(−V ′ + i(V φ − V χ)), Ṽ =

1

2
(−V ′ + i(V φ + V χ)), (C.14)

which transform with semi-chiral parameters δΛV = Λφ − Λχ, δΛṼ = Λφ − Λχ̄. Therefore,

the following are four gauge invariant semi-chiral field strengths

G+ = D̄+V, Ḡ+ = D+V,

G− = D̄−Ṽ, Ḡ− = D−Ṽ.
(C.15)

To enforce the flatness of the LVM, one constrains its field strengths with Lagrange

multipliers of the appropriate semi-chirality,

KLM = −1

2
V IXI = −(ℓV+ rṼ+ ℓ̄V̄+ r̄ ¯̃V)

= −1

2
(V ′X ′ + V φXφ + V χXχ), (C.16)

where X ′ = −(ℓ + ℓ̄ + r + r̄), Xφ = i(ℓ − ℓ̄ + r − r̄), Xχ = i(−ℓ + ℓ̄ + r − r̄). Here I runs

over the components φ, χ,′ of the vector multiplet.

To obtain the T-dual sigma model, one eliminates the flat vector fields V I by their

equations of motion, which set the moment maps µI equal to the Fayet-Iliopolous terms XI .

C.2 Semichiral vector multiplet (SVM)

A type (ii) isometry k = kℓ∂ℓ+kℓ̄∂ℓ̄+kr∂r+kr̄∂r̄ acting on semi-chiral coordinates ℓ, ℓ̄, r, r̄ is

gauged with a semi-chiral vector multiplet (SVM) consisting of three real vector multiplets

V I = (V L, V R, V ′). As discussed in section 2.1, the choice of coordinates ℓ, ℓ̄, r, r̄ encodes
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a choice of polarization on the symplectic leaves of the generalized Kähler manifold; we

demand that the isometry k preserves this polarization (on top of the usual conditions of

a generalized Kähler isometry). This implies

LkK = f(ℓ) + f̄(ℓ̄) + g(r) + ḡ(r̄), (C.17)

kℓ = kℓ(ℓ), kr = kr(r), kℓ̄ = kℓ̄(ℓ̄), kr̄ = kr̄(r̄). (C.18)

For the cases encountered in this paper, the potential K is invariant, so we shall set

f = f̄ = g = ḡ = 0. Note that the mixed coordinate system (ℓ, ℓ̄, r, r̄) is not holomorphic

with respect to either complex structure, so that e.g. kℓ may not be J+ holomorphic despite

it depending only on ℓ.

From (C.17) it follows that

kℓ∂ℓK = iµL + µ′,

kℓ̄∂ℓ̄K = −iµL + µ′,

kr∂rK = iµR − µ′,

kr̄∂r̄K = −iµR − µ′,

(C.19)

where µI = (µL, µR, µ
′) are three real functions. In fact, the µI may be interpreted as

moment maps. Recall that on a symplectic leaf of a generalized Kähler manifold, the

inverse of the Poisson structure π is a symplectic form Ω = g[J+, J−]−1 which may be

thought of as the real part of a holomorphic symplectic form with respect to either complex

structure, Ω = ΩL + Ω̄L = ΩR + Ω̄R, where ΩL = −d(∂ℓK dℓ),ΩR = −d(∂rK dr). Then,

using subscripts to denote derivatives of K, we may compute

ιkΩL = kℓdKℓ − (kℓ̄Kℓℓ̄ + krKℓr + kr̄Kℓr̄)dℓ

= d(kℓKℓ)− ∂ℓ(k
ℓKℓ + kℓ̄Kℓ̄ + krKr + kr̄Kr̄)dℓ

= d(kℓKℓ) = d(iµL + µ′), (C.20)

and similarly for ΩR. This shows that (µL, µR, µ′) are moment maps for the symplectic

forms Im(ΩL), Im(ΩR) and Re(ΩL) = Re(ΩL) respectively.

Upon gauging, each J±-(anti)holomorphic and polarized sector acquires its own gauge

parameter, ΛL, Λ̄L,ΛR, Λ̄R, so that the gauge variation is

δΛ = ΛLkℓ∂ℓ + Λ̄Lkℓ̄∂ℓ̄ + ΛRkr∂r + Λ̄Rkr̄∂r̄

=
1

4
(ΛL + Λ̄L + ΛR + Λ̄R)Lk + i(ΛL − Λ̄L)LkL

+ i(ΛR − Λ̄R)LkR + (ΛL + Λ̄L − ΛR − Λ̄R)Lk′ , (C.21)

where

kL =
i

2
(kℓ̄∂ℓ̄ − kℓ∂ℓ)

kR =
i

2
(kr̄∂r̄ − kr∂r)

k′ =
1

4
(kℓ∂ℓ + kℓ̄∂ℓ̄ − kr∂r − kr̄∂r̄).

(C.22)

– 31 –



J
H
E
P
0
5
(
2
0
1
8
)
1
8
9

Note that LkIK = µI . The gauged action is

Kg(ℓ, ℓ̄, r, r̄, V L, V R, V ′) = K(ℓ, ℓ̄, r, r̄) +

∫ 1

0
exp(tV ILkI )(V

KµK)

= exp(V ILkI )K. (C.23)

The equations of motion of V I from (C.23) are

∂Kg

∂V I
= exp(V JLkJ )LkIK = exp(V JLkJ )µI . (C.24)

The gauge variation of Kg is

δΛK
g = exp(V JLkJ )

(

δΛK + LkIK δΛV
I
)

. (C.25)

Using (C.21) and LkK = 0, we see that δΛK
g vanishes provided the SVM transforms as

δΛV
L = i(Λ̄L − ΛL),

δΛV
R = i(Λ̄R − ΛR),

δΛV
′ = −ΛL − Λ̄L + ΛR + Λ̄R.

(C.26)

The gauge invariant field strengths are built out of the complex combinations

V =
1

2
(−V ′ + i(V L − V R)), Ṽ =

1

2
(−V ′ + i(V L + V R)) (C.27)

which transform as δΛV = ΛL − ΛR, δΛṼ = ΛL − Λ̄R. The complex field strengths are

F = D̄+D̄−V, F̄ = D+D−V̄,

F̃ = D̄+D−Ṽ,
¯̃
F = D+D̄−

¯̃
V,

(C.28)

which are respectively chiral and twisted chiral.

To enforce the flatness of the SVM, one constrains its field strengths with Lagrange

multipliers of the appropriate chirality,

KLM = −1

2
V IΦI = −(φV+ φ̄V̄+ χṼ+ χ̄ ¯̃V)

= −1

2
(V ′Φ′ + V LΦL + V RΦR), (C.29)

where Φ′ = −(φ+ φ̄+ χ+ χ̄),ΦL = i(φ− φ̄+ χ− χ̄),ΦR = i(−φ+ φ̄+ χ− χ̄).

To obtain the T-dual sigma model, one eliminates the flat vector fields V I by their

equations of motion, which set the moment maps µI equal to the Fayet-Iliopolous terms ΦI .

D Finding complex coordinates

Suppose we have a Lie algebra complex structure (with Tα = (Ta, Tā) denoting respectively

the holomorphic and antiholomorphic generators) which induces a complex structure on

the Lie group, with holomorphic coordinates xµ = (zi, z̄ ī). For definiteness, suppose we
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are working with the left complex structure, so the complex structures on the Lie algebra

and group are related by conjugation by the left Maurer-Cartan frame g−1dg = eαTα.

In this appendix, we discuss how to obtain the holomorphic coordinates zi, z̄ ī in some

neighborhood around the origin from the Lie algebra complex structure.

Compatibility of the complex structures of the group and algebra implies that the

Maurer-Cartan frames corresponding to the holomorphic Lie algebra generators lie in the

holomorphic cotangent bundle:

eaī dz̄
ī = 0, eāi dz

i = 0. (D.1)

Suppose we parametrize the group element as g = exp(ξa(z, z̄)Ta− ξ̄ā(z, z̄)Tā). In the cases

encountered in this paper, the group is unitary, and if Ta are chosen to be hermitian, then

ξ̄ā = (ξa)∗. The Maurer-Cartan frames are

eαTα = exp(−Lξ−ξ̄)d =
∞
∑

n=0

1

(n+ 1)!
(−Lξ−ξ̄)

nd(ξ − ξ̄)

= d(ξ − ξ̄) +
1

2
[d(ξ − ξ̄), ξ − ξ̄] +

1

3!
[[d(ξ − ξ̄), ξ − ξ̄], ξ − ξ̄] + . . . , (D.2)

where LX(Y ) = [X,Y ]. In a neighborhood around the origin, we can solve for ξ(z, z̄) order

by order, by imposing (D.1). Suppose that z = z̄ = 0 at the origin, and expand ξ around it

ξα(z, z̄) = Aα
i z

i +Aα
ī z̄

ī +Aα
ijz

izj +Aα
īj z̄

īzj +Aα
īj̄ z̄

īz̄j̄ + . . . (D.3)

Using a holomorphic diffeomorphism, we can set Aa
i = δai and Aa

ij...k = 0. This allows us to

identify the holomorphic coordinates zi with the holomorphic directions at the origin ea|g=1

determined by the Lie algebra complex structure. We substitute this expansion into (D.2)

and apply the constraint (D.1), order by order in z and z̄. At leading order, we obtain

Aa
ī = 0, Aā

i = 0, (D.4)

and the next order yields

Aa
īj̄ = 0, Aa

īj =
1

2
fa
īj , Aā

ij = 0, Aā
īj =

1

2
f ā
īj , (D.5)

where the integrability condition (see section 2.3) f ā
bc = 0, fa

b̄c̄
= 0 has been used. This

process can be iterated, and in principle yields all the coefficients Aα
īj̄...kl

in terms of the

structure constants. The integrability condition ensures that solutions for the coefficients

always exists. This yields a series for ξ(z, z̄) and therefore a complex parametrization of

the group in a neighborhood of the origin within the radius of convergence.

An important check on our expressions for the holomorphic coordinates comes from

the integrability condition that the form

Ω =
∧

a

tr(Tag
−1dg), (D.6)

is proportional to the holomorphic top form, and hence annihilates all holomorphic differ-

entials dza.
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E Other type (0, 0) potentials for SU(2) × U(1)

In section 3.1.1, we found a type (0, 0) generalized Kähler potential for SU(2) × U(1)

corresponding to a particular choice of parametrization and polarization. Here we explore

other choices.

One choice of parametrization is

ℓ = z2+, ℓ̃ = z1+, r = −z1−, r̃ = z2−, (E.1)

satisfying Re d(ℓ̃ dℓ + r̃ dr) = 0. In the polarization spanned by ℓ̃,
¯̃
ℓ and r̃, ¯̃r, the group

element is parametrized as

g =

(

eζ̄θ+r̃ e−ζθ+ℓ̃

−e−ζθ+
¯̃
ℓ eζ̄θ+

¯̃r

)

. (E.2)

Unimodularity of the SU(2) factor implies that θ satisfies

eθ+r̃+¯̃r + e−θ+ℓ̃+
¯̃
ℓ = 1, (E.3)

which is solved by

θ = ℓ̃+
¯̃
ℓ+ log f(eℓ̃+

¯̃
ℓ+r̃+¯̃r), (E.4)

where f(x) solves the quadratic equation

x f2(x)− f(x) + 1 = 0. (E.5)

The potential, satisfying ∂K
∂ℓ̃

= −ℓ, ∂K∂r̃ = −r is

K
(0,0)
2 = ℓ̃r̃ +

¯̃
ℓ¯̃r +

1

2
(r̃ + ¯̃r)2 +

∫ ℓ̃+
¯̃
ℓ+r̃+¯̃r

dx log f(ex). (E.6)

Note that this parametrization (E.2) is related to the parametrization (3.7) in section 3.1.1

by the symplectomorphism (r, r̃) 7→ (r′, r̃′) with r′ = r + r̃, r̃′ = r̃, so we expect the

potentials (E.6) and (3.8) to be related by a generalized Kähler transformation followed by

a change in polarization. Indeed, it can be checked that

K
(0,0)
0 (ℓ̃,

¯̃
ℓ, r, r̄) = K

(0,0)
2 (ℓ̃,

¯̃
ℓ, r̃, ¯̃r)− 1

2
(r̃2 + ¯̃r2) + rr̃ + r̄¯̃r. (E.7)

This potential (E.6) can be obtained via T-duality along U(1) from the type (1, 1) poten-

tial (3.14), provided the following generalized Kähler transformation is added

K
(1,1)
0 − 1

2
(φ− χ)2 − 1

2
(φ̄− χ̄)2 (E.8)

= −1

2
(φ− φ̄)2 +

1

4
(χ− χ̄− φ+ φ̄)2 − 1

4
(φ+ φ̄− χ− χ̄)2 +

∫ φ+φ̄−χ−χ̄

dq log(1 + eq).

Another family of parametrizations, indexed by a nonzero real parameter γ, is given by

ℓ =
1

2
(γz1+ − (γ + 1)z2+), ℓ̃ = 2(−z1+ + z2+),

r =
1

2
(−γz1− + (γ − 1)z2−), r̃ = 2(−z1− + z2−).

(E.9)
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In the polarization ℓ, ℓ̄ and r, r̄, the potential is

K
(0,0)
3 =

1

2γ2
(ℓ− ℓ̄+ r − r̄)2 +

1

γ

(

(r − r̄)2 − (ℓ− ℓ̄)2
)

−
∫ ℓ+ℓ̄+r+r̄

dx log(ex − 1). (E.10)

This potential can be obtained via T-duality along U(1) from the type (1, 1) poten-

tial (3.14), with the addition of the generalized Kähler transformation

K
(1,1)
0 +

γ

2

(

(φ− χ)2 − (φ− χ̄)2 + (φ̄− χ̄)2 − (φ̄− χ)2
)

=

=
1

2
(χ− χ̄)2 − γ(χ− χ̄)(φ− φ̄) +

∫ φ+φ̄−χ−χ̄

dq log(1 + eq). (E.11)

F T-duality from type (1, 1) to type (0, 0) on SU(2) × U(1)

We begin with the type (1, 1) generalized Kähler structure, with group element

parametrized as in (3.12). We may perform the T-duality along any factor of the

U(1)L ×U(1)R ×U(1) Kac-Moody isometry group. The complex structures J± map these

isometries into one another, so in superspace, where the gauge group is complexified, the

gauging of any the isometries is equivalent up to reparametrizations.

For definiteness, let us dualize along U(1)R, which corresponds to ǫ = 0, η = iλ

in (3.20), with λ a real parameter. This isometry can be gauged with a LVM (see ap-

pendix C). The invariant combinations of fields are φ + φ̄, χ + χ̄ and i(φ̄ − φ + χ − χ̄),

which are respectively gauged with the components V φ, V χ and V ′ of the LVM. There is

a subtlety involved in dualizing from K
(1,1)
0 (3.14): performing the gauging prescription

of [13] on K
(1,1)
0 (and gauge fixing φ → 0, χ → 0) yields

K̃
(1,1)
0 = −1

2
(V χ)2 +

∫ V φ−V χ

dq log(1 + eq)− V IXI , (F.1)

in which V ′ appears only linearly and hence cannot be solved for. To get around this issue,

we restrict the potential to be defined only on the overlap of the two patches (where all the

entries of the group element are nonzero), and add generalized Kähler transformations to

the potential.20 For simplicity, we shall consider only invariant potentials, and in that case,

the generalized Kähler transformations which can be added must be functions of i(φ− χ),

i(φ+ χ̄) (and complex conjugates),

K(1,1) 7→ K(1,1) + f(i(φ− χ)) + f̄(−i(φ̄− χ̄)) + g(i(φ+ χ̄)) + ḡ(−i(φ̄+ χ)). (F.2)

These combinations are gauged by the complex gauge fields V and Ṽ respectively, so the

T-dual potential is now

K̃(1,1) = −1

2
(V χ)2 + f(V) + f̄(V̄) + g(Ṽ) + ḡ( ¯̃V) +

∫ V φ−V χ

dq log(1 + eq). (F.3)

20Adding these terms, which in general shifts the b-field of the original geometry, correspond to holomor-

phic symplectomorphisms of the T-dual geometry.
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If we restrict to the case where f(x) = αx2 and g(x) = βx2 are quadratic monomials, then

solutions for all the gauge fields V φ, V χ, V ′ exist if

8ββ̄ + 2(α+ ᾱ)(β + β̄) + (α+ ᾱ+ β + β̄) 6= 0. (F.4)

In order to arrive at the type (0, 0) potential K
(0,0)
0 obtained in (3.8), we choose α = 1

2 and

β = −1
4 . The dual potential becomes

K̃(1,1) =
1

8
(V ′)2− 3

8
(V φ−V χ)2+

1

4
(V φ−V χ)(V φ+V χ)+

∫ V φ−V χ

dq log(1+ eq)−V IXI .

(F.5)

Defining the Lagrange multipliers by

1

2
(Xφ +Xχ) = −1

4
(r + r̄),

1

2
(Xφ −Xχ) = −1

2
(ℓ̃+

¯̃
ℓ),

X ′ =
i

4
(−r + r̄ − 2ℓ̃+ 2

¯̃
ℓ),

(F.6)

after some simplification the dual potential may be written as

K̃(1,1) = −(ℓ̃+ r)(
¯̃
ℓ+ r̄) +

∫ −r−r̄

dq log(1 + eq) +
1

2
(ℓ̃2 +

¯̃
ℓ2)− 1

4
(r2 + r̄2), (F.7)

which agrees with (3.8) up to a generalized Kähler transformation.

Performing the duality along the U(1) factor requires a subtle maneuver (due to the

fact that r is invariant - see (3.18)) which we shall illustrate here. The U(1) isometry

corresponds to Im ǫ = 0, Im η = 0 and ǫ + η = λ with λ a real parameter. The invariant

combinations i(φ−φ̄), i(χ−χ̄) and φ+φ̄−χ−χ̄ are gauged with V φ, V χ and V ′ respectively.

Starting with (3.14), we add the generalized Kähler transformation 1
2(φ− χ̄)2 + 1

2(φ̄−χ)2,

resulting in the T-dual potential

K̃(1,1) = −1

2
(V χ)2 +

1

2
Ṽ
2 +

1

2
¯̃
V
2 +

∫ −Ṽ− ¯̃
V

dq log(1 + eq)− V IXI (F.8)

with Lagrange multipliers defined such that

V IXI = V χi(ℓ− ℓ̄) + Ṽ(ℓ+ r̃) + ¯̃
V(ℓ̄+ ¯̃r). (F.9)

At this point, we can eliminate V χ using its variational equation V χ = i(ℓ̄ − ℓ), while Ṽ

and ¯̃
V are somewhat more complicated functions of (r̃ + ℓ) and (¯̃r + ℓ̄). Rather than solve

them explicitly, we instead change the polarization21 from r̃, ¯̃r to r, r̄:

K̃ ′(ℓ, ℓ̄, r, r̄) = K̃(1,1)(ℓ, ℓ̄, r̃, ¯̃r) + r̃r + ¯̃rr̄

= −1

2
(ℓ− ℓ̄)2 +

1

2
Ṽ
2 +

1

2
¯̃
V
2 +

∫ −Ṽ− ¯̃
V

dq log(1 + eq)

− Ṽ(ℓ+ r̃)− ¯̃
V(ℓ̄+ ¯̃r) + r̃r + ¯̃rr̄ (F.10)

21In superspace language, changing the polarization is a semi-chiral duality.
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Since
∂K̃(1,1)

∂r̃
=

(

∂K(1,1)

∂V I
−XI

)

∂V I

∂r̃
− Ṽ, (F.11)

and the expression in the parentheses vanishes, the variational equation of r̃ sets r = Ṽ.

This yields

K̃ ′ = ℓℓ̄− ℓr − ℓ̄r̄ +

∫ −r−r̄

dq log(1 + eq) +
1

2
(−ℓ2 − ℓ̄2 + r2 + r̄2). (F.12)

A generalized Kähler transformation cancelling the last term on the line above, and a

further change of polarization, this time on the left semi-chiral fields, brings this to (3.8):

K
(0,0)
0 (ℓ̃,

¯̃
ℓ, r, r̄) = K̃ ′(ℓ, ℓ̄, r, r̄) +

1

2
(ℓ2 + ℓ̄2 − r2 − r̄2)− ℓℓ̃− ℓ̄

¯̃
ℓ. (F.13)

G SU(2) × SU(2)

In this appendix, we examine the two types of generalized Kähler structures on SU(2) ×
SU(2) and relate them by T-duality along an affine isometry. The complex structures on

SU(2)× SU(2) were first written down in [12] and the generalized geometry is discussed in

great detail in [18].

As discussed in section 2.3, SU(2) × SU(2) admits generalized Kähler structures of

two types: choosing the complex structures to be equal on the Lie algebra leads to a type

(Nc, Nt) = (1, 0) generalized Kähler structure while choosing them to be opposite on the

Cartan subalgebra leads to a type (0, 1) structure.

We choose the basis {h, h̄, e1, ē1, e2, ē2} for the Lie algebra of SU(2)× SU(2), where

h =
1

2
(σ1,3 + iσ2,3), e1 =

1

2
(σ1,1 + iσ1,2), e2 =

1

2
(σ2,1 + iσ2,2) (G.1)

and σ1,i (respectively σ2,i), i = 1, 2, 3, are the sigma matrices of the first (second) SU(2)

factor, and the bar denotes hermitian conjugation. The two complex structures on the Lie

algebra compatible with the choice of Cartan subalgebra h, h̄ are

J1 = diag(i,−i, i,−i, i,−i) and J2 = diag(−i, i, i,−i, ,−i). (G.2)

G.1 Type (1, 0)

If one takes J+ and J− both induced from the same Lie algebra complex structure, say J1,

then generically the resulting generalized Kähler structure has type (1, 0) (there are once

again positive codimension type change loci). Denoting the group element in the defining

representation by (g1ij , g
2
ij), i, j = 1, 2, the chiral coordinate is

φ = − log g112 + i log g212, (G.3)

while J± coordinates on each symplectic leaf can be chosen to be

z1+ = log
g112
g122

, z2+ = log
g212
g222

,

z1− = log
g112
g111

, z2− = log
g212
g211

.

(G.4)
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The Poisson structure in these coordinates is

σ(dz1±, dz
2
±) = ±i. (G.5)

We choose the semi-chiral coordinates

ℓ = z1+, ℓ̃ = −iz2+,

r = z2−, r̃ = iz1−,
(G.6)

which satisfy d(ℓ̃dℓ+
¯̃
ℓdℓ̄+ r̃dr + ¯̃rdr̄) = 0. In the polarization determined by ℓ and r, the

generalized potential is22

K = F (φ, φ̄) +

∫ (ℓ,ℓ̄,r,r̄)

ℓ̃ dℓ+
¯̃
ℓ dℓ̄+ r̃ dr + ¯̃r dr̄

=
1

2
(φ̄− φ)2 − (r + iℓ)(r̄ − iℓ̄)− (φ+ φ̄)(ℓ+ ℓ̄) + i(φ̄− φ)(r + r̄)

+

∫ ℓ+ℓ̄

dq log(1 + eq) +

∫ r+r̄

dq log(1 + eq)− 1

2
(ℓ2 + ℓ̄2 + r2 + r̄2). (G.7)

Here, F (φ, φ̄) = 1
2(φ̄ − φ)2 is determined by solving the second order differential equa-

tions (B.12)–(B.13). For our later discussion of T-duality, it is convenient to add generalized

Kähler transformation terms so that

K(1,0)(ℓ, ℓ̄, r, r̄, φ, φ̄) =
1

2
(φ̄− φ)2 − (r + iℓ)(r̄ − iℓ̄) + i(φ̄− φ)(r + r̄ + iℓ− iℓ̄)

+

∫ ℓ+ℓ̄

dq log(1 + eq) +

∫ r+r̄

dq log(1 + eq)− 1

2
(r2 + r̄2), (G.8)

which corresponds to shifting ℓ̃ → ℓ̃′ = ℓ̃+ 2φ+ ℓ = −iz2+ + z1+ + 2φ.

G.2 Type (0, 1)

If one takes J+ induced from the Lie algebra complex structure J1 and J− induced from

J2, then generically the resulting generalized Kähler structure has type (0, 1). The twisted

chiral coordinate is

χ = − log g122 + i log g222 (G.9)

while J± coordinates on the symplectic leaves can be chosen to be the same as those for

the type (1, 0) structure (G.4). The Poisson structure in these coordinates, however, is now

different

σ(dz1±, dz
2
±) = i. (G.10)

We choose now

ℓ = z1+, r = z2−, r̃ = iz1−, (G.11)

as before, but now

ℓ̃ = iz2+ (G.12)

22Note that, due to the relations zj+ + z̄j+ = zj− + z̄j− for each j = 1, 2, the combinations (ℓ, ℓ̄, r̃, ¯̃r) and

(ℓ̃,
¯̃
ℓ, r, r̄) are not functionally independent.
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has an extra minus sign compared to the above. This is necessary to preserve d(ℓ̃dℓ+
¯̃
ℓdℓ̄+

r̃dr + ¯̃rdr̄) = 0. In the polarization determined by ℓ and r, the generalized potential is

K = G(χ, χ̄) +

∫ (ℓ,ℓ̄,r,r̄)

ℓ̃ dℓ+
¯̃
ℓ dℓ̄+ r̃ dr + ¯̃r dr̄

= −1

2
(χ̄− χ)2 + i(ℓr − ℓ̄r̄)− (χ+ χ̄)(ℓ+ ℓ̄) + i(χ̄− χ)(r + r̄)

+

∫ ℓ+ℓ̄

dq log(1 + eq) +

∫ r+r̄

dq log(1 + eq), (G.13)

where G(χ, χ̄) = −1
2(χ̄− χ)2 is determined by (B.12), (B.13).

For later discussion of T-duality, it is convenient to add generalized Kähler transfor-

mation terms so that

K(0,1)(ℓ, ℓ̄, r, r̄, χ, χ̄) = −1

2
(χ̄− χ)2 + i(χ̄− χ)(r + r̄ + iℓ− iℓ̄)

+

∫ ℓ+ℓ̄

dq log(1 + eq) +

∫ r+r̄

dq log(1 + eq)− 1

2
(ℓ2 + ℓ̄2) (G.14)

which corresponds to shifting ℓ̃ → ℓ̃′ = ℓ̃ + 2χ − ℓ = iz2+ − z1+ + 2χ. This matches with ℓ̃

in (G.8) since iz2+ − z1+ + 2χ = −iz2+ + z1+ + 2φ.

G.3 T-duality

The subgroup of the isometry group preserving both complex structures is (U(1)×U(1))L×
(U(1)×U(1))R, acting as g 7→ eǫh̄−ǭhgeη̄h̄−ηh. Under this action, the coordinates transform

as
φ 7→ φ− iǭ+ iη, χ 7→ χ+ iǭ+ iη,

z1+ 7→ z1+ + iǫ+ iǭ z1− 7→ z1− − iη − iη̄,

z2+ 7→ z2+ + ǫ− ǭ z2− 7→ z2− + η̄ − η.

(G.15)

For the type (1, 0) structure, the parameters satisfy

D̄+ǫ = 0, D±ǫ = 0, D̄±η = 0, D−η = 0, (G.16)

while for the type (0, 1) structure, they satisfy

D̄±ǫ = 0, D+ǫ = 0, D̄±η = 0, D−η = 0. (G.17)

In both cases, it is clear that these isometries are affine, ∂++ǫ = 0 = ∂=η.

Let us perform T-duality along the isometry with parameter ǫ = −iλ, η = 0, with λ

real. This isometry transforms φ 7→ φ+λ and χ 7→ χ−λ and leaves ℓ, ℓ̄, r, r̄ invariant. The

potential (G.8) is invariant under this isometry, and can be gauged by a standard vector

multiplet. Constraining the gauge field to be flat using a twisted chiral Lagrange multiplier

χ returns one to the original model

K̃(1,0) = −1

2
V 2 − (r + iℓ)(r̄ − iℓ̄) + V (r + r̄ + iℓ− iℓ̄)

+

∫ ℓ+ℓ̄

dq log(1 + eq) +

∫ r+r̄

dq log(1 + eq)− 1

2
(r2 + r̄2)− i(χ̄− χ)V, (G.18)
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where we have gauge fixed φ = 0. It is now straightforward to check that integrating out

the gauge field V yields the type (0, 1) potential K(0,1) (G.14).

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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[15] M. Roček, K. Schoutens and A. Sevrin, Off-shell WZW models in extended superspace,

Phys. Lett. B 265 (1991) 303 [INSPIRE].

[16] K. Yano, Differential geometry on complex and almost complex spaces, Pergamon Press,

Oxford U.K., (1965).

[17] C.M. Hull, A. Karlhede, U. Lindström and M. Roček, Nonlinear σ models and their gauging
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[24] U. Lindström, M. Roček, I. Ryb, R. von Unge and M. Zabzine, T-duality and generalized

Kähler geometry, JHEP 02 (2008) 056 [arXiv:0707.1696] [INSPIRE].
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1 Introduction

Two-dimensional non-linear sigma models hold great interest for two key reasons. First,

they can provide prototypes with which to study strong coupling dynamics in a simpler

setting than four-dimensional non-abelian gauge theories. Second, they are the building

blocks of the worldsheet description of string theory. Under certain circumstances these

theories can have a dramatic additional simplicity — that of integrability — allowing one

to transcend the usual perturbative tool kit. A rather long standing question has been to

establish the complete landscape of integrable sigma models.

A substantial breakthrough was made by Klimcik with the explicit demonstration that

the Yang-Baxter sigma models [1] are integrable [2]; thereby providing a one-parameter

integrable deformation of the principal chiral theory associated to any semi-simple Lie

algebra. These theories, now often called η-deformations, have taken great prominence

since they provide a Lagrangian description of a theory whose symmetry is deformed to a

quantum group [3]. When extended to theories on symmetric spaces and to super-cosets,

this has yielded a remarkable quantum group deformation of the AdS5×S5 superstring [4]

opening the door to an intriguing interpretation within holography.
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A surprising feature of the η-deformed theory in the context of the AdS5 × S5 super-

string is that it appears to describe a scale invariant but not Weyl invariant theory. This is

seen directly by the target spacetime’s failure to satisfy the equations of Type IIB super-

gravity but instead to obey a set of “generalised” supergravity equations [5]. Recent work

has started to place these η-theories, and the generalised supergravity that govern their

target spacetimes, in the context of double/exceptional field theory [6, 7] and make explicit

the link to T-folds and non-geometric configurations [8]. A link between the r-matrix, satis-

fying a (modified) classical Yang-Baxter equation, that defines Yang-Baxter sigma models

and the spacetime non-commutativity parameter has been developed in [9, 10] using the

open-closed map.

Notably, the η-theory displays a so-called Poisson-Lie (PL) symmetry. This means

that it possesses a generalised T-dual in the Poisson-Lie sense proposed by Klimcik and

Severa [11]. The Poisson-Lie dual model, modulo an analytic continuation, has been es-

tablished to be a well-known integrable deformation called the λ-deformation. Introduced

by Sfetsos [12] these theories interpolate between a Wess-Zumino-Witten (WZW) [13] or a

gauged WZW model and the non-abelian T-dual of the principal chiral model on a group

manifold or symmetric coset space respectively. The connection between the η- and the

λ-theories was first shown for explicit SU(2) based examples [14, 15] and established in

generality by [16, 17].

Like the η-theories, λ-models can also be applied to cosets [18] and semi-symmetric

spaces [19] and are thought to encapsulate quantum group deformations with q a root of

unity. In contrast to the η-theory, the target spacetimes associated to the λ-model provide

genuine solutions of supergravity (with no modification) [20–24].

Given these successes a natural recent focus has been to understand potential generali-

sations of these approaches to include multi-parameter families of integrable models. On the

side of the η-deformation (or Yang-Baxter model) notable are the two-parameter bi-Yang-

Baxter deformations [25], the inclusion of a Wess-Zumino term [26] and indeed the recent

synthesis of these [27]. On the λ side, multi-parameter deformations have been constructed

and studied in [15, 28–30]. There is also some evidence that a Poisson-Lie connection should

be present between multi-parameter η- and λ-models; for example the bi-Yang Baxter

model has been shown to be related to a generalised λ-model [31]. The Yang-Baxter theory

with a WZ term (YB-WZ) appears amenable to similar treatment since it can be written

as an E-model [32] (though the corresponding λ theory is not clearly spelt out as yet). The

construction of Lax pairs directly from the E-model has recently been studied in [33].

In this work we will provide further study of the multi-parameter YB-WZ model. For

the case of SU(2) this system was studied in [34, 35]. Specifically we shall,

• Study the one-loop renormalisation of the general YB+WZ model extending results

in the literature from SU(2) [34] to arbitrary groups. We will find that the conditions

placed on a sigma model by integrability have an interesting interplay with renor-

malisation. The condition required of classical integrability is preserved by RG flow.

Second, when dealing with non-simply laced algebras one finds the classical integra-

bility condition is necessary for the renormalisation of the model not to introduce new
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couplings in addition to those of the bare theory. That a classical property seems to

be so tied to a very quantum calculation is notable.

• We will clarify some details of the quantum group symmetries in these models and

in particular show that the parameters defining the symmetry algebra are invariants

of the RG flow.

• We comment on the role of Poisson-Lie dualisation for the YB-WZ model. Consid-

ered within the framework of the E-model [32], the YB-WZ can be seen as being

part of a pair of Poisson-Lie dual models. In particular, it admits a formulation as

an E-model associated to the Drinfeld double d = gC. When the integrability condi-

tion is satisfied, the Poisson-Lie T-duality transformation preserves the structure of

the action (2.2) while the coupling parameters follow very simple “radial inversion”

transformation rules.

• We will examine the possible worldsheet supersymmetrisation of the YB-WZ model

associated to SU(2)×U(1) which is the simplest but non-trivial example that allows

N = (2, 2) in the undeformed (WZW) case. While N = (1, 1) supersymmetry is

always possible, going beyond that requires the introduction of additional geometric

structures. We show that N = (2, 2) is forbidden for generic values of the deformation

parameters while N = (2, 0) or N = (2, 1) is possible only for specific values. This

leads us to conjecture that an N = (2, 2) YB-WZ model is not possible in general.

The paper is organised as follows. Section 2 introduces the Yang-Baxter Wess-Zumino

model together with its integrability properties relevant to the subsequent discussions. In

section 3 we give an explicit derivation of the one-loop β-functions of the YB-WZ model

in the case of arbitrary groups. Given the result, we find that one needs to carefully

distinguish between two cases: when the group is simply-laced or not. In the former

case, a consistent renormalisation does not require the model to be integrable. For the

latter case, the classical integrability condition turns out to be necessary to prevent the

creation of new couplings in the theory by renormalisation. A detailed discussion of the

RG behaviour is given in both cases. Section 4 formulates the YB-WZ action (2.2) within

the framework of the E-model and derives the Poisson-Lie T-dual model. In section 5 we

study the possibility of extended supersymmetry of the YB-WZ model. We end with a

summary and conclusions in section 6. The conventions used throughout this paper are

given in appendix A. Appendix B reviews the construction [35] of the charges of the SU(2)

YB-WZ model paying particular care to the overall normalisations required to expose the

correct RG properties. In appendix C and D we collate a set of useful expressions which

were used in the calculations of the β-functions.

2 Yang-Baxter and Yang-Baxter Wess-Zumino models

In this first section, we present the Yang-Baxter Wess-Zumino model (YB-WZ) as con-

structed in [26], which will be the main topic of the remainder of this paper. Given a

Lie algebra g, we introduce an endomorphism R : g → g skew symmetric with respect to
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the Cartan-Killing product 〈·, ·〉 (〈Rx, y〉 = −〈x,Ry〉) and obeying the modified classical

Yang-Baxter (mCYBE) equation,

[Rx,Ry]−R ([x,Ry] + [Rx, y]) = [x, y] ∀x, y ∈ g , (2.1)

which further satisfies R3 = −R. The canonical realization of R is most easily seen in a

Cartan-Weyl basis for the Lie algebra where it maps generators belonging to the CSA to

zero and where it acts diagonally on generators corresponding to positive (negative) roots

with eigenvalue +i (−i). Equipped with this structure, we define the YB-WZ action in

worldsheet light-cone coordinates as,

S = − 1

2π

∫
dσdτ〈g−1∂+g,

(
α1 + βR+ γR2

)
g−1∂−g〉

+
k

24π

∫
M3

〈ḡ−1dḡ, [ḡ−1dḡ, ḡ−1dḡ]〉 . (2.2)

Here as usual the coefficient of the Wess-Zumino term, k, is an integer, quantised such

that the path integral based on this action is insensitive to the choice of the extension

ḡ : M3 → G.

A short calculation yields, after integration by parts and discarding the total derivative,

the equations of motion,

δS =
α− γ

2π

∫
dσdτ〈δgg−1, ∂+K− + ∂−K+〉 , (2.3)

with,

K± =
1

α− γ
(
(α∓ k)∓ βRg + γR2

g

)
v± , (2.4)

in which we recall v = dgg−1 are the right invariant one-forms and,

Rg = adg ◦ R ◦ adg−1 , (2.5)

which, like R, obeys the mCYBE and is skew symmetric with respect to the ad-invariant

Cartan-Killing form 〈·, ·〉. Using the inverse of eq. (2.4),

v± = (α− γ)

(
1

α∓ k
± β

β2 + (α∓ k − γ)2
Rg

+
β2 − γ(α∓ k − γ)

(α∓ k)(β2 + (α∓ k − γ)2)
R2
g

)
K± , (2.6)

in dv − v ∧ v = 0, one easily gets,

∂+K− − ∂−K+ − [K+,K−] =

(
k

α
+

√
γ(α2 − αγ − k2)√

α(α− γ)
Rg

− k γ

α(α− γ)
R2
g

)
(∂+K− + ∂−K+) , (2.7)

if and only if the coefficients are related via [26],

β2 =
γ

α

(
α2 − αγ − k2

)
. (2.8)
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So we conclude that the currents K± are on-shell flat provided eq. (2.8) holds. This is

sufficient to guarantee classical integrability as the equations of motion follow then from

the flatness of the standard gC-valued Zakharov-Mikhailov Lax connection [42],

L±(z) =
1

1∓ z
K± . (2.9)

We call the solutions to eq. (2.8) the integrable locus.1 From eqs. (2.7) and (2.4) one

deduces the further conditions α 6= 0 and γ 6= α, ensuring that the kinetic term is properly

defined. In addition, as all parameters α, β, γ, k are real and the kinetic term should have

the right sign (α > 0), we conclude from eq. (2.8) that the allowed values of α and γ are

α ∈ [|k| , ∞[ and γ ∈
[
0 , α

2−k2
α

]
or α ∈ ]0 , |k|] and γ ∈

[
−k2−α2

α , 0
]
, where on α = |k| we

find the WZW point [13]: γ = β = 0.

For the particular subset of the integrable locus given by [1],

k = 0 , α =
1

τ
, β =

η

τ(1 + η2)
, γ =

η2

τ(1 + η2)
, (2.11)

the action eq. (2.2) reduces to what has become known as the η-deformed principal chiral

model which is integrable [2] with the dynamics encoded in the flatness of a gC-valued Lax

connection L (z) depending on a spectral parameter z ∈ C. This theory displays a fascinat-

ing structure of infinite symmetries [3]. At the Lagrangian level the left acting G symmetry

is preserved and is complemented, as in the undeformed principal chiral model, with non-

local charges furnishing a Yangian Y(g). The right acting G symmetry is broken to its Car-

tan in the action eq. (2.2), but is enhanced by non-local charges to form a classical version of

a quantum group Uq(g) [3] (actually further extended to an affine Uq(ĝ) [36]). Schematically,

for a given simple root there exists a local charge QH and non-local charges Q± that obey,

{Q+,Q−} = i
qQ

H − q−QH

q − q−1
, {Q±,QH} = ±iQ± . (2.12)

The quantum group parameter is given simply by q = exp(8πτη) which is an invariant

under the renormalisation group flow of couplings [15].

The charges that generate these symmetries can be obtained by expansions around

suitable values of the spectral parameter of the monodromy matrix,

U(z) = P exp

[∫
dσLσ(z)

]
, (2.13)

which is conserved by virtue of the flatness of L . The Yangian left acting symmetries

are found through expansions around z = ∞ whereas the right acting quantum group

1To translate to [26] we have the dictionary of parameters (α, β, γ, k)→ (η2, R, k′,K)

A =
β

α− γ , η2 =
γ

α− γ , k′ =
k

α− γ , K =
α− γ

4π
, (2.10)

however we shall continue with the (α, β, γ, k) such that k gives the level of the WZW model that will

appear at IR fixed points.
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symmetries are found [3] via the expansion of the gauge transformed Lax around special

points corresponding to poles in the twist function of the Maillet algebra [37].

Much of the story for the general η-deformed model was first established for the case

of g = su(2) which corresponds to the sigma model on a squashed S3 (the Kalb-Ramond

potential encoded by eq. (2.2) is pure gauge in this case and though it doesn’t effect the

equation of motions it corresponds to an improvement term to ensuring flatness of currents).

The integrability was established many years ago by Cherednik [38]. Somewhat later the

classical Yangian symmetry was shown in [39] and the (affine) quantum group symmetry

in [40, 41].2

Now we turn to the case where k 6= 0 which is the main focus of this paper. Again

historically this was first well explored for the case of g = su(2). The left acting symmetry

is still a Yangian [34] but the right acting symmetry is more mysterious [35] (we review the

construction of the charges generating these generalised symmetries in appendix B). One

finds a structure similar to an affine quantum group Uq(ŝu(2)) with,3

q = exp

[
8πΘ

Θ2 + k2

]
, (2.14)

but with a modification in how the affine tower of charges is build up. Namely, instead of

taking successively the Poisson bracket to access the next charges in the tower, the Poisson

bracket is multiplied at each step by an additional factor,

γ−

γ+
= −k + iΘ

k − iΘ
. (2.15)

To move down, the Poisson bracket needs to be multiplied by its inverse (see figure 2 of [35]

for further details). Here the combination,

Θ2 =
α
(
α(α− γ)− k2

)
γ

, (2.16)

will play a distinguished role in what follows; it will be seen to be an RG invariant.

As mentioned above, several partial results were already obtained for the YB-WZ

model in the particular case where g = su(2). In this paper we mostly focus on the case

where g is arbitrary. As we will see the general case shows several features which are absent

when g = su(2).4

3 Renormalisation of the YB-WZ model

Our aim is to calculate the β-functions for the couplings {α, β, γ} in the theory defined

by eq. (2.2) without first assuming that the couplings lie on the integrable locus eq. (2.8).

2There is a small but potentially important subtlety here. In [41] the affine charges are constructed from

the expansion of a trigonometric Lax at infinity and appear in the principal gradation. When the charges

are extracted from the gauge transformation of the rational Lax evaluated around the poles in the twist

function as in [36] they appear in the homogeneous gradation; to go between the two gradations requires a

spectral parameter dependent redefinition of generators.
3Here we restore the overall normalisations to the results in [35] and map to our conventions.
4Mathematically all differences between the general case and the simpler case where g = su(2) arise from

the fact that su(2) is the only simple Lie algebra where all roots are simple roots.
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The coupling k being integer quantised evidently does not run. To do so we will proceed

geometrically; for a general two-dimensional non-linear sigma model the β-function for the

metric Gµν and Kalb-Ramond two-form potential Bµν in local coordinates xµ are given by,

at one-loop,

µ
d

dµ
Gµν = β̂Gµν = α′

(
Rµν −

1

4
H2
µν

)
+O(α′)2 ,

µ
d

dµ
Bµν = β̂Bµν = α′

(
−1

2
∇λHλµν

)
+O(α′)2 ,

(3.1)

where H = dB is the torsion 3-form and the connections and curvatures are to be calculated

using G. However, the diffeomorphism and gauge covariance of G and B means that these

β-functions are ambiguous (even at one-loop order) [43, 44] allowing us to modify them by,5

β̄Gµν = β̂Gµν +∇(µWν) ,

β̄Bµν = β̂Bµν + (ιWH)µν + (dΛ)µν ,
(3.2)

with W and Λ arbitrary target space one-forms. For the sigma model defined in eq. (2.2),

of which the left acting G symmetry is unaltered by the deformation, the target space data

is most naturally expressed in a non-orthonormal frame formalism with frames defined by

the left-invariant one-forms u = g−1dg = −iuATA as,

GAB = ακAB + γR2
AB , (3.3)

and torsion,

HABC = 3β F[AB
DRC]D − k FABC . (3.4)

Here κAB = 〈TA, TB〉, R(TA) = RBATB and algebra indices out of position are lowered

with κAB. To completely fix things one should set α′ = 2 so that the standard normalisation

of the WZW models is recovered in the case α = |k|, β = γ = 0.

After a long battle making use of the properties listed in appendix C and the expres-

sions of the geometry in the non-orthonormal frame listed in appendix D one finds that

the β-functions are given by,

β̂GAB = −cG
(
k2(α− 2γ)

2α(γ − α)2
− β2

(γ − α)2
− γ2

2(γ − α)2
− 1

2

)
κAB −

cG
2

(
1− α2 + β2

(γ − α)2

)
R2
AB

−
(
γ

α

k2

(γ − α)2
+

β2

(γ − α)2
+

γ

(γ − α)

)
FAD

CFBC
E(R2)DE , (3.5)

β̂BAB =
2β

α− γ
FAD

CFBC
ERDE + cG

β

α− γ
RAB . (3.6)

The terms in blue involve tensor structures that are not present in the metric ansatz. If

these terms are not removed it would mean that under the RG flow the metric would flow

out of the ansatz specified by eq. (3.3). Let us exploit the diffeomorphism symmetry to

5Note that the Lie derivative acts on LWB = ιWH + dιWB and the latter term being a total derivative

can be discarded within the action.
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try and ameliorate the situation. With this in mind, note that for a one-form W whose

components WA are constant in frame indices we have:

∇(AWB) =
1

2

γ

α− γ
(
FAD

C(R2)DB + FBD
C(R2)DA

)
WC ,

(iWH)AB = 3βF[AB
DRC]DG

CEWE − kFABCGCDWD .

(3.7)

First, we try to use an appropriate choice of W to remove the offending blue term in β̂G.

However, using the properties listed in appendix C, one can show that the only sensible

choice of G−1W involving the structure constants and the R-matrix will always be Killing.

Nevertheless, by taking the components WA proportional to FAB
CRBC , one can show that

it is again Killing but can now in fact absorb the offending first term in β̂B. Finally, we

remark that for the case of g = su(2) (cG = 4 in our conventions) the contribution of the

parameter β cancels exactly in β̂G and can be gauged away by an appropriate gauge choice

Λ in β̄B eq. (3.2) since RABuA ∧ uB is a pure gauge improvement term for su(2).

We now consider the remaining offending term in β̂G eq. (3.5). Using a Cartan-Weyl

basis for the Lie algebra and calling Lie algebra indices corresponding to positive (negative)

roots as a, b, . . . (ā, b̄, . . . ) and those corresponding to directions in the CSA by m, n,

. . . one gets,

FAD
CFBC

E(R2)DE = cGκAB + FAm
CFBC

m . (3.8)

The second term is non-vanishing only if the index A corresponds to a positive root and

the index B to the corresponding negative root (or vice-versa) so one would expect it to

be proportional to R2
AB. Explicit computation gives,

Fam
CFāC

m = −κaā~a · ~a = ~a · ~aR2
aā , (3.9)

where ~a · ~a is the length squared of the root a. In our normalization it is always equal to

2 for simply laced groups (g = An, Dn, E6, E7 and E8). For the non-simply laced groups

its either 2 or 1 (for g = Bn, Cn and F4) or 2 or 1/3 (for g = G2). So the term in blue in

eq. (3.5) can be rewritten as,

FAD
CFBC

E(R2)DE = cG κAB + 2x(A,B)R2
AB , (3.10)

where for simply laced groups x(A,B) = 1 holds. For non-simply laced groups x(A,B)

assumes two different values pending the values of the indices A and B. This implies that

only for simply laced groups the RG stays within the ansatz specified by eq. (3.3).

However, there is a second way to remain within the ansatz eq. (3.3). Till now we did

not impose any restriction on the parameters α, β, γ and k. Looking at the bothersome

term in the last line of eq. (3.5) we see that it precisely vanishes at the integrable locus

eq. (2.8) and we remain within the ansatz eq. (3.3) for any group (simply laced and non-

simply laced)! So we should distinguish two cases: case I, a restriction to the integrable

locus for general groups, and case II, a restriction to simply laced groups where we can

keep the parameters general.
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Before analysing both cases, we will consider a useful quantity to understand the RG

flow: the Weyl anomaly coefficient β̃Φ. It is defined through the expectation value of the

trace of the stress tensor,

〈T 〉 =
1

4π
β̃ΦR(2) + . . . , β̃Φ =

D

6
−α′ 1

4

(
R+ 4∇2Φ− 4(∂Φ)2 − 1

12
H2

)
+O(α′)2 . (3.11)

with D the dimension of g. The quantity β̃Φ, which one recognises in the spacetime

effective Lagrangian for bosonic strings, can serve as a c-function for the models we are

considering [45].6 Here we find for arbitrary groups in general,

β̃Φ =
D

6
+
cGD

8

(
1

(γ − α)
− k2 + β2

3(γ − α)3

)
+
cGl

8

(
γ

(γ − α)2
+
k2γ + αβ2

α(γ − α)3

)
(3.12)

where l is the rank of g. Focusing on the particular case of the integrable locus (i.e. case

I) this equation reduces to,

β̃Φ =
D

6
+
cGD

24

(
(Θ2 + α2)(α4 + k2(Θ2 − 3α2)− 3Θ2α2)

α3(Θ2 + k2)2

)
. (3.13)

Whilst perhaps not so elegant, after applying the RG equations for this case we have,

d

dt
β̃Φ =

c2
GD

(
k2 − α2

)2 (
α2 + Θ2

)2 (
3α4 − 2α2Θ2 + 3Θ4

)
48α6 (Θ2 + k2)4 . (3.14)

Notice that because
(
3α4 + 3Θ4 − 2α2Θ2

)
has no real roots for α2 ∈ R and Θ2 ∈ R we

explicitly see the monotonicity of the flow dtβ̃
Φ > 0 with t → ∞ in the UV giving as

required β̃Φ|UV > β̃Φ|IR. The IR is no more than the WZW CFT at α = |k|, γ = β = 0

(for which of course β̃Φ = D
6 −

Dhv

6k + O( 1
k )2 in accordance with the large level expansion

of 1
6 times the central charge c = k dimG

k+hv ).

3.1 Case I: general group G and restriction to the integrable locus

We will now restrict ourselves to the integrable locus, i.e. the coupling constant β satisfies

eq. (2.8),

β = ±
√
γ

α

√
α2 − αγ − k2 , (3.15)

whilst keeping the group G arbitrary. Eqs. (3.5) and (3.6) now become,

β̂GAB = −cG
(
k2(α− 2γ)

2α(γ − α)2
− β2

(γ − α)2
− γ2

2(γ − α)2
− 1

2

)
κAB −

cG
2

(
1− α2 + β2

(γ − α)2

)
R2
AB

= −cG
2

k2 − α2

(α− γ)2
κAB −

cG
2

γ

α(α− γ)2

(
2αγ − 3α2 + k2

)
R2
AB , (3.16)

β̂BAB = cG
β

α− γ
RAB

= ±cG
1

α− γ

√
γ

α

√
α2 − αγ − k2RAB . (3.17)

6In general one would need to average, i.e. integrate this over spacetime coordinates but the special form

of the metric on a group manifold means that is not needed here.
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Eq. (3.16) yields the RG equations for the independent coupling constants α and γ,

dα

dt
= −cG

2

k2 − α2

(α− γ)2
,

dγ

dt
= −cG

2

γ

α(α− γ)2

(
2αγ − 3α2 + k2

)
. (3.18)

Note that eq. (3.18) is simply a rescaling of that obtained for su(2) in [34]. Therefore, the

group dependence in the flow equations is limited to the rate of the flow. Indeed, absorbing

the factor cG in the RG time, t→ cGt, the flow can be made independent of the Lie group

G. Eq. (3.17) also consistently yields the flow of the dependent parameter β,

dβ

dt
= cG

β

α− γ
. (3.19)

Using these equations one immediately gets,

d

dt

(
β2 − γ

α

(
α2 − αγ − k2

))
=

2cG
α− γ

(
β2 − γ

α

(
α2 − αγ − k2

))
, (3.20)

showing that the integrable locus is preserved by the RG!

Moreover, this system has an RG invariant aside from the coefficient of the WZ term,

Θ2 =
α
(
α2 − αγ − k2

)
γ

, (3.21)

in terms of which we have a single independent RG equation,

d

dt
α =

cG
2

(α2 − k2)
(
α2 + Θ2

)2
α2 (k2 + Θ2)2 . (3.22)

Returning to the discussion in section 2 we see that the parameters entering the charge

algebra are RG invariants since they are functions of Θ and k alone.

Discussion of the RG behaviour at the integrable locus. The case of SU(2) was

already considered in [34], where at first sight it appears to be different because the β

coupling is a total derivative in the Lagrangian and serves merely as an improvement term

in the currents. The renormalisation of this coupling in the case of SU(2) can be absorbed

by a gauge transformation generated by Λ of eq. (3.2). So in fact the analysis of the RG

phase portraits performed in [34] is equally valid here, corroborating the group dependence

of the flow. However, for completeness and later discussion we present in figure 1 the RG

behaviour of the G = SU(3) YB-WZ model at level k = 4 restricted to the integrable locus.

In this case, we have an RG invariant Θ given by eq. (3.21) which labels the RG

trajectories. The only fixed point is now the WZW at α = |k| = 4, β = γ = 0 in the IR.

Again, on the α = γ line the one-loop result blows up and the metric is degenerate. Since

we are restricted to the integrable locus, where β satisfies eq. (2.8), the physically allowed

theories are located in the regions where β, or equivalently the RG invariant Θ, is real.

There are two such regions indicated in green.
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Figure 1. The RG evolution for the G = SU(3) and k = 4 YB-WZ model restricted on the

integrable locus of the couplings α vs. γ. The arrows point towards the IR. The red line α = γ

depicts the points where the one-loop result blows up and it is labeled by Θ2 = −k2 = −16. The

black dot represents the WZW point (α = 4, β = γ = 0) which is an IR fixed point with only

irrelevant directions. The green regions are those where the coupling β(α, γ) and the RG invariant

Θ are real. The yellow line portrays Θ2 = 10, the cyan line Θ2 = −10 an the purple line Θ2 = −20.

A physically allowed trajectory is portrayed by the yellow line in figure 1, along which

the RG invariant has the constant real value. By varying the value of the RG invariant

Θ ∈ R, we can cover the full region of physically allowed trajectories. In the green region

where γ < 0, we start from the trivial fixed point at α = γ = 0 in the UV and end up at the

WZW in the IR in a finite RG time. In the green region where γ > 0, the WZW is again an

IR fixed point but the asymptotic behaviour is not yet apparent. However, as we will see

in the coming section, these two green regions are to be physically identified by a duality.

In the other regions, we have either 0 > Θ2 > −k2, represented by the cyan line, or

Θ2 < −k2, represented by the purple line. The crossover is given by Θ2 = −k2 which

corresponds to the red α = γ line. In any case, we flow either to the WZW or to a strongly

γ-coupled theory in the IR. Conversely, flowing towards the UV leads either to the trivial

fixed point or to an unsafe theory.

Let us analyse the behaviour around the IR WZW fixed point. If we linearise the flow

around the fixed point, i.e. let α = k+ ᾱ and β = 0 + β̄ γ = 0 + γ̄, we see from eqs. (3.18),

dᾱ

dt
=
cG
k
ᾱ ,

dβ̄

dt
=
cG
k
β̄ ,

dγ̄

dt
=
cG
k
γ̄ . (3.23)

Since they all have positive sign’s on the right-hand side we conclude that these are indeed

irrelevant. Making use of the RG invariant eq. (3.21) and the integrable locus eq. (2.8) we

can express the action as,

S = − 1

2π

∫
dσdτ Tr

(
g−1∂+g,

(
α1 +

Θ(α2 − k2)

α2 + Θ2
R+

α(α2 − k2)

α2 + Θ2
R2

)
g−1∂−g

)
+ IWZ ,

(3.24)
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where we choose the positive sign for the β-coupling. Now expanding around the IR fixed

point to leading order in ᾱ we have,

S = SWZWk
[g]− ᾱ

2π

∫
dσdτ Tr

(
g−1∂+g,

(
1 +

2kΘ

k2 + Θ2
R+

2k2

k2 + Θ2
R2

)
g−1∂−g

)
.

(3.25)

To interpret this let us now go to the Euclidean setting and define the usual WZW CFT

currents,

J(z) = Ja(z)ta = −k
2
∂gg−1 , J̄(z̄) =

k

2
g−1∂̄g , (3.26)

which obey a current algebra, and are Virasoro primary with weights (1, 0) and (0, 1) with

respect to the Sugawara stress tensor. Consider a composite field φ`¯̀(z, z̄) transforming in

representations labelled by ` and ¯̀ under the affine GL×GR symmetry. This field will also

be Virasoro primary and will be have an anomalous dimensions (∆`, ∆̄¯̀). As explained

in [46] the associated representation of the full Virasoro o KM algebra is degenerate with

a null vector. Because of this the anomalous dimension can be extracted as,

∆` =
c`

cG + k
, (3.27)

where c`I = ta` t
a
` . Examples of such primaries are g(z, z̄), the group element itself, but also

composites including the adjoint action,

Dab(z, z̄) = tr(g−1tagtb) , (3.28)

that transforms in the adjoint of GL on the first index and the adjoint of GR on the second.

This operator has anomalous dimension ∆D = ∆̄D = cG
cG+k and can be used to define the

“wrong” currents i.e.,

K = Kata = −k
2
g−1∂g = g−1Jg ⇒ Ka = JbDba , (3.29)

with dimensions (1 + ∆`, ∆̄¯̀).

Now we can see that the deforming operator is of the form,

O(z, z̄) ∼ Ka(z, z̄)MabJ̄
b(z̄) , M =

(
1 +

2kΘ

k2 + Θ2
R+

2k2

k2 + Θ2
R2

)
, (3.30)

and has total dimension 2+2∆D > 2 and is irrelevant even without any further corrections.

Suppose that we send Θ → ∞ then we are in exactly the situation considered in [13, 46]

of the flow of the PCM plus a Wess-Zumino term with the WZW as the IR fixed point.

Now recall that the Callan-Symanzik equation can be used to relate the beta function

to the anomalous dimension and indeed we see that in the large k limit (in which loop

corrections are suppressed) the anomalous dimension of O, γO → cG
k precisely in agreement

with the leading order of the beta functions eq. (3.23).

It would be interesting to develop this line further and to try and ascertain all loop

summation of the anomalous dimension following similar techniques to those adopted in

the context of λ-models in [47]. There is however an added complexity that the deforming

operator is not diagonal in the algebra indices but mixed with the inclusion of theMmatrix.
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3.2 Case II: simply laced groups and general parameters

Although it is outside the primary purpose of this paper — which is to study integrable

deformations — it is intriguing to look at the case of simply laced groups for which a

consistent renormalisation did not require the model to lie on the integrable locus. It is

then possible to rewrite eqs. (3.5) and (3.6) as,

β̂GAB = −cG
2

k2 − α2

(α− γ)2
κAB −

[
cG
2

(
1− α2 + β2

(γ − α)2

)
+ 2

(
γk2 + αβ2

α(γ − α)2
+

γ

(γ − α)

)]
R2
AB ,

β̂BAB = cG
β

α− γ
RAB . (3.31)

This gives the following RG equations for the coupling constants α, β and γ (with RG time

t = log µ):

dα

dt
= −cG

2

k2 − α2

(α− γ)2
,

dβ

dt
= cG

β

α− γ
,

dγ

dt
= −cG

2

(
1− α2 + β2

(γ − α)2

)
− 2

(
γk2 + αβ2

α(γ − α)2
+

γ

(γ − α)

)
. (3.32)

We will analyse the RG behaviour in some detail below. However one already notices a

remarkable fact. Besides the standard WZW fixed point (α = |k|, β = γ = 0), a second

fixed point seems to emerge at α = |k|, β = 0 and γ = 2cG|k|/(cG + 4) iff. cG 6= 4 or thus

G 6= SU(2). We call this point FP2. When G = SU(2) the RG equations blow up on the

FP2 values (since then α = γ) and the second fixed point is removed. Furthermore, for

SU(2) one sees that the terms involving β cancel in the flow equation for γ̇ and the general

RG equations of the remaining α and γ will coincide with the corresponding RG equations

when restricted to the integrable locus (see above).

The RG behaviour when not restricted to the integrable locus. To illustrate the

existence of the second fixed point FP2, we consider the RG flow for the case of the group

G = SU(3), setting k = 4. We plot the flow in two slices of the three-dimensional coupling

space (α, β, γ) in order to visualise various directions around the fixed points. Figure 2a

shows the flow of α vs. γ in the β = 0 slice and figure 2b the flow of γ vs. β in the α = 4 slice.

From the above figures 2a and 2b, we see qualitatively that the WZW fixed point

exhibits three independent irrelevant directions and the FP2 fixed point one irrelevant and

two relevant independent directions. This can be made precise by again analysing the

linearlised flows in the neighbourhood of the fixed points. In a more compact notation,

denoting ξi = {α, β, γ} with i ∈ {1, 2, 3}, the linearlised flow can be written as,

∂ξi
∂ log µ

= Aijδξi +O(δξ2
i ) . (3.33)

In the neighbourhood of the WZW point we find,

AWZW
ij =

cG
|k|
δij , (3.34)
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(a) The RG flow in the β = 0 slice.
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(b) The RG flow in the α = 4 slice.

Figure 2. The RG evolution of (α, β, γ) for G = SU(3) and k = 4. The arrows point towards the IR.

The red line α = γ depicts the points where the one-loop result blows up. The black dots represent

the RG fixed points WZW and FP2. We see that FP2 exhibits two relevant (orange lines) and one

irrelevant (black line) direction. The WZW is a true IR fixed point with only irrelevant directions.

which gives indeed three independent irrelevant directions (they have positive eigenvalues).

On the other hand, in the neighbourhood of the second fixed point we find,

AFP2
ij =

cG(cG + 4)

|k|(cG − 4)


cG+4
cG−4 0 0

0 −1 0
2(cG+4)
cG−4 0 − cG+4

cG−4

 , (3.35)

for which the eigenvalues read:{
cG(cG + 4)2

|k|(cG − 4)2
,−cG(cG + 4)

|k|(cG − 4)
,−cG(cG + 4)2

|k|(cG − 4)2

}
. (3.36)

Thus, from the second fixed point indeed two relevant and one irrelevant independent

directions emerge.

At the two fixed points the Ricci curvature R (D.12) evaluates to,

RWZW =
cGD

4|k|
,

RFP2 = − cG
4(cG − 4)2

((
c2
G − 16

)
D + 2cG (cG + 4) l

) 1

|k|
,

with D the dimension and l the rank of G such that the target spaces are weakly curved for

large enough k and for which the one-loop result is trustworthy. Whilst there is no reason

to believe that the location of FP2 (i.e. the value of γ at the fixed point) is one-loop exact,

it seems likely that its existence is robust to loop corrections. It is then conceivable that
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FP2 may define a CFT. This being the case, from the general dilaton β-function eq. (3.12)

we can read off the effective central charge ceff of FP2 at one-loop to find,

ceff = D +
cG(cG + 4)

(
(16 + (cG − 16)cG)D + 6c2

Gl
)

2|k|(cG − 4)3
. (3.37)

Before further discussing this possibility let us explore other aspects of the RG flow.

At first sight, and consistent with cUV > cIR, is that FP2 defines a UV fixed point from

which in the deep IR one arrives at the WZW theory. However, care has to be taken when

traveling over the line α = γ, displayed in red in the figures. In the vicinity of this line the

one-loop approximation is evidently not trustworthy; the target space curvatures blow up

for small values of |γ−α| as is clear from the curvature R eq. (D.12) and indeed the metric

GAB (3.3) becomes degenerate. In light of the apparent singularity of the one-loop flow

equations where γ−α appears in denominators, it is then quite surprising that numerically a

global picture emerges with flows that transgress the red line. We are then led to ask if such

an RG trajectory can cross the α = γ line in a finite RG time. To show that this is possible

we concentrate on the slice of α = |k| illustrated in figure 2b and for further simplicity

consider going backwards along the orange direction β = 0 starting near to the WZW point.

Along this trajectory we can calculate the RG time ∆t, with t = log µ, by evaluating,

∆t =

∫ γ=γf

γ=γi

dt

dγ
dγ . (3.38)

One can show that there is no pathology associated with γ = α = |k| in this quantity.

Given this, one is encouraged to take seriously the quantity β̃Φ defined in eq. (3.12) as a

would-be c-function for the flow connecting FP2 and WZW. For simplicity we again con-

sider this quantity along the orange direction β = 0, α = |k| in figure 2b and plot the result

in figure 3. What we see is that β̃Φ is sensitive, unsurprisingly, to the singularity at γ = k.

Whilst β̃Φ|UV > β̃Φ|IR and its derivative is strictly positive, it is not a positive definite

quantity and diverges at γ = k. Of course one should not read too much into this; the

singularity is just symptomatic of the breakdown of the perturbative approximation. One

could still expect that a correct strictly positive monotonic function exists and it agrees

with this one-loop approximate result where the one-loop result is valid.

Combining the observation that the one-loop approximation is robust around the fixed

points (for large k) and the unexpected global continuity of the numerical solutions in

figures 2a and 2b leads us to tentatively suggest that there is indeed an RG flow between

a new fixed point FP2 and an IR WZW model but that the sigma model description may

not be the correct variables to reveal this.

There are several points that merit investigation:

• At FP2, det(GAB) < 0. This means that some currents occur in the action with

a negative coefficient of their kinetic term. A conservative viewpoint would be to

regard this as non-physical but this then begs the question what is the UV comple-

tion of the model? Let us instead take FP2 seriously. Should FP2 define a CFT,

it is presumably non-unitary. In this case we would have an RG flow between a

non-unitary UV theory and an unitary IR theory. Perhaps this suggestion is not
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Figure 3. The Weyl anomaly coefficient β̃Φ evaluated for G = SU(3) and k = 4 along the orange

RG trajectory β = 0, α = |k| shown in figures 2a and 2b that connects the UV FP2 to the WZW

in the IR.

as outlandish as might first seem. By way of example we could consider RG flows

in minimal models. It is well known [48, 49] that the φ(1,3) deformation of the pth

minimal modelM(p,p+1) triggers an RG flow resulting in the (p−1)th minimal model

IR.7 Less familiar perhaps are the RG flows involving non-unitary minimal models,

i.e. M(p,q) with p, q co-prime and q 6= p + 1, whose study was initiated in [50–52].

More generally [53], chains of non-unitary minimal models can be connected by RG

flows triggered by alternating deformations of φ(1,5) and φ(2,1) which then terminate

in an unitary minimal model. One example from [53] is,8

. . .M(5,12)

φ(1,5)−−−→M(5,8)

φ(2,1)−−−→M(3,8)

φ(1,5)−−−→M(3,4) . (3.39)

An other example in [53] terminates in a flow from the Yang-Lee edge singularity to

the trivial c = 0 theory. Recently in [54] it was shown that it is possible to relax

the requirement of unitary and still show the existence of a monotonic decreasing c-

function along such flows. So the learning here is that it is not a manifest impossibility

to conceive an RG flow between a non-unitary UV CFT and a unitary IR CFT.

• The fate of FP2 with regard to higher loop corrections needs to be established; does

it persist?

• Is the postulated FP2 both scale and Weyl invariant?9

• What are the corresponding affine symmetries and the exact value of the central

charge at FP2?

• What is the spectrum of primaries for this postulated CFT at FP2?

7More precisely this occurs when the deformation parameter is negative, when the deformation parameter

is positive the flow results in a massive theory.
8Notice that this terminates in the unitary critical Ising model with c = 1

2
and, just as with the flow

between tri-critical Ising and critical Ising, the single massless Majorana fermion of the final IR theory can

be interpreted as the goldstino for the spontaneous breaking of the supersymmetry present in M(3,8).
9For instance in η-deformed PSU(2, 2|4) current understanding is that only scale invariance holds [5].
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These are evidently interesting challenges that we hope to return to in a future paper. For

the present we continue with our principle concern; the YB-WZ model on the integrable

locus.

4 Poisson-Lie T-duality of the YB-WZ model

Motivated by the Poisson-Lie symmetric structure of the η-deformation, one could wonder

how the YB-WZ action (2.2) behaves under Poisson-Lie symmetry. Remarkably the YB-

WZ model at the integrable locus features an example of the most simple realisation of PL.

The Poisson-Lie duality transformation preserves the structure of the action, reshuffling

the coupling constant in a surprisingly Busher-rule like manner. At the RG fixed point

(the WZW) the action is self-dual. This section, being somewhat technical, can safely be

omitted at a first reading and the reader can jump directly to the resulting “effective” trans-

formation rules of the Poisson-Lie transformation of the YB-WZ model in equations (4.10).

When restricted to the integrable locus, the YB-WZ model admits a 1st order formu-

lation as an E-model [32]. We refer the reader to the original paper for full details of this

construction but note here the essential ingredients of an E-model, and its connection to

sigma models, are:

(i) An even dimensional real Lie-algebra d

(ii) An ad-invariant inner product (·, ·)d : d⊗ d→ R

(iii) An idempotent involution E that is self-adjoint with respect to the inner product

(iv) A maximally isotropic subalgebra h (i.e. (z1, z2)d = 0 ∀z1,2 ∈ h and dim h = 1
2 dim d).

Given the data of (i)-(iii) one can construct a 1st order action known as the E-model.

Given further (iv) one can integrate out auxiliary fields from the E-model to arrive at

a non-linear sigma model. The field variables of this sigma model are sections (defined

patchwise if needed) of the coset D/H (with D,H the groups corresponding to d and h). If

a second maximally isotropic subalgebra h̃ can be found then the procedure can be repeated

to yield a second non-linear sigma model on D/H̃ — this is the Poisson-Lie dual.

For both the YB (η-theory) and the present case of interest, the YB-WZ theory, the

relevant algebra is d = gC, viewed as a real Lie algebra with elements z = x + iy with

x, y ∈ g. The addition of the WZ term requires that the inner product be modified to [32],

(z1, z2)d = CIm 〈eiρz1, z2〉 , (4.1)

where the parameters used in [32] translate to,

C =
k2 + Θ2

8πΘ
, eiρ = −k + iΘ

k − iΘ
=
γ−

γ+
, (4.2)

which are both RG invariant and match the parameters determining the (affine tower)

charge algebra in the case of SU(2) established in [35], see also appendix B. The involution

E , whose precise definition will not be illuminating for us and can be found in eq. (3.8)
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of [32], dresses up the swapping of real and imaginary parts of z ∈ gC with parametric

dependance on ρ and also on ep = − α
Θ . So unlike the innerproduct, E is RG variant.

We have two maximal isotropics given by the embeddings of g:

hρ =
(
R− tan

ρ

2
(R2 + 1)− i

)
g ,

h̃ρ =
(
R− cot

ρ

2
(R2 + 1) + i

)
g .

(4.3)

That these are subalgebras follows immediately since R satisfies the mCYBE and R2 + 1

projects into the Cartan. That they are isotropic with respect to (4.1) fixes the trigono-

metric functions. Since hρ = eiρa + n where a and n are the corresponding algebras in

the Iwasawa decomposition D = KAN , we can think of hρ as a twisted upper triangular

subalgebra and the other, h̃ρ, as lower triangular. Locally at least we can decompose,

D = Hρ · H̃ρ = H̃ρ ·Hρ , (4.4)

and because the standard Iwasawa decomposition can be modified to incorporate the twist-

ing by ρ as in [32] we can identify D ≡ GC = G · H̃ρ = G ·Hρ. Thus the cosets D/Hρ and

D/H̃ρ can be identified with G and so g ∈ G can serve as field variables on either of the

two dual models. To extract the sigma models one needs to specify projectors P and P̃
such that,10

ImP = hρ , KerP = (1 + E)d , ImP̃ = h̃ρ , KerP̃ = (1 + E)d . (4.5)

Explicitly if we let (making use of the definition of E in eqs. (3.7,3.8) of [32]),

w = e−iρ + i cosh(p) + ie−iρ sinh(p) = w1 + iw2 , x =
w1

w2
, (4.6)

and define,

O = R− tan
ρ

2
(R2 + 1) , Õ = R− cot

ρ

2
(R2 + 1) , (4.7)

then,

P(g−1dg) = (O − i) (O + x)−1 g−1dg , P̃(g−1dg) =
(
Õ + i

)(
Õ − x

)−1
g−1dg . (4.8)

Equipped with all of this we can now simply specify the non-linear sigma models obtained

after integrating out the auxiliary fields from the E models. They read,

S = Sd
WZW,k[g] +

k

π

∫
dσdτ

(
P(g−1∂+g), g−1∂−g

)
d
,

S̃ = Sd
WZW,k[g] +

k

π

∫
dσdτ

(
P̃(g−1∂+g), g−1∂−g

)
d
,

(4.9)

where we emphasise that the deformed inner product on gC of eq. (4.1) is used to define

the WZW models and that the term depending on the projectors has coefficient −2 times

10There is a slight simplification here of the general formulas of [32] since g ∈ G the adjoint action adg
commutes in this case with the idempotent E .
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that of the kinetic term of the WZW model. Using R3 = −R it was established in [32]

that the first of these actions matches the general model in eq. (2.2) with parameters α, β

and γ obeying the integrable locus relation. What of the Poisson-Lie dual theory? After

some tedious trigonometry and using the relations eq. (4.2) together with the definition of

the inner product eq. (4.1) one finds the action S̃ is also of the form of eq. (2.2) but the

T-duality acts on the parameters as,

α→ α̃ =
k2

α
,

β → β̃ = −β ,

γ → γ̃ =
k2 + αγ − α2

α
= −β

2

γ
.

(4.10)

This is a truly elegant result; recall that 1
k plays the role of α′ so that these Poisson-Lie T-

duality rules really do resemble the radial inversion of abelian T-duality. Being canonically

equivalent it must be the case that the T-dual model is also integrable, and indeed one sees

that α̃, β̃, γ̃ also sit on the integrable locus; this serves as a check of the T-duality rules.

We can see that the WZW point is rather special; it is the self-dual point of the duality

transformation.11 As remarked earlier in the RG portrait figure 1 there are two regions

that corresponding to a real action, shaded in green and for which Θ2 > 0. The Poisson-Lie

duality action simply maps the region for α < k one-to-one with that of α > k; these two

regions of course touch at the self-dual WZW fixed point.

The action of this T-duality on the charge algebra is also of note. It follows immediately

that the RG invariant combination is transformed as,

Θ→ Θ̃ =
k2

Θ
. (4.11)

Then we see that the quantum group parameter q = exp
[

8πΘ
k2+Θ2

]
is invariant under T-

duality. However recall that the affine tower of charges (at least in the su(2) where it has

been established explicitly) differs from the standard affine quantum group by a multiplica-

tive factor between gradations of −k+iΘ
k−iΘ . This factor undergoes an S-transformation, i.e

it is mapped to negative its inverse. This illustrates that whilst the T-duality rules look

quite trivial, at the level of charges the canonical transformation that maps the two T-dual

theories can have quite an involved action.

5 The supersymmetric YB-WZ model

This section falls a bit outside the main line of the paper but is motivated by the following

observation. It is clear from the previous discussion that starting from a generic d = 2

non-linear σ-model and requiring (classical) integrability, imposes severe restrictions on the

target manifold and its metric and torsion 3-form. However another way to restrict the

allowed background geometries is by requiring the existence of extended worldsheet super-

symmetries. Indeed asking that the non-linear σ-model exhibits N > (1, 1) supersymmetry

11Self-duality under PL of WZW models (with no deformations) was exhibited already in [55].
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introduces additional geometric structure which only exists for particular background ge-

ometries. A hitherto unexplored terrain is the eventual relationship between integrable

models on the one hand and extended supersymmetry on the other (however see [56] for

some early work in this direction).

In this section we explore the possibility of having N > (1, 1) supersymmetry in the YB-

WZ models studied in this paper. This is an interesting point in itself because if one thinks

about the potential use of these integrable models as backgrounds for type II superstrings

in the NS worldsheet formulation then the existence of an N = (2, 2) supersymmetric

extension is necessary as well. As we will see, the integrable deformations of the WZW-

model studied in this paper do generically not allow for an extended supersymmetry.

Given is a non-linear sigma model with target manifold M endowed with a metric G

and a closed 3-form H (the torsion). Locally we write H = dB. Passing to an N = (1, 1)

supersymmetric extension of the model does not require any further geometric structure.

Indeed the action for the N = (1, 1) supersymmetric non-linear sigma model written in

N = (1, 1) superspace is remarkably similar to the non-supersymmetric one,12

S =

∫
d2σ d2θD+X

µ(Gµν +Bµν)D−X
ν , (5.1)

where Xµ are some local coordinates on the target manifold.

However asking for more supersymmetry does introduce additional geometrical struc-

ture. E.g. N = (2, 2) supersymmetry requires the existence of two complex structures

J+ and J− which are endomorphisms of the tangent space TM and which are such that

(M, G,H,J±) is a bihermitian structure [57, 58], i.e.M is even-dimensional and the com-

plex structures J± satisfy,

1. J 2
± = −1,

2. [X,Y ] +J± [J±X,Y ] +J± [X,J±Y ]− [J±X,J±Y ] = 0 for all X,Y ∈ TM, which is

the integrability condition for the complex structures,

3. G(J±X,Y ) = −G(X,J±Y ) for all X,Y ∈ TM, so G is a hermitian metric with

respect to both complex structures,

4. ∇(+)J+ = ∇(−)J− = 0 with ∇(±) covariant derivatives which use the Bismut con-

nections:

Γ(±) = {} ± 1

2
G−1H , (5.2)

such that in a local coordinate bases,

∇ρJ µ±ν = ±1

2

(
GκλHλρνJ µ±κ −GµλHλρκJ κ±ν

)
, (5.3)

where the covariant derivative ∇ in the above is taken with the Christoffel symbol

as connection. This condition is equivalent to the requirement that the exterior

derivative of the two-forms ω±(X,Y ) = −G(X,J±Y ) are given by:

dω±(X,Y, Z) = ∓H(J±X,J±Y,J±Z). (5.4)
12A brief summary of our superspace conventions can be found in appendix A.
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Using the covariant constancy of the complex structure one can rewrite the integrability

condition (condition 2) as,

H(X,J±Y,J±Z) +H(Y,J±Z,J±X) +H(Z,J±X,J±Y ) = H(X,Y, Z) . (5.5)

Note that demanding N = (2, 0) or N = (2, 1) instead of N = (2, 2) supersymmetry only

requires the existence of J+ satisfying the above conditions.

We now rewrite these conditions for the deformed models studied in this paper. Since

at the level of the action the deformation preserves the left acting G symmetry while

it breaks the right acting G symmetry (to its Cartan subgroup), the geometry and the

N = (2, 2) conditions are most naturally presented in the basis of left-invariant one-forms

uA. Given the deformed metric GAB eq. (3.3) and the torsion HABC eq. (3.4), we find that

the above conditions for N = (2, 2) supersymmetry translate in this basis to the following:

1. The first condition is simply,

J A± CJ C± B = −δAB . (5.6)

2. The second condition (using the form in eq. (5.5)) results in:

3JD± [AJ E± BHC]DE = HABC , (5.7)

where HABC is given in eq. (3.4).

3. The third condition yields, GAB = J C± AJD± BGCD or using eq. (3.3):

J C± AκCB = −J C± BκCA −
γ

α

(
J C± BR2

CA + J C± AR2
CB

)
. (5.8)

4. After a little bit of work, the covariant constancy of the complex structures (the

fourth condition), translates to,

uC
µ∂µJ A± B = J A± DMD

± CB −MA
±CDJD± B , (5.9)

where,

MA
±BC = ΓABC ±

1

2
GADHDBC , (5.10)

and where the spin connection ΓABC is given by eq. (D.7). Eq. (5.9) implies an

integrability condition,

J A± E RE±BCD = RA±ECD J E± B , (5.11)

where the curvature tensors R± are given by,

RA±BCD = ME
±DBM

A
±CE −ME

±CBM
A
±DE − FCDEMA

±EB . (5.12)

The integrability condition eq. (5.11) is the requirement that the complex structures

commute with the generators of the holonomy group defined by the connections in

eq. (5.10).
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While the first three conditions are given by algebraic equations eqs. (5.6)–(5.7), which

can be analyzed in a way similar to what was done in [59, 60], the last one, eq. (5.9), is

involved. However, the integrabilty conditions for the latter are algebraic again and can

be explicitly analyzed.

In [59, 60] these conditions were analyzed for the undeformed case, α = |k|, β = γ =

0, i.e the standard WZW model and it was found that on any even-dimensional group

manifolds there exist solutions to the above equations. Let us briefly review those results.

In the undeformed case the connections in eq. (5.10) are simply,

MA
+BC = 0 , MA

−BC = FBC
A . (5.13)

With this one verifies that the curvature tensors in eq. (5.12) vanish (reflecting the fact

group manifolds are parallelizable), either trivially or by virtue of the Jacobi identities,

and as a consequence the integrabilty conditions, eq. (5.11), are automatically satisfied.

Turning then to eq. (5.9) one finds that J A+ B is constant while J A− B satisfies,

uC
µ∂µJ A− B = J A− D FCBD − FCDA JD− B . (5.14)

In order to analyze the latter one introduces a group element in the adjoint representation,

SAB = vAµ u
µ
B , (5.15)

which can easily be shown to satisfy,

uC
µ∂µS

A
B = FCB

D SAD . (5.16)

Using this and eq. (5.14) one shows that SACJ C− D(S−1)DB (which is J− in the right in-

variant frame) is constant as well. In this way the remaining conditions for N = (2, 2)

supersymmetry, eq. (5.6)–(5.8), all reduce to algebraic equations on the Lie algebra which

were solved in [59, 60]. The result is remarkably simple: any complex structure pulled back

to the Lie algebra is almost completely equivalent to a choice for a Cartan decomposition.

Indeed the complex structure acts diagonally on generators corresponding to positive (neg-

ative roots) with eigenvalue +i (−i). It maps the CSA to itself so that it squares to minus

one and so that the Cartan-Killing metric restricted to the CSA is hermitian.

In the deformed case the integrability conditions eq. (5.11) become non-trivial and need

to be investigated first. While in principle this can be done for general groups (resulting

in not particularly illuminating complex expressions) we limit ourselves in this paper to a

detailed analysis of the simplest case: SU(2) × U(1). A more systematic analysis of the

relation extended supersymmetry and integrability in general is currently underway and

will be reported on elsewhere.

For SU(2) × U(1) the β deformation is a total derivative and can be ignored in the

present analysis. We choose a basis for the Lie algebra where t0 = (σ3 + iσ0)/2, t0̄ = (σ3−
iσ0)/2, t1 = (σ1 + iσ2)/2 and t1̄ = (σ1− iσ2)/2. In this basis the non-vanishing components

of the Cartan-Killing metric are given by κ00̄ = κ11̄ = 1 and those ofR byR1
1 = −R1̄

1̄ = i.

The non-vanishing components of the deformed metric in the left invariant frame, eq. (3.3),
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are G00̄ = α and G11̄ = α − γ. For the torsion, eq. (3.4), we get H011̄ = H0̄11̄ = i k. The

hermiticity condition eq. (5.8) and the integrability condition eq. (5.11) are both linear in

the complex structures and as a consequence are easily analyzed. The hermiticity condition

eliminates 10 of the 16 components of each complex structure. A straightforward but

somewhat tedious calculation shows the following result for the integrability condition:

1. It is identically satisfied without any further conditions if α = |k| and γ = 0. This is

just the undeformed SU(2) × U(1) WZW model known to be N = (2, 2) supersym-

metric (in fact it is even N = (4, 4) supersymmetric ).

2. It is satisfied if α = |k| and only J 0
±0 = −J 0̄

±0̄ and J 1
±1 = −J 1̄

±1̄ are non-vanishing.

3. Otherwise, for generic values of α, γ and k it has no solutions.

So we can conclude that in general the deformed SU(2) × U(1) YB-WZ model does not

allow for an N = (2, 2) supersymmetric extension. Remains of course case 2 in the above.

From now on we take α = |k|. Checking eq. (5.14) one finds that only a vanishing J− is

consistent with eqs. (5.6) and (5.7) while J+ is constant and its non-vanishing components

are given by e.g. J 0
+0 = −J 0̄

+0̄ = J 1
+1 = −J 1̄

+1̄ = i. This choice for J+ also satisfies

eqs. (5.6) and (5.7). So we conclude that the model is indeed N = (2, 1) or N = (2, 0)

supersymmetric but does not allow for N = (2, 2) supersymmetry.

To end this section we formulate this model in N = (2, 1) superspace thereby making

the N = (2, 1) supersymmetry explicit. In general one starts with a set of N = (2, 1)

superfields zα and zᾱ satisfying the constraints D̂+z
α = +iD+z

α and D̂+z
ᾱ = −iD+z

ᾱ

which are a consequence of the fact that the non-vanishing components of the complex

structure J+ are J α+β = +i δαβ and J ᾱ+ β̄ = −i δᾱ
β̄

. The action is expressed in terms of a

vector on the target manifold (i Vα,−i Vᾱ),

S =
1

2

∫
d2σ d2θ dθ̂+

(
i VαD−z

α − i VᾱD−zᾱ
)
. (5.17)

Passing to N = (1, 1) superspace,

S =

∫
d2σ d2θ

(
Gαβ̄(D+z

αD−z
β̄ +D+z

β̄D−z
α) +

+Bαβ̄(D+z
αD−z

β̄ −D+z
β̄D−z

α)
)
, (5.18)

one identifies the metric,

Gαβ̄ = Gβ̄α =
1

2

(
∂αVβ̄ + ∂β̄Vα

)
, (5.19)

and the Kalb-Ramond 2-form,

Bαβ̄ = −Bβ̄α =
1

2

(
∂αVβ̄ − ∂β̄Vα

)
. (5.20)

Now let us apply this to the deformed SU(2) ×U(1) model where α = |k|. The group

element g ∈ SU(2)×U(1) is parameterized in a standard way by,

g = e
i
2
ρ

(
e

i
2

(ϕ1+ϕ2) cos ψ2 e
i
2

(ϕ1−ϕ2) sin ψ
2

−e−
i
2

(ϕ1−ϕ2) sin ψ
2 e−

i
2

(ϕ1+ϕ2) cos ψ2

)
, (5.21)
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where,

0 ≤ ψ ≤ π , ϕ1 ∈ R mod 2π , ϕ2 , ρ ∈ R mod 4π . (5.22)

We introduce complex coordinates zα = (z, w) and z̄ᾱ = (z̄, w̄) with α, ᾱ = {1, 2} such that

J+ acts as +i on dz and dw. The complex structure in this case is exactly the same as the

one studied originally in [61, 62] (for a more detailed treatment see [63, 64]), so we can use

the results obtained there to write the group element in terms of the complex coordinates as,

g = (zz̄ + ww̄)−
1
2

(1+i)

(
w̄ z

−z̄ w

)
, (5.23)

where the complex coordinates are related to the original coordinates as,

z = e−
1
2
ρ e

i
2

(ϕ1−ϕ2) sin
ψ

2
, w = e−

1
2
ρ e−

i
2

(ϕ1+ϕ2) cos
ψ

2
. (5.24)

Note that in the undeformed case, which allows for N = (2, 2) supersymmetry, z and w are

the chiral and the twisted chiral N = (2, 2) superfield resp. [61, 62]. In the undeformed case

we can readily derive the N = (2, 1) vector Vz and Vw appearing in the action eq. (5.17) as

it directly descends from the generalized N = (2, 2) Kähler potential K obtained in [61, 62],

K(z, z̄, w, w̄) = −k
(

1

2
(lnww̄)2 + Li2

(
− zz̄

ww̄

))
, (5.25)

from which we get,

V 0
z = +∂zK =

k

z
ln

(
1 +

zz̄

ww̄

)
,

V 0
w = −∂wK =

k

w
ln(zz̄ + ww̄) , (5.26)

where the upper index 0 on V points to the fact that we are dealing with the undeformed

case α = |k| and γ = 0.

In order to extend this to the deformed case, i.e. γ 6= 0, we first rewrite the deformed

geometry in terms of complex coordinates,

ds2 =
k

zz̄ + ww̄

(
dz dz̄ + dw dw̄

)
− γ

(zz̄ + ww̄)2

(
w dz − z dw

)(
w̄ dz̄ − z̄ dw̄

)
,

H =
k

(zz̄ + ww̄)2

(
dz ∧ dz̄ ∧ (w̄ dw − w dw̄) + dw ∧ dw̄ ∧ (z̄ dz − z dz̄)

)
, (5.27)

where we put α = k. From the expression for the torsion one gets the Kalb-Ramond 2-form

as well,

B =
k

zz̄ + ww̄

(
z̄

w̄
dz ∧ dw̄ − z

w
dw ∧ dz̄

)
. (5.28)

From this we obtain Vz and Vw,

Vz = V 0
z +

γ

z

ww̄

zz̄ + ww̄
, Vw = V 0

w +
γ

w

zz̄

zz̄ + ww̄
, (5.29)
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where V 0
z and V 0

w were given in eq. (5.26). Using eqs. (5.19) and (5.20) one verifies that

eq. (5.29) indeed reproduces eq. (5.27) and (5.28). Combining eq. (5.29) with eq. (5.17)

gives the action of the deformed theory explicitly in N = (2, 1) superspace.

Concluding: as the generic SU(2)×U(1) YB-WZ model does not allow for N = (2, 2) su-

persymmetry, it looks highly improbable that deformed models for other groups would allow

for N = (2, 2) supersymmetry. Even when only requiring N = (2, 0) or N = (2, 1) super-

symmetry, one finds that this is only possible for specific values of the deformation param-

eters. However, it is important to note that the above derivation is based on the canonical

form of the R-matrix. There is still an GL(2,C) freedom on the CSA directions of R which,

together with the possibility of going beyond a single Yang-Baxter to a bi-Yang-Baxter de-

formation, could still reveal extended supersymmetry (but since these geometries are more

complicated it would seem unlikely that they are more amenable to supersymmetries).

6 Summary, conclusions and outlook

In this paper we investigated various properties of the Yang-Baxter deformation of the

Principal Chiral model with a Wess-Zumino term introduced in [26].

As the undeformed model, the WZW model, exhibits rather unique features at the

quantum level, we made a one-loop renormalisation group analysis of this class of models.

For general groups and for generic values of the deformation parameters, the RG flow drives

the theory outside the classical sigma model ansatz given in eq. (3.3) and (3.4). However,

when the classical integrability condition is invoked, the renormalisation does remain within

the sigma model ansatz and moreover the integrability condition is preserved along the RG

flow. The fact that a very quantum property — the RG equations — are sensitive to

the consideration of classical integrability is rather suggestive. It is therefore natural to

conjecture that these models are quantum mechanically integrable. However, the non-

ultralocal property of such theories precludes a direct application of the Quantum Inverse

Scattering method. It would be very interesting to examine how the alleviation approach,

used in the context of the related λ-models [65], might be applied here in order to unravel

the quantum S-matrix.

Another interesting aspect is that the WZW model is the IR fixed point; in comparison

the integrable λ-deformed WZW has the CFT situated as an UV fixed point. This model

then seems closer in spirit to the irrelevant double trace integrable deformations of 2d

CFTs constructed recently in [66]. Recently λ type deformations have been studied in the

context of Gk ×Gl/Gk+l coset theories [67]; curiously there the CFT is recovered as an IR

fixed point in the same way as we have here.

An unanticipated feature of this class of models is that when restricting to simply

laced groups but staying outside of the integrable locus, we found a second fixed point of

the one-loop β-functions which is UV with respect to the IR WZW model. Around this

fixed point, the curvatures of the target space geometry are small leading us to anticipate

that the existence of this fixed point is robust to higher loops. However, at this fixed

point a number of the currents have wrong sign kinetic terms. A conservative view would

be to discard this as non-physical but this then begs the question of the UV completion
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of the deformation we are considering. Tentatively we might suppose that the fixed point

corresponds to a non-unitary CFT and that we have an exotic RG flow from this in the UV

to the WZW in the IR. Comparable flows have been discovered in the context of minimal

models. Needless to say it would be interesting to examine this more robustly. A technique

that might help here could be to rephrase the entire discussion of these theories in terms

of the free field representations of WZW models.

An obvious exercise which remains to be done is an RG analysis of the integrable models

introduced in [27] that incorporate both bi-Yang-Baxter deformations and TST transfor-

mations. We expect this to be significantly more involved than the analysis performed in

the current paper as the deformations in [27] destroy both the left and right acting group

symmetry rendering the choice of a good basis to calculate the β-functions non-trivial.

An appealing feature of the landscape of η, Yang-Baxter and λ deformations is that

they provide tractable examples of sigma models that are Poisson-Lie T-dualisable. The

theories considered here also share this feature; in fact the Poisson-Lie duality (which

normally results in quite convoluted geometries) has a remarkably simple form. It results

in a set of “Buscher rules” that resemble Abelian T-duality in that coupling constants are

simply inverted. We see quite explicitly the compability of Poisson-Lie duality and RG flow

and in particular we find that the self-dual point of the duality and the fixed point of RG

are coincident. At this self-dual point the symmetries are enhanced and the theory becomes

the WZW CFT. With the understanding that the Heisenberg anti-ferromagnetic XXX k
2

chain has a gapless regime in the same universality class as the SU(2)k WZW model [68]

an intriguing question is whether this PL duality can also be given an interpretation in

spin-chains.

Finally we studied the possibility of supersymmetrising these models. As for any non-

linear sigma model in two dimensions an N = (1, 1) supersymmetric extension is always

possible. Going beyond N = (1, 1) requires extra geometric structure, in particular every

additional supersymmetry requires the existence of a complex structure satisfying various

properties outlined in section 5 of this paper. Compared to the undeformed WZW model

these conditions turn out to be rather involved. We solved them explictely in the simplest

non-trivial example: SU(2) × U(1). For generic values of the deformation parameters no

supersymmetry beyond N = (1, 1) is allowed. For the particular case where the deformation

parameter α, defined in eq. (2.2), satisfies α = |k| with k the level of the WZ term an

N = (2, 1) extension is still possible while N = (2, 2) is forbidden. We provided the

manifest supersymmetric formulation of this model in N = (2, 1) superspace.

The above analysis showed no obvious connection between integrability and the ex-

istence of extended supersymmetries (perhaps this is not so surprising, see e.g. [56]). A

useful exercise in this context would be the following. All bi-hermitian complex surfaces

have been classified [69, 70]. Those with the topology of SU(2) × U(1) are the primary

Hopf surfaces. A detailed analysis of the N = (2, 2) superspace formulations of those mod-

els combined with their integrability properties would be most interesting, in particular a

characterization of the notion of integrability directly in N = (2, 2) superspace would be

quite exciting. In view of the results obtained in the current paper we expect that if a
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connection between extended supersymmetry and integrability can be obtained it would

probably not fall in the class of the models introduced in [26], however other possibilities

remain, e.g. the models developed in [27] and through the inclusion of an action on the

Cartan in the R-matrix. We will come back to this issue in a future publication.
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A Conventions

Let us establish our conventions. In this article we consider only semi-simple Lie groups

G. For the corresponding Lie algebra g we pick a basis of Hermitian generators,

[TA, TB] = i FAB
CTC , (A.1)

where FAB
C are the structure constants which satisfy the Jacobi identity:

FAB
DFDC

E + FCA
DFDB

E + FBC
DFDA

E = 0 . (A.2)

We denote by 〈·, ·〉 : g×g→ R the ad-invariant Cartan-Killing form on g whose components

are 〈TA, TB〉 = 1
xR
Tr(TATB) = κAB (with xR the index of the representation R). In

particular one gets for the adjoint representation,

FAC
DFBD

C = −cG κAB , (A.3)

with cG = 2h∨ where h∨ is the dual Coxeter number of the group.

Going now to a Cartan-Weyl basis where we call the generators in the Cartan subal-

gebra (CSA) Hm, the generators corresponding to positive (negative) roots Ta (Tā), where

we have [Hm, Ta] = am Ta and [Hm, Tā] = −am Tā. Using this one immediately gets from

eq. (A.3),

κmn =
1

h∨

∑
a

aman , (A.4)

where the sum runs over the positive roots. With this we define the length squared of a

root ~a by13 ~a · ~a = amκ
mnan. With our choice for the normalization of the Cartan-Killing

13κmn is the inverse of κmn.
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form the length squared of the long roots is always 2 and for the non-simply laced groups

the length squared of the short roots is either 1 or 1/3.

We define left-invariant forms u = −iuATA = g−1dg which thus obey duA =

−1
2FBC

AuB ∧ uC whilst right-invariant forms v = −ivATA = dgg−1 obey dvA =

+1
2FBC

AvB ∧ vC . The Wess-Zumino-Witten action [13] is,

S = − k

2π

∫
Σ
dσdτ〈g−1∂+g, g

−1∂−g〉+
k

24π

∫
M3

〈ḡ−1dḡ, [ḡ−1dḡ, ḡ−1dḡ]〉 , (A.5)

in which g : Σ→ G and with ḡ the extension of g into M3 such that ∂M3 = Σ. We adopt

light-cone coordinates σ± = τ ± σ. For compact G, and demanding that the action is

insensitive to the choice of action, requires k ∈ Z.

In section 5 we deal with non-linear sigma models in N = (1, 1) and N = (2, 1) super-

space. Let us briefly review some of the notations appearing there and refer to e.g. [63, 64]

for more details. Denoting for this section the bosonic worldsheet light-cone coordinates by,

σ=| = τ + σ , σ= = τ − σ , (A.6)

and the N = (1, 1) (real) fermionic coordinates by θ+ and θ−, we introduce the fermionic

derivatives which satisfy,

D2
+ = − i

2
∂=| , D2

− = − i
2
∂= , {D+, D−} = 0 . (A.7)

The N = (1, 1) integration measure is given by,∫
d2σ d2θ =

∫
dτ dσD+D− . (A.8)

Passing from N = (1, 1) to N = (2, 1) superspace requires the introduction of one more

real fermionic coordinates θ̂+ where the corresponding fermionic derivative satisfies,

D̂2
+ = − i

2
∂=| , (A.9)

and all other — except for (A.7) — (anti-)commutators do vanish. The N = (2, 1)

integration measure is, ∫
d2σ d2θ dθ̂+ =

∫
dτ dσD+D− D̂+ . (A.10)

B Charges in SU(2)

In this appendix we review the construction [35] of charges satisfying a quantum group

algebra for the case of g = su(2) paying rather careful attention to the normalisation of

canonical momenta so as to obtain the quantum group parameters expressed in terms of

RG invariant quantities.

In this appendix we use su(2) generators [T±, T 3] = iT±, [T+, T−] = −iT 3 and define

components of the left invariant one-forms via g−1dg ≡ u+T
+ + u−T

− + u3T
3.
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To orientate ourselves we begin with the Lagrangian eq. (2.2) specialised to the case

of the η-deformation, i.e. α = 1
τ , β = η

1+η2
1
τ , γ = η2

1+η2
1
τ with k = 0 incorporating some

of the key points of [3, 41]. Let us define some at first sight non-obvious currents,

j± = −1

2

η

1 + η2

1

Σ
(η uσ± ± iuτ±) , j3 =

η

2Σ
uτ3 , (B.1)

in which Σ = 4πτη. These have simple Poisson brackets,

{j3(σ1), j3(σ2)} = 0 ,

{j±(σ1), j3(σ2)} = ±ij±(σ2)δ(σ1 − σ2) ,

{j±(σ1), j∓(σ2)} = ∓ij3(σ2)δ(σ1 − σ2) .

(B.2)

That these are indeed the correct objects to work with becomes evident if we look at the

Lax connection of eq. (2.9). Recall that the path-ordered exponential integral of the spatial

component of the Lax defines conserved charges. Expanding around particular values of

the spectral parameter gives expressions for the charges. In particular if we expand the

gauge transformed Lax L g(z) = g−1Lσ(z)g − g−1∂σg around certain points z = ±iη —

these correspond to poles in the twist function of the Maillet r/s kernels — we find that

these currents occur naturally as,

L g(z = ∓iη) = 4Σj±T
± ± 2iΣj3T

3 . (B.3)

Using the fact that the Cartan element can be factored in the path ordered exponential

occurring in the monodromy matrix [71] one is led to construct (non-local) currents,

J+(σ, τ) = j+(σ, τ) exp

[
−2Σ

∫ ∞
σ

j3(σ̂, τ)dσ̂

]
,

J−(σ, τ) = j−(σ, τ) exp

[
2Σ

∫ σ

−∞
j3(σ̂, τ)dσ̂

]
,

J3(σ, τ) = j3(σ, τ) .

(B.4)

The equations of motion imply ∂τJ = ∂σJ̃ for some J̃ whose explicit form is not important

to us and thus that the charges Q =
∫∞
−∞ Jdσ are conserved subject to standard boundary

fall off. The Poisson brackets give,

{J+(σ1), J−(σ2)} =
i

4Σ
δ(σ1 − σ2) ∂σ2 exp

[
−2Σ

(∫ ∞
σ2

−
∫ σ2

−∞

)
j3(σ̂)dσ̂

]
, (B.5)

where we note that “cross terms” involving the non-local exponentials cancel. Thus one

finds that, with suitable normalisation,

{Q+,Q−} = i
qQ3 − q−Q3

q − q−1
, {Q±,Q3} = ±iQ± , q = e2Σ . (B.6)

Now we turn to the full theory including the WZ term. For this case we have the

definitions,

j± = − k ∓ iΘ
8π(α2 + Θ2)

(
(±iα2 + kΘ)uσ± + α(±ik + Θ)uτ±

)
, j3 =

1

8π
(kuσ3 + αuτ3) ,

(B.7)
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which obey a non-ultralocal algebra,

{j3(σ1), j3(σ2)} = − k

4π
∂σ1δ(σ1 − σ2) ,

{j±(σ1), j3(σ2)} = ±ij±(σ2)δ(σ1 − σ2) ,

{j±(σ1), j∓(σ2)} = ∓ij3(σ2)δ(σ1 − σ2)− k

4π
∂σ1δ(σ1 − σ2) ,

(B.8)

and from which we can build in the same way as above mutatis mutandis (non-local)

conserved currents as,

J+(σ, τ) = j+(σ, τ) exp

[
8π

Θ− ik

∫ ∞
σ

j3(σ̂, τ)dσ̂

]
,

J−(σ, τ) = j−(σ, τ) exp

[
− 8π

Θ + ik

∫ σ

−∞
j3(σ̂, τ)dσ̂

]
,

J3(σ, τ) = j3(σ, τ) .

(B.9)

At the WZW fixed point (α = |k|,Θ = 0) these currents just reduce to the currents

generating the right acting affine ŝu(2). As with the case above these currents appear in

the gauge transformed Lax expanded around the poles of its twist function, i.e.,

L g

(
z =

∓ikΘ + α2

kα+∓iΘα

)
=

16πΘ

k2 + Θ2
j±T

± +
8π

k ∓ iΘ
j3T

3 . (B.10)

For completeness we make the identification with the parameters γ+ and γ− used in the

analysis of [35]:

γ+ =
8iπ

k − iΘ
, γ− = − 8πi

k + iΘ
, (B.11)

such that,
γ−
γ+

= −k − iΘ
k + iΘ

, ∆ =
γ+ + γ−

2
=
−8πΘ

Θ2 + k2
. (B.12)

Even though the currents have a non-ultra-local algebra, the charge algebra is not ambigu-

ous [35] (there is no order of limits problem in regulating the spatial integrals) and the com-

mutator of charges (up to overall normalisations of Q±) still obeys eq. (B.6) with q = e−∆.

C Properties of R

We collate here a number of identities used in the massaging of the calculation of the

β-functions. The strategy of deriving these identities is practically always the same: we

expand the mCYBE eq. (2.1) or related versions in the generators TA of the Lie algebra and

contract two free indices with two from the structure constants FAB
C or from FAB

DRCD.

For completeness, we repeat here the mCYBE:

[Rx,Ry]−R ([x,Ry] + [Rx, y]) = [x, y] ∀x, y ∈ g . (C.1)

From this we can derive a related identity,[
R2x,Ry

]
−
[
Rx,R2y

]
= R

([
R2x, y

]
−
[
x,R2y

])
+ [Rx, y]− [x,Ry] , (C.2)
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and using R3 = −R we can also derive:[
R2x,R2y

]
=R2

([
R2x,y

]
+
[
x,R2y

])
+(1+2R2) [x,y] , (C.3)[

R2x,Ry
]
+
[
Rx,R2y

]
=R

([
R2x,y

]
+
[
x,R2y

]
+2[x,y]

)
+R2 ([Rx,y]+[x,Ry]) , (C.4)

for all x, y ∈ g. This gives the following (non-exhaustive) list of properties of the R-matrix

all of which were used in the derivation of the β-functions:

RDAREBFDEC +RDBRECFDEA+RDCREAFDEB−FABC = 0 , (C.5)

(R2)DAREBFDEC +(R2)DARCEFBDE +RDAFBDC +(A↔B) = 0 , (C.6)

(R2)DA(R2)EBFDEC−(R2)DC(R2)EAFDEB−(R2)DB(R2)ECFDEA
−2(R2)ECFABE−FABC = 0 , (C.7)

RCERFDFCADFFBE +2RCERFBFCADFDFE−cGκAB = 0 , (C.8)

(R2)DAREFFDECFCBF =RCDFAEDFCBE , (C.9)

(R2)ECRFAFEFDFDBC +(R2)ECRFDFAEDFFBC +RCDFAEDFCBE +cGRAB = 0 ,

(C.10)

(R2)DFRCEFCBFFADE−(R2)DFRCAFEBFFCDE +RCDFAEDFCBE +cGRAB = 0 ,

(C.11)

(R2)DF (R2)ECFDA
CFBE

F +2(R2)ECFDA
CFBE

D+cGκAB = 0 , (C.12)

(R2)DF (R2)ECFEA
FFBD

C +2(R2)EC(R2)DAFDE
FFBF

C−2cG(R2)AB−cGκAB = 0 ,

(C.13)

(R2)GCRDARFEFDGEFBFC−RFC
(
REDFAFD+RDAFFDE

)
FBE

C

−(R2)ECFEA
DFBD

C = 0 , (C.14)

(R2)CF (R2)DGREAFDEFFBCG+2(R2)CDREAFFEDFBCF −cGRAB = 0 , (C.15)

(R2)EARFBRDGFDECFCFG =REBRCDFFADFCEF , (C.16)

(R2)DGRHAREBFHDCFCEG+(R2)EDFBC
DFAE

C−cG(R2)AB−cGκAB = 0 , (C.17)

(R2)CG(R2)DFRHAREBFDEGFCHF +2(R2)DEFBC
EFAD

C−cG(R2)AB−2cGκAB = 0 ,

(C.18)

(R2)GA(R2)DERFBFDGCFFCE−(R2)DFRECFADCFEBF +RCDFCAEFBED = cGRAB ,
(C.19)

(R2)GA(R2)DERFCFDGCFFBE = (R2)DFRECFAEFFBDC , (C.20)

RCARDBFCDB = 0 . (C.21)

D Geometry in the non-orthonormal frame

Consider a general Riemannian target manifoldM with local coordinates xµ and endowed

with a curved metric G. We work in a frame formalism êA = eA
µ∂µ where the metric is

constant but non-orthonormal:

Gµν(x) = eAµ(x)GABe
B
ν(x) . (D.1)
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Requiring the spin-connection to be metric-compatible and torsion-free gives the following

connection coefficients:

ΓABC =
1

2
GAE

(
ΩEB

DGDC + ΩEC
DGDB

)
+

1

2
ΩBC

A , (D.2)

where ΩAB
C are the anholonomy coefficients determined by,

[êA, êB] = ΩAB
C êC , ΩAB

C = eA
µeB

ν
(
∂νe

C
µ − ∂µeCν

)
. (D.3)

In our case, the target manifold is a Lie manifold G endowed with a deformed geometry.

Introducing left-invariant one-forms u = g−1dg = −iuAν TAdxν which satisfy,

duA = −1

2
FBC

AuB ∧ uC , (D.4)

we go to the frames êA = uµA∂µ. The deformed geometry in this frame is given by the

constant non-orthonormal metric eq. (3.3) and by the torsion eq. (3.4),

GAB = ακAB + γR2
AB , HABC = 3βF[AB

DRC]D − kFABC . (D.5)

The inverse metric is then (using R3 = −R):

GAB =
1

α
κAB +

γ

α(γ − α)
(R2)AB . (D.6)

For the spin-connection coefficients we find from eq. (D.4) that ΩAB
B = FAB

C and thus,

ΓABC =
1

2
GAE

(
FEB

DGDC + FEC
DGDB

)
+

1

2
FBC

A . (D.7)

Noting that the spin-connections are constant, the Riemann tensor can be calculated from,

RABCD = ΓEDBΓACE − ΓECBΓADE − ΩCD
EΓAEB , (D.8)

and the Ricci tensor from,

RAB = RCACB = −ΓECAΓCBE − FCBEΓCEA . (D.9)

With the β-functions in mind we end this appendix with a set of useful expressions

which are found by plugging in the expressions of the metric eq. (3.3) and the torsion

eq. (3.4) and by making use of the properties of the R-matrix listed in appendix C:

• The spin-connection:

ΓABC =
1

2

γ

α− γ
(
FBD

A(R2)DC + FCD
A(R2)DB

)
+

1

2
FBC

A . (D.10)

• The Ricci tensor:

RAB =
cG
4

(
1 +

(
γ

γ − α

)2
)
κAB −

cG
4

(
1−

(
α

γ − α

)2
)
R2
AB

+
1

2

(
γ

α− γ

)
FAD

CFBC
E(R2)DE . (D.11)
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• The Ricci curvature:

R = RABG
AB = −cG

4

(
1

(γ − α)
D +

γ

(γ − α)2
l

)
, (D.12)

where D is the dimension and l is the rank of the Lie algebra g. Hence, we have

Tr(R2) = −(D − l).

• Expressions from the torsion tensor:

H2
AB = HACDHBEFG

CEGDF

= cG

(
αk2 − 2(γk2 + αβ2)

α(γ − α)2

)
κAB − cG

β2

(γ − α)2
R2
AB

+

(
2(γk2 + αβ2)

α(γ − α)2

)
(R2)DEFBC

EFAD
C , (D.13)

H2 = −cG
(
k2 + β2

(γ − α)3
D − 3(γk2 + αβ2)

α(γ − α)3
l

)
, (D.14)

∇CHC
AB = GDE

(
ΓCDAHEBC − ΓCDBHEAC

)
= cG

β

γ − α
RAB +

2β

γ − α
RDEFADCFBCE . (D.15)
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1 Introduction

A central theme in recent years has been to understand the ways in which dualities of

string and M-theory may be promoted to manifest symmetries and indeed the extent to

which they may be used to determine the structure of the underlying theory.

The idea of a T-duality invariant worldsheet description, the doubled worldsheet

(DWS ), of strings goes back to pioneering work of Duff [1] and Tseytlin [2, 3]. The study

of this approach was reignited following the proposal of Hull [4, 5] to use such a formalism

to define strings in a class of non-geometric backgrounds known as T-folds. Parallel to this

has been the development of a spacetime T-duality invariant theory, often now dubbed

double field theory (DFT ), whose origins date to the seminal works of Tseytlin [2, 3] and

Siegel [6, 7]. This approach was derived from the perspective of closed string field theory

on a torus by Hull and Zwiebach [8]. These ideas have also been explored in the context

of M-theory [9, 10] where exceptional field theory (EFT ) seeks to promote the U-duality

– 1 –
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group to a manifest symmetry of a spacetime action and in the E11 program of West [11]

and collaborators.1

A common theme of the doubled worldsheet, double field theory and exceptional field

theory is that in order to make the duality act as a linearly realised symmetry, the dimen-

sionality of spacetime is augmented by the introduction of additional coordinates. For in-

stance, in the case of T-duality of strings on a d-dimensional torus, we have a 2d-dimensional

extended spacetime consisting of d-regular coordinates xi and d-dual coordinates x̃i. Just

as position is conjugate to momenta one can think of these extra coordinates as conjugate

to winding of the string. For strings in a curved background, the components of the back-

ground metric gij and NS two-form fields bij in the internal toroidal directions are united

into a generalised metric,

HIJ =

(
g − b g−1 b −b g−1

g−1 b g−1

)
, (1.1)

on the doubled space parametrised by coordinates XI = {xi, x̃i}. The T-duality group,

which is O(d, d;Z) in this case, acts on this generalised metric as,

H → H′ = OTHO , (1.2)

where the group element preserves the inner product, OT ηO = η, given in this basis by,

ηIJ =

(
0 1

1 0

)
. (1.3)

From the generalised metric we see that the doubled space is equipped with an almost

product structure S = ηH such that S2 = 1 which one can think of as giving rise to a

“chiral structure” specified by the projection operators,

P± =
1

2

(
1± S

)
. (1.4)

This doubled space is also equipped with a natural symplectic product Ω given in this

basis as,

ΩIJ =

(
0 1

−1 0

)
. (1.5)

The existence of the objects S, η and Ω are central to the recent proposal of Born geome-

tries [15, 16].

In all of these duality symmetric approaches, there is a price to pay; action principles

based on the doubled or extended spacetimes require supplementary constraints. In DFT

and EFT gauge invariance of the theory requires a constraint, also known as the section

condition, that essentially declares the field content of the theory to depend on only a

1Our focus in this note will be on the worldsheet rather than spacetime so for further introduction to

the DFT and EFT we refer the reader to the review articles [12–14].
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physical spacetime’s worth of coordinates.2 In the case of DWS, the worldsheet bosons

are required to obey a chirality constraint meaning that of the 2d bosons XI exactly half

are left-movers and half are right-movers and thereby give the correct contribution to the

physical central charge. In this note we will be focussed on the variety of ways in which

the chirality constraint of DWS has been handled.

To explain this let us momentarily restrict ourselves to a simple case; a doubled torus

T 2d with coordinates XI and a generalised metric H possibly depending on some other

“spectator” coordinates y parametrising a base manifold over which the doubled torus is

trivially fibered with vanishing connection. In this situation the constraints are given in

terms of the chiral projections by,

(P+)IJ∂=XJ = 0 , (P−)IJ∂=|XJ = 0 . (1.6)

Chiral scalars are notoriously tricky objects to describe, the main reason is that these

constraints are first order differential equations and in the terminology of Dirac second

class constraints and can not be imposed easily with Lagrange multipliers. One approach

is to simply consider a non-linear σ-model in the doubled spacetime,

SHull =
1

2

∫
d2 σ ∂=|XI HIJ ∂=XJ + . . . , (1.7)

in which, and in the following, the ellipsis indicate terms depending on the spectators

and also a topological term involving ΩIJ both of which we shall detail later. One can

then implement the constraints supplementary to the action for instance by using Dirac

brackets and then performing canonical quantisation [27] or by holomorphic factorisation

of the resulting partition function [28, 29]. Whilst this is certainly a viable route, one

should very much like to have an action principle from which eq. (1.6) follows. Without

introducing extra field content this is possible only at the expense of sacrificing manifest

Lorentz invariance leading to the action pioneered by Tseytlin [2, 3],

STseytlin =
1

4

∫
d2σ − ∂σXI HIJ ∂σXJ + ∂σXI ηIJ ∂τXJ + . . . , (1.8)

which essentially employs a Floreanini-Jackiw [30] construction for chiral bosons. The

equations of motion that follow from eq. (1.8) may be integrated and using a gauge in-

variance of the form δXI = f I(τ) give rise to the desired chirality constraints of eq. (1.6).

Despite its apparent non-covariance one can still employ some conventional field theory

techniques, for instance one-loop beta functions of this action have been calculated [31, 32]

and shown to give rise to background field equations for H which are indeed compatible

with the equations that follow from DFT in the present context (other attempts to make

more precise the linkage between DFT and the worldsheet theory by allowing H to depend

on the internal coordinates are found in [33, 34] and [35]). However multi-loop calculations

are at best very difficult without Lorentz covariance.

2Upon solving this section condition for type II DFT [17] globally, one recovers the generalised geome-

try [18, 19] reformulation of supergravity of [20, 21]. Ways in which the section condition can be consistently

relaxed are of great interest and connect to gauged supergravities see [22–26].
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A further approach is to include extra fields so as to furnish the action with a gauge

redundancy which promotes the second class constraint to a first class one. This is the spirit

of the Pasti-Sorokin-Tonin (PST) approach to chiral fields3 [36]. In the present context

this leads to a doubled action,

SPST =
1

2

∫
d2σ ∂=|XI HIJ ∂=XJ −

∂=| f

∂=f
(P+∂=X)IηIJ(P+∂=X)J

+
∂=f

∂=| f
(P−∂=|X)IηIJ(P−∂=|X)J + . . . .

(1.9)

The symmetries of this action are,

1) δXI = ΛI(f) , δf = 0 , (1.10)

2) δXI =
ε

∂=| f
(P−∂=|X)I +

ε

∂=f
(P+∂=X)I , δf = ε . (1.11)

Upon using the second symmetry to fix f = f(τ) one recovers the Tseytlin action eq. (1.8).

Whilst this overall picture is correct, the literature has been rather sketchy in places

about many of the details concerning the derivations of the covariant forms of the doubled

worldsheet and in particular has omitted a careful treatment of spectator fields (i.e. exactly

the terms in ellipsis in the above discussion). In the following we will resolve many of these

outstanding issues and by giving the complete derivation of the covariant bosonic doubled

formalism achieved by adopting an unusual gauge fixing in a Buscher procedure. A version

of this idea was suggested in [37] wherein an axial gauge fixing gives rise to the non-covariant

action eq. (1.8) and more recently explored in [38, 39] wherein covariant gauge fixing choices

were adopted (though those are not directly relevant to the present discussion). We further

this approach by making direct the linkage to the PST form of the action and will then

be able to clarify some surprising features concerning the origin of the PST symmetries.

These ideas will then be generalised to the case of non-Abelian T-dualities [40] and we

will recover a covariant version of the Poisson-Lie duality symmetric action of Klimč́ık and

Ševera [41, 42].

This work arose out of an ongoing attempt to better understand the supersymmetric

doubled formalism. It is quite clear in this case how to generalise the chirality constraints

to N = 1 supersymmetry; one promotes partial derivatives to super covariant derivatives

acting on superfields,

(P+)IJD−XJ = 0 , (P−)IJD+XJ = 0 . (1.12)

Previous work in the literature has followed the route of imposing the constraints by hand

either via Dirac brackets as in [27] or via holomorphic factorisation of a partition func-

tion [43]. However the implementation of these constraints at the level of the action has

rarely been considered; there is no known covariant formalism in the style of eq. (1.9)

3A different approach based upon gauging the the symmetries generated by the constraints was followed

in [5] however at the cost of loosing manifest O(d, d;Z) invariance. This approach can be extended to

superspace (at least to N = (1, 1)) and higher genus worldsheets.
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and even a non-covariant Tseytlin style action has only been considered for the case of a

constant generalised metric i.e. assuming no dependance on spectator coordinates. Naive

attempts to generalise this appear to fail badly and addressing this short coming seems

essential for the doubled worldsheet to have a life in superstring theory.

Here we take a step in this direction by carefully analysing the simplest supersymmetric

model, i.e. the one which exhibits an N = (0, 1) supersymmetry on the worldsheet. It turns

out that even a first order formulation comes accompanied by external constraints. These

extra constraints are similar in nature to nilpotency constraints on superfields, so at the

level of the components of the superfields they are algebraic and, as a consequence, they can

simply be imposed using Lagrange multipliers. We do give both the PST and the Tseytlin

like description of the N = (0, 1) system. Note that a Hamiltonian perspective was given

in [44] in which only bosonic degrees of freedom are doubled making supersymmetry less

evident; here we will instead work in superspace.

2 Bosonic abelian doubled string

2.1 Deriving the covariant doubled string

Our starting point is some compact D-dimensional manifold M endowed with a metric

g and a closed 3-form H. Locally we introduce the Kalb-Ramond 2-form b: H = db.

Choosing local coordinates XA, A ∈ {1, · · · , D}, the non-linear σ-model Lagrange density

is given by,

L = ∂=|X
A
(
gAB + bAB

)
∂=X

B . (2.1)

We now assume the existence of d isometries (d ≤ D) and introduce adapted coordinates

xi, i ∈ {1, · · · , d}, such that the background fields g and b do not depend on x. The

spectator coordinates are called yα, α ∈ {1, · · · , D−d}. In an obvious matrix notation the

Lagrange density becomes,

L = ∂=| x
T E ∂=x+ ∂=| x

T M ∂=y + ∂=| y
T N ∂=x+ ∂=| y

T K ∂=y . (2.2)

A special role is accorded to Eij = gij + bij . We denote the inverse of gij (g) by gij (g−1):

gik g
kj = δji (g g−1 = g−1 g = 1). We introduce “connections” B and B̃,

Bi = gijgjβ ∂y
β ,

B̃i = biβ ∂y
β − bij gjkgkβ∂ yβ , (2.3)

which are adapted coordinate representations of (pull backs of) one-forms detailed in [5]

that are horizontal and invariant with respect to the Killing vectors generating the isometry.

With these we may rewrite eq. (2.2) as,

L = ∇=| x
T E∇= x+ ∂=| x

T B̃= − ∂= x
T B̃=| − BT=| E B= + ∂=| y

T K ∂=y , (2.4)

where,

∇x = ∂x+ B . (2.5)
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In order to obtain the T-dual model we gauge the isometries,

x→ x′ = x+ ζ , y → y′ = y . (2.6)

For this we introduce 2d gauge fields A=| and A= transforming as,

A=| → A′=| = A=| − ∂=| ζ , A= → A′= = A= − ∂= ζ , (2.7)

together with d Lagrange multipliers x̃ which are inert under the gauge transformations.

The gauge invariant Lagrange density is then,4

Lgauged =
(
∇=| x+A=|

)T
E
(
∇= x+A=

)
+
(
∂=| x+A=|

)T B̃= −
(
∂= x+A=

)T B̃=|

−BT=| EB= + ∂=| y
T K ∂=y + x̃T

(
∂=|A= − ∂=A=|

)
. (2.8)

Integrating over the Lagrange multipliers sets the field strengths to zero, so we can gauge

away the gauge fields and we recover the original model. However making the gauge choice

x = 0, integrating by parts on the Lagrange multiplier term and integrating out the gauge

fields yields the dual model,

L̃dual = ∇=| x̃
T Ẽ∇= x̃+ ∂=| x̃

T B= − ∂= x̃
T B=| − B̃T=| Ẽ B̃= + ∂=| y

T K̃ ∂=y , (2.9)

with,

∇x̃ = ∂x̃+ B̃ . (2.10)

The dual background fields are given by the Buscher rules [46, 47],

Ẽ = E−1 , M̃ = E−1M , Ñ = −NE−1 , K̃ = K −NE−1M , (2.11)

together with a shift in the dilaton that is seen when the dualisation procedure is carried

out in a path integral.

Let us now turn to the manifest T-dual invariant or doubled formulation of the model.

In fact our starting point, the gauged Lagrange density eq. (2.8) is already “doubled” as

both the original coordinates x and the dual coordinates x̃ appear. This was suggested

in [37] (see also [48] for a detailed development) where it was shown that by making the

non-Lorentz covariant gauge choice A=| = A= ≡ A and subsequently integrating out A one

recovers Tseytlin’s non-Lorentz covariant doubled formulation [2, 3]. This is very reminis-

cent of the Floreanini-Jackiw formulation of a chiral boson [30]. Just as the Floreanini-

Jackiw formalism can be covariantized [36, 49] we expect the same for Tseytlin’s action. In

the next we show how by making a judicious gauge choice in eq. (2.8) one indeed obtains

a Lorentz invariant doubled worldsheet formulation.

Starting from the gauge invariant Lagrange density in eq. (2.8) we impose the gauge

fixing condition,

∂=| fA= = ∂=fA=| , (2.12)

4Note that in order to avoid nontrivial holonomies around non-contractible loops, x̃ should satisfy

appropriate periodicity conditions. In addition, a surface term ∂=(x̃TA=|) − ∂=|(x̃
TA=) should be added

to eq. (2.8) [45] which is important to keep in mind as we treat boundary contributions in what follows.
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where f is some scalar field. In writing the gauge fixing choice as in eq. (2.12) we are

emphasising that the function f should be suitably chosen so as to have nowhere vanishing

derivatives — we will discuss this requirement further in the discussion section. Making a

coordinate transformation,

σ=| → σ̂=| = σ=| , σ= → σ̂= = f , (2.13)

the above gauge choice simplifies to Â=| = 0. From this we immediately identify the residual

gauge symmetry. It is given by eqs. (2.6) and (2.7) where the gauge parameter ξ is of the

form ξ = ξ(f(σ=|, σ=)). A full and detailed discussion of the residual symmetries will be

given in section 2.2. In addition to this, one verifies that the Lagrange density eq. (2.8) is

invariant under,

x̃→ x̃′ = x̃+ ξ̃(f) , (2.14)

as well.

Now the strategy is clear. We adopt this gauge choice and parameterize the gauge

fields as,

A=| = A∂=| f A= = A∂=f , (2.15)

where A is a d×1 column matrix of scalar fields. Implementing this gauge fixing in eq. (2.8)

and eliminating A through its equations of motion,

A = − 1

2∂=f
g−1 J= −

1

2∂=| f
g−1 J=| , (2.16)

where,

J= = E∇= x+∇= x̃ , J=| = ET ∇=| x−∇=| x̃ , (2.17)

yields, after a little manipulation, the desired covariant doubled Lagrange density,5

Ldoubled =
1

2
∇=|XTH∇= X− 1

2
∂=|XTΩ∂= X− 1

2

∂=f

∂=| f
∇=|XTHP−∇=|X

−1

2

∂=| f

∂=f
∇= XTHP+∇= X +

1

2
∂=|XT η B= −

1

2
∂= XT η B=| + ∂=| y

T K̂∂= y ,

(2.18)

where,

B =

(
B
B̃

)
, ∇X = ∂X + B . (2.19)

This action is now (almost) manifestly invariant under global O(d, d;R) transformations

acting as,

H → H′ = OTHO , X→ O−1X , B→ O−1B . (2.20)

5Note that a Lagrange density somewhat similar to this one has been obtained in the context of heterotic

strings compactified on a Narain torus [53].
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This invariance is further reduced to O(d, d;Z) by demanding that the periodicities of the

coordinates X are preserved [4, 8].

Note that other than the initial integration by parts on the Lagrange multiplier term

(and, see footnote 4, in a careful gauging any boundary terms from this are canceled by a

boundary contribution), we have not discarded any total derivatives in this manipulation

and the topological term, ∂=|XTΩ∂= X, appears automatically. One might be tempted to

ignore such a piece however this term is vital for instance in getting a correct factorisation

of the partition function and in [5] this topological term ensures invariance under certain

large gauge transformations that are used to define the quantum theory (as originally

emphasized in [54]). We will see later that when generalised to non-Abelian T-duality it

will no longer remain topological and rather play the role of a potential for a WZ term.

Strictly speaking this topological term spoils the invariance of the action under O(d, d;Z)

unless OTΩO = Ω. Evidently the GL(d,Z) subgroup of the duality group preserves Ω, but

for the remaining components of O(d, d;Z), namely B-field shifts and Buscher dualities,

one needs to exercise more care. Properly normalised this topological term [5] evaluates

to the sum of products of winding numbers around canonically dual cycles and in a fixed

winding sector evaluates to πZ contributing a sign in the path integral. B-field shifts have

the effect of adding 2πZ to this contribution and thus leave the path integral invariant.

For T-dualities that simply swap n coordinates the coefficient of the topological term is

multiplied by (−1)n and again the path integral is invariant.

The Lagrange density governing the spectator coordinates is altered as well — a fact

often ignored in the literature. Indeed the O(d, d;Z) non-invariant background field K is

replaced by K̂ which is invariant and explicitly given by,

K̂ = K − 1

2
N g−1M − 1

4
MT g−1M − 1

4
N g−1NT . (2.21)

The action of parity is slightly non-standard. Since parity acts as P : {σ=|, σ=} →
{σ=, σ=|} leaving the one-form gauge connection Aµdx

µ invariant, we require that P :

{x, x̃} → {x,−x̃} for the gauged Lagrangian to have definite parity. In terms of the

doubled space we have P : XI → PIJXJ with PIJ = −(Ωη)IJ . In addition, for the term

Eij∂=| x
i∂=x

j to have definite parity we should also insist that P : bij → −bij which implies

that the generalised metric must transform as P : H → P ·H·P . Making use of the identity

P · η · P = −η we see P : (P+∂=X)I → (P ·P−∂=|X)I and thus both the Tseytlin and PST

actions have definite parity.

2.2 Gauge symmetries and the origin of PST symmetry

In this section we investigate the symmetries of the manifest O(d, d;Z) invariant Lagrange

density. Upon gauge fixing the original gauge symmetry eqs. (2.6) and (2.7) and passing

to the second order formalism, the residual gauge symmetry extended by the symmetry

eq. (2.14) is given by,

X→ X′ = X + Λ(f) , f → f ′ = f , (2.22)
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where Λ(f) is a 2d× 1 column matrix of arbitrary functions of f . This explains the origin

of the first of the symmetries of eq. (1.10). However the appearance of the PST symmetry

which acts as,

δf = ε ,

δX =
ε

∂=| f
P−∇=|X +

ε

∂= f
P+∇= X , (2.23)

in the second order formulation eq. (2.18) is quite mysterious. It looks as if it is unrelated

to the original gauge symmetry eqs. (2.6) and (2.7). In the remainder we explain how the

PST symmetry originates from the gauged σ-model in eq. (2.8).

Given an infinitesimal vector, ξµ, µ ∈ {=| ,=}, we introduce the variations,

δAµ = Lξ Aµ = ∂µ
(
ξνAν

)
+ ξνFνµ ,

δx = −ξµAµ ,
δx̃ = −ξ=| (J=| + ETA=|

)
+ ξ= (J= + EA=) , (2.24)

where Fµν = ∂µAν − ∂νAµ, Lξ is the Lie derivative along ξ and J was given in eq. (2.17).

One easily verifies that the gauged σ-model in eq. (2.8) is invariant under these transfor-

mations. This is not so surprising as these transformations can be rewritten as,

δx = −ξµAµ ,

δA=| = ∂=| (ξ
µAµ)− ξ= δS

δx̃
,

δA= = ∂=(ξµAµ) + ξ=| δS
δx̃

,

δx̃ = −ξ=| δS
δA=

+ ξ= δS
δA=|

, (2.25)

where we introduced the action S =
∫
d2σLgauged. So one sees that this is not a new

symmetry: it is a combination of a (field dependent) gauge transformation eqs. (2.6), (2.7)

with parameter ζ = −ξµAµ and a (trivial) equations of motion symmetry.

However the situation changes when making the gauge choice A=| = ∂=| f A, A= =

∂=f A. The residual gauge symmetry is now,

x→ x′ = x+ ε(f) , f → f ′ = f , A→ A′ = A− dε(f)

df
, (2.26)

and the symmetries in eq. (2.25) survive provided we assign the following transformation

rules to A and f ,

δf = ξµ∂µf ,

δA = ξµ∂µA . (2.27)

Introducing the parameters ε and κ,

ε ≡ ξ=| ∂=| f + ξ=∂= f , κ ≡ ξ=| ∂=| f − ξ=∂= f , (2.28)
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one rewrites the transformation rules as,

δf = ε ,

δx = −εA ,

δx̃ =
ε

2

(
−
J=|

∂=| f
+
J=

∂= f
+ 2bA

)
− κ

2∂=| f∂=f

δS
δA

,

δA =
ε

2

(
∂=|A

∂=| f
+
∂=A

∂=f

)
+

κ
2∂=| f∂=f

δS
δx̃

. (2.29)

So one sees that the symmetry parameterized by ε corresponds to a genuine gauge symme-

try while the one parameterized by κ is a trivial equations of motion symmetry. Eliminating

A through its equations of motion, eq. (2.16) the κ dependent term in δx̃ drops out and the

transformations rules for x, x̃ and f exactly reduce to the PST tranformations in eq. (2.23).

Concluding: we intially had 2d gauge fields and d abelian gauge symmetries. Imposing

the gauge choice ∂=| fA= = ∂=fA=| eliminates half of the gauge fields but introduces one

new degree of freedom f leaving one unfixed gauge symmetry which appears as the PST

gauge symmetry in the way outlined above. The PST symmetry acts as a shift on f

allowing it to be used to put f = τ which leads to the Tseytlin doubled formulation.

2.3 Equations of motion in the PST doubled formalism

We can now see how the desired chirality constraints, eq. (1.6), follow as equations of

motion in this approach. For a single chiral boson a clear explanation of this was provided

in [55] and we adapt this to the doubled string taking into account the twisted nature of

the constraints.

The equations of motion that follows from a variation in X of the doubled action (2.18)

can be expressed as,

0 = ∂=|

(
HP+∇=X−

∂=f

∂=| f
P−∇=|X

)
+ ∂=

(
HP−∇=|X−

∂=| f

∂=f
P+∇=X

)
. (2.30)

Introducing a one-form with components,

v=| =
∂=| f√
∂=| f∂=f

, v= =
∂=f√
∂=| f∂=f

, (2.31)

allows the equations of motion to be recast as,

0 = d(vΛ) , Λ = v=|HP+∇=X− v=HP−∇=|X . (2.32)

The homogenous solution Λ = 0 corresponds exactly, after making use of the chiral pro-

jectors P±, to the chirality constraint,

P+∇=X = 0 , P−∇=|X = 0 , (2.33)

i.e. the covariant version of eq. (1.6) that incorporates the connection. There is also an

inhomogeneous solution of the form ΛI = ΓI(f)
√
∂=| f∂=f since then vΛ = dfΓ(f) is
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trivially closed. However this is a pure gauge piece; under the residual gauge symmetry

δX = T(f) we have,

δΛ =
1√

∂=| f∂=f

(
∂=| fHP+∂=T− ∂=fHP−∂=| T

)
=
√
∂=| f∂=f (HP+ −HP−)T′ =

√
∂=| f∂=fηT′ ,

(2.34)

which is of the correct form to be gauged away with ΓI(f) = ηT′.
Performing the variation with respect to f yields an equation of motion,

0 = ∂=|

[
1

∂=f
(P+∇=X)TH(P+∇=X)− ∂=f

(∂=| f)2
(P−∇=|X)TH(P−∇=|X)

]
− ∂=

[
∂=| f

(∂=f)2
(P+∇=X)TH(P+∇=X)− 1

∂=| f
(P−∇=|X)TH(P−∇=|X)

]
.

(2.35)

Here the projectors P± come in handy to show that this equation can be recast as

0 = d

(
v

ΛT ηΛ√
∂=| f∂=f

)
, (2.36)

and hence follows as a consequence of the field equation for X. That this does not give rise

to extra dynamical equations is a manifestation of the PST gauge symmetry.

2.4 Gauge fixing and the dilaton

In our above derivations we introduced a gauge fixing condition,

0 = ∂=| fA= − ∂=f A=| . (2.37)

Let us consider how this should be done in a path integral. We begin with the ill-defined,

Z =

∫
[dX][dA=| ][dA=]e−i

∫
L[A=| ,A=,X] , (2.38)

and insert the gauge fixing condition and Jacobian,

Z =

∫
[dX][dA=| ][dA=]δ(∂=| f A= − ∂=f A=| ) det

(
∂=| f∂= − ∂=f∂=|

)
e−i

∫
L[A=| ,A=,X] . (2.39)

At this stage the function f should not be considered dynamical but rather it is a fixed

background object that defines a gauge fixing. The delta function restricts the path in-

tegral and since this is just an algebraic equation one can solve it by replacing A= with

A=|
∂=f
∂=|f

. Hence,

Z[f ] =

∫
[dX][dA=| ][dA=]

1

∂=|f
δ

(
A= −

∂=f

∂=|f
A=|

)
det
(
∂=| f∂= − ∂=f∂=|

)
e−i

∫
L[A=| ,A=,X]

=

∫
[dX][dA=| ]

1

∂=|f
det
(
∂=| f∂= − ∂=f∂=|

)
e
−i

∫
L[A=| ,A=|

∂=f
∂=|f

,X]

=

∫
[dX][dA ][db][dc]e−i

∫
L[A,X;f ]+Lgh[b,c;f ] , (2.40)
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in which we made the final change of variables A=| = A∂=| f and the ghost Lagrangian is

given by

Lgh = ∂=| f b ∂=c− ∂=f b ∂=| c . (2.41)

The PST symmetry, which extends to the ghost sector as,

δf = ε ,

δX =
ε

∂=| f
P−∇=|X +

ε

∂= f
P+∇= X ,

δb =
1

2
ε

(
∂=| b

∂=| f
− ∂=b

∂=f

)
,

δc =
1

2
ε

(
∂=| c

∂=| f
− ∂=c

∂=f

)
,

(2.42)

can now be re-interpreted as saying nothing more than Z[f ] does not depend on the gauge

fixing choice. We can then simply choose to integrate over choices of the gauge fixing

function f in much the same way as one averages over gauge choices to obtain Rξ gauge

in QED. That is we can consider,

Z =
1

volPST

∫
[df ]Z[f ] , (2.43)

in which we divide by the volume of the PST group. Since the PST symmetry acts a simple

shift on f , it can be fixed without the need for further ghost terms.

To progress to the doubled formalism we now need to integrate out the gauge fields

A in this path integral. As is well known, under T-duality, the dilaton receives a shift

which in the Buscher procedure can be attributed to the determinant that comes from the

Gaussian integral over the gauge fields. A useful mnemonic to obtain the correct shift is

that the string frame supergravity measure
√
|g|e−2φ should be invariant. For g → g−1

this means that T-dual dilaton is given by

φ′ = φ− 1

2
ln det g . (2.44)

On the other hand a T-duality invariant “doubled dilaton” is given by

Φ = φ− 1

4
ln det g . (2.45)

We can see that in the above derivation it is this doubled dilaton that emerges auto-

matically in the covariant doubled formalism for elementary reasons; whereas in a tradition

Buscher procedure on integrates out two components of a gauge field in the Gaussian term

A=| gA= giving essentially a factor of det(g)−1, in the covariant fixing we have a Gaussian

term AgA∂=| f∂=f and we integrate over a single mode, A, giving rise to a determinant

factor det(g)−
1
2 × (∂=| f∂=f)−

d
2 . The determinant of the metric enters with half the power

and thus will give rise to a Fradkin Tseytlin coupling of to the doubled dilaton eq. (2.45).

Note that even if we begin with a non-flat geometry in which the normal dilaton is constant

the doubled dilaton will not be.
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2.5 A comment on chiral gauging

In the derivation above we started with the usual string σ-model and performed an unusual

gauge fixing in a Buscher procedure to obtain the manifestly Lorentz covariant doubled

sigma model whose equations of motion imply chirality conditions. One might wish to

adopt a different tactic namely to begin with a doubled sigma-model from the outset and

invoke the constraints via a gauging procedure. In a previous paper, [49], two of the

present authors emphasized that PST style actions for (supersymmetric) chiral bosons

can be obtained by gauging a chiral (super)-conformal symmetry and by then specifying a

Beltrami parametrisation for the corresponding gauge field. This approach also works in the

current case although in a rather surprising way which we will now illustrate (suppressing

spectators for simplicity).

We start with a Hull style σ-model on the doubled space,

SHull =
1

2

∫
d2σHIJ(y)∂=|XI∂= XJ + . . . , (2.46)

in which the ellipses indicate spectator terms that will play no role in what follows. We

want to furnish the action with a gauge invariance,

δX = ε=| P− ∂=|X + ε= P+ ∂= X , (2.47)

such that only the field configurations obeying the constraint eq. (1.6) are physical. A priori

the gauge parameters ε= and ε=| correspond to independent symmetries however as we shall

soon see gauge invariance will force them to be related. It is curious that in the ungauged

action that this putative symmetry does not correspond to a rigid invariance (unless ∂yH =

0); this is one of the features that makes the following gauging procedure rather atypical.

We proceed by introducing gauge fields h=|=| and h== (not to be confused with the usual

worldsheet metric components) with the usual conformal transformation rules,

δh=|=| = ∂=| ε
= + ε=∂=h=|=| − ∂=ε

=h=|=| ,

δh== = ∂=ε
=| + ε=| ∂=| h== − ∂=| ε

=| h== ,
(2.48)

and “covariant” derivatives,

∇h=|X
I = ∂=|XI − h=|=| (P+∂=X)I , ∇h=XI = ∂=XI − h==(P−∂=|X)I . (2.49)

In fact, though their structure is informed by the usual conformal covariant derivative,

these derivates are not at all covariant as e.g. δ∇h=X|∇h
=X=0 6= 0. That these derivatives

are not actually covariant makes the fact that the following construction works even more

surprising. We continue regardless of this and consider the “gauged” action,

Sgauged =
1

2

∫
d2σHIJ ∇h=|X

I∇h=XJ + . . . . (2.50)

Performing a gauge variation, integrating by parts all terms containing ∂=|=|X and ∂==X
and making use of the identities obeyed by the projectors eq. (A.13) results in a variation
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of the Lagrange density,

1

2
δLgauged =− ε=| ∂=|HIJ(P−∂=|X)I∂=XJ + 2ε=h==ηIJ(P−∂=|P+∂=X)I∂=|XJ

− ε=∂=HIJ∂=|XI(P+∂=X)J − 2ε=| h=|=| ηIJ∂=XI(P+∂=P−∂=| )XJ
(2.51)

To cancel this we see that the gauge variation parameters are not independent and one

must enforce,

h=|=| h== = 1 , ε=| h=|=| = ε= , ε=h== = ε=| . (2.52)

It is easy to see that these are consistent with the gauge transformations rules. With these

identifications and the definitions of the projectors we find that indeed action eq. (2.50) is

gauge invariant. Solving the first of these relations with a Beltrami parametrisation

h=|=| =
∂=| f

∂=f
, h== =

∂=f

∂=| f
. (2.53)

and noting that the quadratic term in gauge fields vanishes by virtue of (P+)THP− = 0, one

immediately recovers from eq. (2.50) the Lorentz covariant action PST action of eq. (1.9).

3 Application to non-abelian T-duality

Let us now consider the generalisation of these ideas to a non-Abelian group6 of isome-

tries, and for clarity we ignore spectator fields first and then give the result with their

inclusion after. Let us consider a σ-model on a d-dimensional group space G specified by

the Lagrange density,

L = La=|EabL
b
= , (3.1)

in which Eab is a constant (or possibly spectator dependant) matrix and the La are the

pull back to the worldsheet of the left invariant Maurer-Cartan forms for a group element

g ∈ G with conventions,

La = −iδab TrTbg
−1dg , dLa =

1

2
fabcL

b ∧ Lc , [Ta, Tb] = ifab
cTc , TrTaTb = δab .

(3.2)

This σ-model has a global GL invariance that we can gauge by introducing a connection

one-form A = iAaTa in the algebra of G which minimally couples through the introduction

of covariant derivatives,

∂g → Dg = ∂g −Ag . (3.3)

The connection has a field strength,

F=| = = ∂=|A= − ∂=A=| − [A=| , A=] . (3.4)

6In this work we restrict our attention to the cases in which the structure constants of the group dualised

are traceless; this is to avoid the occurrence of a mixed gravitational-gauge anomaly when coupled to a

curved background which upon dualisation can give rise to a Weyl anomaly i.e. a dual background that

does not obey the (super)gravity equations. For discussion of this and related issues see [50–52].
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We see then that the gauging replaces the Maurer-Cartan forms with,

La → La −AaDab , Dab = Tr(TagTbg
−1) , (3.5)

in which we have defined the adjoint action Dab which obeys D.DT = 1. Then the action

is invariant under the GL local transformations,

g → h−1g , A→ h−1Ah− h−1∂h . (3.6)

In addition we introduce a Lagrange multiplier term Tr vF=| = to enforce a flat connection

which is gauge invariant provided the Lagrange multipliers transforms in the adjoint,

v → h−1vh . (3.7)

After integration by parts of the Lagrange multiplier term one finds a gauged

Lagrange density,

Lgauged = LT=| EL= −AT=| DEL= − LT=|ED
TA= +A=|DED

TA=

+AT=| ∂=v −AT=∂=| v +A=| FA= , (3.8)

in which Fab = −ifabcvc. Obtaining the non-Abelian T-dual is then achieved by gauge

fixing g to the identity and integrating out the gauge fields to yield,

Ldual = ∂=| v
T (E + F )−1∂=v . (3.9)

Now we invoke the covariant gauge fixing choice,

Aa=| = Aa∂=| f , Aa= = Aa∂=f , (3.10)

and integrate out the field A. Since the non-Abelian term in the field strength [A=| , A=]

vanishes in this gauge the manipulations are actually quite similar to the Abelian case

described earlier.

If we define,

LA =

(
La

L̃a

)
, L̃a = Dba(g)∂vb , (3.11)

then one finds a doubled action,

L =
1

2
LT=| HL= −

1

2
LT=| ΩL= −

1

2

∂=f

∂=| f
LT=| (HP−)L=| −

1

2

∂=| f

∂=f
LT=(HP+)L= . (3.12)

Notice that the pull back of ΩABLA ∧ LB = 2La ∧ L̃a which entered the action as a

purely topological term in the Abelian case is no-longer topological, instead it serves as a

Kalb-Ramond potential. Since,

dL̃a = d(Dbadv
b) = fab

cLb ∧ L̃c , (3.13)

this implies a three-form flux

H = d(La ∧ L̃a) = −1

2
fbc

aLb ∧ Lc ∧ L̃a . (3.14)
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It is quite straightforward to extend these considerations to include a fibration and

spectator coordinates. Starting with the Lagrangian,

L = LT=| E L= + LT=| M ∂=y + ∂=| y
T N L= + ∂=| y

T K ∂=y , (3.15)

in which E,M,N,K may have arbitrary dependence on the coordinates y, and repeating

the above procedure yields the doubled action,

L =
1

2
L∇T=| HL

∇
= −

1

2
LT=| ΩL= −

1

2

∂=f

∂=| f
L∇T=| (HP−)L∇=| −

1

2

∂=| f

∂=f
L∇T= (HP+)L∇=

+
1

2
LT=| ηB= −

1

2
BT=| ηL= + K̂µν∂=| y

µ∂=y
ν ,

(3.16)

in which we defined,

L∇ = L + B , P+B =

(
g−1M

ET g−1M

)
, P−B =

(
g−1NT

−Eg−1NT

)
, (3.17)

and the modified Lagrangian on the base involves K̂ defined as in the Abelian case in

eq. (2.21).

3.1 Relation to Poisson Lie doubled formalism

There is an existing formulation for a non-Abelian T-duality double formalism, which in

fact also accommodates a further generalisation known as Poisson Lie T-duality [41, 42].

The result we obtained in eq. (3.12) can be understood in this context. To do so we remind

the reader of a little technology — the Drinfeld double [62].

The Drinfeld double D is a Lie algebra that can be decomposed as the sum of two

sub algebras D = G ⊕ G̃ that are maximally isotropic with respect to an inner product

〈·|·〉. If Ta are the generators of G and T̃ a those of G̃, then the generators of the double

TA = {Ta, T̃ a} obey ηAB = 〈TA|TB〉 i.e.,

〈Ta|Tb〉 = 〈T̃ a|T̃ b〉 = 0 , 〈Ta|T̃ b〉 = δa
b . (3.18)

The structure constants of the double [TA,TB] = iFAB
CTC decompose as,

[Ta, Tb] = if cabTc , [T̃ a, T̃ b] = if̃abc , [Ta, T̃
b] = if̃ bcaTc − ifacbT̃ c , (3.19)

and the Jacobi identity places further constraints on the admissible choices of G and G̃.

We also need to define some matrices for g ∈ G the group of G,

g−1Tag = aa
bTb , g−1T̃ ag = babTb + (a−1)b

aT̃ b , Πab = bcaac
b , (3.20)

and tilde analogues, ã, b̃, Π̃, for g̃ ∈ G̃. The statement of Poisson-Lie T-duality then is the

equivalence between the two σ-models,

S =

∫
d2σ(E−1 + Π)−1

ab L=|
aLb= , S̃ =

∫
d2σ[(E + Π̃)−1]abĽ=| aĽ= b , (3.21)
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where L and Ľ refer to the left-invariant one-forms of G and G̃ respectively (a háček is

used to distinguish Ľ from L̃ introduced above).

If G = G̃ = U(1)d we have an Abelian double and the dual pairs of σ-models correspond

to Abelian T-duals. If G is the algebra of some d-dimensional non-Abelian Lie group and

G̃ = u(1)d, the double is said to be semi-Abelian and the two dual models in eq. (3.21)

reduce exactly to non-Abelian T-dual related actions of eq. (3.1) and eq. (3.9). The case

where neither G̃ nor G are Abelian corresponds to a dualisation of non-isometric σ-models

and has recently found new applications in the context of the relation between certain

classes of integrable models in two dimensions known as η and λ deformations.7

That the actions in eq. (3.21) are dual was established in [41, 42] by constructing an

action on the Drinfeld double given by,

SPLT =
1

2

∫
Σ
〈l−1∂σl|l−1∂τ l〉+

1

12

∫
M3

〈l−1dl|[l−1dl, l−1dl]〉− 1

2

∫
Σ
〈l−1∂σl|H|l−1∂σl〉 , (3.22)

in which l is group element of the Drinfeld double, HAB = 〈TA|H|TB〉 is just the O(d, d)

coset generalised metric and M3 is a suitable three-manifold whose boundary is the world-

sheet Σ. This action can be thought of as deforming the chiral WZW model of Sonnen-

schein [56] and is essentially a doubled action in a Tseytlin style non-covariant gauge.

Parametrising l = g̃g with g̃ ∈ G̃ and g ∈ G and integrating out g̃ will give the action S of

eq. (3.21) and doing the converse with l = gg̃ gives the dual action S̃.

There also exists a PST version of the doubled action eq. (3.22) given by [57],8

SPLT−PST =
1

2

∫
Σ
〈l−1∂=| l|H|l−1∂=l〉+

1

12

∫
M3

〈l−1dl|[l−1dl, l−1dl]〉

− 1

2

∫
Σ

∂=| f

∂=f
〈l−1∂=l|HP+|l−1∂=l〉+

1

2

∫
Σ

∂= f

∂=| f
〈l−1∂=| l|HP−|l−1∂=| l〉 .

(3.23)

Let us now restrict our attention to the semi-Abelian double appropriate for non-

Abelian T-duality. The first thing to note is that if we express the group element on the

double as l = g̃g then,

l−1dl = g−1g̃−1dg̃g + g−1dg = idvag
−1T̃ ag + g−1dg = ia−1(g)abdvaT̃

b + iLaTa , (3.24)

in which we parametrised g̃ = exp(ivaT̃
a). However since a−1(g) is no more than the

adjoint action, DT (g), we see that,

l−1dl = iL̃aT̃
a + iLaTa = iLATA (3.25)

coinciding with the definition in eq. (3.11). One can now see that all the terms involving

H in (3.12) directly match those in eq. (3.23). All that remains is to understand the WZ

term for which we observe,

〈l−1dl|[l−1dl, l−1dl]〉 = FAB
CηCDLA ∧ LB ∧ LC = 3fab

cLa ∧ Lb ∧ L̃c (3.26)

7For a brief summary of this direction the reader may consult [63] and references within.
8To the best of our knowledge this has not appeared in the literature and we are grateful to K. Sfetsos

for sharing his notes in which it was derived.
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which is in agreement with eq. (3.14), thus confirming what started off as a topological

term in the Abelian doubled theory is precisely what is needed as a potential for the WZ

in the non-Abelian doubled theory.

To close this section let us finally note that actions of this style have been used in [64–67]

to describe strings whose doubled target space is a twisted torus and have been conjectured

to give a world sheet description of N = 4 electrically gauged supergravities. The works [64,

65] have the chirality constraint as supplementary to the action and those of [66, 67] use the

Tseytlin style formulation. It will be of interest to make more precise the linkage between

the spacetime violation of section condition leading to gauged supergravities as in [23–26]

and the generalised notions of Poisson-Lie duality whose worldsheet generalised metric has

dependence on both coordinates and their duals.

4 Towards the supersymmetric doubled string

A supersymmetric first order manifest T-dual invariant worldsheet formulation is still lack-

ing. Even a non-covariant Tseytlin type description has not been given yet. We provide

here a first step by constructing the simplest model which has an N = (0, 1) worldsheet

supersymmetry. While extremely simple it already exhibits all subtleties which also occur

in models with more supersymmetry. We will keep supersymmetry manifest by working in

N = (0, 1) superspace (conventions can be found at the beginning of appendix A).

4.1 The covariant formulation

For simplicity we restrict ourselves to a trivial bundle structure. All results can rather

straightforwardly be generalized to a non-trivial bundle structure. The starting point is

the Lagrange density,

L = 2i ∂=| xE D−x+ LS(y) , (4.1)

where x is a set of adapted coordinates such that the background field E = E(y) de-

pends only on the spectator coordinates y whose dynamics is governed by LS . In order to

gauge the isometries x→ x+ ε we introduce gauge fields A=| and A− and using Lagrange

multipliers x̃ we impose flatness. The gauged σ-model is given by,9

L = 2i ∂=| xE D−x+ 2i A=|E A− + 2i A=| J− + 2iJ=|A− + LS(y) , (4.2)

where,

J=| = ET∂=| x− ∂=| x̃ , J− = ED−x+D−x̃ . (4.3)

Integrating over x̃ gives the original model back. Motivated by the non-supersymmetric

case we impose the gauge choice,

A=| = ∂=| f A , A− = D−f A , (4.4)

9Note that we could as well have introduced the full N = (0, 1) gauge multiplet which consists of A=| ,

A= and A−. Introducing Lagrange multipliers which constrain all fieldstrengths F=|=, F=| −, F=− and F−−
to zero, one finds that upon making a field redefinition on x̃ this reduces to the current case.
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where f is an arbitrary function and A is a set of d N = (0, 1) scalar superfields. The

Lagrange density becomes so,

L = 2i ∂=| xE D−x+ 2i ∂=| fD−fA g A+ 2i A
(
∂=| f J− +D−f J=|

)
+ LS(y) . (4.5)

The residual gauge invariance is given by,

x→ x+ ε(f) , A→ A− ∂fε(f) , f → f . (4.6)

In addition the action is invariant under,

x̃→ x̃+ ε̃(f) , (4.7)

as well. The equations of motion for A are given by,

D−f A = −1

2
g−1J− −

1

2

D−f

∂=| f
g−1J=| , (4.8)

which, because of the fermionic nature of D−f , cannot directly be solved for A. However

one notes that by multiplying the equations of motion by D−f one obtains the constraint,

D−f J− = 0 . (4.9)

Acting with D− on this one gets,

J− = 2i
D−f

∂=f
D−J− . (4.10)

Despite appearances, eq. (4.9) is an algebraic constraint on the components of the su-

perfields. Indeed writing the superspace components of x and x̃, x = x + iθ−ψ− and

x̃ = x̃+iθ−ψ̃−, one readily verifies using eq. (4.10) that the constraint can be solved for half

of the component fields ψ and ψ̃. As such this constraint can simply be imposed using La-

grange multipliers. This is very reminiscent of the nilpotent superfield constraints ([58, 59];

a systematic treatment and review of nilpotent superfields can be found in [60]). Using

this in the equations of motion eq. (4.8) one solves for A,

A = −1

2

1

∂=| f
g−1J=| −

i

∂=f
g−1D−J− +D−f

(
· · ·
)
, (4.11)

where the terms following D−f remain undetermined but they will not play any role in

what follows. Using this to eliminate A in the first order Lagrange density eq. (4.5) one gets,

L = 2i ∂=| xE D−x− iJ=| g
−1 J− −

i

2

D−f

∂=| f
J=| g

−1 J=|

+
∂=| f

∂=f
J− g−1D−J− + LS(y) , (4.12)

together with the constraint given in eq. (4.9). Repeatedly using eqs. (4.9) and (4.10), one

rewrites this as,

L = 2
∂=| f

∂=f

(
D− −

D−f

∂=| f
∂=|

)
X η P+D−

(
P+D−X

)
− i
(
D− −

D−f

∂=| f
∂=|

)
X η P−∂=|X

+2i
D−f

∂=f
Ψ+ η P+D−X + LS(y) , (4.13)
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where the topological term has been dropped. The Lagrange multiplier Ψ+, which trans-

forms under O(d, d;Z) in the same way as X, enforces the constraint,

µ= ≡ D−f P+D−X = 0 , (4.14)

which is equivalent to the constraint in eq. (4.9). Note that because of the presence of

the projection operator P+ only d components of the Lagrange multiplier Ψ+ effectively

appear in the lagrangian.

The covariant action has two classes of symmetries,

The residual gauge symmetry Even after we gauge fixed the gauged non-linear σ-

model there is a residual gauge invariance left:

f → f

X → X + Λ(f)

Ψ+ → Ψ+ −
i

2
D−S ∂=| Λ , (4.15)

where Λ(f) is a 2d× 1 column matrix of arbitrary functions of f .

The PST symmetry As the gauge fixing function f was randomly chosen, we expect

that it can be shifted in an arbitrary way which is the origin of the PST symmetry.

To see this first consider the action defined by eq. (4.13) in the absence of the Lagrange

multiplier term. After some significant effort one determines that under the variation,

δf = ε (4.16)

δX =
ε

∂=| f
P−∂=|X +

2iε

∂=f
P+D− (P+D−X)− 2iε

∂=f
D−fP+D−

(
1

∂=| f
P−∂=|X

)
,

one produces only terms that are proportional to the constraint µ defined in eq. (4.14)

or derivatives thereof. Moreover, this property is shared by the variation of the

constraint itself. As a result, one is then guaranteed a transformation of the La-

grange multiplier that renders the whole Lagrangian (4.13) invariant. For pedagog-

ical purpose we illustrate this in the simplest case of constant background fields in

the appendix.

4.2 The Tseytlin formulation

We now pass to a Lorentz non-covariant gauge for the PST symmetry in order to recover

a Tseytlin like formulation. Choosing f = f(τ) [49] we get that the Lagrange density

eq. (4.13) becomes,

L = − i
2
D̂X η ∂τX +

i

2
D̂XH ∂σX + D̂X η P+D−SD−X

+θ−Ψ+ η P+D−X + LS(y) , (4.17)

where,

D̂ ≡ D− +
i

2
θ−∂=| = ∂− +

i

2
θ−∂σ , D̂2 =

i

2
∂σ , θ−D− = θ− D̂ . (4.18)
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The equations of motion for Ψ+ and X read,

θ−P+D−X = θ−P+D̂X = 0 ,

D̂
(
∂τX− S ∂σX + i D̂S D̂X + iP+D−S D−X

−iD−S P+D̂X + θ−P+Ψ+

)
= 0 . (4.19)

The second of these equations immediately implies,

∂τX− S ∂σX + i D̂S D̂X + iP+D−S D−X− iD−S P+D̂X + θ−P+Ψ+ = F (τ) , (4.20)

with F (τ) an arbitrary function of τ . Using the residual gauge invariance, eq. (4.15), which

assumes now the form,

X → X + Λ(τ)

Ψ+ → Ψ+ −
i

4
D−S ∂τ Λ(τ) , (4.21)

this function can be put to zero leaving us with,

∂τX− S ∂σX + i D̂S D̂X + iP+D−S D−X− iD−S P+D̂X + θ−P+Ψ+ = 0 . (4.22)

The first equation in eq. (4.19) implies,

P+D̂X = θ−P+D̂
(
P+D̂X

)
. (4.23)

Acting with P− on eq. (4.22) and using eq. (4.23) one obtains,

P− ∂=|X = 0 . (4.24)

Acting with P+ on eq. (4.22) allows one to solve for for θ−P+Ψ+. However multiplying

this equation with θ− gives,

θ−P+D−
(
P+D−X

)
= 0 . (4.25)

From the first equation in eq. (4.19) one also gets,

P+D−X = θ−P+D−
(
P+D−X

)
(4.26)

which combined with eq. (4.25) gives,

P+D−X = 0 . (4.27)

So the equations of motion of the model in the Tseytlin gauge indeed reproduce the con-

straints eqs. (4.24) and (4.27) as expected.
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4.3 Component form

For convenience we now give the results expanded into components as defined by the

superfield expansion X = X + i θ−Ξ−. We use that D−D̂|θ−=0 = i
2∂σ to find that the

lagrangian can be expressed as,

D−L|θ=0 =
1

4
∂σXη∂τX−

1

4
∂σXH∂σX

− iΞ− η
(
∂=| Ξ− + iD−S ∂σX

)
+

1

2
Ξ− ηD−SD−SΞ− + iΨ+ηP+Ξ− .

(4.28)

Here, and in the following component expressions, we adopt the implicit notation that

D−S ≡ D−S|θ=0 and X ≡ X|θ=0. Note the presence of a four-fermi interaction term that

would have been hard to guess from the bosonic case; this term will prove essential in what

follows. As above, the variation with respect to the Lagrange multiplier enforces,

P+Ξ− = 0 . (4.29)

The variation with respect to X gives an equation of motion that is a total ∂σ derivative

which, using the residual gauge redundancy, can be integrated to yield,

P+ (∂=X−D−S Ξ− ) = 0 , P−∂=|X = 0 . (4.30)

The variation with respect to the fermion is more intricate and yields,

2∂=| Ξ− + iD−S∂σX + iD−SD−S Ξ− + P+Ψ+ = 0 . (4.31)

The P+ projection of this equation fixes the Lagrange multiplier however the P− projection

provides a fermion equation of motion,

0 = P−

(
∂=| Ξ− +

i

2
D−S∂σX +

i

2
D−SP+D−S Ξ−

)
= P−

(
∂=| Ξ− +

i

2
D−S∂σX +

i

2
D−S∂=X

)
= P−

(
∂=| Ξ− +

i

2
D−S∂=|X

)
,

(4.32)

in which we used that P−D−S = D−SP+ and the equation of motion eq. (4.30) to pass to

the final line. Together the equations (4.29), (4.30), and (4.32) are exactly the component

content of the superspace equations,

P+D−X = P−∂=|X = 0 . (4.33)

5 Discussion and open problems

In this paper we have clarified many missing details in the construct of the manifestly

T-duality symmetric worldsheet theory and shown how such a formulation can be obtained

through a novel gauge fixing choice. This procedure allowed us to make the generalisation to
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the supersymmetric case in the most minimal, but still non-trivial, extension to N = (0, 1)

supersymmetry. The essential reason for the complexity comes from having in the theory

chiral bosons whose chirality is mis-aligned with that of the supersymmetry.

The natural next direction here is to extend this work to both N = (1, 1) andN = (2, 2)

supersymmetry. The N = (1, 1) case is already under study and will directly follow from

the techniques outlined within. The N = (2, 2) remains less obvious but should be an

exciting arena to make a direct link to Hitchin’s generalised geometry. Initial results in

this direction have recently been reported by one of us [61]. It will also be of interest to

consider spacetime supersymmetry generalising the result of [68] to curved backgrounds.

Our discussion has been local in nature and there are sensitive issues, even in the

bosonic theory, that will have to be addressed if the derivation used is to be implemented

in full Polyakov sum over genus at the quantum level. At first sight our gauge fixing

choice ∂=| fA= = ∂=fA=| looks to require the introduction of a globally defined exact

form u = df . In fact this is too strong, as is known from previous studies of the PST

formalism [69] it is sufficient to work with a closed form du = 0. Put another way [70],

the residual gauge invariance is sufficient to eliminate cohomological contributions that

come from integrating the equation of motion to produce the constraint. However one

still requires in the manipulations that f has nowhere vanishing first derivatives so as to

allow such terms to appear in the denominator of fractions in a PST approach. Since this

necessitates a the existence of a nowhere vanishing vector field, it is not obvious how to

extend from R2 to a compact Riemann surfaces of non-vanishing Euler character. The

appearance of the function f was via a gauge fixing, the interpretation here is that the

gauge fixing choice adopted can not be globally extended and is only locally well defined. A

possible resolution is to find a suitable global fixing or to work patchwise. Understanding

this will be an interesting topic for further investigation

This formulation may have great utility; by calculating the β-functions in a perhaps

naive manner one could hope to find background field equations for the generalised metric

which relate to the target space formulation of DFT. Whilst the non-covariant Tseytlin

style action allows for such progress to be made at 1-loop order [31–33], it is very hard to

extend this to higher loops — the non-Lorentz invariant structure makes the regularisation

of Feynman diagrams taxing at best. Using the covariant formulation may alleviate some

of this trouble. Optimistically we hope that the techniques in this paper could prove to be

a valuable starting point for the calculation of duality covariant corrections to DFT.

Acknowledgments

This work is supported in part by the Belgian Federal Science Policy Office through the

Interuniversity Attraction Pole P7/37, and in part by the “FWO-Vlaanderen” through

the project G020714N and a postdoctoral fellowship, and by the Vrije Universiteit Brus-

sel through the Strategic Research Program “High-Energy Physics”. We are grateful to

J.P. Ang, David Berman, Chris Blair and Martin Roček and for numerous illuminating

discussions, and to K. Sfetsos for discussions and sharing with us his work on the PST for-

mulation of Poisson-Lie duality. We would like to thank the Simons Center for Geometry

– 23 –



J
H
E
P
1
2
(
2
0
1
6
)
0
8
2

and Physics for providing a stimulating environment during the conference “Generalized

Geometry and T-dualities” while part of this work was finalized.

A Conventions

Throughout the paper we use worldsheet lightcone coordinates,

σ=| = τ + σ, σ= = τ − σ . (A.1)

In N = (0, 1) superspace this is extended by adding one one-component real fermionic

coordinate θ−. The fermionic derivative D− satisfies,

D2
− = − i

2
∂= . (A.2)

The T-duality group O(d, d;Z) plays a central role. In the present context O ∈
O(d, d;Z) is a 2d× 2d matrix with integer entries satisfying,

OT ηO = η , (A.3)

where,

η =

(
0 1

1 0

)
. (A.4)

In the current paper we use adapted coordinates xi and their T-duals x̃i, i ∈ {1, · · · , d}
together with spectator coordinates yµ, µ ∈ {1, · · ·D − d}. We write the adapted coordi-

nates together with the dual ones into a single O(d, d;Z) multiplet,

X =

(
x

x̃

)
, (A.5)

which transforms under the action of O ∈ O(d, d;Z) as,

X→ X′ = O−1 X. (A.6)

Writing O ∈ O(d, d;Z) as,

O =

(
A B

C D

)
, (A.7)

the background fields Eij(y) = gij(y) + bij(y) transform non-linearly,

E → E′ = (EB +D)−1(EA+ C) , (A.8)

however, the generalised metric H,

H =

(
1 −b
0 1

)(
g 0

0 g−1

)(
1 0

b 1

)
=

(
g − b g−1 b −b g−1

g−1 b g−1

)
, (A.9)
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transforms linearly,

H → H′ = OTHO . (A.10)

From H we construct an almost product structure S,

S = ηH , (A.11)

such that S2 = +1. Using this we introduce the orthogonal projection operators P+

and P−,

P± =
1

2

(
1± S

)
. (A.12)

Some often used identities include,

HP± = P T±H = ±ηH , P±∂yS = ∂ySP∓ . (A.13)

B PST symmetry in the N = (0, 1) case

We assume constant background fields and for notation convenience define,

σ =
1

∂=f
P+∂=X , ρ =

1

∂=| f
P−∂=|X . (B.1)

In terms of these quantities we can recast the Lagrangian as,

L = −i∂=| fD−Xη (σ + ρ) + iD−f∂=|Xη (σ + ρ) + iΨ=|+ηµ= , (B.2)

where we have defined Ψ=|+∂=f = 2Ψ+ and in which the constraint, and its derivative are

given by,

µ= = D−fP+D−X , ν− =
2i

∂=f
D−µ= = P+D−X − σD−f . (B.3)

The PST transformations in the case of constant backgrounds reduce to,

δf = ε , δX = ε(σ + ρ) , (B.4)

which exactly replicate those already seen in the bosonic N = (0, 0) case. Under these

transformation one finds,

δµ= = D− (εν−) , (B.5)

and the variation of the Lagrangian reads,

δL = iδΨ=|+ηµ= + Λ=| ην− − Λ=|=| η∂=ν− , (B.6)

in which we defined

Λ=| = iε

(
D−Ψ=|+ −

∂=| f

∂=f
∂=σ + ∂=| σ

)
,

Λ=|=| = −iε
(
∂=| f

∂=f
σ −

∂=|X
∂=f

)
.

(B.7)
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Then invariance of the action is recovered with,

δΨ=|+ = D−

(
2Λ=|

∂=f

)
+D−

(
2

∂=f
∂=Λ=|=|

)
. (B.8)

One could choose other rewritings of the action by adding on terms proportional to the

constraint, but due to eq. (B.5) the transformation rule of the Lagrange multiplier can be

modified to ensure the resulting action still possesses the PST symmetry.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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[41] C. Klimč́ık and P. Ševera, Dual non-Abelian duality and the Drinfeld double, Phys. Lett. B

351 (1995) 455 [hep-th/9502122] [INSPIRE].

[42] C. Klimč́ık and P. Ševera, Poisson-Lie T duality and loop groups of Drinfeld doubles, Phys.

Lett. B 372 (1996) 65 [hep-th/9512040] [INSPIRE].

[43] S.P. Chowdhury, Superstring partition functions in the doubled formalism, JHEP 09 (2007)

127 [arXiv:0707.3549] [INSPIRE].

[44] C.D.A. Blair, E. Malek and A.J. Routh, An O(d, d) invariant Hamiltonian action for the

superstring, Class. Quant. Grav. 31 (2014) 205011 [arXiv:1308.4829] [INSPIRE].
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