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Introduction

The Standard Model of particle physics describes the elementary particles and their
interactions, with the exception of gravity which is not formulated within the model.
The model has been tested in diverse experiments and its parameters have been mea-
sured with great precision in high energy physics laboratories. However, there is still
a missing particle which has not yet been detected, being the Standard Model Higgs
boson. Also there is evidence which make the Standard Model only an effective theory
and motivate the need to have new physics beyond it. Therefore, efforts are made to
build the most fundamental theory describing nature. To search for the Higgs particle
and test the new physics ideas beyond the Standard Model, the Large Hadron Collider
(LHC) was constructed.

The LHC, located at the CERN laboratory near Geneva, has been colliding beams
of protons at a center of mass energy of 7 TeV since March 2010. The proton-proton
collisions are detected with the use of detectors installed at the interaction points, such
as the CMS (Compact Muon Solenoid) experiment, which is one of the two general-
purpose detectors at the LHC. The energy and momentum of particles which are pro-
duced in the final state of proton-proton interactions, are measured by the detectors.
While the energy of leptons can be measured with high precision, the measurement of
the energy of the quarks, which hadronize to make so-called jets, is quite challenging.
While strategies are developed to calibrate the jet energies within the CMS collabo-
ration, searching for new physics benefits from a more precise measurement of the jet
energies than the ones obtained by applying the baseline methods. In this analysis, a
method to calibrate the energy of the jets is applied on the proton collisions containing
two top quarks in the final state, pp → tt̄. The high rate of the production of the
top quark pairs in proton-proton collisions provides a huge amount of statistics. This
allows the top quark pairs to be used as a tool to perform the calibration studies.

This thesis is organized as follows. In Chapter 1, the Standard Model of particle
physics is reviewed with emphasis on the top quark sector followed by a motivation
to construct the LHC. The description of the Large Hadron Collider and the CMS
experiment, is given in Chapter 2. The CMS experiment detects the emerging particles
from the proton collisions through electronic signals which are subsequently used to
reconstruct the physics objects as described in Chapter 3. The simulation of the proton
collisions is described in Chapter 4 followed by the description of the procedure to select
top quark events on which the calibration method is based. The method to estimate
the residual jet energy corrections is described in detail in Chapter 5. The estimated
results of the method are obtained based on both the simulated proton collisions as
well as the real proton collisions collected in 2010 by the CMS experiment. Finally, a
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2 INTRODUCTION

summary of the analysis and a conclusion are given in Chapter 6.



Chapter 1

The Standard Model of Particle
Physics

Elementary particle physics aims to understand the structure of matter at the micro-
scopic level and explain the interactions between them. The most thorough theory
currently known which describes particles and forces is the Standard Model of ele-
mentary particle physics [1, 2]. Despite of some unanswered questions, the Standard
Model has been able to describe the experimental data since it was proposed in sixties.
Three out of four interaction forces which have been observed in nature are formulated
within the Standard Model. The particles predicted within the model have already
been discovered in research laboratories, except for a missing particle which is the
mass generator of the model. The heaviest discovered elementary particle is the top
quark which was observed in 1995 [3–7] at the Tevatron collider [8]. The parameters
of the model have been measured with great precision and efforts are made in order to
discover the last predicted particle of the model, being the Higgs particle. The most
recent experiment which has been constructed to search for the missing piece of the
Standard Model as well as providing answers to other formulated theoretical models
beyond the Standard Model, is the Large Hadron Collider (LHC). The two incoming
proton beams are currently collided at the center of mass energy of 7 TeV to provide
the experimental data for further analysis.
In this chapter, the Standard Model of particle physcis is reviewed. The way of for-
mulating the particles and forces into the model is described in Section 1.1. Special
emphasis is given to the top quark sector of the Standard Model since the top quark
is the heaviest elementary particle discovered so far with distinct features compared to
the other known elementary particles. Hence, Section 1.2 is dedicated to the physics
of the top quark and elaborates its properties.

3



4 CHAPTER 1: The Standard Model of Particle Physics

1.1 Elementary Particles and Their Interactions

1.1.1 Electroweak Theory

The fundamental particles, namely quarks and leptons, which are fermions with half-
integer spin are represented by Dirac spinors ψ, that fulfill the Dirac equation 1

iγµ∂µψ = 0.

In the presence of an external electromagnetic field Aµ, the fermions couple to the
quantum of the field, which is called the photon γ, and their interaction are described
by a Lagrangian term expressed as

Lint
e.m =

∑

f

ψ̄f iγ
µDµψf ,

where the sum is over all fermions and Dµ is the covariant derivative defined as Dµ =
∂µ + ieQAµ. In the language of group theory, the dirac spinors are representations of
the Ue.m(1) group since the Lagrangian is invariant under the gauge transformation

ψ → eieQψ.

According to Noethers’s theorem, there is a conservation law that can be associated
to this gauge symmetry. Therefore the electric charge Q, which is expressed in units
of quantum number e, is constant during the electromagnetic interactions. The Dirac
spinors associated to the elementary particles and their corresponding charge are listed
in Table 1.1.

As expressed in Table 1.1, the leptons as well as the quarks appear in three genera-
tions whose constituents are equal in all quantum numbers but differentiated in terms
of mass. The most stable particles are the ones listed in the first generation for each of
the two category of fermions. The elementary particles interact with the electromag-
netic field via their charge, hence no interaction vertex is present between the photon
and the neutrino in the Standard Model since the neutrinos are neutral fermions.
In addition to the electromagnetic interactions which are formulated in a simple La-
grangian term and can fully describe the interaction of the charged particles, there is
another kind of interaction describing the phenomena like beta decay p → n + e+ νe,
which corresponds to the physics processes containing a neutrino as one of the com-
ponents of the interaction. This kind of interaction, known as the weak interaction,
contains a heavy particle as propagator. Because of the rather massive property of
the propagator of the weak interaction, they are difficult to be produced during an
interaction. Therefore, the weak interactions are rare within the Standard Model.
In order to describe the physics of the weak interactions, an appropriate term should
be added to the Lagrangian. According to the experimental data, where only left-
handed fermions contribute to the weak interaction, the weak current ψ̄νe

γµ(1− γ5)ψe

1 The mass term is dropped from the Dirac equation for simplicity.
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fermions Q

leptons

first generation
(

ψe

)

-1
ψνe

0

second generation
(

ψµ

)

-1
ψνµ

0

third generation
(

ψτ

)

-1
ψντ

0

quarks

first generation
(

ψu

)

+2
3

ψd −1
3

second generation
(

ψc

)

+2
3

ψs −1
3

third generation
(

ψt

)

+2
3

ψb −1
3

Table 1.1: The elementary particles, being quarks and leptons, predicted by the Stan-
dard Model and observed in the experiment. The electric charge Q, associated to each
particle is also listed.



6 CHAPTER 1: The Standard Model of Particle Physics

was proposed, as the operator (1 − γ5) is the chirality projector that only keeps the
left-handed part of the Dirac spinor, for example one can have

PLψe ≡
(1 − γ5)

2
ψe = ψe,L.

In order to keep the Lagrangian invariant under the gauge transformation, the SU(2)L

symmetry group is proposed for which the new doublets Ψ, constructed from the left-
handed Dirac spinors, are the representations of the gauge group which are expressed
explicitly for the first generation of the fermions as

ΨLepton =

(

ψνe,L

ψe,L

)

and ΨQuark =

(

ψu,L

ψd,L

)

,

and the Pauli matrices τ i, are the generators of the group. The three massless gauge
bosons which are introduced in this group are not able to explain the experimental
data, being the three massive particles W± and Z. Hence the idea of unification
of the electromagnetism and weak interation was made to combine the two type of
physics interactions into one unified theory called electroweak which is explained in
the following.
In order to combine the electromagnetic and weak interactions into a single formalism,
a new symmetry group U(1)Y , called hypercharge, is introduced and the Lagrangian
is modified and expressed as

Lelectroweak =
∑

f

[

Ψ̄f iγ
µDµΨf + ψ̄f,Riγ

µDµψf,R

]

+ Kinetic terms.,

where the sum is over all fermions and R refers to the right-handed Dirac spinors

which are obtained by applying the right-handed chirality operator (1+γ5)
2

, on the Dirac
spinors. The definition of the covariant derivative Dµ, is different depending on which
operand it is acting. The covariant derivatives of doublets and singlets are respectively
expressed as

Dµ = ∂µ + igY Y Bµ + igW
τ i

2
W i

µ,

and

Dµ = ∂µ + igY Y Bµ,

where Y is the hypercharge operator. The constants gY and gW represent respectively
the coupling strengths of the hypercharge and weak intractions. The three W i and one
B gauge bosons are combined to express the observed physical intermediate bosons γ,
W± and Z, as explained below.
As a consequence of introducing the new hypercharge symmetry group, the electroweak
part of the Standard Model can be described on the basis of the SU(2)L⊗U(1)Y gauge
group. Therefore, the left-handed fermions in doublets and right-handed fermions in
singlets are representations of this new symmetry group. The quantum numbers which
are assigned to the hypercharge operator Y , as well as the weak isospin operators,
being the Pauli matrices, are determined in such a way that the appropriate electric
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charge of fermions is recovered. As an example, only the first generation of the leptons
is considered. The Lagrange equation can be expanded as

(

ψ̄νe,L ψ̄e,L

)

γµ
[

− gY Y Bµ − gW
τ 3

2
W 3

µ

]

(

ψνe,L

ψe,L

)

+ ψ̄e,Rγ
µ
[

− gY Y Bµ

]

ψe,R,

where only the part responsible to re-produce the electromagnetic interaction is kept.
The two gauge bosons Bµ and W 3

µ are combined to make the new physics gauge bosons
Aµ and Zµ, according to

(

Aµ

Zµ

)

=

(

cos θW sin θW

− sin θW cos θW

)(

Bµ

W 3
µ

)

,

where θW is the Weinberg mixing angle. Therefore the Lagrangian expression is sim-
plified and given by

(

ψ̄νe,L ψ̄e,L

)

γµAµ

[

−gY cos θWY−
1

2
gW sin θW

(

1 0
0 −1

)

]

(

ψνe,L

ψe,L

)

+ψ̄e,Rγ
µAµ

[

−gY cos θWY
]

ψe,R.

With the assumption of e = gY cos θW = gW sin θW and assigning

Y

(

ψνe,L

ψe,L

)

= −1

2

(

1 0
0 1

)(

ψνe,L

ψe,L

)

,

and
Y ψe,R = −1ψe,R,

the Lagrangian expression would be simplified to

+eAµ

[

ψ̄e,Lγ
µψe,L + ψ̄e,Rγ

µψe,R

]

= +eAµψ̄eγ
µψe.

Therefore, the electromagnetic interaction term with the right electric charge is recov-
ered given that a correct value for the hypercharge quantum number is chosen.
The problem which arises is that the observed weak bosons are massive while an explicit
mass term cannot be introduced into the Lagrangian as it spoils the gauge symmetry.
The Higgs mechanism [9–11], which is described in detail in the following, is responsible
for giving mass to the particles in the Standard Model.

Electro-weak Symmetry Breaking

Since the observed weak bosons are massive, the electroweak symmetry must be bro-
ken. The formalism of symmetry breaking is introduced with the use of the Higgs
mechanism. A new doublet containing scalar fields is introduced as

φ =

(

h1

h2

)

whose hypercharge quantum number is chosen to be +1
2
. The corresponding Lagrangian

term which describes the dynamic of the scalar field φ is written as

LHiggs = Dµφ
†Dµφ− V (φ),
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where V (φ) is the scalar potential and is given by −µ2φ2 + λφ4. Thy symmetry is
spontaneously broken when the scalar field takes a value of v at the minimum of the
potential, defined as v2 ≡ µ2

λ
. Due to the quantum fluctuations around the minimum

of the potential, one can have

φ =

(

0
v + h(x)

)

,

where h(x) corresponds to the Higgs boson field, for which there is no experimental
evidence yet. Expanding the Lagrangian expression around the vacuum state, the mass
terms for the physical observables W± and Z are obtained to be

mW =
1

2
gW v; mZ =

1

2

√

g2
Y + g2

W v,

while the photon remains massless, as aimed for. All the parameters gW , gY and v are
free parameters of the model 2.
The Higgs mechanism results in giving mass to the weak gauge bosons of the Standard
Model. As a result, the fermions are still massless because an explicit mass term would
violate the gauge invariance of the electroweak Lagrangian as it mixes the left and
right-handed components of the Dirac spinors

mf ψ̄fψf = mf

[

ψ̄f,Lψf,R + ψ̄f,Rψf,L

]

.

Therefore the procedure of giving mass to the fermions proceeds by introducing the
Yukawa interaction terms which make use of the Higgs doublet in order to construct
the gauge invariant expressions out of Dirac spinors. For example, the first generation
of the leptons acquire mass when introducing the following gauge invariant terms

LY ukawa = −Ge

[

Ψ̄LφψR + ψ̄Rφ
†ΨL

]

,

where Ge is the Yukawa coupling constant for the electron field. The Yukawa coupling
constants which are introduced to the theory through LY ukawa, are again arbitrary
parameters of the Standard Model.
As a consequence, the Higgs particle couples to a fermion with a strength proportional
to the mass of that fermion.

1.1.2 Strong Interactions

In addition to the electromagnetic and weak interactions of the particles within the
Standard Model, there is another kind of interaction, called the strong interaction,
which are specific to the quarks carrying color charges. There are three color quantum
numbers which resulted in proposing a new gauge group SU(3)c to be responsible for

2 The three best measured electroweak parameters, being the electromagnetic coupling constant α,
the Fermi constant GF and the mass of the Z boson mZ , are used to determine these three parameters
gW , gY and v. The parameter µ, representing the mass of the Higgs boson remains undertermined in
the theory.
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the strong interactions. The quarks are triplets under the gauge transformations of
the SU(3)c symmetry group and the eight gauge boson, Ga, which are introduced
accordingly are the massless gluons, the intermediate bosons of the strong interactions.
The covariant derivative which contains the information of the strong interaction is
then expressed as

Dµ = ∂µ + igY Y Bµ + igW
τ i

2
W i

µ + igS
λa

2
Ga

µ,

where the gS, being another free parameter of the model, is the strong coupling con-
stant and λa are the Gelman matrices which are the generators of the color SU(3)c

group.
The Higgs mechanism and the Yukawa interactions are as before and the SU(3)c re-
mains unbroken after the electroweak symmety breaking.

1.2 Top Quark Sector of the Standard Model

1.2.1 Indirect Evidence for the Existence of the Top Quark

Before its discovery in 1995, the top quark was predicted by the Standard Model. In
order to obtain a renormalisable gauge theory, the anomalies arrising from the so-called
triangle diagrams of which an example can be found in Figure 1.1, should cancel. Since
each triangle is proportional to cfAQ

2
f , where Qf is the charge of fermion and cfA is the

axial coupling of the weak neutral current, the total anomaly can be obtained by

N
∑

i=1

=
(1

2
× (0)2 − 1

2
× (−1)2 +

1

2
× 3 × (+

2

3
)2 − 1

2
× 3 × (−1

3
)2
)

,

where N denotes an equal number of lepton and quark doublets. Therefore in order to
have a vanishing anomaly, it was required that the quark generations come in pairs to
compensate the divergencies from the fermion loops.

Figure 1.1: The triangle diagram containing a fermion loop which produces divergences
in the quantum field theory.

Another indirect evidence for the existence of the third generation of quarks, hence
the top quark as one of the components, was to provide a natural way to suppress
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theoretically flavour changing neutral current phenomenon (FCNC) which is not ex-
perimentally observed. Based on the GIM mechanism [12] which was originally pro-
posed for two quark generations, the same argument which forbids flavour changing
transitions among down-type quarks, applies for three quark doublets.
Also there is lots of evidence for the existence of the top quark. There have been some
detailed studies of the Zbb̄ vertex using the data collected at the e−e+ colliders LEP
and SLC, resulting in the measurement of the isospin of the b quark [13]. It has been
measured [14] that the b quark has a left-handed third component of the isospin of −1

2

which implies that the b quark must have a weak isospin partner. In other words, the
top quark must exists as a counterpart of the isospin doublet of the b quark.

1.2.2 Indirect Constraints on the Mass of the Top Quark

All electroweak quantities of the Standard Model depend, at leading order, on three
parameters, namely two gauge coupling constants gY , gW and vacuum expectation value
of the Higgs boson field v. At higher order of corrections, two extra parameters, being
the top quark mass mt and the mass of the Higgs boson mH , contribute to the radiative
loop corrections and therefore can affect the values of the electroweak observables.
Hence, the precision electroweak measurements can provide indirect constraints on the
mass of both the top quark and the Higgs boson.
While the dependency of the electroweak observables such as the mass of the Z boson
on the mass of the top quark is quadratic, the mass of the Higgs boson appears into the
radiative corrections through logarithmic terms. Therefore, the inferred constraints on
mt are stronger than those on mH and that is why there has been a good prediction on
the mass of the top quark before its discovery. A global fit of the Standard Model to
the precision data successfully predicts a value for the mass of the top quark as [15, 16]

mt = 179.412.1
−9.2 GeV

3,

which is in good agreement with the measured value of the top quark [17]

mt = 173.2 ± 0.9 GeV.

The successful prediction of the mass of the top quark provided by the precision elec-
troweak data indicates the predictive power of the radiative corrections which persuades
one to obtain constraints on the other parameters of the model, such as Higgs boson
mass. As already mentioned, because of the logarithmic dependence of the radiative
corrections on the mass of the Higgs boson, it is not possible to derive stringent predic-
tions on the Higgs boson mass. In the following, the results of the Standard Model fit
to the precision electroweak data in order to extract constraints on mH are discussed.
Using the measured value of the top quark mass, the Standard Model fit to the elec-
troweak precision data is performed in order to infer the mass of the Higgs boson [18].
The result of the fit, expressed in terms of ∆χ2, is shown in Figure 1.2. The most likely
value of the mass of the Standard Model Higgs boson is determined from the minimum

3 Throughout the thesis, the natural units are used.
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of the ∆χ2 curve to be mH = 91+45
−32 GeV , which means the data prefers a light Higgs

boson. The direct searches for the Higgs boson at LEP have exculded a Higgs boson
with a mass below 114.4 GeV [19], therefore the preferred value is slightly above the
exclusion limit.

Figure 1.2: The indirect determination of the mass of the Higgs boson obtained from
the Standard Model fit to the electroweak data assuming the world average mass of
the top quark [18]. Also the exclusion region on mH obtained from direct searches for
the Higgs boson at LEP is also shown.

Figure 1.3 contains the information of the direct as well as the indirect measure-
ments of both the mass of the top quark and the W boson. Also the lines indicating
the various Higgs boson masses are overlaid. The upper limit of 1000 GeV on the mass
of the Higgs boson comes from the theoretical calculation [20]. The direct searches for
the Standard Model Higgs boson at the Tevatron, result in an exclusion of the mass of
the Higgs particle in a narrow band specified on the plot [21].
As it can be seen from Figure 1.3, the direct and indirect measurements of mt and mW

are in good agreement, confirming that the Standard Model of particle physics is not
obviously wrong. It should also be noted that the contours of the W and top quark
masses are calculated at 68% confidence level. In order to make stronger limits on the
measured values, more data should be provided. Therefore, a more precise determi-
nation of either the mass of the top quark or the mass of the W boson, would make
it possible to accept or reject the existence of the Higgs particle within the Standard
Model.

1.2.3 Direct Searches of the Top Quark and the Discovery Era

As mentioned before, the top quark was finally discovered by the CDF [22] and D0 [23]
experiments at the Tevatron. The latest world average value measured for the mass of
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Figure 1.3: The direct (dotted ellipse) and indirect (solid ellipse) measurements of mW

and mt determinde from the data collected at the Tevatron and LEP colliders. The
solid lines represent the various configurations of the Higgs boson mass.

the top quark can be found in Figure 1.4. The indirect measurements from precision
data are also shown in the same plot. Besides the good agreement between the direct
and indirect measurements of the mass of the top quark, it can be also seen that the
mass of the top quark is measured with an uncertainty of 0.5% on the mean value
which represents a precise measurement of the mass of the top quark. Even with more
data available from the LHC, it is possible to improve the accuracy on the quoted value
for the mass of the top quark.
In addition to the mass, the top quark has other quantum numbers which should
be measured directly from the data. The electric charge, for example, is one of the
important quantum numbers that must be checked. Since the center of mass energy
provided by the LEP collider was around 200 GeV, much less than the energy needed
to produce a pair of top quarks via the interaction e+e− → γ∗ → tt̄, it was not possible
to use the collected data from the electron-positron collider to measure the electric
charge associated to the top quark. At a proton-proton collider it is still possible to
measure the electric charge. Because the electric charge measurement requires the top
quark to interact with a photon, then it was suggested to search for the interactions in
which a top is produced together with a radiative photon [24]. According to the studies
performed based on the data accumulated from the Tevatron, it has been shown the
possibility that the top quark is an exotic charge Qt = −4

3
quark can be ruled out at

about 95% confidence level [25]. Hence the top quark which is produced at hadron
colliders and decays to a W boson and a b quark t→Wb, cannot only have Qt = −4

3
,

but also it is required to have Qt = +2
3
.
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Top-Quark Mass   [GeV]

mt   [GeV]
160 170 180 190

χ2/DoF: 6.1 / 10

CDF 172.5 ± 1.00

D∅ 174.9 ± 1.4

Average 173.2 ± 0.90

LEP1/SLD 172.6 +  13.5172.6 −  10.4

LEP1/SLD/mW/ΓW 179.7 +  11.7179.7 −   8.7

July 2011

Figure 1.4: The latest results of the direct measurement on the mass of the top quark
provided by both experiments at the Tevatron collider together with world average of
the measured value of mt. The indirect measurement from the Standard Model fit to
the electroweak data is also quoted.

1.2.4 Top Production and Decay at Hadron Colliders

At hadron colliders, top quarks are produced predominantly via the strong interaction.
Depending on the center of mass energy, either gluon-gluon fusion or quark-antiquark
annihilation is the main channel which is responsible for top quark pair production.
Due to its huge mass, the top quark has a very short life time, shorter than the time
scale of the hadronization process. As a result, the top quark decays before getting
hadronized. According to the Cabibbo-Kobayashi-Maskawa (CKM) matrix [26, 27]
which accounts for the possibility of quark mixing states, the probability of a top
quark decaying into its counterpart is close to 100% [28]. Hence top quarks always
decay to a W boson and a b quark, t → Wb. The W boson can subsequently decay
to quarks or leptons, which mark the various decay channels of a tt̄ system. This is
explained in more detail in Section 4.2.1.

1.3 Problems of the Standard Model

The Standard Model of particle physics is a self-consistent gauge field theory which is
in good agreement with the observed experimental data. However, as there are so many
free parameters within the theory, whose values cannot in principle be determined, this
makes it hard to state that the Standard Model is the most fundamental theory which
discribes nature. In other words, in order to understand why the masses of the quarks,
leptons and the W and Z gauge bosons have their observed values, there might be a
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theory beyond the Standard Model from which the Standard Model Lagrangian can
be derived.
Another question that is brought to mind is the following. The mass of the top quark,
which is the heaviest observed elementary particle of the model, is so close to the scale
of the electroweak symmetry breaking v ∼ 246 GeV . This opens the question if the
top quark becomes massive during the spontaneous symmetry breaking mechanism or
interacting with another gauge field results in giving a mass to the top quark.
Also, due to the so-called hierarchy problem, there is a huge gap betweenMZ ∼ 90 GeV ,
the energy scale of the weak interaction of the model, and the Plank mass scale
MP l ∼ 1019 GeV , which is the fundamental scale of gravity. Then, there have been pro-
posals that the current Standard Model is only an effective version of a unified theory
with an energy scale of the order of TeV. Another question which remains unanswered
within the Standard Model is the lack of a candidate for dark matter. Therefore, with
so many open questions in the model, some new extention to the Standard Model
have been proposed, such as supersymmetry. The Minimal Supersymmetric Standard
Model (MSSM), predicts a candidate for dark matter and also provides an answer to
the hierarchy problem. In order to confirm the validity of such extentions to the model,
colliders with higher energies are required.
Besides the above mentioned challenges of the model, there is another important one
to be noted. Since there has not yet been any experimental evidence for the existence
of the Higgs particle, the procedure of giving mass to the weak bosons is not experi-
mentally confirmed. Given that a Higgs boson is not discovered, the Standard Model
of particle physics is still correct but needs some mechanism to explain the origin of
mass in nature. That is why the next generation of the accelerator machines, such as
the LHC, is constructed to run at higher center of mass energies. One of the important
goals of the LHC project, in addition to provide information on the presence of any new
physics beyond the Standard Model, is to search for the only missing particle predicted
by the Standard Model. If a Higgs particle exists with a mass less than 1 TeV, the
LHC would be able to discover it.



Chapter 2

The CMS experiment at the LHC

The Standard Model of particle physics is the most precise theory describing the matter
and the forces, which has been widely tested at high energy physics colliders. Despite
of the good agreement presented between the theory and the experiment, there is
still some part for which there has not yet been any experimental evidence, being
the mechanism of the electroweak symmetry breaking. The discovery of the Higgs
boson would confirm the way of giving mass to the particles described by the theory.
Therefore, the idea of constructing the Large Hadron Collider (LHC) was introduced
to mainly search for the missing Higgs particle at higher energy scales of physics which
had not yet been reached.
The giant LHC machine is described in more detail in Section 2.1 while the description
of one of the general-purpose detectors of the LHC, namely the CMS experiment, is
given in Section 2.2.

2.1 The Large Hadron Collider

The Large Hadron Collider [29] (LHC) is a proton-proton accelerator installed in a
tunnel of 26.7 km circumference which was originally built for the Large Electron-
Positron collider [30] (LEP). The tunnel is constructed underground, on average about
100 m below the surface and is located on the border between Switzerland and France,
near Geneva. The LHC, employed by the European Organisation of Nuclear Research
(CERN), is currently running at the center of mass energy of

√
s = 7 TeV which is a

factor of two below the design value of
√
s = 14 TeV . Accelerating beams of particles

up to several TeV, the LHC has become the most powerful collider machine. The first
proton-proton collisions at a center of mass energy of 7 TeV happened in March 2010.
In addition to colliding beams of protons, the LHC also provides ion-ion collisions [31].
Lead nuclei are used as the heavy ion in these collisions.
The idea of constructing a hadron collider was approved at 1995 by CERN. It was
decided to use the same pre-accelerating and underground facilities which had already
been built to serve the LEP experiment [32]. The choice of colliding protons instead
of electrons is due to some physics reasons. An important source of energy loss of a

15
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rotating particle when moving around a circle of radius R, is synchrotron radiation
which is expressed as

∆E ∝ 1

R

(E

m

)4

,

where E is the particle energy and m is the particle mass. Therefore, it is obvious that
heavier particles loose a smaller amount of energy compared to less heavier particles.
As the bending radius was already fixed by choosing the same tunnel as LEP, using
protons instead of electrons would yield to obtain a more stable beam of rotating
particles and consume less power.
Despite of providing beams of particles with less energy loss per turn, proton-proton
colliders have their own problems as well. Since protons are composite particles, then
to achieve physics goals up to an energy scale of s1, the collider needs to provide a
center of mass energy of s2 which must be higher, hence s2 ≫ s1. This is due to that
the proton constituents carry a fraction of the energy of the proton and the interaction
takes place between these constituents. The decision of operating the LHC at a center
of mass energy of a few TeV is to make it possible to scan the energy scale of physics
interactions up to 1 TeV scale. Since one of the main goals of the construction of the
LHC is to search for the Standard Model Higgs boson, the theory implies an upper
limit on the mass of the Higgs boson to be less than one TeV. Hence a hadron collider
with a center of mass energy of a few TeV would allow to discover that missing piece,
if it exists.
Prior to their path in the LHC, the proton beams go through the CERN pre-accelerator
machines which are explained in Section 2.1.1. The LHC has various detectors, each
of which is specialized for particular physics purposes that are discussed briefly in
Section 2.1.2.

2.1.1 The Proton Accelerator Chain

Before being injected into the LHC, protons are pre-accelerated through the CERN
accelerator complex [33] depicted in Figure 2.1.

The current acceleration facilities have served for decades when providing beams of
electrons and positrons to the LEP collider. For the LHC operation, they have been
upgraded to provide beams of protons for collisions at unprecedent energies.
A duoplasmatron, where emitted electrons from a cathode filament ionize the hydro-
gen gas, provides the source of protons for the LHC. The produced protons are then
transfered to the first stage of the accelerator chain, the linear accelerator called Linac,
which is based on radio frequency technology. In a Linac machine, the acceleration
occurs by oscillating an electric field with an appropriate frequency. Due to this rea-
son, particles traverse through the accelerator discontinuously while making so-called
bunches, each of which consists of thousands of particles. When leaving the Linac, the
protons reach an energy of 50 MeV.
Energetic protons are fed to a booster prior to be injected into the Proton Synchrotron
(PS) for further acceleration. The booster, which is the first circular accelerator in the
acceleration chain, enhances the energy of the protons to 1.4 GeV. Subsequently, the
protons are more accelerated while circulating in the 630 m circumference of the PS ring
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Figure 2.1: The CERN accelerator complex comprising the full particle accelerator
chain. Starting on the left hand side, protons are accelerated while moving through the
linear accelerator (Linac), the booster, the Proton Synchrotron (PS), and the Super
Proton Synchrotron (SPS). Finally, the protons are injected into the Large Hadron
Collider to reach the desired energy.

to reach an energy of 26 GeV, and are then fed to the Super Proton Synchrotron (SPS).
The SPS, which is the final stage in the succession of the pre-accelerator complex, pro-
vides protons with an energy of 450 GeV and inject them into the LHC machine for
final acceleration and subsequently collisions.
The proton beams finally enter the LHC tunnel which contains two beam pipes. The
injected beams of particles move inside the pipes in opposite directions and cross each
other at four points of the ring, where the detectors are located. The beams are guided
to travel on a circular path with the use of a strong magnetic field, which is obtained us-
ing superconducting electromagnets. Each superconducting electromagnet, made from
coils of superconducting wire, has a length of about 15 m and a weight of around 27
tonnes. To be operational, the temperature must be lowered to values of the order of
a few Kelvin. The dipole magnets could provide a magnetic field of about 8.3 T which
keeps the beams to move around the ring with a designed energy of about 7 TeV per
beam.
While more than 1200 dipole magnets are used to make the proton beams circulated,
an additional 400 quadrupole magnets are used in order to make the proton beams
focused. It is important to have very narrow beams when they are crossing, as it in-
creases an important parameter of the machine, which is called the luminosity L and
defined as [34]

L = f
NANB

4πσxσy

,

where σx and σy represent the beam profiles in horizontal and vertical directions at
the interaction points. Also, NA and NB are the number of particles per bunch in the
beams of type A and B, respectively. The f parameter is the frequency of crossing of
the bunches of the two beams. It is obvious that an increased number of particles per
bunch or more focused beams would result into a larger luminosity.
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The luminosity of the machine is important since it represents how many physics events
occur in an specific time period T . It is related to the production cross section σ,
according to

N =

∫ T

0

Ldtσ,

where
∫ T

0
Ldt represents the collected data in a period of time equivalent to T . Hence,

for rare processes such as the interactions where a Higgs particle is produced, a higher
luminosity would increase the probability of being observed in the experiment.
The LHC has been designed to operate with a luminosity of L ∼ 1034 cm−2s−1 which is
at least two orders of magnitude higher than the luminosities which have been reached
by other hadron colliders. In order to run at this high luminosity, it is required to
obtain a number of protons per bunches to be of the order of 1011. The bunches of
protons are collided every 25 ns, corresponding to a bunch crossing frequency of 40
MHz. This would introduce the need for high-speed processors to select the interesting
physics events and also large storage facilities to collect the selected data.
Since the start of the LHC operation in March 2010, it has been providing proton-
proton collisions at a center of mass energy of 7 TeV. On November 2010, the machine
stopped taking proton collision data and for the next one month, it has been colliding
heavy ions. During the 2010 runs, the LHC machine delivered about 47.0 pb−1 of
data to each of its experiments [35], while the data which have been recorded by the
CMS experiment correspond to an integrated luminosity of 43.2 pb−1, of which only
36.1 pb−1 is certified to be used for analyses. The distribution of the total integrated
luminosity delivered by the LHC and recorded by the CMS experiment as a function
of time, is shown in Figure 2.2. As quoted on the plot, the total integrated luminosity
corresponds to the proton-proton collisions taken in 2010.

Figure 2.2: The total integrated luminosity delivered by the LHC and recorded by the
CMS experiment during the proton-proton collisons in 2010.
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The results of analyzing the 36.1 pb−1 of the proton-proton collision data in the
framework of this thesis are given in detail in Section 5.6.
Currently the LHC machine is operating at a center of mass energy of 7 TeV and the
CMS experiment has already been able to record an integrated luminosity of proton
collisions equivalent to more than 2000 pb−1 = 2 fb−1 in 2011, hence 55 times more
data than what had been collected in 2010. The LHC has been designed to operate
at an even higher center of mass energy, being two times larger than the one achieved.
It has been decided [36, 37] that the machine continues running at a center of mass
energy of 7 TeV at least until the end of 2011.

2.1.2 Particle Detectors at the LHC

Four main experiments detect collisions which occur at the LHC. Two of them, being
CMS (Compact Muon Solenoid) [38] and ATLAS (A Toroidal LHC ApparatuS) [39],
are general-purpose detectors. They are designed to address a wide variety of physics
questions. Searching for the Higgs particle, exploring physics at TeV scale and looking
for evidence of physics beyond the Standard Model such as supersymmetry are some
of the goals which are followed by the multi-purpose experiments of the LHC.
The other two, ALICE (A Large Ion Collider Experiment) [40] and LHCb (Large
Hadron Collider beauty) [41], are special-purpose detectors. While the former is dedi-
cated to heavy ion collisions, the latter is specialized to the studies of b quark physics.
The location of these main experiments around the main ring of the LHC is shown in
Figure 2.3.

In addition to the four main experiments, the LHC hosts two more detectors. A
first one, which is named LHCf (Large Hadron Collider forward) [42], is intended to
study the particles that are produced in the forward region of the interaction point
of proton collisions. It consists of two pieces which are installed on either side of the
ATLAS detector, 140 m away from the interaction point. A second one, which is named
TOTEM (TOTal Elastic and diffractive cross section Measurement) [43], is designed
to measure the total proton-proton cross section. It is located on the forward region
of the CMS detector.

2.2 The CMS Experiment

Detectors are constructed in order to observe and analyze the collisions which are pro-
vided by the collider. Exploring the vast physics opportunities in the proton-proton
collisions at high energy scales reachable at the LHC, requires to build general-purpose
particle detectors such as the CMS experiment. Particle detectors are generally de-
signed to be symmetric in space to make the physics analysis easier. The particle is
detected when it interacts with matter. According to the various kind of particle inter-
actions, the detectors contain appropriate materials, each of which is aimed to identify
some special type of particles or to measure particular properties of the particles. The
sub-systems are arranged in such a way which yields the detector to have an onion-like
structure. A slice of the transverse view of the CMS detector is shown in Figure 2.5.
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Figure 2.3: The location of the various detectors around the LHC main ring. Also
shown are the injection points which are used to enter the proton beams into the LHC
collider and the emergency exit points which are used to extract the beams from the
machine.

Emerging particles from the hard interaction first enter the tracking system. The
charged particles, when moving through the tracker material leave hits which are fi-
nally used to build the trajectory of that particle. The presence of a magnetic field
with parallel field lines to the beam axis, bends the trajectories of the charged particles.
The bending radius is subsequently used to determine the momentum of the particles
as well as their charges.
Right after the tracker, the calorimetry system exists which comprises the electromag-
netic calorimeter (ECAL) and the hadronic calorimeter (HCAL), aimed to measure the
energy of the particles which interact via the electromagnetic and strong interactions,
respectively. A high energy electron or photon, hits an absorber and initiates a cascade
of secondary electrons and photons via bremstrahlung and pair production as depicted
in Figure 2.4. Such an electromagnetic shower can be characterized with mainly two
parameters, namely the radiation length X0 and the Moliere radius RM , which are
explained in the following.

The longitudinal development of an electromagnetic shower is described by the pa-
rameter X0 which is defined as the distance over which the electron loses about 2

3
of

its energy. This parameter is also a characteristic length scale which determines the
thickness of the ECAL. The lateral development is described by the parameter RM .
An infinite cylinder centered on the electromagnetic shower initiator with a radius of
∼ 1 RM , contains ∼ 90% of the shower energy.
Similar to the electromagnetic showers, hadronic showers are formed by the strong



CHAPTER 2: The CMS experiment at the LHC 21

Figure 2.4: A typical electromagnetic shower which is initiated by a photon and is
developping by bremstrahlung and pair production processes.

interaction of hadrons with the heavy nuclei of the material used in the HCAL sub-
system. Analogous to X0, the typical length scale parametrizing the thickness of the
hadronic calorimeter is the nuclear interaction length λ which is defined as the mean
free path length of the hadron before interacting with the material.
At the outermost part of the CMS detector, the muon system is used which is designed
to detect and identify muons. Due to the rather large mean free path, muons are only
interacting weakly with the calorimeter material and deposit a small amount of their
energy in the calorimeter system and penetrate the last layer of the detector, which is
aimed to detect muons. Since one of the important discovery channels of the Standard
Model Higgs particle is via pp→ H → ZZ∗ → µµµµ, a sub-detector with a high reso-
lution has been dedicated for muon identification and measurements. The importance
of this has affected the naming of the detector.
Between the calorimetry and muon system, there is the solenoid magnet which gener-
ates a powerful magnetic field of 3.8 T. The magnetic field is confined using the iron
yokes implemented outside of the magnet coil in the muon system.

The Compact Muon Solenoid experiment [44] is an apparatus with 21 m length,
15 m width and 15 m height, having a total weight of about 12500 tonnes, most of
which is due to the iron yokes. Comparing with the other general-purpose detector
of the LHC, ATLAS with 46 m length, 25 m width and 25 m height, CMS is much
more compact. The CMS apparatus is the only detector of the LHC experiment which
was constructed on the surface in fifteen sections, before being lowered underground
into the cavern for assembly and installation. A schematic view of the Compact Muon
Solenoid can be found in Figure 2.6.

The four-momenta of the particles which emerge in the proton-proton interactions
are described using a spatial coordinate which is centered on the interaction point. The
y-axis points vertically upward while the x-axis is chosen to point to the center of the
LHC. The z-axis is then selected along the beam direction in such a way which yields
to obtain a righthanded coordinate. Based on this choice of cartesian coordinates,
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Figure 2.5: A slice of the transverse view of the CMS detector showing several particle
trajectories while traversing the detector material. The tracker system, electromagnetic
and hadron calorimeters together with the muon system are constituents of the CMS
detector. The location of the superconducting magnet is also shown.

Figure 2.6: The overal size of the CMS detector, exhibiting the structure of the barrel
and endcaps, is compared with the typical size of a human. Also shown are the various
sub-detectors of the CMS experiment.
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the spherical coordinates can also be introduced which are commonly used at hadron
colliders. In addition to the polar angle θ and azimuthal angle φ, a new variable is of
high importance at hadron colliders, namely the pseudorapidity η defined as

η ≡ 1

2
ln
(E + pz

E − pz

)

= −ln tan
(θ

2

)

,

where the equation is true in the massless limit of the particle with an energy of E
and a z component of the momentum vector of pz. Therefore, in order to describe the
angular coordinates of the particle, it is common to use (η, φ) parameters instead of
(θ, φ) variables.
In the following sections the sub-detectors of the CMS experiment are briefly explained.

2.2.1 Tracker System

The tracker system [45, 46] of the CMS detector is made up of silicon based detectors
to provide a high resolution detection required by the huge flux of charged particles
produced in the high luminosity regime of the machine. The overall structure of the
tracking system comprises a central cylindrical part, called tracker barrel, and two
separate discs placed at either side of the barrel, called tracker endcaps. In total 13
layers in the central region and 14 layers in the endcaps form the CMS silicon tracker.
They overall exhibit a diameter of 2.4 m and a length of 5.4 m resulting in a tracking
coverage of |η| ≤ 2.5. Closest to the interaction point is a silicon pixel detector,
comprises the innermost 3 layers in the barrel and 2 layers in the endcaps. A total
of 66 million pixels with a size of 100 × 150 µm2 cover a distance of 4 to 11 cm from
the beam line on a cylindrical barrel and endcaps structure with total length of 92
cm. Besides the silicon pixel detectors, silicon strip detectors contribute in the tracker
system with a variable size from 10 cm × 150 µm to 25 cm × 150 µm. There are 9.6
million strip channels in total. A longitudinal view of the tracker system can be found
in Figure 2.7, where only the silicon strip layers surrounding the pixel detector are
shown.

The transverse momentum of a charged particle with an energy of about 100 GeV
produced in the barrel part of the detector, is measured by the tracker system with a
precision of about (1-2)%.

2.2.2 Calorimetry System

ECAL

The electromagnetic calorimeter (ECAL) [47, 48] is aimed to measure the energy of
electrons and photons. Similar to the tracker system, the ECAL is also charactrized by
the electromagnetic barrel (EB) and the electromagnetic endcap (EE) structure. Lead
tungstate PbWO4 crystals are used to construct the ECAL due to its high density and
radiation hardness. It has a small radiation length of X0 = 0.89 cm and a Moliere ra-
dius of RM = 2.2 cm. Each barrel crystal covers an area of ∆η×∆φ = 0.0174×0.0174
with a length of 23 cm which corresponds to 25.8 X0. The arrangement of the barrel
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Figure 2.7: The silicon strip layers used in the tracker barrel (horizontal lines) and the
tracker endcaps (vertical lines) of the CMS detector is shown. The distances from the
interaction point are quoted in units of mm. Also shown are the various pseudorapidity
regions covered by the tracker system.

crystals is quasi projective, which means they point almost to the interaction point
to minimize the cracks. Each endcap crystal is 24.7 X0 long. The angular coverage
of the EB and EE is defined to be |η| < 1.479 and 1.479 < |η| < 3.0, respectively.
Also each endcap is partially covered by a preshower detector (ES) which extends the
range of 1.653 < |η| < 2.6. The ES is aimed to clearly distinguish π0 from photons by
identifying two closely spaced photons from π0 decays. Since pp → H → γγ is one of
the important decay channels of the Standard Model Higgs boson, π0 decaying to two
photons could mimic the final products of a hard scattering including a Higgs boson as
the intermediate particle. The high granularity of the preshower would then improve
the search for the Higgs particle.

The ECAL is calibrated using test beam electrons [49], resulting in a parametrized
energy resolution which is expressed as [50]

σ(E)

E
=

2.8%
√

E/GeV
⊕ 0.3%.

Therefore, an electron with an energy of 100 GeV can be measured by the ECAL with
a precision of about 0.4%.
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HCAL

The hadronic calorimeter (HCAL) [51] is designed to measure the energy of hadrons.
The hadronic barrel (HB) is located between the ECAL and the solenoid coil and is
complemented by the outer part (HO) placed outside the magnet. The HO is designed
to absorb the remnant of the hadronic shower which has not been fully absorbed in
the HB. The HB covering the pseudorapidity range up to |η| = 1.3, provides a gran-
ularity of ∆η × ∆φ = 0.087 × 0.087. The hadronic endcap (HE) covers the region
1.3 < |η| < 3.0 with the same granularity as HB up to |η| = 1.6 and a decreasing gran-
ularity to ∆η × ∆φ = 0.17 × 0.17 for the rest of HE coverage. The forward hadronic
calorimeter (HF) provides an extended coverage of the pseudorapidity from |η| = 3.0
up to |η| = 5.0. The HCAL sub-detector is a sampling calorimeter where layers of
absorber, result in producing hadron showers, interleaving with layers of active mate-
rial, which measure the energy of the showered particles. In the HB and HE, brass
plates are used as absorber material while the plastic scintillators constitute the active
material. The HF is constructed from steel as absorber and as active material, quartz
fibers are used.

The initial calibration of the HCAL is performed using test beam data and a generic
parametrization as of the ECAL can be obtained for the HCAL energy resolution. The
combined energy resolution of the HCAL and the ECAL in the barrel region of the
detector is parametrized as [52]

σ(E)

E
=

84.7%
√

E/GeV
⊕ 7.4%.

Therefore, a reconstructed jet with an energy of 100 GeV can be measured by the
calorimeter system with a precision of about 11.2%.
The final calibration of the HCAL is achieved with the use of physics events based on
the kinematical properties of the objects produced in the hard interaction which are
explained in more detail in the next chapter.

A quarter of the longitudinal view of the ECAL and HCAL sub-detectors can be
found in Figure 2.8 where the pseudorapidity boundaries are also overlaid.

2.2.3 Muon System

The muon chambers [53], the outermost sub-detector of the CMS experiment, is aimed
to identify muons and measure their momenta. Three types of detectors are used in
the muon system, being drift tubes (DT), cathode strip chambers (CSC) and resistive
plate chambers (RPC). While the first and second ones provide precise trajectory
measurements, the last one is characterized for its fast signal processing. The DTs are
used in the barrel part of the detector, while the CSCs are used in the endcaps. The
layers of RPCs are installed in both the barrel and the endcaps.
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Figure 2.8: The longitudinal view of the CMS detector, where the pseudorapidity
coverage of the electromagnetic barrel (EB), the electromagnetic endcap (EE), the
hadronic barrel (HB), the hadronic endcap (HE), the forward hadronic calorimeter
(HF) and the outer part (HO) are shown. Also shown is the muon system, the last
layer of the CMS detector.
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2.2.4 Triggering and Data Acquisition

In one hand, the LHC, while working at the design luminosity of L = 1034, collides
bunch of protons every 25 ns resulting in a bunch crossing rate of 40 MHz as mentioned
before. This corresponds to obtain 109 proton-proton interactions per second when the
machine is operating at the center of mass energy of 14 TeV. In the other hand, the
current technology is limited to process only about 100 interactions per second, hence
107 times less than what is produced. Since most of the occured interactions are soft
collisions of protons, then one does not lose processes of physics interest by using an
optimal rejection procedure. The process of online event selection is handled with the
use of the trigger system [54, 55], which is performed in two stages. A first stage,
which is called first level trigger (Level-1), is aimed to reduce the rate of the data
taking down to 100 kHz. Because the decision made by the Level-1 trigger should be
as fast as possible, the basic information from calorimeters and the muon system are
used to decide whether an event has to be kept or not. A second stage, which is called
High-Level Trigger (HLT), is designed for a further reduction of the rate down to 100
Hz. The interactions selected by the Level-1 trigger are then fed to the HLT for ad-
ditional investigation and making a more robust decision. The HLT software contains
more sophisticated algorithms which are very close to the ones applied in the offline
analysis. The decision which is made at each stage of the trigger to keep or reject
a specific interaction is based on the reconstruction and identification of the physics
objects at the final state of that particular interaction. Because processes of physics
interest, such as production and decay of rare particles like Higgs bosons, contain high
energetic objects, such as electrons, photons, muons and jets, various trigger streams
are defined, each of which requires some configurable physics conditions. An interac-
tion which fires at least one of the trigger streams is archived permanently and kept
for the offline analysis.
The data which pass the HLT filters are stored in computing centers distributed all
around the world. According to the CMS computing model [56], the storage re-
sources are connected and managed through the Worldwide LHC Computing Grid
(WLCG) [57]. The WLCG project makes it possible for the users to access the infor-
mation and data which have been distributed over the storage resources with the use
of the Grid network. Computing centers are grouped in three categories referred to
as Tier-0, Tier-1 and Tier-2, each of which provides some particular tasks. The raw
data which are provided by the CMS detector are first moved to the Tier-0, which is
located at CERN, in order to run the initial reconstruction algorithms and processing
of the data. The reconstructed data are then transferred to the computer resources of
the Tier-1 centers. Also the simulated proton collisions, which are produced at Tier-
2 computing resources, are kept in Tier-1 storage services. In case it is needed, the
re-reconstruction of the data is also performed at Tier-1 centers. The several Tiers
are kept in a hierarchial level. The collected data by the CMS experiment are then
stored in the form of ROOT files [58] and subsequently analyzed with some dedicated
software, called CMSSW. The CMS computing model provides various data formats to
facilitate the data transfer and processing. The data which come out of the detector,
containing the electronic signals and hits, is called RAW data. They are huge and
comprising the low level objects which are not suitable for the physics analaysis. After
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running reconstruction algorithms, the RAW data format become RECO data format
with a reduced size which contains the reconstructed physics objects, hence the high-
level objects relevant for the analysis. Moreover, a sub-set of the RECO data, which is
the Analysis Object Data (AOD) represents the third data format layer and is designed
to improve the data transfer rate among the computing resources with a limited size
of data events. In addition, a fourth data format is introduced by the Physics Analysis
Toolkit (PAT) [59] which is aimed to facilitate the physics analysis by including the
advanced properties to the reconstructed objects. Furthermore, it is still possible to
improve the speed of the analysis by the use of Ntuples [58], which are kind of Tree
objects officially produced in various collaborating institutes resulting to enhance the
analysis speed. This thesis is based on the processing of the objects provided officially
by the CMS Brussels team [60], called TopTrees. The version of the software which
has been used to produce the PAT objects is CMSSW_3_6_1_patch3 followed by the
CMSSW_36X_v1_patch2 version of the software used for the production package of the
TopTrees.



Chapter 3

Object Reconstruction

The elementary particles, namely quarks and leptons, emerging from a hard interac-
tion are observed in a detector experiment when they interact with the material of
the detector, the neutrinos being an exception because they do not interact with the
matter and their presence is understood by the missing amount in a balance of energy
between initial and final state. According to the known physics processes [61], particles
interact with matter and release their energy which subsequently is collected by the
data acquisition (DAQ) system of the detector. The information that comes out of
the detector includ electronic signals which are used when reconstructing the physics
objects. Different objects have a distinct behaviour while traversing the detector. The
detector has been designed in such a way that, for example, the electron objects are
stopped in the ECAL and loose almost all their energy before reaching the HCAL. Since
electrons are charged particles, they leave hits in the tracker. Therefore an electron is
reconstructed by assigning a track in the tracker to a collection of energy deposit in
the ECAL. A more precise description of the electron reconstruction algorithm used in
the CMS collabration, is given in Section 3.1.
In case of quarks, as they are not observables before the hadronization process, they
pass through the detector as a cascade of hadrons, called jets. Jet reconstruction is
not as simple as reconstructing an electron and much more sophisticated algorithms
are needed. A detailed explanation on how to reconstruct the jet objects is the subject
of Section 3.2. In addition to the electrons and the jets, the reconstruction of the
neutrinos is of great importance and is described in Section 3.3. Muons can also be
reconstructed in the CMS experiment [62]. As muons are not processed in this analysis,
no dedicated part is added to explain their reconstruction.

3.1 Electron Reconstruction

In order to reconstruct an electron in CMS, the information from both the tracker
and the electromagnetic calorimeter is used. The first step is the clustering of the
energy deposits in the ECAL. It has been shown that most of the energy of a single
electron or an unconverted photon reaching the ECAL, can be collected in a cluster
which is made of a few ECAL crystals. For instance, electrons with an energy of 120
GeV impinging at the center of an ECAL crystal, deposit about 97% of their energy
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in a 5×5 crystal window around it [63]. Nominally electrons radiate photons while
traversing the tracker material. About 35% of the electrons radiate more than 70% of
their initial energy before reaching the ECAL. The radiated photons reaching the ECAL
spread their energy in the φ direction and this makes the situation more complicated
to cluster the energy of such electrons. The idea is to collect the electron energy by
making a cluster of clusters, the so called supercluster, along a φ road which contains
the bremsstrahlung photons emitted along the electron trajectory in the tracker.

3.1.1 Electron Clustering Algorithms

The basic Hybrid and Island clustering algorithms can be used for electrons in the
ECAL barrel and endcap respectively [64]. The main step for both of these algorithms
is to make clusters. A cluster is created by looking for a bump of deposited energy
around a local energy maximum called the seed crystal. For the barrel electrons, the
energy is collected in dominoes made from 3 or 5 crystals in η. Dominoes centered
around the seed crystal make a cluster. For the endcap electrons, instead of making
dominoes, the search for energy deposited around the seed crystal is started cell by cell.
The energy of each crystal is added to the cluster until a rise in the energy is observed.
The final step in the clustering algorithms is simply to collect the nearby clusters in
the φ direction in order to recover the radiation emitted along the trajectory of the
electron.

3.1.2 Electron Track Reconstruction

Having clustered the energy of an electron, the next step is to reconstruct and associate
a track to it. The starting point for reconstructing a track in the tracker is to find two
hits in the pixel detector. The two pixel hits that are found serve as a seed to build an
electron track in the silicon tracker detector.
In order to reduce the number of possible hit combinations that can form a candidate
seed for reconstructing the electron track, the search for seeds is restricted to a region
which is compatible with a supercluster in the ECAL. This approach of supercluster-
driven pixel seed finding has the advantage of increasing the purity of the sample of
candidate electron tracks. Hits in the pixel layers are predicted by backward propa-
gation of the position of the supercluster through the magnetic field towards the pixel
detector. A first compatible hit is then looked for in the innermost pixel layer. The
predicted trajectory is then propagated to look for a second pixel hit in the next pixel
layer. When two hits are found, a seed is generated.
Starting from the seed and using a Bethe Heitler modeling of the electron energy losses,
a trajectory is created and compatible hits on the next silicon layers are searched for.
The procedure is stopped if no hit is found in two subsequent layers. The compatibility
among the predicted trajectory and the measured hits is checked using a fit method
called the Gaussian Sum Filter (GSF) and is defined in terms of a χ2 value. Finally
the best track candidate with the smallest χ2 and having a minimum of five hits is kept
and associated to the electron.
Besides to the supercluster-driven pixel seed finding method, there is a tracker-driven
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seeding algorithm which has been developed for non-isolated electrons [65]. In a tracker-
driven seeding procedure, the reconstruction of the track of an electron starts from the
tracker and then a supercluster in the ECAL is matched to the reconstructed track.
The performance plot which compares the efficiency to reconstruct the track of the
electron is shown in Figure 3.1.

Figure 3.1: Electron seeding efficiency (solid line) as a function of the generated electron
η (left) and generated electron pT (right) for electrons in a simulated sample of Z →
e+e− events [66]. The individual contributions from the supercluster-driven (dashed
line) and from the tracker-driven (dotted line) seeding algorithms are also shown.

As it is seen from Figure 3.1, the electron seeding efficiency obtained from the
tracker-driven approach is higher for the low-pT electrons, as aimed for. Also two
drops observed in the η distribution of the electron seeding efficiency refer to the
transition region between the ECAL barrel and the ECAL endcaps. The lower efficiency
obtained from the supercluster-driven approach compared to the efficiency derived from
the tracker-driven approach is mainly due to an inefficiency in the reconstruction of
superclusters in the transition region.

3.1.3 Electron Momentum Determination

The final electron momentum is obtained by combining the energy measurement pro-
vided by the electromagnetic calorimeter with the momentum measurement at the
vertex provided by the tracker. If the two measurements are comparable, then a com-
bination of both energy and momentum measurements is used as an estimate of the
final electron momentum. Otherwise, if they disagree significantly, the energy mea-
surement from the ECAL sub-detector is taken as the final estimation given that it
exceeds 15 GeV. In case that the ECAL measures an energy below 15 GeV, then the
momentum measured by the tracker is used and assigned to the electron. The idea be-
hind this is that in particular at energies of around 15 GeV and below, the momentum
estimation from the tracker is more precise than the energy measurement provided by
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the ECAL.

In order to evaluate the performance of the electron reconstruction algorithm in
CMS, one can compare the various properties of reconstructed electrons with the gen-
erated electrons. Therefore a matching in (η, φ) space is performed to assign a recon-
structed electron to a generated one. The efficiency of finding a reconstructed electron
close to a generated electron as a function of the pT of the generated electron, is shown
in Figure 3.2. The plot, made for electrons in a simulated Z → e+e− sample after
applying some quality criteria, has been extracted from [66].

Figure 3.2: Electron reconstruction efficiency as a function of the pT of the generated
electron [66]. Electrons are from a simulated sample of Z → e+e− decays.

It is obvious from Figure 3.2 that the efficiency of reconstrucing electrons in the
CMS detector is larger than 99%, which means in almost all the time an electron can
be reconstructed very close to the generated electron.

3.2 Jet Reconstruction

Quarks and gluons appear in the final states of many processes of interest in the pro-
ton collisions observed by the CMS experiment. They are carrying color charge, hence
due to the quark confinement principal they cannot exist in a free form. According
to the theory, partons get hadronized to make some colorless hadrons which then are
able to be detected. Thus the signature of a quark or gluon is the presence of many
particles moving in the direction of the original parton. With a good approximation,
the hadrons which arise in the hadronisation process can be collected in a cone around
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the parton’s direction that characterizes a jet.
Different types of jets are reconstructed at CMS depending on the information of which
sub-detectors is used [67, 68]. As only calorimeter jets are processed in this analysis,
there is a dedicated section to describe the details of this kind of jets, followed by
descriptions of the divers jet clustering algorithms currently available at CMS.
Calorimeter jets, hereafter called CaloJets, only use the information of the CMS elec-
tromagnetic (ECAL) as well as the hadronic (HCAL) calorimeters. The building blocks
for CaloJets are calotowers which are made of the HCAL towers and the corresponding
ECAL crystals. The energy associated to a calotower is simply obtained by collecting
the energy deposits in those components which pass the so-called “Scheme B” energy
thresholds [69]. This helps to suppress the electronic noise and not to count them in
the energy of the calotower. In order to further reduce the additional contribution
from pile-up collisions, calotowers are required to have a transverse energy exceeding
0.5 GeV to be used for jet clustering algorithms.

3.2.1 Jet Clustering Algorithms

Several methods to define a jet exist [70–72]. Two of them with great importance in
the CMS colaboration are described below. It will become clear that a first method,
the iterative cone algorithm, is used in the online triggering program while a second
one, the anti-kT algorithm, is important as it is highly recommended for the offline
analysis.

Iterative Cone Algorithm

This simple algorithm merges the energy deposits located in a cone around the most
energetic calotowers. The steps taken to create the iterative cone jets are listed below.

• an ET -ordered list of input objects is created;

• a cone of size R in (η, φ) space is cast around the seed, the object with the largest
ET ;

• objects inside the cone are used to calculate the properties of a protojet

ET = ΣiET i, η =
Σi(ηi × ET i)

ET
, φ =

Σi(φi ×ET i)

ET
;

• this protojet is used to seed a new protojet;

• the procedure is repeated until the energy and direction of the protojet does not
change between iterations;
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• the stable protojet becomes a jet and the corresponding objects which made the
protojet, are removed from the list to look for other protojets.

This algorithm has a fast response and is therefore usually used in the triggering
software of the online trigger system. R is a free parameter of the algorithm.

Anti-kT Algorithm

The detailed description of making anti-kT jets is provided here.

• starting from an input list of objects, the algorithm looks for the smallest distance
among all di and dij whose definitions are

di ≡
1

ET
2
i

,

dij ≡ min{ 1

ET
2
i

,
1

ET
2
j

} × (
Rij

R
)2,

and Rij =
√

(ηi − ηj)2 + (φi − φj)2;

• if the smallest is a di, particle i is removed from the list of particles and called a jet;

• if the smallest is a dij, particles i and j are recombined to form one single new
particle according to

ET = ΣiET i, η =
Σi(ηi × ET i)

ET
, φ =

Σi(φi × ET i)

ET
;

• the procedure is repeated until no particles are left.
Also here, R is a free parameter of the algorithm.

This algorithm is currently highly recommended within the CMS experiment. The rea-
son is generally that, with respect to the iterative cone, the anti-kT algorithm is well
defined in the sense that it does not have the defects such as Infrared and Collinear
unsafety which means that the algorithm is stable with respect to the soft radiation
and collinear decomposition, respectively. In other words the output of the anti-kT

jet finding algorithm does not change if any minor reconfiguration in the input list of
the objects, such as adding a soft radiation, occures. However, the iterative cone jet
finding algorithm has a fast response and is currently used in the software part of the
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online triggering system.

In this study, only anti-kT jets are processed for which the R parameter is set to be
0.5.

3.2.2 Jet Reconstruction Performance

In order to evaluate the performance of the jet reconstruction algorithms, the created
CaloJets are compared to the particle level jets, the so-called GenJets, which are in-
dependent of the response of the CMS detector. GenJets are made by applying the
same jet reconstruction algorithm on the stable particles which are coming out of the
hadronisation process. The GenJets are not observable jets, because they can only be
accessed from the simulated information. Equivalently, the actual detected jets are
CaloJets which are GenJets right after they reach the detector. The jet matching effi-
ciency which is defined as the fraction of the GenJets that match to the CaloJets within
a ∆R cone of 0.5, is shown in Figure 3.3 for various jet clustering algorithms [69].

Figure 3.3: Efficiency of matching a reconstructed CaloJet to a GenJet as a function
of pGenJet

T for various jet clustering algorithms [69].

According to Figure 3.3, the probability of finding calorimeter jets that match to
generated jets with, for example, pT = 30 GeV is larger than 95%. The drop in the
efficiency at low pT is due to the presence of the magnetic field. Since low-pT charged
hadrons have a smaller bending radius, therefore they escape from the cone which is
cast arount the jet and results in a wrong determination of the direction of the jet.

Another parameter that describes how well a jet clustering algorithm works, is the
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calorimeter response to jets R(η, pGenJet
T ) which is defined as

R(η, pGenJet
T ) =

pCaloJet
T

pGenJet
T

.

The plot of the jet response as a function of the pT of the GenJet, can be found in
Figure 3.4. It is seen that the response is not equal to one which means that, for
example, for a CaloJet with true pT = 100 GeV , only about 60% of its energy can be
collected. The effect of out-of-cone showering can explain partly why the non-unity
behaviour of the jet response function is observed. Due to that the low-pT hadrons
which are produced in the hadronization step are mostly affected by the magnetic
field and have usually a small bending radius, hence they escape from the cascade of
hadrons and do not contribute in the cone of the clustering algorithm and results in
less collected energy compared to the energy of the initiating parton.

Figure 3.4: The detector response to calorimeter jets as a function of pGenJet
T for various

jet clustering algorithms [69].

In order to solve this issue and make the jet response equal to one, the jet calibration
idea is proposed. The calibration of the jet energy, which is the subject of the next
section, corrects the energy of a CaloJet back to the true energy of its matched GenJet.

3.2.3 Jet Energy Calibration

A factorized multi-level jet correction has been developed in CMS [73, 74]. The first
required level of correction called Level 1 offset, is to apply noise and pile-up suppression
before invoking the jet algorithm with either a set of cuts on the calotower energies
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or to apply a pile-up subtraction algorithm. The remaining required correction levels
are twofold. A Level 2 (L2) relative η correction which corrects for variations with
η relative to a control region and another Level 3 (L3) absolute pT correction which
corrects on average the CaloJet pT back to GenJet pT . Both L2 and L3 corrections are
described below.

L3 Absolute pT Correction

• Method with Simulation
CaloJets from simulated QCD dijet events are considered in order to derive the
simulation based calibration factors to be used to scale the CaloJet Lorentz vec-
tors. A CaloJet is required to be located in the control region defined to be the
barrel part of the HCAL with |η| < 1.3 and also it is required to match with a
GenJet in ∆R =

√

(∆η)2 + (∆φ)2 < 0.25. For the various bins of GenJet pT and
for each pair of matched jets, the quantity ∆pT = pCaloJet

T − pGenJet
T is calculated

and the corresponding distribution is fitted with a Gaussian. A typical ∆pT dis-
tribution calculated for GenJets with 150 GeV < pGenJet

T < 200 GeV , is shown
in Figure 3.5.

Figure 3.5: The distribution of ∆pT for jets reconstructed with the iterative cone
algorithm and located in the control region for the specified pGenJet

T bin [75].

It is seen from Figure 3.5 that the distribution of a generic ∆pT is peaked at neg-
ative values, as expected due to the underestimation of the pT of the calorimeter
jets. The calorimeter response to jets which is already defined in Section 3.2.2,
can be obtained from the distribution of the ∆pT variable by

R(η, pGenJet
T ) = 1 +

< ∆pT >

pGenJet
T

,

where < ∆pT > is the mean value of the fit result in each bin of the pT of the
GenJet. Finally, the absolute jet response is inverted numerically to obtain the
absolute jet correction Cabs.(η, pCaloJet

T ), hence

Cabs.(η, pCaloJet
T ) =

1

R(η, pGenJet
T )

.
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It should be noted that the absolute jet correction is expressed in terms of pCaloJet
T .

Both the absolute jet response and the absolute jet calibration functions are
shown in Figure 3.6.

Figure 3.6: The jet response as a function of pGenJet
T (left) and L3 correction factors as

a function of pCaloJet
T (right) derived from the simulated information [73].

According to the absolute calibration curve shown in Figure 3.6, a calorimeter jet
with a measured transverse momentum of about 100 GeV should be multiplied by
a factor of 1.5 to represent the true transverse momentum, resulting in a jet with
pT = 150 GeV . Also it can be understood that the high-pT jets receive smaller
calibration factors compared to the low-pT jets which require larger correction
factors.

• Data Driven Method
In a data driven method, γ+jet or Z+jet events selected in the collision data, can
be used to extract the jet correction factors. Assuming the conservation of the
energy in the transverse plane, a pT balance technique can be used to compare
the reconstructed CaloJet pT with the transverse momentum of the produced
photon or Z boson. Since photon reconstruction only relies on the information
of the ECAL which has a better precision on the energy resolution compared to
the HCAL, the jet pT measurement of the HCAL is corrected for the photon pT

measurement of the ECAL. The γ+jet events suffer from huge QCD backgrounds
which can be suppressed by asking for isolated photons.
Complementary a collection of Z+jet events of which the Z boson decays to a
pair of muons, provides a clean signature of the reconstructed Z boson and is
suitable to be used to derive the jet energy calibration factors. In this case, the
HCAL sub-detector is compared to the muon chamber of the CMS experiment.
The calibration curve for the jet energy which has been derived from simulation is
compared in Figure 3.7 with one of the data driven methods, namely the Z+jet
balance. A good agreement between the two procedures for obtaining the jet
calibration factors can be observed.
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Figure 3.7: Comparison between the L3 calibration curve derived from the simulation
and the Z+jet balance method applied on collision data, and the ratio of the two
corrections [73].

L2 Relative η Correction

• Method with Simulation
The purpose of the L2 correction is to correct jets at arbitrary η relative to a
control region where the absolute calibration is easier. As a consequence of the
L2 correction, the jet response becomes flat as a function of the pseudorapidity.
In order to derive the L2 correction factors from the simulation, it is essential to
calculate the η dependent L3 absolute correction, Cabs.(η, pCaloJet

T ), as introduced
above. This is achieved by repeating exactly the same procedure described in the
“L3 Absolute pT Correction” part for multiple η regions.
The relative correction is defined as

Crel.(η, pCaloJet
T ) =

pcontrol
T

pCaloJet
T

,

where pcontrol
T and pCaloJet

T are the measured transverse momenta of a GenJet of
the same pGenJet

T in the control region and in an arbitrary η region, respectively.
Starting from a reconstructed CaloJet with arbitrary η and with pCaloJet

T , the
absolute correction obtained for that specific η region can be used to find the
true value of the CaloJet pT , being pGenJet

T

pGenJet
T = pCaloJet

T × Cabs.(η, pCaloJet
T ).

Then with the use of the response of the detector in the control region, one can
find the value of the reconstructed CaloJet pT in the control region for the same
pGenJet

T

pcontrol
T = R(control, pGenJet

T ) × pGenJet
T .
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Having determined the pcontrol
T , it is possible to calculate the relative jet correction

as

Crel(η, pCaloJet
T ) =

pcontrol
T

pCaloJet
T

=
R(control, pGenJet

T ) × pGenJet
T

pCaloJet
T

=
R(control, pGenJet

T )

R(η, pGenJet
T )

= Cabs.(η, pCaloJet
T )×R(control, Cabs.(η, pCaloJet

T )×pCaloJet
T ).

Figure 3.8 shows the jet response as a function of pseudorapidity for CaloJets
before and after applying L2 corrections. The response of the detector to the
jets reconstructed in various parts of the detector becomes flat after applying L2
relative η correction. Also the same figure contains the corrected jet response
considering both L2 and L3 correction steps.

Figure 3.8: The detector response to CaloJets as a function of η without correction
(filled circles), with L2 correction (open squares) and with the combined L2 & L3
corrections (open circles) [74].

• Data Driven Method
QCD dijet events for which one of the reconstructed CaloJets is located outside
the control region, defined to be the barrel part of the HCAL with |η| < 1.3, are
used. In the limit when no other jet is present in the dijet topology, the pT of the
two leading jets should be the same. Any difference between the measurements
of the pT of the two jets is translated into a calibration factor which is needed to
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be applied on the CaloJet pT reconstructed outside the barrel. This makes the
calorimeter response to jets flat as a function of η and equal to the value obtained
for the jets which are reconstructed in the control region.
The resulting relative response function obtained from dijet balancing is com-
pared with the one derived from the simulation study, which is shown in Fig-
ure 3.9. The agreement between these two confirms the validity of the proposed
data driven method.

Figure 3.9: The relative jet response as a function of η from both the dijet balance
method and the simulation for 200 GeV < pdijet

T < 300 GeV [73].

3.2.4 Jet Energy Resolution

Now that jets are corrected, it is the time to check how successful the correction steps
L2 and L3 are. Jet energy resolution is the uncertainty on the measured jet energy after
applying the required corrections. Different methods for extracting the resolutions on
the energy of the jets exist and are discussed below [76].

• Method with Simulation
So-called Monte Carlo resolutions are obtained from simulated data by plotting
the distributions of the ratio between the corrected CaloJet pT and the corre-
sponding GenJet pT as a function of the pT of the GenJet. The CaloJets are
spatially matched to the GenJets with ∆R =

√

(∆η)2 + (∆φ)2 < 0.25. Each
distribution is subsequently fitted with a Gaussian and the width of the fit is
used as the resolution for that particular pT bin.
Figure 3.10 shows a generic distribution of the jet response after applying L2 and
L3 corrections, overimposed with a fitted Gaussian function.

• Data Driven Method
The data driven method for calculating the jet pT resolutions is based on QCD
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Figure 3.10: The jet response after applying L2 and L3 corrections for a particular
pGenJet

T bin specified in the plot. The width of the fitted function is used to extract the
jet energy resolutions.

dijet events. The parameter A, which is called “Asymmetry”, is used to derive
the jet resolutions and defined to be

A =
(pjet1

T − pjet2
T )

(pjet1
T + pjet2

T )
,

where pjet1
T and pjet2

T are the transverse momenta of the two leading jets in each
QCD dijet event. The variance σA can be measured and simply written as

σ2
A = | ∂A

∂pjet1
T

|2σ2
pjet1

T

+ | ∂A
∂pjet2

T

|2σ2
pjet2

T

.

Using the idea of the momentum conservation in the transverse plane of the dijet
events, one can define pT ≡ pjet1

T = pjet2
T . The two leading jets are further required

to be in the same η region, so that any dependency on the resolution parameters
originating from the differences in the pseudorapidity regions is removed and one
can assume that σpT

≡ σjet1
pT

= σjet2
pT

. Hence the fractional jet pT resolution can
be obtained from the width of th the Asymmetry parameter in the following way

(σpT

pT

)

=
√

2σA.

The resolutions derived from the Asymmetry method are only valid in the limit
of exactly two jets in the QCD dijet events. In the case when other jets are
present, the assumption of the equality of the transverse momenta of the two
leading jets is no longer valid. Hence in order to eliminate the radiated jets
which spoil the assumption of pT -balancing for the two leading jets, a cut on the
transverse momentum of the third leading jet is applied, pjet3

T < pcut
T . Therefore

the resolution values are calculated for different threshold cuts in bins of pavr
T =
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(pjet1
T

+pjet2
T

)

2
. As an example, the distribution of the Asymmetry variable for the

calorimeter jets with 125 < pavr
T < 160 GeV and pjet3

T < 15 GeV , is shown in
Figure 3.11.

Figure 3.11: The distribution of the Asymmetry variable for calorimeter jets with
125 < pavr

T < 160 GeV and |η| < 1.1. The third leading jet is required to have a pT

less than 15 GeV [76].

The Asymmetry distributions for various threshold cuts on the pjet3
T are fitted with

a Gaussian. The jet resolutions for each bin of pavr
T can then be plotted as a function

of pcut
T and fitted with a line. The true jet resolution value is obtaind by extrapolating

the fitted line to pcut
T = 0 which corresponds to a QCD event with exactly two jets.

For the same pavr
T as the one shown in Figure 3.11, the corresponding jet resolution is

shown in Figure 3.12.

Figure 3.12: The fractional energy resolution as a function of the pjet3
T threshold in the

same range of pavr
T and η as Figure 3.11 derived from Asymmetry method [76].
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The validation of the determination of the jet energy resolutions is done by compar-
ing the performance of both the simulation driven and data driven dijet Asymmetry
methods and is shown in Figure 3.13.

Figure 3.13: Comparisons of the jet energy resolutions from the simulation and Asym-
metry method for calorimeter jets with |η| < 1.2 [76].

There is a good agreement between the simulation based and the data driven meth-
ods to determine the relative resolution on the transverse momentum of the recon-
structed jets, as can be observed from Figure 3.13. A first observation is that the
resolution decreases for the jets with higher transverse momenta. This means the more
energetic jets are measured with a better precision compared to the less energetic jets.
It can also be understood that a calorimeter jet with an energy of, for example, about
100 GeV, can be determined with an accuracy of about 15%.

3.2.5 Jet-Electron Cleaning

Since the same detector information like energy deposits in the calorimeters is used to
reconstruct several physics objects, there is always a possibility to double count the
physics objects. In the analyses that contain both electrons and jets in their final states,
specific attention should be paid to the cleaning of the jet collection from electrons as
electrons are always re-reconstructed as jets. The idea of the cleaning method is to look
for electrons in the event and then remove any adjacent reconstructed jet. This is the
default cleaning method that is also used in this analysis. Also there are some other
studies which propose to start the cleaning even before jet reconstruction step [77]. This
way the cleaning is done by looking at the more low-level objects, rather than the high-
level physics objects such as jets, and removing any calotower which is reconstructed
close to the electrons, followed by re-running the jet clustering algorithm over the
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cleaned collection of calotowers. The results between both of these proposed cleaning
methods are comparable. This issue is studied in more detail in the next chapter.

3.3 MET Reconstruction

Neutrinos which appear in the final state of many physics processes, remain undetected
due to their weak interactions with matter. They are the only Standard Model particles
that escape detection without depositing any energy in the CMS detector. Since the
initial proton beams are supposed to collide heads-on, the energy is conserved in the
plane perpendicular to the beam line. The missing transverse energy, referred to as
Emiss

T , is therefore understood as the missing amount of energy deduced from the energy
balancing in the transverse plane.
The missing transverse energy is defined as the transverse part of the vectorial sum of
all the energy deposits collected in calotowers

~Emiss
T = −Σn(Ensinθncosφn~x+ Ensinθnsinφn~y),

where θ and φ are the polar and azimuthal angles of the calotowers, respectively. By
definition the uncorrected calotowers are used to calculate the Emiss

T . The performance
of Emiss

T has been further improved when corrections due to leptons, such as muon, and
jets are applied [78]. For example as muons are also weakly interacting particles, they
do not deposit their energy in the calorimeter system. Hence for events that contain
muons, the transverse momentum of the reconstructed muons should be subtracted
from the above formula. Figure 3.14 shows the resolution of the missing transverse
energy for inclusive tt̄ events as a function of the reconstructed Emiss

T .
It is seen from Figure 3.14 that in tt̄ events, the resolution on the missing transverse

energy grows with the reconstructed Emiss
T . Hence in order to avoid large systematic

uncertainties that can enter into the analysis by cutting on Emiss
T , the reconstructed

missing transverse energy is not processed in this study.
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Figure 3.14: The resolution of the missing transverse energy before (open circles)
and after jet corrections (filled circles) for inclusive tt̄ events as a function of the
reconstructed Emiss

T [44].



Chapter 4

Reconstructing and Selecting
Physics Event

4.1 Monte Carlo Event Simulation

In the absence of experimental data and to model the available physics theories, the toy
Monte Carlo data is produced. The first step in the Monte Carlo production chain is
generating physics “events”, i.e. sets of outgoing particles produced in the interactions
between two incoming particles, followed by simulating the detector response based on
the interactions of particles produced in the event with the material of the detector.
Hence a very precise modeling of physics and a good understanding of the detector
should result in simulated events similar to those from real collision.
The whole generation chain of an event can be factorized into several stages as illus-
trated in Figure 4.1.

Figure 4.1: Illustration of the event generation chain in proton-proton collisions
adapted from [79].

47
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The first step which is the core of the generation procedure is to produce the
hard scattering process which is a result of the interaction of two high-energy partons
arising from the two colliding protons. The next step is to consider the possibility of
branching of a parton to other partons or radiation of a gluon resulting in a cascade
of partons referred to as parton showering. After producing a list of partons carrying
color-charges, due to the quark confinement principle, they hadronize and combine
in such a way to make colorless hadrons. The produced hadrons that are not stable
particles, decay subsequently in the last step of the event generation procedure. The
final particles interact with the detector material and can be reconstructed as described
in Chapter 3.
Some of these generation steps such as the hard scattering can be described from
first principles, while for others like the hadronization stage require phenomenological
models to be modeled. The different generation steps are discussed in more detail in
the following sections.

4.1.1 Hard Scattering Event

In a proton-proton collision, along with so many soft elastic interactions, hard inelastic
scattering occurs which can include any new physics such as Higgs bosons or hints for
super-symmetric phenomena. In order to describe the physics at high-energy hadron
colliders, the knowledge of Quantum Chromodynamics (QCD) is needed [80]. Accord-
ing to the parton model, a proton is not an elementary particle and comprises quarks
and gluons, generally called partons. When two protons collide heads on, actually the
collision happens between their constituents. Partons within the proton are described
by the parton distribution functions (pdfs) which are represented as a function of the
momentum fraction carried by the parton inside the proton and also with the Q2 energy
scale at which the proton is probed. At high center of mass energies where the strong
coupling constant αs is small, perturbative calculations are feasible and the collision
between the two incoming protons can be described accordingly. A hard scattering
processes is schematically depicted in Figure 4.2.

Figure 4.2: A typical hard scattering process in proton-proton collision.

For the hard scattering interactions, the factorization theorem which predicts the
characteristics of the event, is used. As a result, the total hadronic cross section can
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be obtained as

σp+p→X =

∫ 1

0

dx1

∫ 1

0

dx2f
p
1 (x1, Q

2)f p
2 (x2, Q

2)σ1+2→X .

Hence the evaluation of the total rate for a hard scattering interaction, reduces to the
calculation of the sub-process cross section σ1+2→X by identifying the leading-order
partonic processes that contribute to 1 + 2 → X. For example, for the top quark pair
production the Feynman diagrams contributing to the final state X = tt̄ at leading
order of perturbation theory are shown in Figure 4.3.

Figure 4.3: Leading order Feynman diagrams for the production of top quark pair via
quark-antiquark annihilation and gluon-gluon fusion.

The distribution of the various pdfs, extracted from deep-inelastic scattering data,
are provided by different collaborations such as CTEQ [81] and can be found in Fig-
ure 4.4. They are obtained at Q = 100GeV which is about the order of the energy
needed to produce a pair of heavy particles like top quark. It is seen that for high
center of mass energies corresponding to small distances, gluons are more energetic
comparing to the other quarks. Therefore it can be deduced that at the LHC the pro-
duction of tt̄ via gluon-gluon fusion is the dominant process compared to the Tevatron
where quark-antiquark annihilation is the main channel for top pair production.

4.1.2 Parton-Parton Interaction and Event Generation

According to the factorization theorem described in the previous section, the calculation
of the partonic sub-process cross section σ1+2→X which is then convoluted with the
appropriate pdfs is the major task in evaluating the cross section of the hard scattering
event. The partonic cross section can be further factorized as follows

dσ1+2→X =
1

F
× |M|2 × dcosθdφ,

where M is the invariant amplitude of the interaction which depends on the phase
space variables such as θ or φ and F is proportional to the center of mass energy
squared. The differential cross section d

dcosθdφ
σ1+2→X(θ, φ) provides the probability

density functions which are then fed into a generator to generate events accordingly.
Monte Carlo techniques are used in order to generate events randomly according to
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Figure 4.4: Parton distribution functions xf(x) for quarks, antiquarks and gluons in
the proton atQ = 100GeV . These distributions are obtained from a fit to deep inelastic
scattering data performed by the CTEQ collaboration (CTEQ6L1) [82].

their differential cross section. Matrix Element event generators are the main software
tools in the procedure of generating events as they are responsible for producing the
hard scattering event based on Monte Carlo methods. They provide the leading Feyn-
man diagrams contributing to the hard process and calculate the invariant amplitude
M for that hard interaction. Although the contributions from higher order corrections
up to Next-to-Leading Order (NLO) in perturbative calculations can also be included
in the Matrix Element methods, only the effects of the dominant terms in the invariant
amplitude are usually taken into account. For example, NLO corrections to the hard
elementary scattering amplitude is included in a Matrix Element by considering the
emission of a hard gluon from the initial or final partonic legs in the Feynman diagrms
while ignoring the contributions including a loop with a virtual gluons. In this sense,
singularities are not present in the Matrix Element generators. MadGraph [83] and
ALPGEN [84] are two examples of Matrix Element generators which are widely used in
the CMS collaboration.
With a Matrix Element generator, at the end one would have events with particles at
the final state which were produced based on the Feynman rules presented in the Stan-
dard Model of particle physics. The partons in either initial or final state of an event
entail the probability of radiating a gluon q → qg, referred to as Initial State Radiation
(ISR) or Final State Radiation (FSR) respectively. The emited gluon is subsequently
decomposed into either a pair of quark-antiquark g → qq̄ or a pair of gluons g → gg.
Further the radiated partons entail the possibility of additional radiations resulting in
a shower of partons moving along the direction of the shower initiator parton. The
splitting of a parton to other partons is controled by the DGLAP (Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi) equations [85–87]. The dedicated softwares which perform the
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parton showering are called Parton Showers. In a Parton Shower approach, the emited
gluon can be radiated collinear with respect to the original parton or be very soft
which would yield mathematical singularities. These kind of singularities are handled
by applying a lower cut-off on the appropriate parameters. Some of the multi-purpose
event generators which besides being a physics event generator, include Parton Shower
programs are PYTHIA [88] and HERWIG [89].
In order to complement the event generation chain, the output of a Matrix Element
generator is interfaced with a Parton Shower program to implement the splitting effects
on the produced partons of the generated event. Since Parton Shower algorithms can
also produce hard partons in the final state, it is important to resolve the ambiguities
that can arise in the final state configurations. For example, a given event with N+1
jets in the final state can be obtained by either a Matrix Element generator with N+1
partons in the final state or a Matrix Element generator with N partons in the final
state where an additional parton is produced during the parton showering. Therefore
some matching algorithms have been developed to perform the matching between jets
of hadrons produced in a Parton Shower program and hard partons produced in a Ma-
trix Element generator so that a probable double counting of events is avoided. The
CKKW algorithm [90, 91] and the MLM algorithm [92, 93] are two important examples
of matching schemes used in the event generation procedure.

4.1.3 Detector Simulation

The generated Monte Carlo simulated events provide physically observable particles
only if they undergo a detector simulation. Equivalently a generated particle is ob-
served when it interacts with matter. The simulation of the CMS detector is based
on the GEANT4 package which simulates all possible electromagnetic and hadronic
interactions of particles with matter within a magnetic field. For example, in the case
of a generated electron, the possible interactions result in ionization or radiation. The
emitted photons which present themselves by releasing heat and energy, are collected
in the read-out. This would yield the so called experimental “hits” which are the
deposited energy of the particles while traversing the detector material and constitue
the building blocks for the roconstruction of the physics objects. It is worth to men-
tion that the same reconstruction algorithms are run on either Monte Carlo simulated
events or events coming from a real proton-proton collision so that one could make a
fair comparison between theory and experiment.

4.2 The Event Topology

With either Monte Carlo simulated samples or experimental data, physics objects can
be reconstructed. Electronic signals collected in the read-out of the detector are trans-
lated into position parameters along the particles trajectory and are used to reconstruct
the physics objects and their kinematic properties as described in detail in previous
chapter. After the object reconstruction, it is the time to reconstruct the physics event
of interest which is called the signal event hereafter. Any other kind of event with the
same observed final state as the signal but not originating from the pp→ tt̄ process, is
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called generally background and should be removed in order not to enter the analysis
and spoil the physics results.
The description of the configuration of the full signal event in this study is the subject
of the next section.

4.2.1 The Signal Signature in the Detector

Top quark decays almost exclusively to a W boson and a b quark which subsequently
hadronizes and produces a jet in the detector

t(t̄) →W+(W−) + b(b̄).

Hence the decay products of a pair of top quarks only depend on the various W boson
decay channels as listed in Table 4.1 [94, 95].

W decay mode Branching Ratio

W → lνe; l = e, µ, τ. ∼ 33%
W → qq̄; qq̄ = ud̄, cs̄. ∼ 66%

Table 4.1: Various W decay channels and their branching ratio.

If both of the W s coming out of the top quarks decay into leptons and their corre-
sponding neutrinos, it is called a full leptonic decay mode of tt̄ system. If only one of
the W s decays leptonically and the other goes to hadrons, this makes a semi-leptonic
decay mode of a top quark pair. Otherwise, a full hadronic tt̄ decay mode corresponds
to the situation when both of the W bosons decay hadronically. The branching ratios
of the different decay modes of tt̄ event are summarized in Table 4.2.

tt̄ decay mode Branching Ratio

Full leptonic
tt̄→W+bW−b̄→ l+l−bb̄+ Emiss

T ∼ 11%
Semi leptonic

tt̄→W+bW−b̄→ lqq̄bb̄+ Emiss
T ∼ 45%

Full Hadronic
tt̄→W+bW−b̄→ qq̄qq̄bb̄ ∼ 44%

Table 4.2: Various tt̄ decay channels and their branching ratio.
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In this analysis, the semi-leptonic decay channel of a tt̄ system with the lepton being
an electron is considered as signal and a typical signal event is depicted in Figure 4.5.

Figure 4.5: Observed topology of a generic e+jets decay of a tt̄ system.

The final state of a e+jets tt̄ decay, contains an isolated electron, at least four jets
as a result of the hadronization of the four quarks of which two of them originate from
heavy partons and missing transvers energy due to the presence of a neutrino among
the decay products.

4.3 Simulated Signal and Background Monte Carlo

Samples

The simulation of all signal and background events was performed using the MadGraph

generator except for QCD samples which were produced using PYTHIA. The MLM
matching scheme was used to perform the matching between the partons generated
by MadGraph and the parton showering from PYTHIA. In addition to the production of
top quark pairs via the strong interaction, single top quarks which are produced via
electro-weak interactions have similar signatures as the signal events and are considered
as backgrounds. Also W and Z bosons in association with extra jets, where the vector
boson decays leptonically, can mimic the final state of semi-leptonic tt̄ events. Due to
the large cross section of the W+jets process as well as the inclusive production of a
prompt electron in the final state, these events constitute the main backgrounds to the
signal.
The other main background are QCD multijet events for which due to the huge cross
section, it is hard to produce the enough amount of statistics which can cover the whole
phase space. Also because of the fact that normally no prompt electron is produced
in a generic QCD event, QCD events are suppressed and one would encounter a lack
of QCD statistics in the analysis. Therefore in order to obtain reliable results, there
are some filters applied at generator level namely BCtoE and EMEnriched resulting in
events which are suitable for the analyses containing electrons. The first filter tries to
save those events containing electrons with at least 10 GeV of transverse energy that
are produced in the tracker acceptance. These electrons are asked to originate from a
b or c quark so that events which are able to pass this filter are enriched with electrons
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appearing in the decay products of hadrons containing heavy quarks. The second filter
aims to gather those events with isolated electrons at generator level. It looks for single
electrons with at least 20 GeV of transverse energy within the tracker acceptance that
are isolated in both the tracker and calorimeter sub-detectors. Both filters are made
in such a way that the QCD events surviving each filter should be used together. For
simplicity QCD events are produced in different bins of p̂T , which is defined as the
center of mass energy of the two colliding partons. The detailed information of the
Monte Carlo simulated sets which are processed in this study, are given in Table 4.3.

Process Name of Monte Carlo Sample σ[pb] #Events

tt̄
/TTbarJets-madgraph 157.5 1483404

W+jets (W → lν)
/WJets-madgraph 31314 10068895

Z+jets (Z → l+l−)
/ZJets-madgraph 3048 1084921

t
/SingleTop_tChannel-madgraph 20.93 528593
/SingleTop_tWChannel-madgraph 10.6 459589
/SingleTop_sChannel-madgraph 1.4 402055

QCD
/QCD_BCtoE_Pt20to30 108330 2491921
/QCD_BCtoE_Pt30to80 138762 2475597
/QCD_BCtoE_Pt80to170 9422.4 1119546
/QCD_EMEnriched_Pt20to30 1719150 33355445
/QCD_EMEnriched_Pt30to80 3498700 39479587
/QCD_EMEnriched_Pt80to170 134088 5494911

Table 4.3: Simulated signal and background samples that are processed in this study.
All samples have the ending “/Spring10-START3X V26 S09-v1/GEN-SIM-RECO”
which has been dropped in the table. The mentioned cross sections correspond to
the Next-to-Leading Order (NLO) values except for QCD samples where the quoted
cross sections have been calculated at Leading Order (LO) [96]. The numbers are taken
from a common reference page of the top quark analysis group in CMS [97].
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4.4 Event Selection

Together with signal events, at a proton-proton collider, there are many other kind of
events produced of which some mimic the signal. For example, QCD multijet events
where a jet fakes an electron can produce a similar final state as e+jets tt̄ events. The
same reasoning can be made for a W+jets event when the W decays leptonically. Also
Z → e+e− events of which one electron escapes detection would be another possible
background. Hence, in order to suppress all these background events, one can benifit
from the kinematics of the signal and cut on the observables that differ between the
signal and its backgrounds. A detailed procedure of selecting e+jets tt̄ events among
all other backgrounds is described in the next section.

4.4.1 Selection Cuts

Expected Number of Events at the Center of Mass Energy of 7TeV

At 7TeV center of mass energy, the cross sections for signal and other relevant back-
grounds are listed in Table 4.3. According to

N = σL

where L is the integrated luminosity and σ is the cross section for a specific kind of
process, N is the number of events expected after accumulating the data equivalent to
L. The current study is based on L = 100pb−1 and the derived results are valid at this
regime of luminosity.

Pre-Selection

In order to reduce the size of the various simulated samples, a set of pre-selection
cuts is applied. All events are required to have at least one reconstructed electron
and four reconstructed jets. Reconstructed electron and jets are asked to have a pT

exceeding respectively 15 GeV and 20 GeV and to be within the tracker acceptance of
|η| < 2.4. The pT and η distributions of all reconstructed electrons and jets for those
events surviving the pre-selection including all signal and backgrounds are shown in
Figure 4.6.

As it can be seen from Figure 4.6, the distribution of the pseudorapidity of the
electrons drop down in two parts which are representing the cracks between the ECAL
barrel and the ECAL endcap. Also it can be understood that the jets in the semi-
electronic tt̄ events, are mainly reconstructed in the central part of the detector.

Primary Vertex

In order to make sure that the event which is under processing, comes out of a hard
scattering and has not originated from pile-up interactions, some quality cuts are ap-
plied on the reconstructed vertex of the event. Since one of the characteristics of pile-up
collision is a displacement primary vertex with respect to the nominal interaction ver-
tex, one can ask each event to have a reconstructed primary vertex very close to the
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Figure 4.6: The pT and η distributions of all reconstructed electrons and jets for the
events surviving the pre-selection step.

interaction region. In this analysis, each event is required to have a good reconstructed
primary vertex which is defined with ndof > 4, where the number of degrees of freedom
is a measure of the number of tracks used for the construction of the primary vertex.
Also a good primary vertex fulfills |z| < 24 cm and ρ < 2 cm, where ρ ≡

√

x2 + y2

with x and y the coordinates of the reconstructed primary vertex in the transverse
plain. The multiplicity of good primary vertices for events which have already passed
the pre-selection cuts is shown in Figure 4.7.
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Figure 4.7: Distribution of the good primary vertices in an event after applying pre-
selection cuts.
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Exactly One Electron

Since one of the signal signatures is the presence of exactly one isolated electron in the
final state, cutting on this property of the event will reduce the huge amount of back-
grounds specially QCD multijet events where no prompt electron is usually produced.
The selected electron is required to pass some more tighter cuts than the ones already
applied at the pre-selection step. A detailed set of cuts that the selected electron is
asked to pass, is listed below.

• The selected electron for each event, if there exists one, is required to pass a
tighter cut on pT namely pT > 30 GeV . Also, it is asked not to be recon-
structed in the transition region between the ECAL barrel and the ECAL end-
cap. As a result, if the η of the supercluster of a candidate electron fulfills
1.4442 < |ηsupercluster| < 1.5660, then it is failed to be labeled as selected.

• Another powerfull observable that is widely used to distinguish between prompt
electrons coming out of the hard scattering and those which are produced in jets
together with lots of hadrons, is the isolation variable. The isolation value, as
the name says, is a measure of how much an electron is isolated with respect to
the other activity in the event and defined as the sum of the energy deposits in a
cone with a specific radius around the electron. Instead of an absolute isolation
value, a relative isolation variable is mostly used which is defined as

RelIso =
caloIsoECAL+HCAL + trackIso

Ee
T

,

where caloIsoECAL+HCAL and trackIso refer to the absolute observed transverse
momentum or energy obtained in a cone of 0.3 around the electron axis in the
calorimeter and the tracker, respectively. The distribution of the relative isolation
variable of all reconstructed electrons for those events that already passed the
primary vertex cut, is plotted in Figure 4.8. The distribution of the relative
isolation variable of the electron with the highest pT in the event is also shown
in Figure 4.9. An electron is selected if its relative isolation value is below 0.1.

• In order to be selected, the electron candidate is asked to pass the identification
cuts. The parameters used for electron identification aim to make a difference
between the shape of the showering of a reconstructed electron compared to a
jet. They are briefly reviewed below. The cut values are chosen so that an iden-
tification efficiency equal to 70% can be reached [98].

– h/e which is defined as the ratio of the energy deposited in the HCAL tower
just behind the electromagnetic seed cluster over the energy of the seed clus-
ter. The selected electron is required to have an h/e value less than 0.025.
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Figure 4.8: Relative isolation variable of
all reconstructed electrons for the events
passed primary vertex cut.
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Figure 4.9: Relative isolation variable of
the electron with the maximum pT for the
events passed primary vertex cut.

– ∆ηin which is defined as the η difference between the supercluster and the
corresponding track extrapolated to the ECAL starting from the interaction
vertex. Depending on the position of the reconstructed electron, a barrel
electron is asked to have a ∆ηin less than 0.004 while for the endcap electron
this value is set to be 0.005.

– ∆φin which is defined as the φ difference between the supercluster and the
corresponding track extrapolated to the ECAL starting from the interaction
vertex. Depending on the position of the reconstructed electron, a barrel
electron is asked to have a ∆φin less than 0.03 while for the endcap electron
this value is set to be 0.02.

– σiηiη is a measure of the shower width in a direction which is very largely
unaffected by showering of electrons in the tracker material and so has been
a key variable in electron identification. Depending on the position of the
reconstructed electron, a barrel electron is asked to have a σiηiη less than
0.01 while for the endcap electron this value is set to be 0.03.

• Finally, the selected electron is required to have d0 < 0.02 cm where d0 is defined
as the distance of the reconstructed track of the electron in the transverse plain
with respect to the beam spot. This variable is useful in differentiating between
prompt electrons and those which are produced in jets. The electrons appearing
in jets usually have larger d0 values. Hence cutting on this variable would reject
most of the QCD events.

A summary of the cut values applied on the various identification variables of the
selected electron is given in Table 4.4.
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h/e ∆ηin ∆φin σiηiη

barrel endcap barrel endcap barrel endcap barrel endcap

cut value 0.025 0.025 0.004 0.005 0.03 0.02 0.01 0.03

Table 4.4: Required cut values on the identification variables of the selected electron.

The distributions of the shower shape variables together with the d0 parameter of
all reconstructed electrons in those events that already passed the primary vertex cut,
can be found in Figure 4.10.

As it is seen from Figure 4.10, the distribution of the ∆ηin variable is sharper com-
pared to the ∆φin distribution, representing the radiated electrons which bend in the
φ-direction due to the magnetic field in the z-direction.
Also the multiplicity of the selected electrons per event which already passed the pri-
mary vertex cut, is shown in Figure 4.11.

It can be seen from Figure 4.11 that most of the QCD multijet events do not
contain a selected electron while two selected electrons can be found in Z+jets events
or tt̄→ other, as expected.
Those events with N sel

e = 1, corresponding to the situation that exactly one selected
electron is present per event, are accepted for further analysis.

Second Electron Veto

Some of the backgrounds such as Z+jets events where Z → e+e− or backgrounds
coming from full leptonic decay of tt̄ events of which both of leptons are electrons,
contain more than one electron in their final states. Hence vetoing of the presence of a
second electron can suppress these kind of backgrounds. For the second electron, there
are some looser cuts applied so that the background rejection efficiency is increased.
The pT cut is lowered to 20 GeV compared to the selected electron. The cut thresholds
on the different identification parameters are also loosen and are listed in Table 4.5.
No isolation requirement neither d0 cut is applied on the second electron.

The multiplicity of the second loose electron per event, excluding the selected elec-
tron, is shown in Figure 4.12.

The event is rejected if it has at least one second loose electron as defined above.
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Figure 4.10: Shower shape variables and d0 distribution of all reconstructed electrons
in the events passing the primary vertex cut.
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Figure 4.11: Multiplicity of the selected electrons per event which passed the primary
vertex cut.
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h/e ∆ηin ∆φin σiηiη

barrel endcap barrel endcap barrel endcap barrel endcap

cut value 0.15 0.07 0.007 0.01 0.8 0.7 0.01 0.03

Table 4.5: Required cut values on the identification variables of the selected electron.
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Figure 4.12: Multiplicity of secondary loose electrons per event which has already had
exactly one selected electron.

Muon Veto

The background events from µ+jets tt̄ decays contain one muon in their final states.
Also a muon can be reconstructed in the final state of a W+jets event where the
W boson decays to a muon and corresponding neutrino. Hence vetoing muons in the
final state of the event would reject most of the backgrounds containing a reconstructed
muon. The distribution of the muon muliplicity for those events that already passed the
second electron veto cut, is shown in Figure 4.13. The reconstructed muons are asked
to have a pT exceeding 20GeV and |η| less than 2.1. Also they are required to fulfill
a relative isolation value, which is defined as the sum of the energy deposits in a cone
of 0.3 in the tracker and the calorimeter divided by the muon transverse momentum,
below 0.05. It can be seen that most of the tt̄ events other than signal occupy the
second bin of the distribution corresponding to those events with one reconstructed
muon in the final state. Hence these kind of backgrounds are suppressed by vetoing
the existence of a reconstructed muon in the event.

Only those events appearing in the first bin of the plot shown in Figure 4.13,
corresponding to the events with N sel

µ = 0, are processed in the rest of analysis.
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Figure 4.13: Muon multiplicity per event which passed the Second Electron Veto cut.

At Least Four Jets

At the pre-selection step, all events are required to have at least four reconstructed jets
in their final states. By tightening the thresholds on the jet kinematics and also by ap-
plying some identification criteria, the probability of selecting the four jets originating
from the quarks coming out of the hard scattering process becomes higher. The event
is required to have at least four selected jets with pT greater than 30GeV. Also jets,
in order to be labeled as selected, are asked to pass identification cuts that are briefly
described below.

• fEM which is called the electromagnetic energy fraction and is defined as the
fraction of the jet energy measured in the ECAL. This parameter is useful in
differentiating between electrons and jets since jets with a high value of fEM

probably are electrons with energy deposits also used in the jet reconstruction
algorithm. The upper limit of this variable is set to be 0.9. Also in order to
suppress those jets which are actually pure electronic noise, a lower limit equal
to 0.05 is put on this parameter.

• n90Hits is defined as the minimal number of reconstructed hits containing 90%
of the jet energy and is another observable that is used for the jet identification.
The selected jets are required to have a n90Hits variable exceeding 4.

• fHPD is defined as the fraction of energy in the hottest HPD readout. The selected
jets are asked to fulfill fHPD < 0.98.

The distributions of the various identification variables of all reconstructed jets for
those events that already passed the Muon Veto cut, are shown in Figure 4.14.

Looking at the distribution of the electromagnetic energy fraction, there is a clear
peak at ∼1 representing the electrons which are re-reconstructed as jets. Another plot
that shows the jet collection includes electrons and therefore needs to be cleaned, is
the distance between the selected electron and the closest jet among all reconstructed
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Figure 4.14: Jet identification variables of all reconstructed jets for the events which
pass the Muon Veto cut.

jets and is shown in the left plot of Figure 5.26. Hence an extra criterion is applied
on each selected jet requiring it not to be located very close to the selected electron.
All selected jets are asked to be reconstructed in a ∆R =

√

(∆η)2 + (∆φ)2 cone of 0.3
from the selected electron. For comparison, the same plot of the distance between the
selected electron and the closest jet after cleaning is also shown in the right plot of
Figure 5.26.
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Figure 4.15: Minimum ∆R distance between selected electron and the closest recon-
structed jet before (left) and after (right) cleaning. Left plot is filled for the events
passing the Muon Veto cut while the events with at least four selected jets populate
the right plot.
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The multiplicity of the selected jets per event which already passed the Muon Veto
cut, is shown in Figure 4.16. Those events with more than or equal to four selected
jets, are accepted for further analysis.
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Figure 4.16: Multiplicity of the selected jets per event which pass the Muon Veto cut.

At Least One B-Tagged Jet

As there are two b jets produced in the final state of the signal topology, it can be
used as a discriminator between signal and backgrounds. In order to identify b quark
jets, various b-tagging algorithms have been defined within the CMS collaboration. A
simple one is called the “Track Counting High Efficiency” algorithm [99] which exploits
the long lifetime of the b mesons produced in the hadronization process of the b quarks.
Because of this property, the tracks which are associated to a b quark jet, are usually
displaced with respect to the primary vertex.
The algorithm to tag b jets starts by selecting good quality tracks and associating
them to a jet by a matching procedure. In a first step, the track impact parameter IP
is computed by the algorithm, which is defined as the distance between the primary
vertex and the linearised track in the point of minimum distance between the track
and the jet axis. This is followed by the calculation of the track impact parameter
significance IPS, which is defined as the impact parameter divided by the resolution of
the impact parameter σIP , hence IPS = IP

σIP
. In the next step, the tracks associated

to a jet are ordered in decreasing IPS. Finally, the “Track Counting High Efficiency”
algorithm returns the IPS assigned to the second track in the list of ordered tracks as
the b-tagging discriminant. The distribution of the b-tag discriminator value returned
by this algorithms, is shown in Figure 4.17. The events with at least four selected jets
are taken into account.

Due to the fact that the efficiency of b-tagging is not high, and in order not to loose
too many signal events, the event is asked to have at least one b-tagged jet among
the four selected jets. A jet is defined as a b jet if the tagging value returned by the
“Track Counting High Efficiency” algorithm exceeds 4. The multiplicity of b-tagged
jets among the four leading jets for those events that have at least four selected jets is
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Figure 4.17: The distribution of the b-tagging discriminator of the four leading jets,
calculated by the “Track Counting High Efficiency” algorithm, for the events which
have at least four selected jets.

shown in Figure 4.18.
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Figure 4.18: Multiplicity of the b-tagged jets, which is defined as a jet with a b-tagging
value returned by the “Track Counting High Efficiency” algorithm exceeding 4, for the
events which have at least four selected jets.

Most of the W+jets backgrounds as well as the QCD multijet events do not contain
a b-tagged jet and are suppressed when requiring the event to have at least one b jet
candidate.
A summary of all selection cuts and the number of events surviving each step for various
simulated signal and background samples is listed in Table 4.6.

Having applied the above-mentioned selection cuts, one would get a signal over
background ratio of about 2.5. Hence the final sample of selected events is dominated
by signal events and the purity of selecting the signal events can be further improved
by applying additional cuts which are described in more detail in the next chapter.
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tt̄ tt̄ W+jets Z+jets t QCD
→ e+ jets → other → l + jets → l+l− + jets → l + jets multijets

Initial 2333.0 13417.0 3131400.0 304800.0 3293.0 5.6E+8
Pre-Selection 1917.3 5449.0 12961.9 4909.2 565.0 6681710.1
PV 1916.5 5446.5 12958.5 4907.6 564.8 6680208.7
One Electron 1053.0 360.6 5369.9 2121.1 154.2 12280.2
2nd Electron Veto 1021.9 310.0 5313.9 1045.4 149.1 12135.3
Muon Veto 1019.2 221.7 5308.0 1039.5 146.0 12120.3
Four Jets 405.9 50.5 241.0 28.1 19.1 379.2
One B Jet 307.8 39.1 30.2 4.5 13.5 35.6

Selection Efficiency (%) 13.2 0.3 0.0 0.0 0.4 0.0

Table 4.6: Table of event selection cuts. The numbers are equivalent to an integrated luminosity of 100pb−1. Also shown in
the last row of the table, is the efficiency of the selection cuts which is defined as the survived number of events divided by the
initial number of events before applying any cuts. The selection cuts mainly keep the e+jets tt̄ events while rejecting the diverse
backgrounds.



Chapter 5

Estimating of the Jet Energy Scale
Calibration Factor

In the previous chapter, the selection cuts, which are applied to enhance the purity of
the e+jets signal events in the final selected sample, were introduced. At the end when
the survived event sample is enriched in e+jets tt̄ events, one can try to reconstruct
the W boson and the top quark four-vectors by combining the individual objects and
reconstruct backwards the decay chain. We divide the tt̄ system into two separate
parts depending on the decay products of the W boson, namely hadronic and leptonic,

th → W hbh → qq̄bh,

tl →W lbl → eνeb
l,

where indexes “h” and “l” refer to the hadronic and the leptonic parts, respectively.
Since the four-vector of νe is not reconstructed, the four-vectors of the leptonic W
boson and subsequently the leptonic top quark can not be made from their corre-
sponding decay products. While the leptonic part would remain non-reconstructed,
the hadronic part can be fully reconstructed. In the hadronic part, the light quarks q
and q̄, hadronize and produce the light jets. Given that the light jets are known among
the collection of the reconstructed jets, the corresponding four-vectors are summed
and make the four-vector of the hadronic W boson. Hence in order to reconstruct the
hadronic W boson, one needs to determine which jets arise from the W boson decay.
Consequently, in order to reconstruct the hadronic top quark, one has to determine
which jet is the hadronic b jet. Although the leptonic top quark would not be fully
reconstructed, in order to benefit from the kinematics of the leptonic b quark, one
may be interested in associating a jet to the leptonic b quark, as well. The task of
assigning reconstructed jets to partons arising from tt̄→ eνeqq̄bb̄, is a key topic which
is explained in more detail in Section 5.1.
Having associated the jets to the partons, one can measure the invariant masses of
the hadronic W boson and the hadronic top quark. In Section 5.1.6, it is shown that
the measured invariant masses of the W boson as well as of the top quark, deviate
from their nominal values that are used in the generation step of the simulation. This
observation motivates to correct the energy of the jets so that the measured masses of
both the W boson and the top quark are peaked at their generated values. Applying

67
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the mass constraints of both the W boson and the top quark on th →W hb→ qq̄bh and
requiring the reconstructed jets to fulfill the constraints, while allowing the measured
energies to change within their resolutions, would result in obtaining jets with modified
energy. The method of applying mass constraints, which makes use of the Lagrange
Multipliers, is called a Kinematic Fit and is introduced in Section 5.2.
In addition to the baseline event selection cuts described in the previous chapter, some
extra cuts are applied on the selected events which are introduced in Section 5.3. The
method to estimate the residual jet energy calibration factors is described in Section 5.4
and the statistical properties of these estimators are discussed in Section 5.5. Finally,
the method is applied on the proton-proton collision data which has been collected by
the CMS experiment during the physics runs in 2010. The plots which compare the
simulation versus data are shown in Section 5.6.

5.1 Multi-Variate Analysis Method (MVA)

In the final state of the e+jets tt̄ decay, tt̄ → eν̄eqq̄bb̄, there are four quarks produced
which should result in at least four reconstructed jets in the detector. If no tagging tools
are used to distinguish between light jets, originating from the quarks which appear in
the decay products of the hadronic W boson, and b jets, originating from the b quarks
which appear in the decay products of both the hadronic and the leptonic top quarks,
one can not differentiate between them. Therefore in order to label the jets and assign
them to the four quarks, there are 4! = 24 different ways to do the assignment given
that only four reconstructed jets are taken into account. Since the order of the jets
which are assigned to the light quarks is not important when reconstructing the W
boson momentum, they can be used interchangably. Hence the number of different
ways to assign four reconstructed jets to the four quarks is divided by 2 and reduces to
12. The quarks which are produced in the decay products of e+jets tt̄ event, initiate
from heavy particles such as W boson and top quark. Hence the four leading jets that
are the jets with the maximum pT among the reconstructed jet collection, could be
good candidates to represent the four quarks and thus are used to do the assignment.
It should be noted that there are usually more than four jets reconstructed in the event
due to radiations, hence the four leading jets are not always the correct jets as will
be discussed in Section 5.1.1. Another important note to be emphasized is that the
electron fakes a jet but is removed from the list of reconstructed jets.
To summarize the above discussion, there exist 12 different combinations in order to
associate four leading jets to the four quarks arrising from the e+jets tt̄ decay. Among
12 possible combinations, only one combination represents the correct assignment.
Since the determination of the correct combination of jets is essential for the rest of
analysis, specific efforts should be made in order to select the correct combination.
In order to select the correct jet-parton combination among 12 combinations, when no
simulation information is available, it is possible to take randomly one combination.
The probability of selecting the correct jet combination randomly is 1

12
∼ 8% as only

one among twelve comibnations is the right candidate in each trial. The probability of
selecting the right jet combination is further improved by considering the kinematics
of some variables that can differentiate between the right and wrong jet combinations.
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This is the subject of the methods, generally called Multi-Variate Analyses (MVA),
which combine the information of different variables and extract a value that can
discriminate between the right and wrong jet combinations.
There are many MVA methods implemented in order to separate signal, which is in
this case a right jet combination, from backgrounds, which are the other eleven wrong
jet combinations [100]. The Likelihood ratio method is used in this analysis in order
to label the jets and select the correct jet combination.

5.1.1 Jet-Parton Matching Algorithm

When analyzing simulated samples for which the information from the generator level
can be accessed, a Monte Carlo truth jet-parton matching can be introduced. Even
in case of access to the full information of the partons produced in the final state,
including their four-vectors, no unambiguous definition of matching is present. There
are many algorithms to associate the reconstructed jets to the generated partons [101].
In general they match jets to partons based on the spatial distance between them. The
one, which is used in this analysis, is called ptOrderedMinDist and explained briefly
here.
The algorithm starts by making a pT -ordered list of partons produced in the final state.
Then it looks for the closest reconstructed jet to the leading parton by matching them
in (η, φ) space. A reconstructed jet is assigned to the leading parton if

∆R =
√

(ηparton − ηjet)2 + (φparton − φjet)2 < 0.3.

In case such a jet is found, the jet is matched to that parton and is subsequently
removed from the list of the reconstructed jets. The algorithm continues by taking the
second leading parton in the event. In this procedure, if there is no jet found close to
the parton, the parton remaines unmatched.
Applying the above mentioned jet-parton matching algorithm, it is found that in only
26% of the selected e+jets tt̄ events, a correct jet-parton matching exists. This relatively
low fraction of selected events, for which the four leading jets are matched to the four
quarks arrise in tt̄→ eνeqq̄bb̄, can be explained as follows. In most of the e+jets signal
events, one can find energetic jets originating from Initial State Radiation (ISR) which
finally appear in the list of four leading jets. The appearance of the ISR jets in the list
of four leading jets consequently spoils the procedure of matching of the hard-scatter
partons to the four leading jets. This physics result can be understood by looking at
the plot in Figure 5.1.
According to Figure 5.1, which shows the multiplicity of the generated ISR jets with
pT > 30 GeV per selected signal event, the fraction of the selected e+jets tt̄ events
that contain at least one ISR with a pT exceeding 30 GeV would reach to 74%.
Also it can be calculated how often an ISR jet is reconstructed among the four leading
jets. As understood from Figure 5.2, which shows the number of ISR jets that can be
matched to the four leading jets per selected signal event, in 56% of all selected e+jets
tt̄ events, there is at least one ISR that is matched to a jet among the four leading jets.

Therefore, the presence of ISR jets among four leading reconstructed jets in signal
events can partially explain why in a large fraction of the selected events, the four
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Figure 5.1: The number of ISR jets with
pT > 30 GeV per selected signal event.
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Figure 5.2: The number of ISR jets that
can be matched to the four leading jets
per selected signal event.

leading jets can not be matched to the four quarks in the final state of tt̄ system.
Another reason that can explain why the partons produced in the hard scattering tt̄
process, do not match to the four leading reconstructed jets, is due to the acceptance
requirement. Since reconstructed jets have already passed the cuts on η and are not
allowed to be located in the forward region, the fraction of events where at least one
parton is produced out of acceptance region, would not have matched jets. Final State
Radiation (FSR) can spoil the procedure of matching of partons to reconstructed jets,
too. Since FSR can split the initial parton which consequently yields two separate jets,
therefore the jets might be reconstructed far from the direction of the original parton
and can not be found in the matching algorithm.

5.1.2 Likelihood Ratio Method

The normalized distributions of the various discriminating variables, which make the
Probability Density Functions (PDFs) of these variables, are used to define the signal
and background likelihoods, LS and LB respectively. A likelihood function is defined
as the product of the PDFs Pk(xk) of all input variables xk, which constitute nvar

variables and can be expressed for signal and background as

LS =

nvar
∏

k=1

PS,k(xk),

and

LB =

nvar
∏

k=1

PB,k(xk),

respectively. For each combination among twelve possible combinations, the Likeli-
hood ratio yL is defined as the signal likelihood divided by the sum of the signal and
background likelihoods

yL =
LS

LS + LB

.
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The ratio yL is then calculated for every jet combination in each event. Per event, the
jet combination whose yL is the largest, is chosen and returned by the MVA method.
Almost all the MVA methods which includd a Likelihood Ratio method need to be
trained before applying the method on data. In the training phase, one introduces
the signal and background PDFs to the MVA method. Then the MVA method trains
itself and learns what kind of behaviours can be extracted from both the signal and
backgrounds PDFs. In the application phase, using the information which has been
collected in the training phase, the MVA method returns a value per event and catego-
rizes that event as signal or background. In case of a jet combination study, where one
signal against eleven backgrounds is present per event, the signal is defined as the jet
combination with the highest value returned by the MVA method, although in some
cases the MVA method is not able to return the “true” jet combination, which corre-
sponds to the correct jet combination that is matched with the hard-scatter partons.

5.1.3 Likelihood Concept in Bayesian Statistics

According to the Bayes’ theorem, posterior probability p(Y |X), is related to prior
probability p(Y ), with the following equation

p(Y |X) =
p(X|Y )p(Y )

p(X)
,

where p(X|Y ) is the conditional probability and is also referred to as the Likelihood. In
the above equation, p(X|Y ) is the probability distribution of the parameter X, which
is usually a continuous variable of the event that belongs to the class Y and p(Y |X) is
then defined as the probability of assigning a new observed event to the class Y given
that the value X is measured for that particular event. Therefore in order to obtain the
posterior probability p(Y |X), in addition to the prior probability p(Y ), p(X|Y ) should
also be known. In the language of multi-variate techniques, p(X|Y ) is obtained in the
training phase. During training, the classes Y with their properties X are introduced
to the trainer and subsequently the corresponding PDFs are extracted.
In order to clarify a bit more how a generic multi variate method works, a simplified
example based on Bayes’ theorem is explained here. Consider a space with one variable
X that can take only two values, namely “X = 1” or “X = 2”. In this space, events
are categorized in either signal or background classes, hence “Y = S” or “Y = B”. An
event is said to be measured when the X value of that particular event is determined.
Assume 10 such events are selected and fed to an MVA method. The results of training
over 10 events, are summarized in Figure 5.3.

The information, containing the conditional as well as the prior probabilities, that
can be derived from Figure 5.3, is listed below.

p(1|S) =
3

5
, p(1|B) =

1

5
,

p(2|S) =
2

5
, p(2|B) =

4

5
,
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Figure 5.3: A simple example to show the basic concepts of the MVA method. In this
example, the circles, which are representing events, are observed in two different bins,
being either “1” or “2” and can belong to one of “S” or “B” classes.

p(S) =
5

10
,

p(B) =
5

10
.

From the above elements, p(1) and p(2) can also be extracted, according to the “sum
rule” of the probability theory, as follows

p(1) = p(1|S)p(S) + p(1|B)p(B) =
2

5
,

p(2) = p(2|S)p(S) + p(2|B)p(B) =
3

5
.

Now that all the input information is complete, one can calculate the posterior proba-
bilities as expressed below

p(S|1) =
p(1|S)p(S)

p(1)
=

9

12
,

p(S|2) =
p(2|S)p(S)

p(2)
=

4

12
,

p(B|1) =
p(1|B)p(B)

p(1)
=

3

12
,

p(B|2) =
p(2|B)p(B)

p(2)
=

8

12
.

The above numbers can be interpreted as follows. Any new event, whose measured X
value yields to X = 1, would be assigned to class S since the probability of being a
type “S” is three times more than being a type “B” event when a value equals 1 is
measured. With the same reasoning, any new event is grouped to the class B given
that the meaurement of the X property of that event results in X = 2.
The above example shows the basic idea of assigning a new observed event to a specific
class in a one-dimensional phase space. In most cases, usually more than one input
variable is used. As a result, the problem of labeling an event as signal or background,
would not be that simple. Defining a single variable out of many input variables can
provide a possible solution. Hence the Likelihood function L(~x), which combines the
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information of all input variables ~x = (x1 . . . xn) as explained in Section 5.1.2, is intro-
duced in an n-dimensional phase space.
By definition, L can take values in a range of [0,1]. Therefore, in the language of Like-
lihood Ratio, an event is assigned as signal if the measurement of its X property would
happen in the bin whose Likelihood Ratio value is greater than 0.5. Then the event is
more signal-like compared to background-like. Otherwise, it is labeled as background.
In case of finding the correct jet combination, where eleven backgrounds, being wrong
combinations, versus one signal, being the true combination, exist, the chosen com-
bination is defined as the combination whose Likelihood Ratio value is the maximum
among the other combinations.

5.1.4 Input Variables for Training

Various observable variables can be used to train the Likelihood Ratio method. Also a
combination of two or three variables is allowed. Among so many candidate variables
which can be used in the training, the most discriminating variables that differenti-
ate maximally between signal and backgrond, are desired. The discriminating power
of a generic variable can be defined using different methods. As an example, the
“separation” S, which can be a measure of discriminating power between signal and
background, is defined as

S =
1

2

∫

(PS(X) − PB(X))2

(PS(X) + PB(X))
dX,

where PS(X) and PB(X) are the PDFs of the observable X for signal and background,
respectively. By definition, for identical signal and background shapes, the separation
is zero. If the signal and background PDFs do not overlap, then the separation takes
a value equal to one. Therefore higher values of the separation, indicate the variable
has a higher probability to be a good discriminant candidate.
Since the four vector of the neutrino is not known, hence the leptonic W boson and
consequently the leptonic top quark can not be fully reconstructed. Therefore the input
variables which can be chosen to train the MVA method with, should be independent
from the reconstructed neutrino. This makes the input candidates to be limited to a
smaller collection. Different kinematics of the objects such as transverse momentum
pT , pseudorapidity η, polar angle θ and azimuthal angle φ can be used to compare
the candidates in tt̄ system. In this analysis, the Θ variable, which is defined as the
space angle between two vectors in a three-dimensional phase space is used which is
expressed as

Θ(~v1, ~v2) = cos−1
( ~v1.~v2

|~v1||~v2|
)

= cos−1(sin θ1 sin θ2(cos(φ1 − φ2)) + cos θ1 cos θ2).

The two-component variables in the tt̄ system, excluding those variables related to the
kinematics of neutrino, which are considered in this analysis, are listed below.

• Θ(th,W h) which is the space angle between hadronic top quark and hadronic W
boson,



74 CHAPTER 5: Estimating of the Jet Energy Scale Calibration Factor

• Θ(th, bh) which is the space angle between hadronic top quark and hadronic b,

• Θ(th, bl) which is the space angle between hadronic top quark and leptonic b,

• Θ(th, e) which is the space angle between hadronic top quark and electron,

• Θ(W h, bh) which is the space angle between hadronic W boson and hadronic b,

• Θ(W h, bl) which is the space angle between hadronic W boson and leptonic b,

• Θ(W h, e) which is the space angle between hadronic W boson and electron,

• Θ(bh, bl) which is the space angle between hadronic b and leptonic b,

• Θ(bh, e) which is the space angle between hadronic b and electron,

• Θ(bl, e) which is the space angle between leptonic b and electron,

• Θ(q, q̄) which is the space angle between light quarks appearing in the decay of
hadronic W boson.

Most of the above mentioned variables are not independent and contain the same
information. This can be seen by looking at their linear correlations which are shown
in Table 5.1. Since the masses of the W boson and the top quark are going to be used
as constraints in this analysis, as will be explained in the following sections, it is also
required that the selected variables are not highly correlated with the W boson and
top quark masses. The last two rows of Table 5.1 contain the correlation factors among
all considered space angle variables with the masses of the W boson and top quark.

The space angle variables are required to have a mutual correlation factor among
themselves less than 40%. They are also asked to be correlated with the W boson and
the top quark masses less than 20%. Since the separation powers of each individual
variable are of the same order, taking into account the requirement on the correlation
factor, only 5 variables among the above mentioned space angle variables are selected
to be used in the training of the MVA method. In addition, there are two more
variables which are selected for training. A first one, which is defined as the transverse
momentum of the hadronic top quark candidate relative to the sum of the transverse

momenta of all hadronic top quark candidates
pth

T

ΣpT
. Since with the four leading jets,

there are four different ways to combine three of them to reconstruct a top quark
candidate, then the sum in the denominator is performed over the transverse momenta
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Θ(th,W h) Θ(th, bh) Θ(th, bl) Θ(th, e) Θ(W h, bh) Θ(W h, bl) Θ(W h, e) Θ(bh, bl) Θ(bh, e) Θ(bl, e) Θ(q, q̄)

Θ(th,W h) +100.0 - - - - - - - - - -
Θ(th, bh) -10.0 +100.0 - - - - - - - - -
Θ(th, bl) +5.6 +6.9 +100.0 - - - - - - - -
Θ(th, e) +5.2 +5.8 +40.8 +100.0 - - - - - - -
Θ(W h, bh) +32.4 +67.9 +7.9 +8.7 +100.0 - - - - - -
Θ(W h, bl) +2.0 +7.3 +60.1 +36.5 +8.0 +100.0 - - - - -
Θ(W h, e) +0.5 +4.7 +24.0 +61.1 +4.4 +35.2 +100.0 - - - -
Θ(bh, bl) +3.6 -4.4 +43.2 +32.1 -1.4 +32.7 +33.6 +100.0 - - -
Θ(bh, e) +3.8 -3.7 +18.3 +43.5 -0.1 +25.6 +31.5 +31.1 +100.0 - -
Θ(bl, e) +15.0 +11.8 +1.2 +0.5 +15.9 +1.3 -1.3 -1.0 +3.1 +100.0 -
Θ(q, q̄) +16.8 -1.8 +2.2 +4.5 +23.6 +0.7 +1.3 +4.3 +5.8 +4.4 +100.0

mW -0.7 +2.0 +0.9 -0.1 +1.4 -1.3 -0.5 +3.2 +1.2 -2.5 +21.3
mtop +3.6 +2.0 +1.7 +2.1 +7.1 -0.4 +1.6 +0.9 +1.2 -1.5 +10.7

Table 5.1: The mutual correlation factors of some space angle variables and their correlation coefficients with the masses of the
W boson and the top quark. All numbers are quoted in %.



76 CHAPTER 5: Estimating of the Jet Energy Scale Calibration Factor

of the four possible top quark candidates. A second variable is derived from the b-
tagging discriminant (β) of each of the two b jet candidates which exist in the final state.
The variable which is used in the training is defined as the b-tagging discriminator of
the hadronic b jet candidate multiplied by the b-tagging discriminator of the leptonic
b jet candidate, hence βbh × βbl

.
The final selected variables which are used to train the Likelihood Ratio method, are
listed in Table 5.2. The mutual correlation factors between the selected variables and
the top quark and the W boson masses are also quoted. The separation power of each
individual variable is calculated and given in the last row of Table 5.2.

Θ(th,W h) Θ(th, bh) Θ(th, bl) Θ(th, e) Θ(bl, e)
pth

T

ΣpT
βbh × βbl

mW -0.7 +2.0 +0.9 -0.1 -2.5 +0.4 -0.7
mtop +3.6 +2.0 +1.7 +2.1 -1.5 +2.5 +0.9

Separation Power 0.08 0.06 0.20 0.09 0.30 0.10 0.40

Table 5.2: The correlation coefficients of the variables, which are selected to train the
MVA method, with the masses of the W boson and the top quark. The separation
power of each variable is also shown in the last row. All numbers are quoted in %.

The distribution of the selected variables, which are shown separately for the correct
and the wrong combinations, can be found in Figure 5.4 and Figure 5.5. All selected
events in which a correct jet-parton combination exists, are taken into account.

5.1.5 The MVA Performance

After training the Likelihood Ratio method using the input variables listed in Table 5.2,
one can check the performance of the method by looking at some control plots. For
example, the fraction of e+jets tt̄ events for which the chosen jet combination returned
by the Likelihood Ratio method corresponds to the true jet-quark combination, could
be a possible measure to check how well the MVA method works.
Figure 5.6 shows the Likelihood Ratio response, which is defined to be the maximum
value among twelve possible values, per event. Only those selected e+jets events for
which the hadronic jets are matched to the hadronic quarks in t → Wb → qq̄b, con-
tribute to this plot. In association with the Likelihood Ratio response, the chosen
jet-parton combination is also returned by the Likelihood Ratio method, which was
chosen either rightly or wrongly. The response for the events with either right or
wrong jet combination chosen by the MVA is shown in Figure 5.6. Here, “Good” jet
combination, as labelled in the plot, is defined as the event where the correct combina-
tion is chosen as the one where the hadronic jets are matched to the hadronic quarks
t → Wb→ qq̄b. Therefore even if the MVA is not able to assign the fourth jet among
the four leading jets to the leptonic b quark arrising from the leptonic top quark, the
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Figure 5.4: The distributions of the selected input variables to train the MVA method.
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chosen jet-parton combination returned by the MVA method would still be taken as
correct. Since there is no interest in the reconstruction of the leptonic part of tt̄ sys-
tem for this analysis, there is no force applied on the MVA method to associate a jet
correctly to the leptonic b quark in the final state. The “Bad” jet combination then is
the combination for which the MVA cannot associate, correctly, at least one hadronic
quark in the t→Wb→ qq̄b decay topolology, to a reconstructed jet in the four leading
jets found in the event. Although in some cases the chosen jet-parton combination
by the MVA, is the true combination, in about half of the cases the Likelihood Ratio
method is not able to return the true jet-parton combination.

Likelihood Response
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Figure 5.6: The maximum among twelve possible values returned by the Likelihood
Ratio method per event. Only those selected e+jets events for which the hadronic jets
are matched to the hadronic quarks in t→ Wb→ qq̄b, are taken into account.

Considering those selected events with a correct jet-parton combination, the plot
which contains the purity versus efficiency for the different cut values on the Likelihood
response, is shown in Figure 5.7. Efficiency is defined as the fraction of the selected
e+jets events with a right jet combination that pass the cut on the Likelihood Ratio
response. Purity is defined to be the number of the selected e+jets events with a right
jet combination that pass the cut on the Likelihood response relative to the multiplicity
of all selected e+jets events, including either a right or wrong jet combination, that
pass the cut on the Likelihood Ratio response.

According to the Monte Carlo truth, in only 34% of the selected e+jets tt̄ events,
the three reconstructed jets among the four leading jets are matched, truly, to the
hadronic quarks in t→Wb→ qq̄b. As it is understood from Figure 5.7, the Likelihood
Ratio method is able to successfully find the true combination in 51% of those events
with a true jet-parton matching, given that no cut is applied on the Likelihood Ratio
response. Comparing to a random selection of the true combination that yields a
probability of about 8% of selecting the right jet combination, the great improvement
which is obtained when using the MVA method is obvious.
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Figure 5.7: The purity versus efficiency
plot when cutting on the MVA output for
the selected e+jets tt̄ events with a correct
jet-parton combination.

Figure 5.8: The purity versus efficiency
plot when cutting on the MVA output for
all selected e+jets tt̄ events.

Also shown in Figure 5.8 is the distribution of the purity versus efficiency when cutting
on the Likelihood response which is plotted for all selected e+jets tt̄ events, including
those with no correct jet-parton combination. Considering these kind of events, the
efficiency of selecting the correct combination with the use of the Likelihood method,
when no cut is applied on the Likelihood response, reduces to about 17% which is
obtained as 34% × 51% ∼ 17%.

5.1.6 Reconstructing W Boson and Top Quark Masses

Now that the reconstructed jets are associated to the hadronic quarks which are
produced in the decay products of the hadronic top quark of an e+jets tt̄ event,
t → Wb → qq̄b, one can reconstruct the W boson four-vector by summing the four-
vectors of the two light jets. The four-vector of the top quark can be subsequently
reconstructed by adding the four-vector of the hadronic b jet to the reconstructed
hadronic W boson. Furthermore, one can measure the invariant masses of the W bo-
son and top quark from their reconstructed four-vectors. In Figure 5.9, the masses of
the W boson and the top quark are shown for those events where the MVA success-
fully returned the true jet-parton combination. It is observed that the reconstructed
W boson mass is peaked around 89 GeV while the parameter which has been used
for the W boson mass when simulating the events was chosen to be 80.4 GeV. Also
the mean value of the distribution of the top quark mass is shifted from the value
used in the simulation procedure, being 172.5 GeV, to a reconstructed value which is
found to be about 181 GeV. One should note that the events which are used to fill the
mass distributions with, are those events where the MVA successfully chose the true
jet combination. If all selected events were taken into account, tails would appear on
both histograms.
This observation leads to the fact that, the jet energies which are used to build the W
boson and top quark four-vectors are over-estimated which yields the obtained higher
invariant mass values compared to the input masses. Therefore this motivates to build
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a method to correct the jet energies so that the known measured values of the W boson
and the top quark masses can be re-obtained.
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Figure 5.9: The distributions of the reconstructed W boson mass (left) and the top
quark mass (right) for the selected events where a true jet-parton matching is returned
by the MVA method.

5.2 Kinematic Fit

For a given event, four-vectors of the reconstructed objects are measured. The same
event may contain particles, such as neutrinos, for which a direct measurement is not
possible. With the assumption of certain hypotheses, the measured as well as the un-
measured quantities are supposed to fulfill the kinematic constraints which are usually
deduced from the event hypothesis. Since there are uncertainties on the measured
quantities, the constraints are not exactly satisfied. The constraints can then be used
to slightly change the measured values within their uncertainties. The concept of an
event-by-event least square fitting together with the application of Langrange Multi-
pliers can be utilized to insure that the measured as well as the unmeasured quantities
fulfill the kinematic constraints. This procedure is referred to as a kinematic fit.
The kinematic fit method has been frequently used in various physics analyses per-
formed in different collaborations [15]. Since at an electron-positron collider, the initial
energy and momentum of the incoming particles are well known, it is possible to apply
constraints like energy and momentum conservation via a kinematic fit method to ex-
tract fitted values for the unmeasured quantities in the final state. Also the kinematic
fit technique can be used for calibration purposes. For example, the electromagnetic
calorimeter of the BaBar experiment is calibrated by means of the kinematic fit tech-
nique [102]. Using the radiative Bhabha events e−e+ → e−e+γ, given that the momenta
of the incoming and outgoing electrons and positrons, as well as the photon’s angular
position are measured, the photon energy can be obtained via a kinematic fit. This fit
results in an absolute measurement of the photon energy which then can be compared
to the measured photon energy to obtain calibration constants.
At hadron colliders like the LHC, it is not possible to apply energy-momentum con-
straints since the initial kinematic properties of the colliding partons arrising from
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protons can not be known. However, the usage of the kinematic fit method is still fea-
sible by applying the mass constraints in the specific event topologies. For example, in
the processes where a W boson is produced and subsequently decays to a pair of quarks
W → qq̄, applying the mass constraint of the W boson and forcing the four-momenta
of its decay products to fulfill the mass equation, being

m2
W = (Ejet1 + Ejet2)

2 − (~Pjet1 + ~Pjet2)
2,

would improve significantly the resolution on the reconstructed jets. In the current
study, the mass constraints of both the W boson and top quark are applied in the
hadronic branch of e+jets tt̄ system, namely t → Wb → qq̄b. The reconstructed
objects in the final state, being the light jets arrising from the W boson decay and the
b quark jet arrising from the top quark decay, are asked to fulfill the mass constraints
which are expressed as

m2
W = (El1 + El2)

2 − (~Pl1 + ~Pl2)
2,

m2
top = (El1 + El2 + Eb)

2 − (~Pl1 + ~Pl2 + ~Pb)
2,

where index li refers to one of the two light jets originating from light quarks, namely
up, down, charm and strange. Also index b in the above formula, refers to the b jet
arrising from the heavy quark, namely the bottom quark.
The kinematic fit results are used to estimate the residual jet energy correction factors
for both light as well as b quark jets as will be described in detail in Section 5.4. The
mathematical concept of the kinematic fit technique is reviewed in the next section.

5.2.1 General Mathematical Concept

A physics problem consists of measured quantities, ~y = (y1, y2, . . . , yn), and unmeasured
values, ~a = (a1, a2, . . . , ap). Also a certain hypothesis originating from the physics prin-
cipal such as conservation of the energy and momentum may be introduced. Therefore
the observed events, containing n measured and p unmeasured values, are constrained
to fulfill the hypothesis. Due to the presence of uncertainties on the measured values,
usually the hypothesis is not respected in the physics problem which is under consider-
ation. The hypothesis, which is expressed via constraint equations ~f = (f1, f2, . . . , fm),
is satisfied for only the true parameters, namely ȳ and ā as written below.

f1(ā1, ā2, . . . , āp, ȳ1, ȳ2, . . . , ȳn) = 0,

f2(ā1, ā2, . . . , āp, ȳ1, ȳ2, . . . , ȳn) = 0,

...

fm(ā1, ā2, . . . , āp, ȳ1, ȳ2, . . . , ȳn) = 0.

In order to obtain the correction to the measured values, ∆~y, which yields the con-
straints to be fulfilled for the corrected measurements, the extrema of the above equa-
tions should be found. Hence the Lagrange Multipliers method is used to determine
the true values, ~y′ = ~y + ∆~y, for which the constraints are fulfilled. At the same
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time the calculated corrections to the measured values should be minimized which is
goverened with the use of a χ2 term. Together with the Lagrange term, one could write
a combined likelihood expression, L(~y,~a,~λ), as follows

L(~y,~a,~λ) = S(~y) + 2Σm
k=1λkfk(~y,~a),

where ~λ are the Lagrange Multipliers and S(~y) is the χ2 term and is expressed explicitly
as

S(~y) = ∆~yTV−1∆~y,

where V is the covariance matrix of the measured parameters.
In order to find a local minimum for the likelihood equation, one has to minimize S(~y)
under the constraints fk(~y,~a) = 0. Due to the non-linearity of the physics constraints
which are used, one has to solve the constraints iteratively.
Since the constraints are fulfilled in the limit of true values, (~y′,~a′), then fk(~y,~a) can
be expanded arount a desired value, for example could be the value obtained during
the previous iteration represented by (~y∗,~a∗), as follows

fk(~y
′,~a′) ≈ fk(~y

∗,~a∗) + Σp
j=1

∂fk

∂aj
.(∆aj − ∆a∗j ) + Σn

i=1

∂fk

∂yi
.(∆yi − ∆y∗i ) ≈ 0,

where ~X, ~X∗ and ~X ′, with X could be either y or a, are respectively the start value,
the value after the previous iteration and the value after the current iteration. Also
the ∆ ~X and ∆ ~X∗ are defined as ∆ ~X = ~X ′ − ~X and ∆ ~X∗ = ~X∗ − ~X. One can write
the kinematic constraints in vector notation

~f ∗ + A(∆~a− ∆~a∗) + B(∆~y − ∆~y∗) ≈ 0,

or equivalently
A∆~a+ B∆~y − ~c = 0,

with

~c = A∆~a∗ + B∆~y∗ − ~f ∗; ~f ∗ =











f1(~a
∗, ~y∗)

f2(~a
∗, ~y∗)
...

fm(~a∗, ~y∗)











In the vector notaion, the matrices A and B are defined as A = ∂ ~f
∂~a

and B = ∂ ~f
∂~y

for
which their components are expressed explicitly below.

A =













∂f1

∂a1

∂f1

∂a2

. . . ∂f1

∂ap
∂f2

∂a1

∂f2

∂a2

. . . ∂f2

∂ap

...
∂fm

∂a1

∂fm

∂a2

. . . ∂fm

∂ap













B =











∂f1

∂y1

∂f1

∂y2

. . . ∂f1

∂yn
∂f2

∂y1

∂f2

∂y2

. . . ∂f2

∂yn

...
∂fm

∂y1

∂fm

∂y2

. . . ∂fm

∂yn










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All of the partial derviatives of the constraints, in each step of the iteration, need
to be obtained at the value of the parameters at the previous iteration X∗. Since the
constraints depend directly on the four-vector components ~P = (~p, E), the chain rule

is used to obtain the partial derivatives ∂ ~f
∂~y

= ∂ ~f

∂ ~P
.∂

~P
∂~y

. As four-momenta of the particles

can be parametrized in different ways, the definition of the ∂ ~P
∂~y

is not unique. Various
parametrization for the reconstructed objects exist which are described in more detail
in the next section.
In the new notation, one has to minimize the likelihood expression which is written as

L = ∆~yTV−1∆~y + 2λT (A∆~a+ B∆~y − ~c).

The conditions for a local minimum are obtained, after differentiating the above ex-
pression with respect to ~y, ~a and ~λ, as listed below

V−1∆~y + BT~λ = 0,

AT~λ = 0,

B∆~y + A∆~a = c.

Collecting the above three equations in a compact form with partitioned matrices





V−1 0 BT

0 0 AT

B A 0









∆~y
∆~a
λ



 =





0
0
c





This matrix equation will be solved iteratively for the unknown values ∆~y, ∆~a and
∆~λ.
The iteration procedure is repeated until some predefined convergence criteria are ful-
filled. The first one requires that the change in χ2 expression between the current
iteration, n, and the previous iteration, n-1, is smaller than a given value ǫS, and is
written as

S(n− 1) − S(n)

ndf
< ǫS,

where ndf is the difference between the number of constraints and the number of
unmeasured quantities, being

ndf = m− p.

The second convergency criterion which is checked in each iteration, requires that the
constraints are fulfilled better than a given value ǫF , and is expressed as

F = Σm
k=1f

(n)
k (~y,~a) < ǫF .

A more complete description of the kinematic fit technique can be found in [103].
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5.2.2 Four-Vector Parametrization

Several parametrizations in the kinematic fit package are implemented, two of which
are commonly used in hadron colliders and are introduced briefly here. A first one,
called TFitParticleEtThetaPhi, uses ET , θ and φ variables for parametrization. The
momentum vector and the energy can be written in this parametrization as

~pf =





ET cosφ
ET sin φ
ET cot θ



 ,

E =
ET

sin θ
.

In a second parametrization, called TFitParticleEtEtaPhi, where ET , η and φ vari-
ables are used as parameters, the four-vector can be expressed as

~pf =





ET cosφ
ET sin φ
ET sinh η



 ,

E = ET cosh η.

In the two parametrizations explained above, the objects are considered as massless.
In this study, TFitParticleEtThetaPhi parametrization is used with an additional
requirement. During the fit procedure, it is crucial to keep the ratio of the measured
energy of a jet to its measured momentum constant. Hence, in the kinematic fit method
which is used in the current study, this additional requirement is applied which is
expressed as follows

Efitted

|~pfitted|
=

Emeasured

|~pmeasured|
.

5.2.3 Resolutions on the Jet Kinematics

The uncertainties on the measured parameters enter the kinematic fit package via the
covariance matrix, as mentioned before. In this analysis where the measured objects are
reconstructed jets, the resolutions on the jet properties are required to be calculated.
These resolutions are obtained from simulated e+jets tt̄ events in which a correct jet-
parton combination, according to the generator level information, is found. According
to the jet-parton matching algorithm described in Section 5.1.1, the reconstructed
jets are matched to the partons if ∆R difference between them is less than 0.3. The
reconstructed jets are grouped in either light jets, which are matched to the partons
arising from the decay of the W boson, or b jets, which are matched to the b flavored
partons originating from the decay of the top quarks. Since the obtained resolutions
are found to be dependent on the transverse momentum and the pseudorapidity of the
reconstructed jets, jets are further categorized in various bins of pT and η. In this
analysis, eleven bins of transverse momentum and twelve bins of pseudorapidity are
considered. For those jets which populate a certain pT -bin and η-bin, the resolutions
are calculated as explained in the following. The resolution on the X property of a
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jet is computed as the width of the Gaussian function fitted on the distribution of the
difference between the value of the X parameter of the reconstructed jet and the value
of the X parameter of the matched parton to that jet. The resolutions on the various
kinematics of the jets, namely transverse energy ET , polar angle θ and azimuthal angle
φ as a function of the transverse momentum of the jets are shown in Figure 5.10 and
Figure 5.11, for the light quark and the b quark jets, respectively. In each figure, the
left plots represent the typical jets reconstructed in the barrel while the right plots are
obtained for typical jets reconstructed in a narrow region in the endcaps. The obtained
resolution plots are fitted with functions which are specified on the plot. For example,
the distribution of the resolution on the transverse energy of the jets is fitted with a
function which is parametrized as a+ b

√
pT + cpT . The free parameters of the function

are determined from the fit and quoted on each plot.

From Figure 5.10, it can be seen that the absolute resolution on the transverse
energy for jets with higher transverse momenta is worse, while the relative resolution
is worse for the jets with lower transverse momenta, as discussed in Section 3.2.4. Also
it can be deduced that the resolution on the angular distributions is better determined
compared to the resolution on the transverse energy. This is because of the matching
requirement applied between the reconstructed jets and the partons in (η × φ) space.
The resolutions on the spatial coordinates of the reconstructed jets are decreased for
jets with higher transverse momenta, because the jets with higher transverse momenta
are less affected by the magnetic field. The polar angle of reconstructed jets can be
determined with higher precision compared to the azimuthal angle. This is due to
the bending of charged particle in the direction of φ. Comparing with the plots in
Figure 5.11, it can be understood that the resolution on the transverse energy of b
quark jets is worse compared to the resolution on the transverse energy of light quark
jets. This is due to the presence of muons or neutrinos in the decay products of b
quark jets which yields to cluster less energy for b quark jets as muons and neutrinos
are weakly interacting particles. There is no big difference observed when comparing
the resolutions on the spatial kinematics of b quark and non-b quark jets.

5.3 Extra Event Selection Cuts

So far, events have been required to pass the basic event selection cuts that are summa-
rized in Table 4.6. The selected events are subsequently fed to the MVA package. The
output of the MVA method is a matching between the reconstructed jets in the final
state of the e+jets tt̄ event and the partons appearing in the hadronic branch of the tt̄
system t→ Wb→ qq̄b, as described in Section 5.1. The chosen jet-parton combination
returned by the MVA method, can be either right or wrong. As already mentioned, the
MVA method which has been trained using the variables listed in Section 5.1.4, is not
able to choose the correct jet-parton matching in about 50% of the cases. This is partly
due to the ISR/FSR effects which makes it possible to get the radiation jets among
the four leading jets and then at least one of the four leading jets can not be matched
to the hard-scatter partons. The e+jets tt̄ events, for which a wrong jet combination
is recognized by the MVA or the event itself is badly reconstructed, contribute to the
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Figure 5.10: The distributions of the resolutions on the ET (top row), θ (middle row)
and φ (bottom row) of the light quark jets shown for two typical bins of pseudorapidity
of the jets, being 0 < |η| < 0.174 (left column) and 1.566 < |η| < 1.740 (right column).
Also shown is the fit function imposed on each distribution.
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Figure 5.11: The distributions of the resolutions on the ET (top row), θ (middle row)
and φ (bottom row) of the b quark jets shown for two typical bins of pseudorapidity of
the jets, being 0 < |η| < 0.174 (left column) and 1.566 < |η| < 1.740 (right column).
Also shown is the fit function imposed on each distribution.



CHAPTER 5: Estimating of the Jet Energy Scale Calibration Factor 89

combinatorial backgrounds. In order to reduce the contribution of the combinatorial
backgrounds, additional event selection cuts are applied.
In the topology of the e+jets tt̄ event, there are four quarks produced in the final state
which subsequently contribute to at least four reconstructed jets in the detector. In
addition to the four jets which represent the quarks generated in the hard scattering
process, any other jet which is reconstructed in the event is the consequence of the
radiation of a parton in the initial or final state, generally known as ISR or FSR effect,
respectively. As already discussed in Section 5.1.1, most of the e+jets tt̄ events, con-
tain at least an ISR jet which is among the four leading reconstructed jets. Then these
kind of events, where the four leading jets can not be matched to the four hard-scatter
partons, would contribute to the combinatorial backgrounds. Since there is no true
jet-parton matching in such events, the MVA method would always return a wrong
jet combination. Therefore, any event with at least one extra jet is vetoed and is not
processed in the rest of analysis. In addition to the four leading jets in the selected
events, any other jet with pT > 30 GeV within the tracker acceptance is defined as a
radiation jet and the events containing at least one radiation are rejected.

In order to further reduce the multiplicity of badly reconstructed events in the final
selected sample, the events are constrained to fulfill some kinematic requirements. All
events which pass the radiation veto cut, are fed to the kinematic fit package. The
three reconstructed jets in the e+jets tt̄ event, which are now associated to the partons
in the hadronic branch t → Wb → qq̄b by means of the MVA method, are forced to
fulfill the mass constraints as described in Section 5.2. The masses of the W boson
and top quark used in the fit package are taken to be equal to those used in the simu-
lation step, being 80.4 GeV and 172.5 GeV respectively. The energy of the three jets
associated to the hadronic top quark are shifted in certain steps. A three-dimensional
space, which is spanned by the changes in the energies of the three reconstructed jets
(∆El1 ,∆El2 ,∆Eb), is obtained, where ∆El1 and ∆El2 represent the correction factors
on the light jets from the hadronic W boson decay and ∆Eb corresponds to the changes
in the energy of the b jet arrising from the hadronic top quark decay. In each point
in the three-dimensional space, the kinematic fit is performed. The fit is applied on a
grid in this space in steps of 2% within a window of ±40% around the reconstructed
energies of both light as well as b jets, individually. As a result, the energy of a generic
jet with, for example, E=100 GeV is shifted from E=60 GeV to E=140 GeV in steps of
2 GeV and in each step the fit is performed, hence 41 times per jet per event. Since the
light jets arrising from the W boson are indistinguishable, their correction factors can
be assumed to be equal ∆El1 = ∆El2 = ∆El. Therefore the kinematic fit is performed
in a two-dimensional space which is obtained by shifting in the energy of the light jets,
for which the shifts are taken to be identical, and in the energy of the b jet (∆El,∆Eb).
As a result, the kinematic fit is performed 41×41 times per event.
In each point of the two-dimensional grid, the kinematic fit returns a probability
PKinF it(∆El,∆Eb), which represents how likely, for that particular point of the grid,
the hypothesis of originating the three jets in e+jets tt̄ event from the decay of the top
quark in the topology t→ Wb→ qq̄b, is correct. At the same time, the fit probability
states how much the mass hypotheses are correct for the three jets in e+jets tt̄ event
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from the decay of the top quark in the topology t → Wb → qq̄b. For a typical event,
the distribution of the PKinF it(∆El,∆Eb) is shown in Figure 5.12.
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Figure 5.12: The distribution of the PKinF it(∆El,∆Eb) for an e+jets tt̄ event.

The central point of the distribution of the PKinF it(∆El,∆Eb), which is expressed
by PKinF it(∆El = 1,∆Eb = 1), corresponds to the situation when no correction is
applied. It is understood from Figure 5.12 that the maximum of the fit, for that
particular event, does not happen at the center of the grid, which shows the need for
the residual jet energy corrections. In order to justify the need for the residual jet
energy corrections, one has to increase the statistics and may look at the distribution
of the values of the PKinF it(∆El = 1,∆Eb = 1), which is shown in Figure 5.13.

There is a clear peak at zero which can be partially interpreted as follows. The
hypothesis that the three jets in e+jets tt̄ event originate from the top quark is not
fulfilled and the imposed mass constraints are not converged, when no correction is
applied. This observation justify the nead for the residual jet energy correction. Also
the events, where the MVA method is not able to return the correct jet-parton combi-
nation, contribute to the peak at zero as will be discussed in what follows.
For a given event, the point with the maximum probability in the distribution of the
PKinF it(∆El,∆Eb), which is expressed by Pmax

KinF it(∆El,∆Eb), shows the point where
the imposed constraints are maximally fulfilled. The distribution of the Pmax

KinF it(∆El,∆Eb)
value for all events that already pass the radiation veto cut, is shown in Figure 5.14.

It is seen from Figure 5.14 that for most of the events, a maximum probability
exceeding 0.9 is returned by the kinematic fit method, representing those events for
which the maximum happens somewhere in the region that is scanned. Some of the
events are peaked around zero which represent those events where no maximum is found
in the window of ±40% around the measured values of the jet energies or events that
the fit is not converged for the given jet-parton combination. This can be understood
by looking at the two-dimensional histogram which is made by plotting the distribution
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Figure 5.13: The distribution of the fit probability PKinF it(∆El = 1,∆Eb = 1) when
no correction is applied. All events surviving the radiation veto cut, are taken into
account.
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Figure 5.14: The distribution of the maximum fit probability Pmax
KinF it(∆El,∆Eb) among

the fit values which are obtained in the scanned range around the uncorrected energies.
All events survived the radiation veto cut, are taken into account.
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of PKinF it(∆El = 1,∆Eb = 1) versus Pmax
KinF it(∆El,∆Eb) as shown in Figure 5.15.
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Figure 5.15: The distribution of PKinF it(∆El = 1,∆Eb = 1) versus Pmax
KinF it(∆El,∆Eb).

Only e+jets tt̄ events survived the radiation veto cut, are taken into account.

It is clear from Figure 5.15 that for the events with a maximum fit probability
below 0.9, the probability returned by the fit method when no correction is applied,
is populated around zero. This means that the jets are assigned wrongly to the hard
scatter partons by the MVA method or the event is not correctly reconstructed due to
the radiations.
Each selected event is required to have a Pmax

KinF it exceeding 0.98. This cut aims to keep
only those events for which the hypothesis is correct and the maximum occurs some-
where in the space which is being looked at around the uncorrected energies of the jets.
No cut is applied on the PKinF it(∆El = 1,∆Eb = 1), since cutting on this parameter
yields to reject those events where a maximum is found in the window of the residual
correction and they have to be used for the final estimation of the jet corrections. In
addition to the radiation veto cut and cutting on the Pmax

KinF it(∆El,∆Eb) variable, a
third one which is the last in the sequence of extra event selection cuts, is introduced.
There are some events for which the fit procedure does not converge in some points in
the space of PKinF it(∆El,∆Eb). It is desired to have a fit probability which is smoothly
distributed. Therefore, the events which contain at least one point in the grid where
the kinematic fit does not converge, do not contribute in the rest of analysis.
The additional analysis specific cuts, which are applied on top of the basic event se-
lection criteria as already introduced in Table 4.6, are summarized in Table 5.3 and
the number of events passing each step are also mentioned individually for signal and
relevant backgrounds.

It can be understood from Table 5.3 that the tt̄ → other events constitute the
dominant background to e+jets tt̄ signal events. Since the simulated sample of the
QCD multijet events are statistically limited, the uncertainty on the 9.4 events is large
corresponding to about 8.6 events. Therefore, the tt̄ → other is still the dominant
background to the analysis.
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tt̄ tt̄ W+jets Z+jets t QCD
→ e+ jets → other → l + jets → l+l− + jets → l + jets multijets

Selection Table 4.6 307.8 39.1 30.2 4.5 13.5 35.6
Radiation Veto 180.4 22.5 21.4 2.5 9.9 27.4
Pmax

KinF it 75.2 6.3 3.4 0.3 2.5 9.4
Gap Veto 66.8 5.5 2.8 0.3 2.2 9.4

Table 5.3: Table of extra event selection cuts. The numbers are equivalent to an
integrated luminosity of 100pb−1.

Having applied the extra event selection cuts given in Table 5.3, one could reach a signal
over background ratio of about 3.3 which yields an even more purified final sample of
selected events compared to the baseline event selection cuts. It is worth to note that in
a fraction of selected events, surviving the baseline cuts, which corresponds to 17%, the
MVA method is able to return the correct jet-parton combination while after applying
the additional event selection cuts, this fraction is enhanced to 52%. This means that
the extra event selection cuts are able to reject the badly reconstructed events yields
to suppress the combinatorial backgrounds.
Those events which are survived the additional selection requirements, are accepted
for the final analysis.

5.4 Extracting Jet Energy Scale Calibration Fac-

tors

The estimation of the residual jet energy calibration factors is based on the output
of the kinematic fit. For each selected event, the kinematic fit technique returns a
two-dimensional fit probability PKinF it(∆El,∆Eb) in the dimensions of the residual
light and b jet energy corrections, as explained in the previous section. The jet energy
correction factors are then determinded by maximizing the fit probabilty returned by
the fit procedure as described below.
The kinematic fit method is applied on the three reconstructed jets in e+jets tt̄ event.
The jets, which were associated to the three quarks originating from the hadronic
branch of the top quark decay t → Wb → qq̄b by means of the MVA method, are
forced to fulfill the mass constraints imposed on the system. The four-vectors of the
three reconstructed jets, which are fed to the fit package, are parametrized using the
TFitParticleEtThetaPhi parametrization for which the ratio of the energy over mo-
mentum E

|p| is kept constant and equal to the measured value during the fit procedure,
as already explained in Section 5.2.1. The parameters of the fit are chosen as follows.
The parameter ǫS is set to be 5 × 10−5. Also it is chosen to have ǫF = 10−4. The
iteration procedure is repeated 30 times. If the fit is not converged after 30 times, the
fitting is stopped and a value equal to zero is assigned to the probability of the fit for
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that point in the two-dimensional space of (∆El,∆Eb). These events are not selected
as mentioned before.
The correction factors on the light jet energy ∆El, and on the b quark jet energy ∆Eb,
can be interpreted equivalently as the residual shifts on the light jet energy ∆εl, and
on the b quark jet energy ∆εb, by means of

∆El ≡ (1 + ∆εl),

and
∆Eb ≡ (1 + ∆εb).

Therefore, in each point of the two-dimensional grid (∆Eli,∆Ebj), the shifts on the
light and the b quark jet energy are applied by means of multiplying the following
factors

(1 + ∆εli),

and
(1 + ∆εbj),

by the initial measured light jet energy, called El
meas
init , and the initial measured b jet

energy, called Eb
meas
init , respectively. In the multiplication factors, 0 ≤ i, j < 41 and the

start points are taken to be
∆εl(i=0) = −0.4,

and
∆εb(j=0) = −0.4.

Hence, the region which is scanned by the fit procedure includes the following points

0.60El
meas
init , 0.62El

meas
init , . . . (1 + ∆εli)El

meas
init . . . , 1.38El

meas
init , 1.40El

meas
init ;

0.60Eb
meas
init , 0.62Eb

meas
init , . . . (1 + ∆εbj)Eb

meas
init . . . , 1.38Eb

meas
init , 1.40Eb

meas
init .

In each point of the scanned region, the kinematic fit package returns a probability
which is obtained from the χ2 of the fit. Therefore, instead of a two-dimensional
distribution of the fit probability PKinF it(∆El,∆Eb), one can have a two-dimensional
distribution of the χ2 values χ2(∆El,∆Eb). In each point of the two-dimensional grid,
the χ2 values of all selected events are summed which leads to obtain a two-dimensional
parabola in the dimensions of the residual light and b jet energy corrections. The
distribution of the χ2(∆El,∆Eb) which is obtained by the sum of the χ2 disribution of
the individual selected event, is shown in Figure 5.16.

The estimated residual light and b jet energy correction factors are determined at
the point with the minimum χ2 fit probability, being the most central point in the plot
shown in Figure 5.16.
The two-dimensional χ2 distribution is projected in the directions of ∆El and ∆Eb

to obtain two separate one-dimensional distributions which are subsequently used to
estimate the final residual corrections. The projection into the ∆El axis is done using
those events that participate in minimizing the χ2 distribution in the direction of ∆Eb.
Also, the events which contribute to the bin of the minimum χ2 distribution in the
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Figure 5.16: The distribution of the χ2(∆El,∆Eb) which is obtained by the sum of the
χ2 distributions for all selected events.

direction of ∆El, are taken into account to make the projected distribution in the
direction of ∆Eb axis.
Each of the two projected distributions is fitted with a second-degree polynomial around
the minimum as shown in Figure 5.17.
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Figure 5.17: The projected distribution of the χ2(∆El,∆Eb) into the (left) ∆El and
(right) ∆Eb axis which are fitted with a second-degree polynomial. The results are
obtained for 100pb−1 of simulated proton collisions.

The parameters of the fitted parabolas are used to extract the estimated light as
well as the b jet energy corrections, expressed as ∆εl

est and ∆εb
est, respectively. The

minimum of the parabolas refer to the final estimation of the jet energy corrections
which are found to be

∆εl
est = −10.12 ± 1.11%,

and
∆εb

est = −1.31 ± 1.72%,
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where the quoted uncertainties are the statistical uncertainties and correspond to the
deviation of 1σ around the minimum.
The 5σ contour around the minimum of the χ2(∆El,∆Eb) is obtained and shown
in Figure 5.18. There is no significant correlation between light and b jet energy
calibration factors observed.
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Figure 5.18: The 5σ contour around the minimum of the χ2(∆El,∆Eb). The plot is
obtained for an integrated luminosity of 100pb−1.

The quoted statistical uncertainties on the estimated jet energy corrections are
calculated using a number of events corresponding to an integrated luminosity of about
9400pb−1 but are rescaled to an integrated luminosity of 100pb−1. Then the number
of simulated events are indeed more than what is expected in 100pb−1 of accumulated
data. Therefore, the statistical uncertainties are actually less than what have been
quoted. The statistical uncertainties corresponding to an integrated luminosity of
about 9400pb−1 are evaluated and reported as the uncertainties on the estimated light
and b jet energy corrections as follows

∆εl
est = −10.12 ± 0.13%,

and

∆εb
est = −1.31 ± 0.20%.

The various sources for the systematical uncertainties on the estimated results are
discussed in the Section 5.4.2.
In a study based on the simulated data, the residual jet energy corrections can be
determinded using the Monte Carlo truth information, too. A comparison between the
expected residual corrections from Monte Carlo truth information and the estimated
residual corrections derived from the kinematic fit procedure, can then demonstrate how
well the estimation method works. If the four-vectors of the partons can be accessed
from the simulation information, the reconstructed jets can be matched to the partons
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using a jet-parton matching algorithm, as described in Section 5.1.1. Therefore for a
pair of matched jet-parton, the expected residual correction can be obtained by

Ejet(1 + ∆εexp
jet ) = Eparton.

Hence, in the topology of the hadronic top quark decay t → Wb → qq̄b, one can
calculate the expected corrections for the light and b jets, as

∆εexp
l =

Elight quark − Elight jet

Elight jet
,

and

∆εexp
b =

Eb quark − Eb jet

Eb jet
.

The distributions of the expected light as well as the b jet energy corrections, which are
fitted with a Gaussian function in a range of ±1.5 times the Root Mean Square (RMS)
of the distribution around the mean, are shown in Figure 5.19. They are obtained
using those selected events for which a true jet-parton matching exists.
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Figure 5.19: The distributions of the expected residual jet energy corrections for (left)
light and (right) b jets. They are fitted with a Gaussian in the range of ±1.5 times the
RMS around the mean.

For each of the plots shown in Figure 5.19, the expectation value of the fitted
Gaussian and its uncertainty are taken as the expected residual jet energy corrections
which are found to be

∆εl
exp = −8.67 ± 0.23%,

and
∆εb

exp = −2.08 ± 0.36%.

The fit results strongly depend on the range which is used to perform the Gaussian fit.
For example, the expected residual corrections, obtained for various ranges of the fit,
are listed in Table 5.4.

As seen from Table 5.4, the expectation values of the fitted Gaussian functions for
the light quark jets varies from -8.83% to -7.43% when increasing the fit range from
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±1.0 RMS ±1.5 RMS ±2.0 RMS ±3.0 RMS

∆εexp
l (%) -8.83±0.31 -8.67±0.23 -8.17±0.19 -7.43±0.18

∆εexp
b (%) -2.93±0.42 -2.08±0.36 -0.88±0.29 0.47±0.30

Table 5.4: The expected residual corrections for light and b jets which are derived from
the Gaussian fit over the various ranges of the fit.

±1RMS to ±3RMS, which results in obtaining a small variation of about 1.4%. For
the case of b jets, this variation is larger and reaches to about 3.4% when enlarging the
fit range. This is due to the fact that, the distribution of the expected b jet residual
correction, can not be fitted in the tail with a Gaussian function and the expected value
of the fitted Gaussian would change when increasing the fit range. This observation
of the non-Gaussian effects in the tail, which is specific to the b jet distribution, can
be explained as follows. Since the b jets can decay to a lepton and the corresponding
neutrino with a probability of 20%, hence the energy of the b jet is underestimated
due to the escaping neutrino. Hence, using the definition of the expected b jet energy
correction, one can have

∆εexp
b =

Eb quark

Eb jet
− 1 > 0,

for those events where the b jet energy is underestimated. Therefore, these kind of
events contribute to the tail in the distribution of the expected b jet energy correction
as shown in Figure 5.19. Therefore, in order to avoid the non-Gaussian effects in
the tail, the fit range is chosen to be ±1.5 times the RMS around the mean of the
histogram. However, the dependency of the fit results on the considered range of the
Gaussian fit can be taken into account as systematical uncertainty on the expected
values for the light and b jet energy corrections. Hence, for each of the expected light
and b jet distributions, the maximum variation among the various fit ranges compared
to the chosen fit range, being ±1.5RMS, is taken as the systematical uncertainty for
that particular distribution. The resulting systematical uncertainties for the expected
light as well as b jet energy corrections, are listed in Table 5.5.

Sys. Unc.

δsys.(∆εexp
l )(%) ±1.2

δsys.(∆εexp
b )(%) ±2.5

Table 5.5: The systematical uncertainties on the expected light and b jet energy cor-
rections.

In order to compare the expected versus the estimated results, a new parameter,
called the bias, is introduced which is defined as the difference between ∆εest

l/b and
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∆εexp
l/b . The estimation of the residual jet energy corrections would be well done if

the bias would be equal to zero. The estimated as well as the expected results of the
residual jet energy corrections are collected and the corresponding bias for the light
and the b jets is calculated which can be found in Table 5.6.

∆ε
exp
l (%) ∆εest

l (%) ∆εest
l − ∆ε

exp
l (%)

-8.67±0.23 -10.12±0.13 -1.45±0.26

∆ε
exp
b (%) ∆εest

b (%) ∆εest
b − ∆ε

exp
b (%)

-2.08±0.36 -1.31±0.20 0.77±0.41

Table 5.6: The final estimated residual jet energy corrections obtained for 100pb−1.
The corresponding expected residual corrections and the possible bias are also shown.

Taking into account the systematical uncertainties on the expected light and b jet
corrections, mentioned in Table 5.5, would result to obtain a bias on, for example, the
estimated b jets to be compatible with zero. Other systematical uncertainties on the
estimated residual light and b jet energy corrections are calculated in Section 5.4.2.

5.4.1 Performance of the Method

As discussed in Section 5.1.6, the distributions of the reconstructed W boson and top
quark masses in the topology of the e+jets tt̄ events are shifted from the values that were
used in the simulation which consequently motivates the need for residual jet energy
corrections. Since in the hadronic branch of the e+jets tt̄ event, t → Wb → qq̄b, both
light jets, arising in the decay of the hadronic W boson, and b jets, originating from the
decay of the hadronic top quark, are present. Then by imposing the mass constraints
of both the W boson and the top quark by means of a kinematic fit approach, one
could estimate the residual light as well as the b jet energy corrections as described in
Section 5.2. The aim of the method was to correct the energies of the reconstructed
jets in the hadronic branch of the e+jets tt̄ topology so that the resulting reconstructed
W boson and top quark masses are peaked around the nominal parameters which have
been used to generate the event.
The plots shown in Figure 5.20 are the invariant masses of the corrected four-vector of
the W boson and top quark which are reconstructed from the corrected four-vectors of
the reconstructed jets in the final state of e+jets tt̄ events. The events for which a true
jet-parton combination found by the MVA method, are used to fill the distributions.

Compared to the plots obtained in Figure 5.9, it is obvious that the corrected mass
distributions are peaked around their nominal values as it was aimed. The recon-
structed mass values of the W boson and the top quark can be further improved by
applying a second iteration which is explained in the following. The estimated residual
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Figure 5.20: The distributions of the reconstructed W boson mass (left) and the top
quark mass (right) after applying the estimated corrections on the reconstructed jets.
The e+jets tt̄ events that pass the extra selection cuts are taken into account.

jet energy corrections which are estimated by the method in a first iteration are applied
on the energy of the reconstructed jets and the method is performed for a second time.
Ideally the estimated residual jet energy corrections in the second iteration would be
equal to zero if the bias in the first iteration was exactly zero. The sum of the estimated
jet energy corrections obtained from the first and the second iterations will be a better
estimate of the residual jet energy corrections. Another thing which can be done to
obtain a more precise mass distribution for either the W boson or the top quark, is to
apply correction factors which varies in terms of pT of the jets. The method is applied
on the events which are grouped according to the pT of the jets to obtain an estimated
correction for the jets contributing to that particular bin of pT . The obtained results
can then be applied on the reconstructed jets belonging to that pT -bin. In addition
to the pT , other kinematic variables such as η can also be used. Applying this kind
of differential estimation of the jet energy corrections is expected to result in a mass
distribution of both the W boson and the top quark with an improved resolution.

5.4.2 Systematic Uncertainties

Various sources can affect the final estimated results of the jet energy scale correction
factors. Some of the most important sources that can influence the results, are dis-
cussed below.

The Value of mtop as Input Variable for the Kinematic Fit

The kinematic fit package requires the event topology to fulfill the mass constraints.
The W boson and the top quark mass values that are used in the package may vary
within their uncertainties. While the mass of the W boson is measured with a high
precesion of σmW

= 0.03%, the mass of the top quark is measured with an accuracy of
σmtop

= 0.52%, as discussed in 1.2. To be conservative, a larger uncertainty equivalent
to 2.5σmtop

is considered on the value of the top quark mass, hence 1.3%. This results
in an uncertainty equals to ±2.3 GeV on the top quark mass value of 172.5 GeV which
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has been used in the kinematic fit procedure. Therefore, the analysis is performed
with different top quark mass values, being the larger value 172.5+2.3 GeV and the
smaller value 172.5-2.3 GeV, as a constraint in the kinematic fit package. The results
are shown for the expected and estimated residual corrections in Table 5.7.

∆ε
exp
l (%) ∆εest

l (%) ∆εest
l − ∆ε

exp
l (%)

nominal -8.67±0.23 -10.12±0.13 -1.45±0.26

larger mtop -8.65±0.23 -10.07±0.13 -1.42±0.26

smaller mtop -8.64±0.23 -10.39±0.13 -1.75±0.26

∆ε
exp
b (%) ∆εest

b (%) ∆εest
b − ∆ε

exp
b (%)

nominal -2.08±0.36 -1.32±0.20 0.76±0.41

larger mtop -2.08±0.35 0.58±0.20 2.66±0.40

smaller mtop -1.92±0.37 -2.84±0.20 -0.92±0.42

Table 5.7: The expected and estimated residual jet energy corrections and the bias on
the estimations for different top quark masses as constraints in the fit package.

What is important to note from Table 5.7, is that the estimated results on the light
jet energy correction do not change when using a top quark mass as the constraint
which is different from what has been used to generate the physics events. This obser-
vation is due to that the light quark jet energy calibration factors are determined by
the mass of the W boson which is used in the kinematic fit package and are independent
from the value of the top quark mass which is used to constrain the event topology.
The estimated residual b jet energy correction varies from -2.84% to 0.58% when in-
creasing the top quark mass value from 170.2 GeV to 174.8 GeV in the fitting procedure.
Therefore, compared to the nominal estimated b jet energy correction, a shift of 1.52%
or 1.9% is observed when using the smaller or the larger mass of the top quark, re-
spectively. Hence, the maximum difference between the larger and the nominal or the
smller and the nominal, is taken as the systematic uncertainty due to the uncertainty
on the top quark mass. It should be noted that the uncertainties obtained from Ta-
ble 5.7 are overestimated since a larger deviation of the top quark mass from its mean
value has been considered, as mentioned above.

Pile-Up

Together with the hard scattering event in the proton-proton collision, there are many
soft processes coming from the next bunch crossing that might affect the topology
of the event, specially in the high luminosity phase where the time between the two
successive bunch crossings is so small that the electronic signals from the current event
may not be fully collected yet. Hence the pile-up events may result to have more
tracks in the track collection and would yield to reconstruct additional objects in the
final state. This can vary the final estimation results. In Table 5.8, the expected and
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estimated jet energy corrections for the events with and without including pile-up are
given.

∆εexp
l (%) ∆εest

l (%) ∆εest
l − ∆εexp

l (%)

nominal -9.38±0.25 -8.75±0.14 0.63±0.29
pile-up -9.52±0.24 -8.68±0.13 0.84±0.27

∆εexp
b (%) ∆εest

b (%) ∆εest
b − ∆εexp

b (%)

nominal -2.66±0.36 -2.81±0.20 -0.15±0.41
pile-up -2.82±0.36 -3.30±0.20 -0.48±0.41

Table 5.8: The expected and estimated residual jet energy corrections and the bias on
the estimations in the presence of pile-up events. The nominal refers to the situation
when no pile-up is present.

As it is seen from Table 5.8, the method of estimating the residual jet energy correc-
tions is stable with respect to adding the pile-up collisions. Obviously the expected as
well as the estimated corrections are affected by the pile-up collisions. If the pile-up is
well simulated, the bias should be stable. The estimated residual light and b jet energy
corrections do not change much in the presence of the pile-up events. The estimated
light jet energy correction changes from -8.75%, corresponding to the nominal value,
to -8.68%, which is obtained when including pile-up events. Thus, the shift of 0.07%
is considered as the systematic uncertainty on the estimated residual light jet energy
correction due to the pile-up effects. The deviation of the estimated b jet energy cor-
rection from the nominal value corresponds to 0.49% which is taken as the systematic
uncertainty on the estimated residual b jet energy correction due to the pile-up events.

ISR/FSR

When simulating physics events, various parameters are set to control the production
and decay products of the hard scattering interactions. Changing any of these param-
eters individually, would yield to obtain a different topology of the event. Therefore,
the sensitivity of the estimated results with respect to the changes of these parameters,
has to be studied and the possible deviations are taken as the systematic uncertainties
on the final estimation. For example, the amount of ISR/FSR that are allowed to be
generated in the simulation procedure can affect the results. Two different samples
with a smaller and larger amount of radiation compared to the nominal situation are
processed. The estimated residual jet energy corrections are obtained for each of these
samples which are given in Table 5.9. The estimated and expected results for light and
b jet energy corrections are listed individually for the various samples.
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∆ε
exp
l (%) ∆εest

l (%) ∆εest
l − ∆ε

exp
l (%)

nominal -9.38±0.25 -8.75±0.14 0.63±0.29

larger ISR/FSR -8.85±0.26 -8.12±0.14 0.73±0.29

smaller ISR/FSR -9.62±0.25 -9.13±0.14 0.49±0.29

∆ε
exp
b (%) ∆εest

b (%) ∆εest
b − ∆ε

exp
b (%)

nominal -2.66±0.36 -2.81±0.20 -0.15±0.41

larger ISR/FSR -2.54±0.37 -2.68±0.20 -0.14±0.42

smaller ISR/FSR -1.85±0.39 -2.49±0.20 0.64±0.44

Table 5.9: The expected and estimated residual jet energy corrections and the bias on
the estimations for the samples with larger and smaller amount of radiation compared
to the nominal.

Since the bias on the estimated light and b jet energy corrections is small and,
in some cases, is compatible with zero within the statistical uncertainties, it can be
deduced that the method is stable with respect to changes in ISR/FSR. The estimated
light jet energy correction changes from -8.12%, corresponding to the sample with
larger ISR/FSR, to -9.13%, which is obtained when considering smaller amount of
ISR/FSR in the simulation procedure. Compared to the nominal value which equals
-8.75%, the maximum deviation of the estimated light jet energy correction is taken
as the systematic uncertainty due to the ISR/FSR, being 0.63%. In case of b jets, the
maximum deviation would reach to 0.32% which is quoted as the systematic uncertainty
on the estimated b jet energy correction due to the ISR/FSR.

Scale Factor Q2

As already mentioned, the initial and final state radiations are governed by the use of
the DGLAP equation which describes the evolution of the partonic distribution function
as a function of the factorization scale Q2. According to the DGLAP equation, the final
state radiation in an event can be started from a maximum energy state Q2

max, which
is chosen to be the squared mass of the parton shower initiator, down to smaller values
of the Q2 scale. Since the chosen value used for the Q2

max parameter might not be the
optimal choice for the description of observed proton-proton collision data, the effects of
altering the Q2 value up and downwards are taken into account. Therefore, additional
samples are simulated for which the initial input variable of the Q2

max parameter is
changed within an interval. Then, in order to check the effects of the variation of
the Q2 scale, the method of estimating the residual jet energy corrections is applied
on both simulated samples with the various settings of the Q2 parameters and the
nominal sample which is simulated with the pre-defined setting of the Q2 parameter.
The results of the estimated and expected residual jet energy corrections on different
settings of the Q2 scale are summarized and a possible bias of the method is calculated
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and shown in Table 5.10.

∆ε
exp
l (%) ∆εest

l (%) ∆εest
l − ∆ε

exp
l (%)

nominal -9.38±0.25 -8.75±0.14 0.63±0.29

Q2 up -9.30±0.32 -8.76±0.18 0.54±0.37

Q2 down -10.14±0.32 -9.20±0.17 0.94±0.36

∆ε
exp
b (%) ∆εest

b (%) ∆εest
b − ∆ε

exp
b (%)

nominal -2.66±0.36 -2.81±0.20 -0.15±0.41

Q2 up -2.52±0.49 -2.57±0.26 -0.05±0.55

Q2 down -3.41±0.47 -3.00±0.25 0.41±0.53

Table 5.10: The expected and estimated residual jet energy corrections and the bias
on the estimations for the samples with higher and lower values of the Q2 parameter.

As seen from the results shown in Table 5.10, the effects of changing the input
Q2 parameter on the final estimated results are minor and the estimation follows the
expected value since the bias on the estimated results is compatible with zero. Also the
effect of Q2 on the bias is compatible with zero. The systematical uncertainties that
can be assigned due to the changes in the Q2 scale can be evaluated as follows. The
estimated light jet energy correction changes from -8.76%, corresponding to the sample
with larger Q2 scale, to -9.20%, which is obtained when considering the simulated
sample with smaller value of the Q2 scale. Compared to the nominal value which is
-8.75%, the maximum deviation of the estimated light jet energy correction is taken as
the systematic uncertainty due to the changes in the Q2 scale, being 0.45%. In case of
b jets, the maximum deviation would reach 0.24% which is quoted as the systematic
uncertainty on the estimated b jet energy correction due to the variation of the Q2 scale.
It should be noted that, when a more precise estimation of the jet energy corrections
is aimed for, these systematic uncertainties should be estimated with larger simulated
samples.

Matching Matrix Element to Parton Shower

In the procedure of simulating physics collisions, the events are fed to a parton shower
program to apply the showering process on the partons which are generated in the
collision, as already explained in Section 4.1.2. Subsequently a matching scheme is
applied in order to avoid double counting of the radiation. Therefore, the jets produced
by the parton shower method are compared with the partons produced with the matrix
element method, given that the jets exceeding a pre-defined threshold on the transverse
energy. The choice of this threshod might have some effects on the final results of the
physics analysis. Hence alternative samples are simulated with a higher and lower
threshold on the transverse energy of the jets used in the matching scheme. The effects



CHAPTER 5: Estimating of the Jet Energy Scale Calibration Factor 105

of the variation of the matching threshold is investigated by running the method of
estimating the residual jet energy corrections on both simulated samples with the
various settings of the matching thresholds and the nominal sample which is simulated
with the pre-defined setting of the matching threshold. The results of the estimated
and the expected residual jet energy corrections with different settings of the matching
threshold are summarized in Table 5.11.

∆ε
exp
l (%) ∆εest

l (%) ∆εest
l − ∆ε

exp
l (%)

nominal -9.38±0.25 -8.75±0.14 0.63±0.29

matching up -9.19±0.28 -9.31±0.16 -0.12±0.32

matching down -9.74±0.30 -9.37±0.17 0.37±0.34

∆ε
exp
b (%) ∆εest

b (%) ∆εest
b − ∆ε

exp
b (%)

nominal -2.66±0.36 -2.81±0.20 -0.15±0.41

matching up -3.07±0.41 -2.77±0.24 0.30±0.47

matching down -3.17±0.43 -2.57±0.25 0.60±0.50

Table 5.11: The expected and estimated residual jet energy corrections and the bias
on the estimations for the samples with higher and lower threshold in the matching
procedure.

It is seen from the results shown in Table 5.11 that the effects of changing the
matching threshold on the final estimated results are minor and the estimation follows
the expected value since the bias on the estimated results is compatible with zero.
The systematical uncertainties that can be assigned due to the changes in the match-
ing threshold can be evaluated as follows. The estimated light jet energy correction
changes from -9.31%, corresponding to the sample with larger matching threshold, to
-9.37%, which is obtained when considering the simulated sample with smaller value
of the matching threshold. Compared to the nominal value which is -8.75%, the max-
imum deviation of the estimated light jet energy correction is taken as the systematic
uncertainty due to the changes in the matching threshold, being 0.62%. In case of
b jets, the maximum deviation would reach to 0.24% which is quoted as the system-
atic uncertainty on the estimated b jet energy correction due to the variation of the
matching threshold.

Combined Systematics

The various systematic uncertainties on the estimated results of light and b jet energy
corrections are summarized in Table 5.12. The total systematical uncertainty is cal-
culated as the square root of the sum of the squared uncertainties from the diverse
sources which are considered in the table.
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mtop pile-up ISR/FSR Q2 matching Total Sys. Unc.

δsys.(∆εest
l )(%) ±0.1 ±0.1 ±0.6 ±0.4 ±0.6 ±0.9

δsys.(∆εest
b )(%) ±0.8 ±0.5 ±0.3 ±0.2 ±0.2 ±1.0

Table 5.12: The systematical uncertainties on the estimated light and b jet energy
correction originating from various sources. The total uncertainty is obtained by the
square root of the sum of the squred of the individual errors.

As already noted, the estimated uncertainty on the light and b jet energy correc-
tions due to the variation of the mass of the top quark are overestimated. Therefore,
the uncertainties of 0.3% on the light jets and of 1.9% on the b jets are probably con-
servative estimates. They are divided by a factor of 2.5 to represent the uncertainties
on the estimated jet energy corrections resulting from one sigma deviation of the top
quark mass value from its world average value. Another point is that, some of the
estimated systematical uncertainties quoted in Table 5.12, recieve large statistical un-
certainties because they are limited with small simulated samples. For example, the
estimated systematical uncertainty on the light jet energy correction due to pile-up
source, is dominated by the statistical uncertainty, since from Table 5.8 one can have

δsys.(∆εest
l )
∣

∣

∣

pile−up
(%) = 0.1 ± 0.2(stat.).

The estimated systematical uncertainty on the b jet energy correction due to either
the Q2 or the matching source, is dominated by the statistical uncertainty, too.

5.5 Statistical Properties of the Estimator

5.5.1 Linearity of the Estimator

The linearity of the method is checked by looking at the calibration curve, which is
defined as the variation of the estimated versus the expected jet energy corrections while
applying an inclusive shift on the energy scales of the reconstructed jets. Applying any
relative inclusive shift on the energy of the reconstructed jets followed by performing the
kinematic fit method to constrain the event topology to fulfill the mass requirements,
would yield to obtain the estimated results which are linearly dependent to the expected
jet energy corrections. This can be understood by looking at the distributions of the
∆Eest

l,b versus ∆Eexp
l,b which are shown in Figure 5.21. The plots are made using only

the e+jets tt̄ events.

It can be seen that, when applying the L2 and L3 corrections on the input energies
of the reconstructed jets, the estimator is able to predict the expected jet energy
corrections. When moving away from the point of nominal L2 and L3 corrections, a
deviation of the estimated results from the expected corrections is observed resulting
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Figure 5.21: The calibration curves representing the estimated residual jet energy
corrections as a function of the expected jet energy corrections when applying several
inclusive shifts on the input energy of the reconstructed jets. A line with a unity slope
is overimposed for comparison.

in a calibration curve with a non-unity slope. This can be fixed as explained below.
The non-unity slope of the calibration curves can be solved by the use of successive
iterations, which means the estimated jet energy corrections found in a first iteration
are applied on the initial jet energy scales. In a second iteration, the residual jet energy
corrections can again be estimated, starting with the corrected jets of the first iteration.
Ideally, in a second iteration no residual jet energy correction should be needed, given
that the estimated jet energy correction is equal to the expected jet energy correction
in the first iteration. Othewise, the iteration procedure should be repeated until a
residual jet energy correction equals to zero is estimated. This means after applying
several iterations, the estimation converges to the line ∆εest

l,b = ∆εexp
l,b , means the slop

of the calibration curve becomes close to the unity.

5.5.2 Pull Distribution

In order to evaluate if the statistical uncertainties on the estimators have been quoted
correctly, one can start looking at the pull distributions which are defined as

(∆εi
l,b− < ∆εl,b >)

δ∆εi
l,b

,

where ∆εl,b and δ∆εl,b, as already used, are the estimated residual jet energy correc-
tions and their statistical errors, respectively. The index i is explained as follows.
The initial simulated e+jets tt̄ sample contains about 180000 events. In an analysis
corresponding to 100pb−1, one would expect to obtain 2333 signal events, as it can
be deduced from the cross section of the e+jets tt̄ process. Hence instead of giving a
weight to the initial simulated events, one can repeat the whole analysis on the smaller
bulks of simulated events, so-called pseudo-experiments, where each contain 2333 sig-
nal events. Therefore, starting with the initial number of simulated signal events, one
would end with about 77 uncorrelated pseudo-experiments. Here no correlation means
that a single signal event is not processed in no more than one pseudo-experiment.
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Only e+jets tt̄ events are taken into account in order to make the pull distributions.
No background is considered because not enough simulated events are available.
Running the method to estimate the residual jet energy callibration factors on each
of the pseudo-experiments, one can obtain 77 different values as the estimation of the
light and b jet energy corrections, corresponding to each of the pseudo-experiments.
The obtained results are used to make the pull distribution.
Now it can be explained that the index i in the definition of the pull variable, refers to
the i-th pseudo-experiment. Also the <> sign represents the average of the estimated
results over all pseudo-experiments.
By definition, the pull distribution is peaked at zero and can be fitted with a Gaussian
function. If the estimation of the statistical uncertainties is correct, then the fitted
Gaussian would have a variance equal to one. Otherwise there would have been an un-
derestimation or overestimation of the estimated statistical uncertainties, if the width
of the fitted Gaussian would have a larger or smaller width, respectively.
The distribution of the pull variable for the estimated light and b jet energy corrections
is shown in Figure 5.22.
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Figure 5.22: The pull distribution of the estimated (left) light and (right) b jet energy
corrections. The distributions are fitted with a Gaussian function.

As it is shown in the statistical boxes of the pulls in Figure 5.22, the width of the
fitted Gaussian functions is about 1.4 for both estimators. These non-unity widths can
be used to correct the statistical uncertainties of the light and b jet energy corrections,
which have been found for 100pb−1 of integrated luminosity in Section 5.4, resulting in

∆εl
est = −10.1 ± 1.5%,

and
∆εb

est = −1.3 ± 2.4%.

Therefore, at 7 TeV center of mass energy with the use of a sample of simulated
events corresponding to an integrated luminosity of 100pb−1, the residual jet energy
corrections can be estimated with a statistical precision of about 1.5% and 2.4%, for
light quark and b quark jets respectively. While using the full sample of simulated
events which corresponds to an integrated luminosity of about 9400pb−1, the residual
jet energy corrections can be estimated with a statistical precision of about 0.18% and
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0.28%, for light quark and b quark jets respectively. These numbers are corrected for
the non-unity width of the pull distributions, too. Therefore, the results of bias on
both the light and the b jet energy corrections, which were quoted in Table 5.6, are
re-estimated using the corrected statistical errors and summarized in Table 5.13.

∆ε
exp
l (%) ∆εest

l (%) ∆εest
l − ∆ε

exp
l (%)

-8.67±0.23(stat.)±1.2(sys.) -10.12±0.18(stat.) -1.45±0.29(stat.)±1.2(sys.)

∆ε
exp
b (%) ∆εest

b (%) ∆εest
b − ∆ε

exp
b (%)

-2.08±0.36(stat.)±2.5(sys.) -1.31±0.28(stat.) 0.77±0.46(stat.)±2.5(sys.)

Table 5.13: The final estimated residual jet energy corrections obtained for 100pb−1.
The corresponding expected residual corrections and the possible bias are also shown.
The quoted estimated results are corrected for the non-unity width of the pull distri-
butions. The systematical uncertainties on the expected results are mentioned since
one cannot fit the distributions of ∆εexp

l,b better than the quoted values which should
be taken into account when estimating the bias.

Also in Table 5.13, the systematical uncertainty on the expected residual jet energy
corrections are mentioned. Since one cannot fit the distributions of ∆εexp

l,b better than
the quoted uncertainties which have to be considered in the final estimation of the bias.

5.6 A First Application on the 2010 Collision Data

So far, the method to estimate the residual jet energy scale calibration factors has been
introduced and the performance of the method on simulated data has been described.
In this section, the method is applied for the first time on the collision data which
is accumulated in 2010 and corresponding to 36pb−1 of proton-proton collisions at a
center of mass energy of 7 TeV. The event selection cuts are slightly different compared
to those introduced in Section 4.4, and are listed in the next section. Also in order to
illustrate how well the simulated data predict the collision data, some control plots are
shown in Section 5.6.2 to compare the simulated versus collision data. The simulated
samples which are compared to the collision data, are different from what have been
used in previous sections because they need to match with the collision and detector
parameters in the low data taking period. They are listed in Table 5.14. Also the
names of 2010 collision data sets are given in the same table.

The method to estimate the residual jet energy correction factors has been already
applied on the simulated data and the results are obtained for 100pb−1 of integrated
luminosity. Although the performance of the method was checked using a huge amount
of statistics compared to the accumulated collision data, it is still interesting to inves-
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Name of Data Sample

Collision Data
/Electron/Run2010B-Nov4ReReco_v1/AOD

/EG/Run2010A-Nov4ReReco_v1/AOD

Simulated Data
/TTJets_TuneD6T_7TeV-madgraph-tauola/Fall10-START38_V12-v2/AODSIM

/WJetsToLNu_TuneD6T_7TeV-madgraph-tauola/Fall10-START38_V12-v1/AODSIM

/DYJetsToLL_TuneD6T_M-50_7TeV-madgraph-tauola/Fall10-START38_V12-v2/AODSIM

/TToBLNu_TuneZ2_s-channel_7TeV-madgraph/Fall10-START38_V12-v1/AODSIM

/TToBLNu_TuneZ2_t-channel_7TeV-madgraph/Fall10-START38_V12-v2/AODSIM

/TToBLNu_TuneZ2_tW-channel_7TeV-madgraph/Fall10-START38_V12-v2/AODSIM

/QCD_Pt-20to30_BCtoE_TuneZ2_7TeV-pythia6/Fall10-START38_V12-v1/AODSIM

/QCD_Pt-30to80_BCtoE_TuneZ2_7TeV-pythia6/Fall10-START38_V12-v1/AODSIM

/QCD_Pt-80to170_BCtoE_TuneZ2_7TeV-pythia6/Fall10-START38_V12-v1/AODSIM

/QCD_Pt-20to30_EMEnriched_TuneZ2_7TeV-pythia6/Fall10-START38_V12-v1/AODSIM

/QCD_Pt-30to80_EMEnriched_TuneZ2_7TeV-pythia6/Fall10-START38_V12-v1/AODSIM

/QCD_Pt-80to170_EMEnriched_TuneZ2_7TeV-pythia6/Fall10-START38_V12-v1/AODSIM

Table 5.14: The list of collision data samples and simulated data sets which are used
to evaluate the performance of the simulation.
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tigate if the method works on the smaller amount of collected events. This is checked
in the following.

5.6.1 Event Selection Cuts

The baseline event selection cuts developed in the Top Quark Analysis Group within
the CMS collaboration are used for this part of the study. They are collected in [104]
and are summarized below.

• The collision data has been collected using different trigger requirements depend-
ing on the various runs performed during the data taking period. Collision events
are asked to have at least one reconstructed electron with a minimal cut on the
transverse momentum exceeding 15 GeV. The cut on the electron transverse mo-
mentum becomes tighter for some of the runs. Besides applying a cut on the
transverse momentum of the reconstructed electron, some identification criteria
are also checked for the reconstructed electron varying run by run. The event is
kept if there is a reconstructed electron passing the pT cut and the identification
requirements. No trigger criteria are applied on the simulated data samples.

• In order to reduce the huge amount of statistics, a set of pre-selection cuts is
applied. All events are required to contain at least one reconstructed electron
with pT > 15 GeV and four reconstructed jets, each of which has a transverse
momentum exceeding 20 GeV . The reconstructed electron and jets are asked to
be within the tracker acceptance of |η| < 2.4.

• The next cut in the series of the event selection cuts, is to apply quality cuts on
the reconstructed vertex of the event. The primary vertex of the event is asked
to be reconstructed close to the nominal interaction point. At least five tracks
should contribute to reconstruct the vertex, ndof > 4, and also it is required to
have |z| < 24 cm and ρ < 2 cm relative to nominal centre of the detector. The
definitions of these parameters were given in Section 4.4.1.

• The event is asked to have exactly one isolated electron passing the criteria listed
below.

– In order to reject the electrons which are reconstructed within jets, the
candidate electron is required to be reconstructed very close to the primary
vertex. The absolute value of the difference between the z-component of the
reconstructed electron and the z-component of the primary vertex of the
event is required to be less than one centimeter.

– The threshold cut on the transverse energy of the candidate electron is in-
creased compared to the cut applied in pre-selection step. The reconstructed
electron is needed to have ET > 30 GeV .

– The threshold cut on the pseudorapidity of the candidate electron is not
changed with respect to the cut applied in pre-selection step. As an ex-
tra requirement, the electron is asked to be reconstructed outside of the
transition region between the ECAL barrel and the ECAL endcap.
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– Subsequently the candidate electron is required to have an absolute impact
parameter d0 less than 0.02 cm.

– Also the electron is asked to fulfill the identification criteria which were
described in Section 4.4.1. The cut values are the same as before so that an
identification efficiency of about 70% can be obtained.

– The final criteria that the candidate electron should fulfill is applied on the
relIso variable. The definition of the relIso variable was already given in
Section 4.4.1. The electron is asked to have a relIso value less than 0.1.

• The event is rejected if it contains any isolated muon, which is defined as a global
muon with a pT exceeding 10 GeV and located within |η| < 2.5. The isolation
criteria is applied on the relative isolation variable and the candidate muon is
defined as isolated if its relIso variable is less than 0.2. In case such muon exists
within the event, that event is rejected.

• In this step, the events which happen to be in the peak of the mass distribution
of the Z boson are removed. The invariant mass of the selected isolated electron
and an other loose electron is calculated. If the resulting invariant mass is within
the range of 76 GeV to 106 GeV, the event is rejected. The loose electron is
defined using the same variables as given in Section 4.4.1.

• There is another additional requirement which is applied on the selected electron.
Electrons can be initiated from various sources in the event. For example, it
is possible that the electron originates from a converted photon. Photons can
produce an electron-positron pair while traversing the tracker material. Therefore
there is a probability that the selected electron initiates from a photon conversion.
In order to reject the electrons which come out of a conversion process, some
algorithms are developped within the CMS collaboration. The algorithm starts
by looking for a partner track reconstructed very close to the selected electron.
Since the electron and positron initiated from a converted photon bend in opposite
direction due to the presence of the magnetic field, it is required that the partner
track has an opposite charge with respect to the electron track. If the distance
between the two tracks is less than a pre-defined value, the selected electron is
flagged as conversion. The detailed information of the technical implementation
can be found in [105].

• The event is required to have at least 4 reconstructed calorimeter jets. The jets
are reconstructed using the anti-kT algorithm where the cone radius is set to be
0.5 as before. It should be noted that the jets are L2 and L3 corrected. The
selected jets should fulfill the following requirements.

– A tighter cut on the transverse momentum of the reconstructed jets is ap-
plied compared to the cut which has been applied in the pre-selection step.
The jets are asked to have pT > 30 GeV . The threshold cut on the pseudora-
pidity variable of the jets is the same as the one applied in the pre-selection
step, |η| < 2.4.
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– There is a lower limit on the fEM variable, defined in Section 4.4.1, which is
set to be 0.01. No upper limit is put on this property of the reconstructed
jets.

– The selected jets are required to have at least two reconstructed hits which
contain 90% of the jet energy, n90Hits > 1. The definition of n90Hits was
given in Section 4.4.1.

– The final cut in the series of jet identification cuts is applied on fHPD variable
which is defined in Section 4.4.1. The selected jets are asked to have fHPD <
0.98.

– Also the jet collection is cleaned from electrons. Any jet which is recon-
structed close to the selected electron with ∆R =

√

(∆η)2 + (∆φ)2 < 0.3,
is not counted as a reconstructed jet.

• The event is required to have at least one b-tagged jet among the four selected
jets, which is defined as a jet with a b-tagging value returned by “Track Counting
High Efficiency” algorithm exceeds 4 as was used in Section 4.4.1.

The summary of the selection cuts together with the number of events passing the
different steps is shown in Table 5.15.

It is obvious from Table 5.15 that after applying all event selection cuts, one does
obtain 176 data events versus 201 events expected from the simulated events. The
obtained results are in reasonable agreement within the statistical uncertainties. Also
it can be understood that the dominating background in the selected sample of the
simulated events comes from the other tt̄ events. The significance parameter, which is
defined as S√

B
, can be a measure of how well the signal events are selected against to

the backgrounds. According to Table 5.15, the significance is calculated to be aroud
20. This shows that the final selected sample is well populated by the e+jets tt̄ events.
The distributions of the various properties of the data events versus simulation are
compared and shown in the next section.

5.6.2 Data-Simulation Comparison

Now that the baseline event selection cuts are applied, it is interesting to look at
the different properties of the selected events and compare the resulting distributions
betweeen simulation and collision data. In Figure 5.23, the distributions of the selected
electron transverse momentum and pseudorapidity are shown. The events remaining
after applying all event selection cuts are taken into account.

It is understood that the collision data and the simulated events are in good agree-
ment within the statistical errors.
Another interesting property of the selected electron is the relative isolation variable.
The distribution of the selected electron relIso is shown in Figure 5.24.

Again a good agreement between the collision data and the simulation can be ob-
served.
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tt̄ tt̄ W+jets Z+jets t QCD
Data→ e+ jets → other → l + jets → l+l− + jets → l + jets multijets

Initial 951.7 5473.2 1582609.6 154045.9 1188.8 1.9762447E+8 8.5413535E+7
Pre-Selection 777.2 2076.4 7607.7 2953.6 221.0 2119019.0 1065204
PV 777.1 2076.0 7606.2 2952.8 221.0 2118614 1065116
One Electron 425.0 149.1 3234.6 1255.4 64.6 3384.8 8485
Muon Veto 423.8 111.6 3232.6 1252.7 63.4 3384.2 8441
Z Veto 420.9 106.6 3228.2 693.8 62.9 3381.2 8011
Conversion Rejection 397.0 100.1 3023.2 648.4 59.3 1230.5 5118
Four Jets 194.0 30.5 159.2 38.6 10.6 65.8 402
One B Jet 146.8 23.4 15.1 3.5 7.5 4.6 176

Table 5.15: Table of event selection cuts. The number of events are equivalent to an integrated luminosity of 36.1pb−1.
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Figure 5.23: The distributions of the selected electron transverse momentum and pseu-
dorapidity. The collision data events are overimposed to the simulation for comparison
purpose.
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Figure 5.24: The distribution of the relative isolation of the selected electron. The
collision data events are overimposed to the simulation for comparison purpose.
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Also, one can look at the kinematics of the selected jets. In Figure 5.25, the distribu-
tions of the transverse momentum and pseudorapidity of the selected jets are shown.
The events remaining after applying all event selection cuts are taken into account.
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Figure 5.25: The distributions of the transverse momentum and pseudorapidity of
the selected jets. The collision data events are overimposed to the simulation for
comparison purpose.

As it is seen from Figure 5.25, the data events follow the same behaviour as predicted
by the simulation. In other words, the available theoretical models are able to describe
the collision data for top quark topologies with this small integrated luminosity.
As another property of the selected events, one can look at the distribution of the ∆R
distance between the selected electron and the closest jet among the four selected jets.
Since the jet-electron cleaning has been already applied during the event selection cuts,
then the selected jets are expected to be reconstructed in a distance greater than 0.3
in (η, φ) space with respect to the selected electron. This can be clearly seen from
Figure 5.26. Again there is a good agreement between collision data and simulated
events which can be observed from the distribution of the minimal distance between
the selected electron and a jet among the selected jets.
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Figure 5.26: The distribution of the minimal distance between the selected electron
and a jet among the four selected jets. The collision data events are overimposed to
the simulation for comparison purpose.
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The next observable of the event which is interesting to check, is the distribution of
the missing transverse energy Emiss

T . Since the source of Emiss
T in the e+jets tt̄ events,

is the neutrino which appears in the decay product of the W boson, then it is expected
to obtain a clear peak around 40 GeV, as it is clearly seen from Figure 5.27.
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Figure 5.27: The distribution of the missing transverse energy Emiss
T . The collision

data events are overimposed to the simulation for comparison purpose.

It can be concluded from Figure 5.27 that the distribution of the missing transverse
energy in the collision data is comparable with the one in the simulated data.
Although the four-vector of the W boson can not be fully reconstructed due to the
unknown z component of the neutrino momentum, it is still possible to reconstruct
another variable that contains the information of the mass of the W boson. The
transverse mass of the W boson, MT , is defined as

MT =
√

2pe
TE

miss
T (1 − cos φeν),

where e denotes the selected electron and φeν is the azimuthal angle between the
selected electron and the missing transverse energy which is measured in the transverse
plane. The distribution of the MT is shown in Figure 5.28.

By definition, if the longitudinal component of the momentum of the W boson is
equal to zero, which means the W boson is produced in the transverse plane, then the
transverse mass of the W boson, as defined above, becomes the invariant mass of the
W boson. In other words, the mass of the W boson is the upper limit for the transverse
mass variable, MT < 80.4. As it can be seen from Figure 5.28, there is a clear peak
around the mass of the W boson. Also again a good agreement between the collision
data and the simulation can be observed.
There is another important observable, called M3, that can be used to compare the
behaviour of the data versus simulation. The M3 variable can also be used as an
estimator for the mass of the reconstructed top quark. Before applying the MVA
method, which makes it possible to label the selected jets and associate them to the
hadronic quarks coming from the hadronic decay of the top quark t → Wb → qq̄b, it
is still possible to construct an estimator that can be a measure of the invariant mass
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Figure 5.28: The distribution of the transverse mass of the W boson MT . The collision
data events are overimposed to the simulation for comparison purpose.

of the top quark. The M3 variable is defined as the invariant mass of the three jets
among all selected jets for which the transverse momentum of the resulting vectorial
sum is the maximum. The distribution of M3 variable for all selected events can be
found in Figure 5.29.

Selected Events M3 (GeV)
0 100 200 300 400 500 600

#E
ve

nt
s

5

10

15

20

25

30

35

Selected Events M3 (GeV)
0 100 200 300 400 500 600

#E
ve

nt
s

5

10

15

20

25

30

35

+jets semi-ele (146.9 entries)tt
+jets other (23.4 entries)tt

SingleTop+jets (7.5 entries)
Z+jets (3.5 entries)
W+jets (15.1 entries)
QCD (4.6 entries)
Data (36.1 pb-1) (176.0 entries)

Figure 5.29: The distribution of the M3, defined as the invariant mass of the three jets
which yield the maximum transverse momentum of the vectorial sum. The collision
data events are overimposed to the simulation for comparison purpose.

The peak of the M3 distribution happens around 180 GeV which is close to the
mass of the top quark that was used when simulating the physics events. Then it can
be concluded that indeed the M3 variable represents a good estimator of the invariant
mass of the top quark. Again a good agreement between data and simulated events
can be observed.
Now that a good compatibility between the collision data and the simulation is observed
considering various properties of the selected events, one can run the MVA package in
order to reconstructed the topology of the e+jet tt̄ event. The same variables as
introduced in Section 5.1.4, are used as input in order to train the Likelihood Ratio
method. As already mentioned, the Likelihood Ratio method assigns a value to each
jet-parton combination and returns the chosen jet-parton combination corresponding to
the maximum Likelihood Ratio value among the 12 possible jet-parton combinations.
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The distributions of some variables, which were used as input to train the MVA method,
are shown for the collision data and the simulated events in Figure 5.30. They are
calculated using the chosen jet-parton combination which is returned by the MVA
method.

Looking at the high-level variables which are shown in Figure 5.30, the good agree-
ment between data and simulation can be observed.
With the jets labeled to the partons in the t → Wb → qq̄b decay using the MVA
method, it is time to reconstruct the W boson and the top quark four-vectors. The
distributions of the mass of the W boson and the top quark are shown in Figure 5.31.

Although the chosen jet combination by the MVA method does not correspond to
the true combination, what is observed from Figure 5.31 is that the data events follow
the same behaviour as the simulation and a good agreement can again be obtained.
In the following the selected events are fed to the kinematic fit package. As before, the
kinematic fit is performed 41×41 times per event while scanning a region corresponding
to a window of ±40% around the non-corrected energies of the light as well as the b
jets. The fit is performed in steps of 2% in both the light and b jet energy corrections
to make a two-dimensional plot of the fit probabilities. The output of the kinematic
fit method for a typical collision data event is shown in Figure 5.32. The information
of the event, including the run number and the event number, are quoted on the plot.

It can be seen from Figure 5.32, that the fit has been converged in each point in
the two-dimensional space which is spanned in the direction of the residual light and b
jet energy corrections. Also it is clearly observed that the maximum of the fit happens
somewhere in the scanned region which confirms that the mass constraints are maxi-
mally fulfilled at that point. Therefore, the observed collision data event can represent
an e+jets tt̄ event.
The distribution of the kinematic fit probability in the selected events when no correc-
tion is applied PKinF it(∆El = 1,∆Eb = 1), is shown in Figure 5.33.

The peak at zero justifies the need for the residual jet energy corrections. It is
also interesting to look at the distribution of the maximum probability returned by the
kinematic fit Pmax

KinF it(∆El,∆Eb) per event, which is shown in Figure 5.34.

Again what can be seen from Figure 5.34 is the compatibility of the collision data
and the simulated events within the statistical uncertainties.
In order to apply the method of estimating the residual jet energy corrections on the
data, the same extra event selection cuts, as described in Section 5.3, are applied on
the collision data. These additional event selection cuts are summarized in Table 5.16.

According to the results that were obtained using 100pb−1 of the integrated lumi-
nosity shown in Table 5.3, the number of e+jets tt̄ events survived, for example, the
cut on the maximum probability of the kinematic fit Pmax

KinF it > 0.98, is around 75.
Therefore, in an analysis which corresponds to an integrated luminosity of 36.1pb−1,
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Figure 5.30: The distribution of the observables which are calculated using the four-
vectors chosen by the Likelihood Ratio method. These variables were used for training
the Likelihood Ratio method. The collision data events are overimposed to the simu-
lation for comparison purpose.
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Figure 5.31: The mass distributions of the W boson (left) and the top quark (right)
using the four-vectors returned by the MVA method. The collision data events are
overimposed to the simulation for comparison purpose.
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Figure 5.32: The kinematic fit output for a typical collision data event. The third
dimension contains the probability of the kinematic fit PKinF it(∆El,∆Eb).
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Figure 5.33: The distribution of the kinematic fit probability when no correction is
applied shown in normal scale (left) and logarithmic scale (right). The collision data
events are overimposed to the simulation for comparison purpose.
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tt̄ tt̄ W+jets Z+jets t QCD
Data→ e+ jets → other → l + jets → l+l− + jets → l + jets multijets

Selection Table 5.15 146.8 23.4 15.1 3.5 7.5 4.6 176
Radiation Veto 96.6 16.1 12.2 2.5 5.9 3.7 115
Pmax

KinF it 41.9 4.8 2.2 0.5 1.3 0.9 40
Gap Veto 36.7 4.0 1.9 0.4 1.1 0.9 34

Table 5.16: Table of extra event selection cuts. The numbers are equivalent to an integrated luminosity of 36.1pb−1.
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Figure 5.34: The distribution of the maximum probability returned by the kinematic
fit shown in normal scale (left) and logarithmic scale (right). The collision data events
are overimposed to the simulation for comparison purpose.

one may expect to obtain a number of e+jets tt̄ events which survive the Pmax
KinF it to

be about 36.1
100

× 75 ∼ 27, given that the same event selection cuts are applied. As it
can be seen from Table 5.16, there are about 42 e+jets tt̄ events remained at the same
level of the selection procedure, hence more events than what is expected. This can
be explained since a looser set of cuts has been applied on the reconstructed jets when
running on the data.
With the 34 events in the collision data passing the full event selection, one can start
estimating the residual light and b jet energy correction factors. For each of the sur-
vived data events, the twoi-dimensional grid of points which is filled with the kinematic
fit probabilities, PKinF it(∆El,∆Eb), is transformed to a χ2 denoted as χ2(∆El,∆Eb).
The χ2 values in each point of the grid are summed for all of the final selected data
events. The results can be found in Figure 5.35.

The final estimated light and b jet energy corrections are determined at the min-
imum point of the χ2(∆El,∆Eb) distribution which is shown in Figure 5.35. The
projected χ2 distribution in the direction of the ∆El and ∆Eb, shown in Figure 5.36,
are fitted with a second-degree polynomial and the points with the minimum values
are quoted as the light and b jet energy calibration factors, respectively. The final
estimated residual jet energy corrections, which are obtained using the 36.1pb−1 of the
accumulated collision data, are listed in Table 5.17.

In order to compare the results derived from the collision data events with the re-
sults obtained from the simulation, the same procedure to determine the residual jet
energy corrections can be applied using only the final survived simulated events which
are listed in Table 5.16. The results of the residual jet energy corrections estimated
based on the simulation are also shown in Table 5.17.
It should be noted that the statistical uncertainties on the estimated jet energy correc-
tions listed in Table 5.17, are corrected for the non-unity width of the pull distributions.
The systematical uncertainties on the estimated residual light and b jet energy cor-
rections derived from the simulation are also quoted. Clearly the uncertainties on the
estimated results are dominated by the statistics. The statistical uncertainties can be
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Figure 5.35: The distribution of the χ2(∆El,∆Eb) which is obtained by the sum of the
χ2 distributions for all selected collision data events.
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Figure 5.36: The projected distribution of the χ2(∆El,∆Eb) into the (left) ∆El and
(right) ∆Eb axis which are fitted with a second-degree polynomial. The results are
obtained for 36.1pb−1 of real proton collision data.
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simulation data

∆εest
l (%) -8.5±2.4(stat.)±0.9(sys.) -8.6±2.7(stat.)

∆εest
b (%) -3.2±3.5(stat.)±1.0(sys.) -5.0±3.9(stat.)

Table 5.17: The final estimated residual jet energy corrections obtained in the 36.1pb−1

data set. The results found on the simulation and the collision data events, are listed
separately. The statistical uncertainties are corrected for the non-unity width of the
pull distributions.

reduced by using a larger sample of data events, as will be discussed in more detail in
the next chapter. Obviously the residual corrections are found to be equal in data and
simulation. They are in reasonable agreement within the quoted uncertainties.

Summary of the Analysis

The method to estimate residual jet energy corrections has been applied on 36.1pb−1

of integrated real proton collisions collected by the CMS experiment in 2010. The resid-
ual corrections are estimated based on the e+jets tt̄ candidates. Event selection cuts
have been applied to enhance the signal over background ratio followed by imposing the
mass constraints of the W boson and the top quark with the use of a kinematic fit tech-
nique. The kinematic fit procedure provides a χ2 value used to fill a two-dimensional
distribution in the directions of ∆El and ∆Eb, on which the final estimation is based.
As it is seen from Table 5.17, the estimated residual jet energy corrections which are
obtained using the collision data events are compatible with the results derived based
on the simulation. Then it can be claimed that the method works reasonably on the
36.1pb−1 of accumulated 2010 collision data taken by the CMS experiment at the LHC.
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Chapter 6

Conclusion

The Standard Model of particle physics is able to describe successfully the elementary
particles and their interactions. The parameters of the model have been widely mea-
sured in diverse experiments which made the Standard Model an excellent candidate
to be a reference theory for the description of the nature at the energy scale of Elec-
troweak interactions. Despite all the successes of the model, there is a part for which
no experimental evidence has been observed yet, being the Higgs mechanism which is
responsible for giving mass to the elementary particles. This was discussed in detail in
Chapter 1.

A possible solution would be provided by the Large Hadron Collider (LHC) as it
mainly aimes to search for the missing particle predicted by the mechanism, namely
the Higgs particle. Since March 2010, the LHC has been colliding beams of protons at
a center of mass energy of 7 TeV and the collision data has been recorded by detec-
tors installed at four points around the LHC main ring, such as the CMS experiment
(Compact Muon Solenoid). The full description of the LHC and the CMS experiment
were given in Chapter 2.

When protons collide, various objects can be produced at the final state, such as
isolated leptons and quarks. According to the theory, quarks carry color-charges and
therefore can not be observed in free forms. They hadronize and make a cascade of
hadrons, which is referred to as jets. One of the main challenges at hadron colliders
is how to define a jet and how to measure its energy. A simple definition of a jet is
to collect all the particles produced in the hadronization process within a cone around
the initial quark. This works as a first guess but one should note that due to the
existence of the magnetic field, the charged particles produced in the cascade are bent
and move away from the direction of the initial quark. This yields to a measurement of
the energy of the jets lower than its true energy, as the energy deposits of the escaping
particles are not taken into account in the jet area considered in the jet reconstruction
algorithm. Therefore, jets need to be calibrated so that their energies are corrected
back to their true values. The various jet definitions and calibration strategies which
are introduced within the CMS collaboration, were explained in Chapter 3.

Since jets are produced in final states of many channels of interest, it is desired to
determine their energy as precise as possible. Starting with the baseline calibration
recipe, the energy of the jets can be further calibrated with the use of constraints
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which are imposed on the system. In this thesis, the e+jets decay channel of tt̄ events
is chosen as the signal tt̄→WW̄bb̄ → eνeqq̄bb̄, which contains an isolated electron that
can be used to suppress the QCD multijets background and at least four reconstructed
jets where two of them originate from heavy quarks. Several cuts are applied to reject
the huge backgrounds and to select the signal events which were discussed in detail
in Chapter 4. Having applied the event selection cuts listed in Table 4.6 on a sample
of simulated events corresponding to 100pb−1 of integrated luminosity, there are about
308 e+jets tt̄ events remained resulting in a signal over background ratio of about 2.5.

As there are at least four reconstructed jets in the final state of e+jets tt̄ events,
which are indistinguishable if no tagging tools are used, a first task is to label the
reconstructed jets and associate them to the hard scatter partons. This can be done
with the use of Multi-Variate Analysis techniques (MVA). A Likelihood Ratio method
is used to return a chosen jet combination based on the information which is obtained
during the training of the MVA method. The chosen jet combination by the MVA
method is not all the time the true combination which represents the combination
where jets are matched to the partons. The performance of the MVA method strongly
depends on the input variables which are chosen for the training. A full discription of
the MVA method and a list of variables used for the training of the Likelihood Ratio
method were given in Chapter 5. It was found that in around 17% of the selected e+jets
tt̄ events, the Likelihood Ratio method is able to return the correct combination where
the three reconstructed jets match to the quarks from the hadronic top quark decay
t → Wb → qq̄b. This is a great improvement compared to the random choice of the
correct jet-parton combination which is equal to 8%.

Considering the hadronic branch of the signal t → Wb → qq̄b, the masses of the
W boson and the top quark can be used to constrain the system by requiring the
four-vectors of the reconstructed jets of the chosen jet combination to fulfill the mass
constraints. The procedure of applying constraints is performed with the use of a
kinematic fit, which was explained in detail in Chapter 5. The tt̄ events are excellent
candidates for the jet calibration purpose because, in addition to the high rate of top
pair production, they contain both the light and the b jets in their final state which
yields to obtain calibration factors for different flavours of the quarks. Starting with
the three jets in the hadronic branch of the selected event t → Wb → qq̄b, which are
now assigned to the hard scatter partons by means of the MVA method, the energy
of the jets are altered within a window of ±40% around the reconstructed energies.
Changes are made in steps of 2%. As a result, a two-dimensional space is spanned
in the directions of the light jet energy scale calibration factor ∆El and the b jet
energy scale calibration factor ∆Eb. For each selected event and in each point of the
two-dimensional grid, the kinematic fit returns a probability PKinF it(∆El,∆Eb), which
reflects how likely the hypothesis of the three jets to originate from the top quark in the
chosen jet combination, is true. The probability of the kinematic fit can be transformed
into a χ2(∆El,∆Eb) space. The information of all the selected events is combined by
the sum of the χ2 distribution of the individual events, which makes a two-dimensional
parabola. The resulted parabola can be projected in each of the two dimensions and
the minimum of each of the two projected parabolas, refers to an estimation of the
residual jet energy scale calibration factors for both light and b quark jets.
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The method to estimate the residual jet energy scale calibration factors has been
tested on simulated proton collisions and the performance of the method has been
discussed in Chapter 5. The same method has also been applied on the real proton
collisions which have been collected by the CMS experiment in 2010, corresponding
to an integrated luminosity of 36pb−1 of proton-proton collisions at a center of mass
energy of 7 TeV which was described in detail in Chapter 5. The estimated residual
jet energy corrections resulting from the application of the method on the simulation
as well as on the real proton collisions are summarized in Table 6.1. The statistical
uncertainties quoted on the estimated results are corrected for the non-unity width
of the pull distributions. The complete description of the statistical properties of the
estimator including the pull variable can be found in Chapter 5.

simulation data

∆εest
l (%) -8.1±2.4(stat.)±0.9(sys.) -8.6±2.7(stat.)

∆εest
b (%) -3.2±3.5(stat.)±1.0(sys.) -5.0±3.9(stat.)

Table 6.1: The final estimated residual jet energy corrections obtained in the 36.1pb−1

data set. The statistical uncertainties are corrected for the non-unity width of the pull
distributions.

Obviously the uncertainties on the estimated results are dominated by the limited
statistics which can be solved when larger samples of data events become available. The
LHC runs also in 2011 at a center of mass energy of 7 TeV. So far, more than 2fb−1

of proton collisions have been collected by the CMS detector. One can then apply the
method on this larger amount of real proton collisions to improve the results, where the

statistical uncertainties would be reduced by a factor of
√

36
2000

∼ 0.1, as the statistical

uncertainty δ(stat.), decreases while the number of events N, increases δ(stat.) ∼ 1√
N

.
This can be understood by looking at the plots in Figure 6.1, where the statistical
as well as the systematical uncertainties on the light and b jet energy corrections are
shown as a function of an increasing integrated luminosity.

In Figure 6.1, the straight lines represent the systematical uncertainties on the light
and b jet energy corrections. It is clear that, at some point which in case of for example
the light jet energy correction corresponds to

∫

Ldt ∼ 300pb−1, the systematical uncer-
tainty starts to be dominated. Therefore, the total uncertainty would reach a certain
amount which is determined by the systematical limits and the final estimation of the
jet energy corrections cannot be determined better than this precesion. This is the
limit of the applied calibration technique where the precision cannot be improved even
if larger samples of collision data are recorded and used in the analysis. Also the best
estimate of mtop from other measurements provides an uncertainty which translates
into a limit on the precision of ∆Eb. The bias of the estimators has an intrinsic uncer-
tainty due to the fits which are applied to determine the expected jet energy correction
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Figure 6.1: The absolute statistical (curved line) as well as the systematical (straight
line) uncertainties on the (left) light and (right) b jet energy corrections as a function
of the luminosity. From some point onward the systematical uncertainties dominate
the statistical uncertainties.

values on simulation, also this is a limit of the precision of ∆E.
Although the method is able to estimate the jet energy corrections inclusively, it

has also the capability to provide a differential estimation of the jet energy corrections.
When larger amounts of statistics are recorded, the jets can be categorized in terms
of their kinematics, such as pseudorapidity η or transverse momentum pT . Then, the
same method can be applied on the events which populate a particular bin of these
kinematic variables and consequently the estimated results would be obtained for that
region of the phase space. This yields to obtain a differential estimation of the jet
energy corrections. With 36pb−1 where a low number of events survived the selection
cuts, a differential estimation is not feasible. Using a higher amount of statistics of for
example 2fb−1, there are sufficient events remaining in the various regions of the phase
space that makes the differential method applicable and would result in meaningful
estimations. More detailed information on this aspect can be found in [106].

The calibration method explained in this thesis will help the search for new physics
phenomena at the LHC, because when jets are better calibrated, the kinematic topology
of the new physics events can be better reconstructed and differentiated from the
backgrounds. Moreover, since in almost all the analyses, the jet energy scale calibration
is the main source of systematical uncertainty, a precise determination of the energy
of the jets would also reduce the uncertainties originating from the jet energy scale
calibration factors and makes it possible to perform precision tests even at hadron
colliders like the LHC.
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Summary

Jets appear in the final state of many processes of interest at the Large Hadron Collider
and a precise measurement of their energies is of great importance when searching for
new physics phenomena. Since the reconstruction of the jet objects at hadron colliders
is a challenging task, calibration strategies are developed to compensate for the non-
perfection of the jet energy measurements. Historically, jets at hadron colliders are
calibrated using QCD dijet events. The resolution on the jet energy measurement can
be further improved considering the physics constraints which can be imposed on an
observed top quark pair system. Due to the precise measurement of the top quark
mass at the Tevatron collider, top quarks can be used as a calibration tool to improve
the performance of the diverse analyses. Imposing the top quark and W boson mass
constraints on the system containing a top quark decaying to jets, and altering the jet
energies within their uncertainties, one can obtain the residual jet energy calibration
factors.

In this thesis the method to estimate the residual jet energy corrections is applied
on the events where top quark pairs are produced in proton-proton collisions and sub-
sequently decay to an isolated electron and at least four reconstructed jets and missing
transverse energy, hence pp → tt̄ → W+W−bb̄ → eνeqq̄bb̄ processes. The leptonic side
of the event topology is mainly used to suppress the QCD multijet background events
and the hadronic side is used for the calibration purpose. Event selection cuts are
applied to enhance the ratio of signal to background events to about S/B ≃ 2.5, which
is obtained based on a sample of simulated proton collisions corresponding to 100pb−1

of integrated luminosity at a center of mass energy of 7 TeV. In order to reconstruct
the topology of the hadronic decay of the top quark in e+jets tt̄ events, it is required
to assign the three jets arising from the hadronic top to the three partons. A Multi-
Variate Analysis method is used to perform the association of the jets to the quarks. In
about 17% of e+jets tt̄ events, the MVA method is able to return the correct combina-
tion, where a matching between jets and partons is found. Applying an event-by-event
kinematic fitting technique with Lagrange multipliers, the masses of the W boson and
of the top quark are used to constrain the e+jets tt̄ events in the hadronic branch. The
kinematic fit is applied in a two-dimensional range of residual jet energy corrections
(∆El,∆Eb). The points (∆εl

est,∆εb
est) minimizing the χ2 of the fit are the estimated

residual jet energy corrections. The precision of the method to estimate the residual
jet energy corrections is limited to a systematical uncertainty of about 0.9% for light
quark jets and of about 1.0% for b quark jets. The main source of the systematical
uncertainty on the estimation of the b quark jet energy correction originates from the
uncertainty on the measured top quark mass provided by the Tevatron collider.
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Also the method of estimating the residual jet energy calibration factors has been
applied on the real proton collisions recorded by the CMS experiment in 2010. The
estimated results on the simulation and real proton collisions are summarized below.
There is a good agreement between simulation and data and the residual corrections
are found to be equal.

simulation data

∆εest
l (%) -8.1±2.4(stat.)±0.9(sys.) -8.6±2.7(stat.)

∆εest
b (%) -3.2±3.5(stat.)±1.0(sys.) -5.0±3.9(stat.)

Table 6.2: The final estimated residual jet energy corrections obtained in the 36.1pb−1

data set. The statistical uncertainties are corrected for the non-unity width of the pull
distributions.

Compared to the residual calibration factors provided by other data driven methods
such as QCD dijet events, the gain that can be obtained by applying the calibration
method of this thesis is twofold. A first one is that the calibration method described in
this analysis is able to provide the residual jet energy corrections which is differentiated
with respect to the flavour of quarks, namely light quark jets and b quark jets. A second
one is that, while the methods based on QCD dijet events determine the residual jet
energy corrections and correct the energy of the jets back to the generator level jets,
the method which is described in this thesis is able to calibrate the energy of the jets
back to the energy of the initiating quarks, instead of the generator level jets.
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