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Abstract
CMS is a general purpose experiment, designed to study the physics of pp
collisions at 14 TeV at the Large Hadron Collider (LHC). It currently involves
more than 2000 physicists from more than 150 institutes and 37 countries. The
LHC will provide extraordinary opportunities for particle physics based on
its unprecedented collision energy and luminosity when it begins operation in
2007.

The principal aim of this report is to present the strategy of CMS to explore
the rich physics programme offered by the LHC. This volume demonstrates
the physics capability of the CMS experiment. The prime goals of CMS are to
explore physics at the TeV scale and to study the mechanism of electroweak
symmetry breaking—through the discovery of the Higgs particle or otherwise.
To carry out this task, CMS must be prepared to search for new particles,
such as the Higgs boson or supersymmetric partners of the Standard Model
particles, from the start-up of the LHC since new physics at the TeV scale may
manifest itself with modest data samples of the order of a few fb−1 or less.

The analysis tools that have been developed are applied to study in great
detail and with all the methodology of performing an analysis on CMS data
specific benchmark processes upon which to gauge the performance of CMS.
These processes cover several Higgs boson decay channels, the production and
decay of new particles such asZ′ and supersymmetric particles,Bs production
and processes in heavy ion collisions. The simulation of these benchmark
processes includes subtle effects such as possible detector miscalibration and
misalignment. Besides these benchmark processes, the physics reach of CMS
is studied for a large number of signatures arising in the Standard Model
and also in theories beyond the Standard Model for integrated luminosities
ranging from 1 fb−1 to 30 fb−1. The Standard Model processes include QCD,
B-physics, diffraction, detailed studies of the top quark properties, and
electroweak physics topics such as theW and Z0 boson properties. The
production and decay of the Higgs particle is studied for many observable
decays, and the precision with which the Higgs boson properties can be
derived is determined. About ten different supersymmetry benchmark points
are analysed using full simulation. The CMS discovery reach is evaluated
in the SUSY parameter space covering a large variety of decay signatures.
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Furthermore, the discovery reach for a plethora of alternative models for new
physics is explored, notably extra dimensions, new vector boson high mass
states, little Higgs models, technicolour and others. Methods to discriminate
between models have been investigated.

This report is organized as follows. Chapter 1, the Introduction, describes
the context of this document. Chapters 2–6 describe examples of full analyses,
with photons, electrons, muons, jets, missingET, B-mesons andτ ’s, and for
quarkonia in heavy ion collisions. Chapters 7–15 describe the physics reach
for Standard Model processes, Higgs discovery and searches for new physics
beyond the Standard Model.
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Chapter 1. Introduction

The Large Hadron Collider (LHC) [1], at the CERN Laboratory, the European Laboratory for
Particle Physics, outside Geneva, Switzerland, will be completed in 2007. The LHC will be
a unique tool for fundamental physics research and will be the highest energy accelerator in
the world for many years following its completion. The LHC will provide two proton beams,
circulating in opposite directions, at an energy of 7 TeV each (centre-of-mass

√
s = 14 TeV).

The CMS experiment [2, 3] is a general purpose detector at the LHC to explore physics at an
unprecedented physics energy scale, namely that at the TeV scale [4–6]. It is expected that
the data produced at the LHC will elucidate the electroweak symmetry breaking mechanism
(EWSB) and provide evidence of physics beyond the Standard Model. CMS will also be
an instrument to perform precision measurements, e.g., of parameters of the Standard Model,
mainly as a result of the very high event rates, as demonstrated for a few processes in Table1.1
for a luminosity ofL= 2× 1033 cm−2 s−1. The LHC will be a Z factory, a W factory, a b quark
factory, a top quark factory and even a Higgs or SUSY particle factory if these new particles
have TeV scale masses.

The Physics Technical Design Report (PTDR) reports on detailed studies that have been
performed with the CMS detector software and analysis tools. The CMS detector and its
performance are described in detail in Volume 1 of the PTDR [7], while in the present Volume
(Volume 2) the physics reach with the CMS detector is explored.

The CMS detector, shown in Fig.1.1, measures roughly 22 metres in length, 15 metres
in diameter, and 12,500 metric tons in weight. Its central feature is a huge, high field (4 tesla)
solenoid, 13 metres in length, and 6 metres in diameter. Its “compact” design is large enough
to contain the electromagnetic and hadron calorimetry surrounding a tracking system, and
allows a superb muon detection system. All subsystems of CMS are bound by means of the
data acquisition and trigger system.

In the CMS coordinate system the origin coincides with the nominal collision point at the
geometrical center of the detector. Thez direction is given by the beam axis. The rest frame
of the hard collision is generally boosted relative to the lab frame along the beam direction,
θ is the polar angle with respect to thez axis andφ the azimuthal angle with respect to the
LHC plane. The detector solid angle segmentation is designed to be invariant under boosts
along thez direction. Thepseudorapidityη, is related to the polar angleθ and defined as
η ≡ −ln(tan(θ/2)). The transverse momentum componentz-axis is given bypT = p sinθ
and similarlyET = Esinθ is the transverse energy of a physics object.

The experiment comprises a tracker, a central calorimeter barrel part for|η|6 1.5, and
endcaps on both sides, and muon detectors. The tracking system is made of several layers of
silicon pixel and silicon strip detectors and covers the region|η|< 2.5. The electromagnetic
calorimeter consists of lead tungstate (PbWO4) crystals covering|η|< 3 (with trigger
coverage |η|<2.6). Its resolution at the initial luminosity (L= 2× 1033 cm−2 s−1) is
1E/E = 3%/

√
E ⊕ 0.5%. The surrounding hadronic calorimeter uses brass/scintillator tiles

in the barrel and endcaps. Its resolution for jets, when combined with the electromagnetic
calorimeter, is1E/E = 100%/

√
E ⊕ 5%. The region 3< |η|< 5 is covered by forward

calorimeters with a resolution of1E/E = 180%/
√

E ⊕ 10%. Muons are measured in gas
chambers in the iron return yoke. The muon momentum measurement using the muon
chambers and the central tracker covers the range|η|< 2.4 with a resolution of1pT/pT = 5%
at pT = 1 TeV and1pT/pT = 1% at pT = 100 GeV. The muon trigger extends over the
pseudorapidity range|η|< 2.1.

In total CMS has∼ 108 data channels that are checked each bunch crossing. The design
data-size per event is about 1 MB. At start-up it is essential to allow for a larger event size,
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Table 1.1.Approximate event rates of some physics processes at the LHC for a luminosity of
L= 2× 1033 cm−2 s−1. For this table, one year is equivalent to 20 fb−1.

Process Events/s Events/year

W → eν 40 4× 108

Z → ee 4 4× 107

t t 1.6 1.6× 107

bb 106 1013

g̃g̃ (m = 1 TeV) 0.002 2× 104

Higgs(m = 120 GeV) 0.08 8× 105

Higgs(m = 120 GeV) 0.08 8× 105

Higgs(m = 800 GeV) 0.001 104

QCD jetspT > 200 GeV 102 109

Figure 1.1. Three dimensional view of the CMS detector, and its detector components.

up to 1.5 MB per event, in order to be able to thoroughly study and understand the detector
performance.

This Volume is organised in two parts. In the first part a number of physics channels
challenging for the detector are studied in detail. Each of these channels is associated with
certain physics objects, such as electrons, photons, muons, jets, missingET and so on.
The analyses are performed in a fully realistic environment as the one expected for real
data. Methods on determining the backgrounds from the data as well as on evaluating the
experimental systematic effects, e.g., due to miscalibration and misalignment, resolution and
signal significance are developed. In short these analyses are performed imitating real data
analyses to the maximum possible extent.

In the second part the physics reach is studied for a large number of physics processes, for
data samples mostly with luminosities in the range of 1 to 30 fb−1, expected to be collected
during the first years of operation at the LHC. Standard model measurements of, e.g., W
and top quark mass determinations are studied; many production and decay mechanisms for
the SM and MSSM Higgs are studied, and several models beyond the Standard Model are
explored.
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1.1. The full analyses

In total 11 analyses were studied in full detail. All the studies were performed with detailed
Geant4 based simulation of the CMS detector and reconstruction of the data, including event
pile-up, and a detailed analysis of the systematics.

The H → γ γ analysis covers one of the most promising channels for a low mass Higgs
discovery and for precision Higgs mass measurement at the LHC. This channel has been an
important motivation for the design of the electromagnetic calorimeter (ECAL) of CMS. It
is used here as a benchmark channel for identifying photons with high purity and efficiency,
and as a driver for optimising the ECAL energy resolution and calibration of the analyses.
Furthermore, new statistical techniques that make use of event kinematics and neural network
event selection algorithms have been used to enhance the sensitivity in this channel.

The analysis H → Z Z → 4 electrons covers electron identification and selection
optimisation. In particular, the classification of electron candidates according to quality
criteria which depends on their passage through the material of the tracker was studied, and
the impact on the Higgs search quantified.

The same process has been studied in the muon decay channelH → Z Z → 4µ. This
process is an important benchmark for optimising the muon analysis tools. It is one of the
cleanest discovery channels for a Standard Model Higgs with a mass up to 600 GeV/c2.
Methods to minimise the systematics errors have been developed.

The channelH → W W→ 2µ2ν is of particular importance if the mass of the Higgs is
around 165 GeV/c2, and is again an interesting muon benchmark channel. The challenge is to
establish with confidence a dimuon excess, since this channel does not allow reconstruction
of the Higgs mass on an event by event basis. The event statistics after reconstruction
and selection is large enough for an early discovery, even with about 1 fb−1 of integrated
luminosity, provided the systematic uncertainty on the background can be kept well under
control.

The production of a new gauge boson with a mass in the TeV range is one of the possible
early discoveries at the LHC. The clean final state for the decays into two highpT leptons leads
to a clearly detectable signal in CMS. The channelZ′

→ µµ was selected as a benchmark to
study muons withpT in the TeV/c range. Dedicated reconstruction techniques were developed
for TeV muons and the experimental systematics e.g. due to misalignment effects were studied
in detail.

Jets will be omnipresent in the LHC collisions. The analysis of dijets events and the dijet
invariant mass has been studied in detail. A pre-scaling strategy of the jet threshold for the
trigger, in order to allow a dijet mass measurement starting from approximately 300 GeV/c2

has been developed. Calibration procedures, and experimental and theoretical systematics
on the dijet mass distribution have been evaluated in detail. The results were interpreted as
sensitivities to new physics scenarios.

The determination of the missing transverse momentum in collisions at a hadron collider
is in general a difficult measurement, since it is very susceptible to detector inefficiencies,
mis-measurements, backgrounds such a halo muons or cosmic muons, and instrumental
backgrounds. On the other hand, it is probably the most striking signature for new physics
with escaping weakly interacting particles, such as the neutralinos in supersymmetry. A low
mass mSUGRA SUSY benchmark point was selected to exercise a full analysis, including
techniques to suppress spurious backgrounds as well as QCD residual contribution due to
mis-measurements. Techniques to calibrate theEmiss

T with known Standard Model processes
have been also developed. Such a low mass SUSY scenario could already be detected with
0.1 fb−1 of data with a well understood detector and well controlled background.
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The decayBs → J/ψφ is chosen as a benchmark channel since it is representative of
exclusiveB-physics studies. It allows to study the capability of CMS to identify, select and
reconstruct a fully reconstructed decay of theBs, which presents a significant challenge due to
its relatively low momentum and high background. In addition, the measurement is performed
of the width difference10 on a sample of untaggedBs → J/ψφ → µ+µ−K +K − candidates
using a maximum likelihood fit of the time dependent angular distribution.

The detection of theτ particle will be very important at the LHC since, a clear excess ofτ

production is also a sign of new physics. Theτ selection and analysis tools have been used to
search for and measure the A/H heavy Higgs bosons in the MSSM. Various decay channels of
theτ have been considered, andτ tagging tools have been deployed and refined. Aτ -trigger
is very challenging but necessary for these physics studies, and has been studied in detail.

The process of associated production of a Higgs particle with top quarks, and with the
Higgs decaying into b-quarks, is no doubt one of the most challenging channels studied in this
part of the TDR. The physics interest is high since, this channel gives access to a measurement
of the H → bb decay and thus, to the Yukawa coupling of the Higgs to the b quark. The
inclusiveH → bbproduction channel cannot be used due to a too large QCDbb background.
This analysis uses techniques to tag b quarks and calibration methods to reconstruct top quarks
from multi-jet decays. Furthermore, the backgrounds such ast t jet-jet have been carefully
examined. The results demonstrate that this will be a very challenging measurement even
with the highest luminosity in the first phase of the LHC operation.

Finally, a benchmark channel for heavy ions collisions was studied. Quarkonia(J/ψ,ϒ)
were reconstructed and measured via the two muon decay modes. The particular challenge
is an efficient track reconstruction in an environment of 2000 to perhaps even 5000 tracks
produced per unit of rapidity. The analysis shows that the detection of the quarkonia is possible
with reasonable efficiencies and leads to a good event statistics for detailed studies of the
“melting” of these resonances in a hot dense region.

In general, these detailed studies in this first part of the PTDR have demonstrated that the
CMS experiment is up and ready to meet the challenge, and can deliver measurements with
the quality and precision as anticipated from its detector design.

1.2. The physics reach

The physics reach of the Report contains three main parts: Standard Model processes, Higgs
searches and measurements and searches beyond the Standard Model.

The Standard Model sections contain a study of the strong interactions, top quark physics
and electroweak physics. Jet production is revisited but this time to measure inclusive single
jet pT spectra, with emphasis placed on the experimental uncertainties related to such a
measurement. The underlying event is still enigmatic, and procedures are outlined to get
better insight with the first LHC data. B-hadrons will be copiously produced at the LHC
and inclusive B production andBc production have been studied. At the LHC about one top
quark pair is produced per second. Such a huge sample of top quarks allows for detailed
measurements of the top quark properties such as cross sections and mass, spin properties,
single top production, and searches for new physics in top decays. A detailed study on the
mass measurement precision, limited by the systematics errors, is reported. In the electroweak
part of this chapter, the production of W and Z bosons is discussed, as well as multi-boson
production, and a precise measurement of the Drell–Yan process. The precision with which
the mass of the W boson can be determined is analysed.

One of the main missions of the LHC is the discovery of the origin of the electroweak
symmetry breaking mechanism. Therefore, the search for the Higgs particle is a major task
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for the experiments. The Higgs particle search is studied for the SM and MSSM Higgs(es)
in the full mass range starting from the LEP exclusion limits. Detailed systematic studies
were included in the estimates for the integrated luminosity needed for a 5σ discovery. The
methods used to calculate the 5σ discovery limit are detailed in Appendix A. Over a large
range of Higgs boson masses, a discovery is possible with a few fb−1, but for the interesting
mass region below 130 GeV/c2, 10 fb−1 will be needed. MSSM Higgs discoveries are studied
both for neutral and charged Higgs particles, and discovery regions are presented. Finally, the
Higgs chapter also contains studies of other scalar particles such as the radion that emerges in
models with warped extra dimensions, and a double charged Higgs that may be produced in
Little Higgs scenarios.

The LHC will probe the TeV energy scale and is expected to break new ground.
An important part of the CMS program will be to search for new physics. If low mass
supersymmetry exists it will be within the reach of the LHC. The studies in this Report
are mainly signature based, to test the discovery potential in as many channels as possible,
using a number of chosen benchmark points covering a large part of different signatures. The
discovery reach for scenarios with extra dimensions, and new vector bosons high mass states
are analysed using several different experimental signals. The methods used to calculate the
5σ discovery limit are detailed in Appendix A. Finally alternative signatures for new physics
such as technicolour, contact interactions, heavy Majorana neutrinos, heavy top in Little Higgs
models, and same sign top quarks have been analysed.

While many signals and processes have been studied, it was not the goal of this PTDR
to study and to include all possible channels to give a full physics review. Besides, what
is contained here in this Report, there are other ongoing analyses nearing completion on
topics such as GMSB SUSY, UED extra dimensions, split SUSY scenarios, invisible Higgs
production, TGC sensitivity of dibosons, strongly interacting vector boson scattering, and
others. The channels included in this Report have however, been very instrumental to test and
deploy the tools and techniques for performing physics studies with CMS at the LHC.

1.3. Tools used in the studies for the PTDR

1.3.1. Detector simulation and reconstruction

For the studies presented in this TDR, the CMS detector response was simulated using the
packageoscar [8]. It is an application of the Geant4 [9] toolkit for detector description and
simulation.oscar is used to describe the detector geometry and materials. It also includes
and uses information about the magnetic field.oscar reads the individual generated
events and simulates the effects of energy loss, multiple scattering and showering in the
detector materials with Geant4. The digitisation (simulation of the electronic response), the
emulation of the Level-1 and High-Level Triggers (HLT), and the offline reconstruction of
physics objects were performed with the CMS full-reconstructionorca package [10].

A number of analyses for the physics reach studies were performed with the fast
parameterised simulationfamos [11]. famos has been tuned to the detailed simulation and
reconstruction and is roughly about a factor 1000 faster.famos allows to perform, e.g.,
accurate sensitivity scans in a large parameter space of a model for new physics.

1.3.2. Pile-up treatment

The total inelastic cross section at the LHC is assumed to beσT ∼ 80 mb. The LHC will
operate at a bunch crossing rate of 40 MHz. Only 80 % of the bunches will be filled , resulting
in an effective bunch crossing rate of 32 MHz. The instantaneous luminosity in the first
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two years after start-up is expected to beL= 2× 1033 cm−2 s−1 and subsequently upgraded
to L= 1034 cm−2 s−1 in a second phase. The average number of inelastic non-diffractive
interactions per bunch crossingµ isµ= 25 at high andµ= 5 at low luminosity.

Both the detailed simulation and reconstruction chainoscar/orca andfamos allow the
overlay of pile-up events, according to a Poisson distribution with averageµ, on top of real
signal events, exactly as for real data. These events were sampled from a data base of 600K
minimum bias events, generated with parameters discussed in Appendix C.

All the studies reported in this TDR include the effects of pile-up on the signal. For
all studies with luminosities up to 60 fb−1 µ= 5 was used. Several techniques have been
developed to minimise the effect of pile-up, and have been used in the studies reported in this
TDR. Both in-time and out-of-time pile-up has been included.

1.3.3. Systematic effects on measurements

The results of the PTDR Volume 1 were used to form the baseline for all systematic studies
in this Volume. Systematic effects include energy scale uncertainties for the calorimeters,
effects of misalignment, uncertainties in the background estimation either from theory or from
techniques to estimate these backgrounds from data. Misalignments of the tracker and of the
muon system expected at the initial and at the well-advanced stages of the data taking have
been taken into account by using two misalignment scenarios developed in the framework of
the CMS reconstruction.

A comprehensive review on the experimental and theoretical systematics used in this
PTDR is presented in Appendix B.

1.3.4. Event generators

The studies for this physics TDR have been performed with a variety of event generators,
suitably chosen for each processes studied. The main work-horse waspythia, the general
multi-purpose generator, and in some case checks have been performed withherwig. More
specialised generators which include a more complete description of the relevant matrix
elements, have been used for a number processes, as detailed in the analysis reports. A list
of generators used in this TDR is given in Appendix C.

An important aspect for the LHC, is the QCD multi-jet production in various physics
channels, and a correct and thorough understanding of Standard Model processes such as
W + jets, Z + jets andt t + jet production will be paramount before discoveries can be claimed
in channels such as jets +Emiss

T and jets + leptons. CMS will measure these Standard Model
processes in an early phase of the experiment, to reduce the impact of inherent uncertainties
in the Monte Carlo models on searches and discoveries, using methods demonstrated in this
TDR. These will allow estimation of the expected backgrounds directly or will allow to tune
the generators in order to use these with increased confidence in regions of phase space not
directly accessible with measurements from the data.

Generators with multi-parton final states are available at Leading Order (LO) for most
Standard Model processes. Recently, Next to Leading Order (NLO) generators have become
available as well, be it for a more restricted number of processes. Sophisticated algorithms
that match the hard jets generated by the matrix elements, with the softer parton jets, have
become available. An example is thealpgen generator, which has been used for some studies
and comparisons in this Report. For some of the detailed analyses, such as theEmiss

T low mass
SUSY search, it was shown that the effect of usingalpgen instead ofpythia did not lead to
different result, while for other analyses, such as background to ttH production, the difference
was important.
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Another difficulty in the estimation of the background to processes is the rate of QCD
multi-jet events. Typically, samples of events of more than 108 or 109 events would be needed
to cover possible tails. Detailed simulation of such background samples cannot be easily done,
and therefore, other approaches were taken in this TDR. These include pre-selections at the
generator level, fast simulation of large samples and factorising the efficiencies of independent
selections cuts.

Hence, one has to keep in mind that the exact results presented in this TDR could depend
on the generators. They should therefore, be taken as an indication albeit a good indication of
what can be expected at the LHC.

1.3.5. Parton distributions and higher order corrections

One of the key differences between a hadron and ane+e− collider is that for hadrons
the partons collide with a strongly varying incident energy, given by the distribution of the
longitudinal momentum fractionx of the parton in the proton. These parton densities are
determined from data, in particular from deep inelastic scattering data and other measurements
of hard scattering processes. Several groups have fitted parton distribution functions (PDFs)
to these data, e.g., the CTEQ [12] and MRST [13] groups.

For the studies in this report, the simulated event samples were generated with CTEQ5L
but CTEQ6 was used to normalise cross sections and to study the PDF uncertainties. CTEQ
6.1 has 40 different error PDFs, 20 PDFs at positive error, and 20 PDFs at negative error.
We use the CTEQ6.1M eigenvector PDF sets [12] and the “master” equations as detailed
in Appendix B to evaluate the uncertainties characterising current knowledge of the parton
distributions.

The precise knowledge of the parton distributions will remain an extremely important
subject for the physics at the LHC. Currently, a study group in the framework of the HERA-
LHC workshop is tackling this topic in order to get as good knowledge as possible of the
PDFs [14] and their uncertainties at the time of the startup of the LHC. Once the LHC starts
data collection, several QCD process can be used to help to constrain the PDFs, as has been
shown, e.g., using W production with studies at the HERA-LHC workshop.

1.4. Outlook

The work detailed in this Volume of the PTDR constitutes the pedestal for the physics studies
that the experiment will pursue both at the start-up and the longer term running. In the process
of carrying out these studies CMS has gained valuable experience in all aspects, both technical
and strategic, in executing a high performance physics program. Of great value is also the
identification of shortcomings and challenges that emerged in the context of completing these
analyses.

As a follow-up of this work, CMS is planning an elaborate program for the start-up
studies and physics commissioning from the combined magnet test effort (MTCC) as well
as the experience of the upcoming computing, software and analysis challenge (CSA06) that
incorporates the full calibration and alignment framework in combination with the full-trigger
path exercise. The whole edifice for data collecting and analysis is expected to be complete
and tested by the turn-on of the LHC in 2007.
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Part I. Complete Analyses

Chapter 2. Physics Studies with Photons and Electrons

2.1. Benchmark Channel: H→ γγ

The H→ γ γ channel has been studied since the initial planning of the LHC and SSC as an
important channel for the discovery of Higgs particles at masses beyond the upper reach of
LEP and below about 150 GeV [3, 15, 16]. The signature sought in the inclusive analysis is
two highET isolated photons. The challenge for discovery of a Higgs in this mode is the small
branching fraction of about 0.002, since in this mass range the dominant decay mode of the
Higgs isbb. Theγ γ decay mode can be well identified experimentally but the signal rate is
small compared to the backgrounds coming both from two prompt photons (irreducible), and
from those in which one or more of the photons are due to decay products or mis-identified
particles in jets (reducible). It has long been understood that H→ γ γ can be detected as a
narrow mass peak above a large background. The background magnitude can be determined
from the region outside the peak. After event selection, for an integrated luminosity of 20 fb−1

and for a Higgs boson mass of 120 GeV/c2, we expect approximately 350 signal events in a
mass window of 2 GeV/c2 over 7000 background events. An example of app→ H + X event
with Higgs particle decay H→ γ γ is shown in colour plateCP1.

In this study we present two complementary inclusive analyses for the H→ γ γ channel:
a standard cut based analysis and a high performance, discovery-oriented analysis, based on
the method described in [17, 18]. Both are carried out with our present knowledge of the
expected background, estimated with full detector simulation. Further details can be found
in [19]. The study concentrates on the first years of LHC operation and uses simulated events
with pileup corresponding to a luminosity of 2× 1033 cm−2 s−1.

The idea of measuring the rate of background by using the mass regions adjoining the
Higgs peak is extended to also measure the characteristics of the background, and using this
information to help separate background from signal. The H→ γ γ channel is particularly
well suited to this technique because the signal is relatively small and can be confined to a
narrow mass region thanks to the excellent photon energy and position resolution of the CMS
detector [7].

By using photon isolation and photon kinematic information, significant additional
discrimination between signal and background can be achieved. The optimised analysis
uses this information to discriminate between signal and background by comparing data in
mass side-bands with signal Monte Carlo. Use is made of a neural network, but likelihood
variables or other techniques may prove to be better in the future. The expected purity in
terms of signal/background, corresponding to each event, can be estimated based on this
information and each event then can be used optimally to evaluate the likelihood of a signal
plus background hypothesis compared to a background-only hypothesis.

In the optimised analysis the expected signal to background ratio is calculated for each
event. By dividing the cut-based analysis in various categories with differents/b ratios results
improve toward those that are obtained with the optimised analysis. If the maximums/b ratio
in the optimised analysis is limited to the best category used in the cut-based analysis, the
performances of the two analyses are nearly identical.

The optimised, discovery-oriented analysis is particularly appropriate to the H→ γ γ

channel because the Higgs signal appears in a narrow mass peak allowing analysis of the large
background in the mass side-bands. The analysis will not be limited by the poor simulation of
the background once data will be available.
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Table 2.1.NLO cross sections for the different Higgs boson production processes and branching
ratios.

MH 115 GeV/c2 120 GeV/c2 130 GeV/c2 140 GeV/c2 150 GeV/c2

σ (gg fusion) 39.2 pb 36.4 pb 31.6 pb 27.7 pb 24.5 pb
σ (WVB fusion) 4.7 pb 4.5 pb 4.1 pb 3.8 pb 3.6 pb
σ (WH, ZH, t t̄ H) 3.8 pb 3.3 pb 2.6 pb 2.1 pb 1.7 pb
Totalσ 47.6 pb 44.2 pb 38.3 pb 33.6 pb 29.7 pb
H → γ γ Branching ratio 0.00208 0.00220 0.00224 0.00195 0.00140
Inclusiveσ × B.R. 99.3 fb 97.5 fb 86.0 fb 65.5 fb 41.5 fb

The study described requires a comprehensive understanding and simulation of the CMS
detector. The electromagnetic calorimeter is used to make the primary measurements of
photon energy and position. The tracker is used to measure the position of the interaction
vertex. The tracker, ECAL and HCAL are used to determine, if the photon candidate is well
isolated. While background characteristics will be measured from data, the signal must be
well simulated to perform the analysis described below. This requires a detailed understanding
of the detector performance as well as its calibration.

2.1.1. Higgs boson production and decay

For this inclusive study the Higgs boson production mechanisms with the largest cross-
sections in the Standard Model have been simulated: gluon fusion, qqH production through
Weak Vector Boson Fusion (WBF), associated Higgs production with W or Z bosons, and
Higgs production associated with at t pair. The cross sections for the different production
processes [20] and the H→ γ γ branching ratios [21] are summarised in Table2.1. The
analysis described in this chapter has been limited to careful measurement of the inclusive
diphoton channel, to address the main detector issues, and no use has been made of tagging
leptons or jets. In the future, channel identification, based on additional leptons and jets. will
improve the sensitivity. For the moment these ‘tagged’ channels are investigated individually
in other studies [22, 23]. Figure 2.1 shows an event display of a H→ γ γ event with
MH = 120 GeV/c2.

2.1.2. Backgrounds

Backgrounds with two real prompt highET photons are called “irreducible”, although they
can be somewhat reduced due to kinematic differences from signal processes in which high
mass particles are produced. Two photons can be produced from two gluons in the initial state
through a “box diagram” or from initial quark and anti-quark annihilation.

Backgrounds in which at least one final state jet is interpreted as a photon are called
“reducible” and are much harder to simulate since, jets are copiously produced at the LHC
and Monte Carlo samples that correspond to 10 fb−1 are much too large to fully simulate.
Selections at generator level have been devised in order to be able to select multi-jet andγ

plus jets events that contribute to the background of the H→ γ γ channel and reject events
that have negligible chance of producing background to the final analysis.

Theγ + jet sample can be viewed, from the selection point of view, as coming from two
different sources: one where another photon is radiated during the fragmentation of the jet
(two prompt photons), the other where there is only one prompt photon in the final state and
the other photon candidate corresponds to a mis-identified jet or isolatedπ0 (one prompt plus
one fake photon). These two processes have been separated using generator level information,
and are listed separately in the tables below. Also, different K-factors are applied.
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Figure 2.1. H → γ γ event produced in gluon fusion with MH = 120 GeV observed in the CMS
detector.

The generator level pre-selection ofγ + jet events that contribute to the H→ γ γ

background is straightforward. For pp→ jets, a much tighter set of cuts at the particle
generator level was carefully developed and studied. Groups of particles, protocandidates,
which might form a photon candidate after event simulation are identified. Cuts are applied
on the transverse energy of two protocandidates and on their invariant mass, and this involves
an estimate on the lower and upper limits to the energy of the photon candidates that might
be reconstructed from the protocandidates after the simulation. An estimate is also made on
likely level of isolation of the resulting photon candidate.

With such selection a rejection of a factor of about 41000 can be obtained, with an
estimated inefficiency of 14% for pp→ jets events generated withpythiawith p̂⊥ > 30 GeV
(transverse momentum of the products of the hard interaction). The inefficiency after the final
analysis selection was estimated by using a looser pre-selection similar to that used for the
pp→ γ + jet simulation. Further details can be found in [19]. Events rejected by the pre-
selection have rather lowET photons and are not very important for the final analysis.

The Monte Carlo samples used are summarised in Table2.2. All events were generated
with pythia [24], simulated with thegeant-based [9] cmsim [25] or oscar [8], and
reconstructed withorca version 8.7.3 [10]. Pile-up events from minimum bias interactions
were added to the hard interaction, assuming a luminosity ofL= 2× 1033 cm−2 s−1.

K-factors are applied to take into account the expected differences between the lowest
order cross sections given bypythia and the NLO cross sections of the different background
processes [26–30]. The K-factors used for each background are summarised in Table2.3and
are estimated to have an uncertainty of 20–30%.
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Table 2.2.Monte Carlo samples used in the H→ γ γ analysis with LO cross section frompythia
and total corresponding integrated luminosities of the analysed samples.

p̂⊥ MH Pre-sel. Events Int Lum.
Process (GeV/c) (GeV/c2) σ (pb) σ (pb) Analysed (fb−1)

H → γ γ (gg fusion) - 120 - - 181 K -
H → γ γ (WB fusion) - 120 - - 193 K -
H → γ γ (gg fusion) - 115–150 - - 20 K -
H → γ γ (WB fusion) - 115–150 - - 20 K -
H → γ γ (WH,ZH,ttH) - 115–150 - - 20 K -
pp→ γ γ (born) >25 - 82 44 920 K 30
pp→ γ γ (box) >25 - 82 31 668 K 20
pp→ γ + jet >30 - 5× 104 2.5× 103 5.5 M 2.2
pp→ jets >50 - 2.8× 107 4.7× 103 4.5 M 1.0
Drell–Yan ee - - 4× 103 4× 103 460 K 0.1

Table 2.3.Background K-factors applied topythia cross sections.

pp→ γ γ (Born) 1.5
pp→ γ γ (Box) 1.2
pp→ γ + jet (2 prompt) 1.72
pp→ γ + jet(1 prompt + 1 fake) 1
pp→ jets 1

2.1.3. Reconstruction, selection, and signal significance calculation

2.1.3.1. Trigger. H → γ γ events are selected with extremely high efficiency both by the
Level-1 and High Level triggers that are described in details in Ref. [31]. Since in
the analysis selection tighterET and isolation cuts are applied, the inefficiency due to the
trigger is negligible.

2.1.3.2. Photon reconstruction.Photons are reconstructed with the standard ECAL
algorithms [7, 32]. At this level the photon reconstruction efficiency is over 99.5% for photons
in the region covered by the ECAL.

The energy resolution of reconstructed photons is excellent for photons that do not
convert or that convert late in the tracker. Energy resolution deteriorates somewhat for photons
that convert early in the tracker. Nevertheless, the photon energy resolution is substantially less
affected by tracker material than is electron energy resolution and the Higgs reconstruction in
the calorimeter is quite reliable even for converted photons.

For signal events, where this effect is relevant, the energy response of the individual
crystals of the ECAL has been smeared using a miscalibration file randomly generated to
correspond to the intercalibration precision expected after calibration with W→ eν events
obtained with an integrated luminosity of 10 fb−1, as described in [7]. The precision is 0.3%
in the central part on the barrel, growing up to 1.0% at the edge of the barrel and in the
endcaps.

The tools that have been developed to identify and reconstruct photon conversions in the
tracker [33], andπ0 rejection tools developed for the endcap silicon preshower detector and
the barrel crystals, have not yet been included in the analysis.

2.1.3.3. Primary vertex identification.The bunch length at LHC has an rms width of 75 mm
resulting in a longitudinal spread of interaction vertices of 53 mm. If the mean longitudinal
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position is used (nominal vertex), the invariant mass of a two-photon state, such as the
H → γ γ , is smeared by about 1.5 GeV/c2, due to the mis-measurement of the angle between
the two photons related to the uncertainty of the photon directions.

The two highET photons coming from the Higgs boson decay are produced in association
with other tracks that may come from the underlying event and initial state gluon radiation or
from the other particles produced with the Higgs boson in the case of WBF fusion, WH or ZH
production andt tH production.

The charged tracks associated to the Higgs production vertex are typically harder than
those coming from minimum bias interactions. Therefore, the vertex can be identified by
reconstructing the primary vertices in the event and selecting the one that most likely
corresponds to the Higgs boson production, based on charged tracks.

At low luminosity (2× 1033cm−2 s−1) we are able to identify the correct vertex, defined
as being within 5 mm of the actual vertex, in about 81% of the signal events passing the
selection described in Section2.1.4.1. Clearly, these results will be affected by any significant
variation of the characteristics of the pileup events from what is simulated in our pileup
samples.

2.1.3.4. Photon isolation. Detailed studies have been made of photon isolation and its
optimisation [34, 35]. Fake photon signals due to jets can be rejected by looking for additional
energetic particles accompanying the photon candidate. Charged pions and kaons can be
detected in the tracker or in the calorimeters. Neutral pions and other particles decaying to
photons can be detected in the ECAL. The hadron calorimeter may be important for detecting
charged particles not efficiently reconstructed in the tracker, particularly at highη, or other
particles like neutrons or K0long.

2.1.3.5. Separation into categories based on lateral shower shape and pseudorapidity.The
shower shape variable R9, defined as the fraction of the super-cluster energy found inside the
3× 3 array of crystals centred around the highest energy crystal, is effective in distinguishing
photon conversions in the material of the tracker. Photon candidates with large values of R9

either did not convert or converted late in the tracker and have good energy resolution. Photons
converting early have lower values of R9 and worse energy resolution.

The variable R9 has been shown to be very useful also in discriminating between photons
and jets. This occurs both because of the conversion discrimination – either of the photons
from aπ0 can convert – and because, looking in a small 3× 3 crystal area inside the super-
cluster, the R9 variable can provide very local isolation information about narrow jets.

In the multi-category analysis, the events are separated into categories based on R9 so as
to take advantage of better mass resolution where it is expected (the unconverted photons),
and yet still use all the events (since the mass resolution varies by at most a factor of 2). This
separation also tends to put background events involving jets into categories with lower R9.

We also find that photons detected in the endcaps have worse energy resolution and higher
background than photons detected in the barrel so that it is useful to separate events with one
or more photons in the endcaps from those with both photons in the barrel.

2.1.3.6. Calculation of confidence levels.Confidence levels are computed by using the Log
Likelihood Ratio frequentist method, as described in [36]. Given the expected signal and
background distributions in the final variable (the mass distribution for the cut-based analysis),
we simulate many possible outcomes of the experiment by means of Monte Carlo. This is
done both in the hypothesis that the signal exists and that it does not exist. To compute
a confidence level, we order our trials according to an estimator. This is a single number
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that is useful to order random trials from most background-only-like to most signal-plus-
background-like. The simplest and probably best estimator is the Log Likelihood Ratio (LLR)
which compares the likelihood of the data to come from a background-only distribution to the
likelihood to come from a signal-plus-background distribution. Each likelihood is the product
of probabilities from all the bins. The median confidence level is computed both for discovery
and for exclusion.

2.1.3.7. Effect of systematic errors.To include systematic errors the background and signal
expectation are randomised by the systematic error during the generation of the random
trials, while keeping their expectations at the nominal value. If necessary, the correlations
between the errors on the different analysis bins is included. It is observed that the signal
systematic error has no effect on the median LLR of signal-plus-background experiments,
nor on that of background-only experiments. Of course, the distribution corresponding to
the signal-plus-background experiments is enlarged by the systematic error on the signal and
this makes exclusion more difficult. On the other hand the effect of the systematic error on
the background is very large, because of the small signal over background ratio. The mean
of the distributions is still unchanged but the widths are enlarged both for background-only
experiments and for signal-plus-background experiments. This decreases both the discovery
and exclusion sensitivities.

2.1.4. Cut-based analysis

2.1.4.1. Selection. Two photon candidates are required with pseudo-rapidity|η|< 2.5, with
transverse energies larger than 40 GeV and 35 GeV respectively, and satisfying the following
isolation requirements:

• No tracks with pT larger than 1.5 GeV/c must be present inside a cone with1R< 0.3
around the photon candidate. We only consider tracks with hits in at least two layers of
the silicon pixel detector, therefore converted photons are likely to be rejected only if they
convert before the second pixel layer.

• The totalET of all ECAL island basic clusters with 0.06<1R< 0.35 around the direction
of the photon candidate, regardless of whether they belong to the super-cluster or not must
be less than 6 GeV in the barrel and 3 GeV in the endcaps.

• The total transverse energies of HCAL towers within1R< 0.3 around the photon candidate
must be less than 6 GeV in the barrel and 5 GeV in the endcaps.

In order to further reduce the background that is higher when at least one of the photons
is detected in the electromagnetic calorimeter endcaps and to increase the performance of the
analysis in the forward region additional isolation requirements are applied for events where
one, or more, of the candidates has|η|> 1.4442. For these events, the candidate in the barrel
is required to satisfy the tighter isolation selection that is applied to photons in the endcaps:
ECAL isolation less than 3 GeV and HCAL isolation less than 5 GeV.

Figure 2.2 shows the mass distribution after the selection. The efficiency for
a 120 GeV/c2 Higgs boson is 30% and the total expected background is 178 fb/GeV. The
number of expected background events for the different types of background is shown in
Table2.4 while the Higgs efficiency in different mass windows is shown in Table2.5. The
efficiency is computed using all generated signal events. The signal contribution to the total
number of events is very small, particularly outside the mass region under study. The
background can be estimated by a fit to the data mass distribution.
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Figure 2.2. Diphoton invariant mass spectrum after the selection for the cut-based analysis. Events
are normalised to an integrated luminosity of 1 fb−1 and the Higgs signal, shown for different
masses, is scaled by a factor 10.

Table 2.4. Expected background after the selection for Higgs boson masses between
115 and 150 GeV/c2, expressed in fb/GeV.

Process 115 GeV/c2 120 GeV/c2 130 GeV/c2 140 GeV/c2 150 GeV/c2

pp→ γ γ (Born) 48 44 36 29 24
pp→ γ γ (Box) 36 31 23 16 12
pp→ γ + jet (2 prompt) 43 40 32 26 22
pp→ γ + jet(prompt + fake) 40 34 22 19 14
pp→ jets 29 27 20 18 14
Drell–Yan ee 2 2 1 1 1

Total background 203 178 134 109 86

Table 2.5.Selection efficiency for the Higgs signal in different mass windows.

MH Window Window Window Window Window
(GeV/c2) ±1 GeV/c2

±1.5 GeV/c2
±2.5 GeV/c2

±5 GeV/c2 Total

115 17% 21% 25% 28% 29%
120 18% 22% 26% 29% 30%
130 18% 22% 27% 31% 32%
140 18% 23% 28% 32% 34%
150 28% 24% 29% 33% 36%
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The error on the background estimation comes from two sources:

• the statistical precision which decreases with the size of the mass range that is used to
perform the fit;

• the systematic error related to the shape of the function that is used to fit the distribution.

It is not possible to know the exact functional form of the background shape and the
error must be estimated by assuming a function, simulating a distribution and then using a
different function to fit the data. Clearly, this error grows with the size of the mass range
used. For a reasonable mass range of± 10− 20 GeV/c2 excluding +3 and−5 GeV/c2 from
the Higgs boson mass under study and for an integrated luminosity of 20 fb−1 the statistical
and systematic errors are estimated to be 0.4% and 0.5% respectively. The statistical error
decreases with the integrated luminosity while the systematic error is constant.

2.1.4.2. Splitting into categories.Changing the cuts or adding new discriminating variables
to this analysis does not give large improvements in the sensitivity. This can be seen, for
example, from the fact that it is not possible to use the very powerful variable, R9, to
reject events without loosing performance. This is because, the increase ins/b ratio does
not compensate the loss in efficiency.

The way to improve the sensitivity of the analysis is to keep all selected events but to split
the sample into categories with differents/b ratios.

The following 3 possibilities are considered:

• 1 single category;
• 4 categories from 2 Rmin

9 ranges ( Rmin
9 larger or smaller than 0.93) times 2 pseudo-rapidity

regions|η|max in barrel or endcaps;
• 12 categories from 3 Rmin

9 ranges ( Rmin
9 > 0.948, 0.9< Rmin

9 < 0.948 and Rmin
9 < 0.9) times

4 pseudo-rapidity regions (|η|max< 0.9, 0.9< |η|max< 1.4442, 1.4442< |η|max< 2.1 and
|η|max> 2.1).

Figure2.3 shows the mass spectrum after splitting into four categories. The signal over
background ratio is much larger in the best category and the composition of the background
varies between the different samples: irreducible backgrounds dominate for large R9 and
reducible backgrounds are larger for small R9.

Table 2.6 shows, for the 12 category analysis, the fraction of events along with the
maximums/b ratio in each category.

2.1.4.3. Systematic errors.The total error on the background is approximately 0.65% and is
due to the uncertainty of the function fit to the side-bands of the mass distribution, estimated
to be 0.5%, plus the statistical error on the fit that is approximately 0.4% for an integrated
luminosity of 20 fb−1.

An error of 0.65% has a very large effect on the discovery CL when only one category is
used. The reason is that a large fraction of signal events corresponds to a very lows/b, of the
order of a percent. The effect can be reduced by applying a cut on the signal over background
s/b. This corresponds to using events in a mass window around the analysed mass, untils/b
becomes smaller than the chosen cut. The optimal cut for this analysis is 0.02.

When the events are split into categories the number of background events in each
category is reduced on average by 1/Ncat and this increases the statistical error on the
background estimation by approximately a factor

√
Ncat, but this error is completely

uncorrelated between the different categories. The error related to the uncertainty of the fit
function remains constant and it is also uncorrelated between the different categories because,
due to the different cuts the background shapes are different and described by different
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Figure 2.3. Invariant mass spectrum after the selection relative to the cut-based analysis with four
categories defined in the text: barrel with large R9 (a), barrel with small R9 (b), endcaps with large
R9 (c) and endcaps with small R9 (d), Events are normalised to an integrated luminosity of 1 fb−1

and the Higgs signal, shown for different masses, is scaled by a factor 10.

Table 2.6.Fractions of events in each of the 12 categories and maximums/b in the mass region
of 120 GeV/c2.

|η|max
|< 0.9 0.9< |η|max

|< 1.4442 1.4442< |η|max
|< 2.1 |η|max

|> 2.1

frac. s/b frac. s/b frac. s/b frac. s/b

Rmin
9 > 0.948 15.5% 14.7% 13.1% 9.0% 10.8% 6.1% 8.5% 4.5%

0.9< Rmin
9 < 0.948 9.4% 12.2% 6.8% 6.8% 6.7% 4.8% 2.7% 2.8%

Rmin
9 < 0.9 8.3% 7.6% 11.1% 4.3% 5.4% 3.2% 1.7% 2.2%

functions. The total error is then less than the total error reduced by 1/ Ncat. This reduces
the effect of the systematic error on the discovery.

The effect of the systematic error on the background estimation is also related to the
signal over background of the analysis. A more sensitive analysis, for which a larger part
of the signal has a highers/b ratio, is less affected by the same relative uncertainty on the
background.

Clearly the current understanding of the background is affected by larger uncertainties
such as: cross section, diphoton kinematic distributions and efficiency of the selection (mainly
affected by jet fragmentation, pile-up and by the structure of the underlying events).

The systematic error on the signal, that as has been mentioned has no effect on
the discovery CL, has contributions from the theoretical uncertainty of the cross section
(+15–12% from the scale variation and +4–5%), from the measurement of the integrated
luminosity (∼5%), from the trigger (∼1%), from the analysis selection (that will be measured
for example with Z→ µµγ ) and from the uncertainties on the photon energy resolution.
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Table 2.7. Integrated luminosity needed to discover or exclude the Higgs boson with mass
120 GeV/c2 with or without taking into account the systematic errors (fb−1).

5σ discovery 5σ discovery 3σ evidence 3σ evidence 95% exclusion 95% exclusion
Analysis no syst syst no syst syst no syst syst

counting exp. 27.4 48.7 10.0 13.2 4.5 6.5
1 category 24.5 39.5 8.9 11.5 4.1 5.8
4 categories 21.3 26.0 7.5 9.1 3.5 4.8
12 categories 19.3 22.8 7.0 8.1 3.2 4.4

Other effects that could modify the ability to discover the Higgs boson are: uncertainties
on the structure of the underlying events, that could change the efficiency of the primary
vertex determination and the amount of material in the tracker before the electromagnetic
calorimeter.

The effect on the performances of the analysis of an increase of 20% of the tracker
material has been evaluated. The main effects on such change on the analysis would be:

• increase of the inefficiency of the track isolation requirements for early photon conversions,
before or inside the second layer of the pixel detector.

• increase of the inefficiency of ECAL isolation cut;
• decrease of the value of R9 for all photons that would cause a migration of events from

more sensitive categories to less sensitive categories.

It was estimated that such change would increase the luminosity needed to achieve a
given discovery CL of approximately 6%. Given that the amount of tracker material will be
known with a precision of∼ 2% the related systematic error is less than 1%.

In what follows a conservative 20% systematic error on the signal is assumed. It affects
exclusion of a signal, not discovery, since the signal rate is directly measured from data in
case of discovery.

2.1.4.4. Results of the cut-based analysis.Table2.7shows the integrated luminosity needed
to obtain 5σ discovery or 95% CL exclusion for a 120 GeV/c2 mass Higgs boson with the
different splittings. The effect of the systematic errors is also shown. We can observe how
the performance increases and the effect of the error on the background estimation decreases
with the number of categories. In the three cases (1, 4 and 12 categories) the event selection is
the same and that the differences in performance come from the splitting of the total sample
in different sub-samples with different sensitivities (s/b). In the split category analyses the
computation of the log-likelihood ratio estimator is made separately for each 1 GeV/c2 bin
in mass, whereas in the “counting experiment” only a single (optimum) mass window is
evaluated.

The integrated luminosity needed for discovery and exclusion, using the 12-category
analysis, for the mass range studied between 115 and 150 GeV/c2 are shown in the plots
at the end of the section (Fig.2.10). The Higgs boson can be discovered with mass between
115 and 140 GeV/c2 with less than 30 fb−1 and excluded in the same mass range, at 95% CL,
with less than 5 fb−1.

As mentioned before, all these results have been obtained assuming an intercalibration of
the ECAL, after having collected an integrated luminosity of 10 fb−1. With the whole ECAL
intercalibrated to a precision better than 0.5% over all the solid angle, the results improve such
that approximately 10% less integrated luminosity is needed for discovery.
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2.1.5. Optimised analysis estimating s/b for each event

In the optimised analysis 6 categories are used, 3 in which both photons are in the barrel and 3
in which at least 1 photon is in an endcap. The 3 categories are defined, as for the cut-based
analysis, to have the lowest R9 photon candidate with R9 > 0.948, 0.948> R9 > 0.90 and
R9 < 0.90 respectively. The categories are labelled with numbers from 0 to 5: first, the 3 barrel
categories with decreasing values of R9 then the 3 endcap categories again with decreasing
values of R9.

2.1.5.1. Mass distributions in categories.The diphoton mass distributions enable the
separation of signal from background. Signal peaks sharply at the Higgs mass while
the backgrounds are quite smooth. This allows good estimation of the magnitude of the
background under the peak.

The best mass resolution and the bests/b ratio in the peak is found in category 0, with
high R9 in the barrel.

2.1.5.2. Loose selection of events for optimised analysis.Isolation requirements are applied
to photon candidates prior to the computation of the neural network isolation variables NNisol:

• the transverseET of the photon candidates must be larger than 40 GeV and the absolute
value of their pseudo-rapidity less than 2.5;

• no tracks withpT larger than 1.5 GeV/c must be present inside a cone with1R< 0.1
around the photon candidate;

• the totalET of all ECAL island basic clusters with1R< 0.3 around the photon candidate,
excluding those belonging to the super-cluster itself must be less than 5 GeV;

• the total transverse energies of HCAL towers within1R< 0.35 around the photon
candidate must be less than 35 GeV;

• the sum of the transverse momenta of charged tracks within1R< 0.2 around the photon
candidate must be less than 100 GeV/c.

Before optimising the final analysis, some additional cuts are applied. These both simplify
the neural network training and slightly improve the performance. It is required that:

• the events pass the double photon High Level Trigger;
• the isolation neural net output is greater than 0.25 for both photons.

2.1.5.3. Optimised use of kinematic variables to separate signal and background.In addition
to the mass, there are kinematic differences between signal and background. In particular the
signal has a harder photonET distribution than the background – the background can have
a high mass by having a largeη difference between the photon candidates. Weak Boson
Fusion and associated production of a Higgs with other massive particles enhance these
differences between signal and background. The large, reducible backgrounds often have
photon candidates that are not well isolated.

As with the Higgs searches performed at LEP, higher performance can be achieved if
the expected signal over background,s/b, is estimated for each event. This is particularly
effective if, thes/b varies significantly from event to event. This is the case here due to wide
variations in photon isolation and photonET. There is also significant dependence of thes/b
on photon conversion and on location in the detector.

One photon isolation variable NNisol for each photon, is combined with kinematic
variables to help separate signal and background. A neural net is trained to distinguish
background events, taken from the mass side-bands, from signal Monte Carlo events. There is
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Figure 2.4. Distribution of the minimum value of the NNisol variables of the two photon
candidates. Events are normalised to an integrated luminosity of 7.7 fb−1 and the signal
(MH = 120 GeV/c2) is scaled by a factor 50.

no danger of over-training since background events from the signal mass region are not used
and independent samples are used for the signal Monte Carlo. The input variables are devised
to be insensitive to the diphoton mass so that the background rejection due to the kinematics
and isolation is independent of the background rejection from the mass distribution.

Six variables are used as inputs to a neural net. They are the isolation NN outputs NNisol

for the 2 photons, the transverse energies of the 2 photons, normalised to the diphoton mass,
the absolute value of the rapidity difference between the 2 photons, and the longitudinal
momentum of the photon pair.

The distributions of the input variables are shown for signal and background in Figs.2.4
and2.5. Kinematic information that are likely to be highly sensitive to higher order corrections
to the background simulation has not been used. Such information, like theET of the Higgs
boson candidate, theET transverse to the photon direction, and information about additional
jets will ultimately be useful but may not be reliable until better simulations or actual data are
available to train on.

The neural net is trained in each of the 6 categories independently. The net has 6 input
nodes, 12 intermediate nodes in a single layer, and 1 output node. The error function has been
modified from the standard to improve training toward a high signal over background region.
A minimum neural net output cut is applied that eliminates 1% of the signal in each category
and a function is fit to the distribution above that cut. These functions are used to bin the data
and to smooth the background in a limited region.

It is useful to examine the neural net output distribution for events from different sources
(Fig. 2.6). Low NN outputs are dominated by photon candidates from jets which are not well
isolated. The large peak at 0.85 represents both signal and background where the photon is
relatively well isolated and the photonET is MH/2, corresponding to events with a large value
of NNisol. Higher photonET events are found in the peak near 1. There is an enhancement
of the signal, particularly for the WBF and associated production processes. The background
there is dominated by events with at least one jet interpreted as a photon.
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Figure 2.5. Distribution of the kinematic inputs to the neural network for signal and
background sources. A value of the neural net output is required to be greater than 0.85. Events are
normalised to an integrated luminosity of 7.7 fb−1 and the signal (MH = 120 GeV/c2) is scaled
by a factor 50.

2.1.5.4. Estimation of signal to background ratio for each event.In order to get the most
information out of each event, the signal over background is estimated for each event. In
the simplest analyses, cuts are applied to select only high signal over background events and
those are counted. Such a simple analysis looses information because, some of the events that
are cut could contribute to the measurement and because, some of the events that are accepted
are not used optimally.

Events in the mass peak for the Higgs mass hypothesis under consideration have high
signal over background expectation while events outside the peak have lower expecteds/b.
Similarly, events at high NNkin output have highers/b expectation. The kinematics and
isolation information in NNkin has been made independent of mass information so the two
s/b ratios can be multiplied to get a good estimate of thes/b expectation for the event:( s

b

)
est

=

( s

b

)
mass

×

( s

b

)
kin
.

This is an estimate that is to bin signal and background events. If the estimate is bad,
the performance of the analysis suffers because goods/b events are not well separated from
bad ones. It is not possible for a bad estimate to make the analysis appear to perform too
well. Thes/b estimate need not be normalised correctly, since it is a relative number used to
bin events.

The events are binned according to thes/b estimate. Histograms are made in each of the
six categories. The actual signal to background ratio is computed for the binned events and
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Figure 2.6. The neural net output for events in the barrel for each signal ( MH = 120 GeV/c2) and
background source. Events are normalised to an integrated luminosity of 7.7 fb−1 and the Higgs
signal is scaled by a factor 50.

used to calculate confidence levels that data are consistent with a background-only hypothesis
or with a signal-plus-background hypothesis.

2.1.5.5. Smoothing the background.The H→ γ γ channel has the good feature that the
mass is essentially independent of isolation and suitably chosen kinematic variables. With
this factorisation assumption, background can be smoothed well even in regions with low
statistics.

The background expectation in a bin must be reliably estimated in order to correctly
calculate confidence levels. Downward fluctuations in the background estimation can have
a significant impact on the CL. The number of simulated events for the irreducible (jet)
backgrounds is about one seventh of the number that will be available in the data at the time
it would be expected to discover the Higgs. Therefore, problems with background estimation
are even more difficult now than they will be when we have data.

The background distributions are very smooth in the mass variable, so the distribution
in mass can be reliably smoothed. This is done by spreading each event over a±5 GeV/c2

region according to the functions fit to the mass distribution. A wider mass region could be
used but this would interfere with the training of the analysis on an independent sample in the
mass side-bands.

The background distribution in the neural net output is also smoothed over a region of
± 0.05 using the fit functions. It is therefore, quite important that the background fit functions
accurately represent the neural net distribution. In the smoothing process, the normalisation
of the background is carefully maintained to high accuracy.

With this two-dimensional smoothing accurate background expectations are obtained
except in the regions with extremely small amounts of background. In such regions, bins must
be combined until sufficient background events are available. If as/b bin has too few MC
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Figure 2.7. The diphoton mass distribution for each source for barrel events with kinematic
neural net output greater than 0.85 (left) and 0.97 (right). Events are normalised to an integrated
luminosity of 7.7 fb−1 and the Higgs signal ( MH = 120 GeV/c2) is scaled by a factor 10.

background events contributing to it, it is combined with the nearest (lowers/b) bin. This is
continued until there are sufficient events. This combination clearly reduces the sensitivity of
the analysis but cannot be avoided without a more detailed understanding of the background,
which is a goal for the future. At present, at least 20 Monte Carlo background events are
required in a bin. Since the current MC samples contain about seven times less events than
expected in the data, significant improvements are possible, allowing highers/b bins to be
used, resulting in better performance.

Figure 2.7 shows the mass distributions for barrel events with two different cuts on
the neural net output. The looser cut simply excludes most of the obviously non-isolated
candidates. It can be seen that all of the backgrounds are important at this level. The tighter
cut highly enhances thes/b ratio and emphasises the importance of smoothing, which has not
been applied to the background in this distribution.

Figure2.8shows the mass distribution for neural net output greater than 0.97 in category
0. Again it is clear that smoothing in two dimensions is needed to get a reasonable estimate
of the background. It is useful to note that even in this very highs/b region, the largest
contribution to the signal is from gluon fusion, although the relative contributions of the other
production processes has increased.

2.1.5.6. Combination of categories into final s/b distribution. At this point the signal
and background is binned ins/b in six categories. These could be used to calculate the
confidence level, however, it seems most useful, in the light of future plans to analyse separate
channels, to combine the categories into ones/b plot in a similar way as may be used to re-
combine channels. The six histograms are combined into one which can be used calculate
confidence levels. The combination is based on the actual signal to background in each bin. In
principle, this is the same as combining results from different channels or even from different
experiments in a way that makes optimal use of all channels and does not pollute high quality
channels with data of lesser purity.

The final binning of data intos/b bins is shown in Fig.2.9. The plot extends from very
low signal to background to a small number of events withs/b> 1.

The relative contribution of barrel and endcap categories can be estimated from the total
LLR computed and LLRs computed excluding each category. The six categories have rather
widely varying contributions to the Log Likelihood Ratio and hence to the performance of the
analysis. Table2.8shows the fraction of signal and the fraction of the LLR for each category.
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Some of the categories have a fairly small effect on the final result. This remains true
after the application of systematic normalisation uncertainties described below. It is clear
that photon conversions result in a significant deterioration of the performance. It is hoped
to mitigate this somewhat by using the conversion track reconstruction in the future, but the
poorer mass resolution cannot be recovered and a big effect is not expected.
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Table 2.8.Performance in the six categories for MH = 120 GeV/c2.

Category Signal% LLR %

0 27.8 48.0
1 16.1 24.8
2 21.7 11.9
3 16.6 9.7
4 9.0 4.1
5 8.8 1.5
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Figure 2.10. Integrated luminosity needed for a 5σ discovery (left) and discovery sensitivity
with an integrated luminosity of 30 fb−1 (right) with the optimised analysis. The results from the
cut-based analysis in 12 categories are also shown for comparison.

2.1.5.7. Results of the optimised analysis.The same estimates of systematic error are used
to obtain the results in the optimised analysis as are used in the cut-based analysis. Most of
the development and studies have been made for a Higgs mass of 120 GeV/c2. For this mass,
a 5σ discovery can be made with about 7 fb−1 luminosity. A 1% background normalisation
uncertainty corresponds to an increase of the luminosity needed for a 5σ discovery from
7 fb−1 to 7.7 fb−1.

There is a great deal of uncertainty in this benchmark estimate of luminosity due to our
poor understanding of the backgrounds we will contend with when the LHC starts running,
however, this is not considered here as a systematic error on a discovery since, it is proposed
to measure the background from the data. Figure2.10shows the luminosity needed for a 5σ
discovery and the discovery sensitivity with an integrated luminosity of 30 fb−1 for several
Higgs masses, both for the fully optimised analysis and for the cut-based analysis using 12
categories described in Section2.1.4.4. It seems possible to discover, or at least have strong
evidence for a low mass Higgs in the first good year of running.

2.1.6. Measurement of the Higgs boson mass

If the Higgs boson will be discovered in the H→ γ γ channel then we will be able to measure
its mass. We have studied the mass measurements with the cut based analysis with two
different methods:
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Table 2.9.Expected statistical errors on the Higgs boson mass measurement for 30 fb−1.

MH 115 GeV/c2 120 GeV/c2 130 GeV/c2 140 GeV/c2 150 GeV/c2

All events 184 MeV/c2 184 MeV/c2 201 MeV/c2 222 MeV/c2 298 MeV/c2

0.16% 0.15% 0.15% 0.16% 0.20%

12 127 MeV/c2 139 MeV/c2 129 MeV/c2 156 MeV/c2 204 MeV/c2

categories 0.11% 0.12% 0.10% 0.11% 0.14%

• measurement from the1 Log(likelihood) using all events;
• measurement from the1 Log(likelihood) using the cut-based analysis split in 12 categories.

The expected statistical errors are shown in Table2.9 for an integrated luminosity of
30 fb−1. The statistical errors simply scale with 1/

√
Int L. The errors are slightly asymmetric,

due to the tail of the reconstructed Higgs mass distribution at lower masses, the positive error
being approximately 10% smaller than the negative. The table shows the average between
the two.

As we can see the statistical error will be 0.1 to 0.2% already with 30 fb−1, when the
significance of the discovery would be 5 to 6σ with the cut based analysis. Of course, this
measurement will be affected by the uncertainty of the absolute scale of the photon energy
measurement that will be derived for example by the measurement of the Z mass in the
radiative Z decays Z→ µµγ .

2.1.7. Summary

A standard cut-based analysis can discover the Higgs boson with 5σ significance between
the LEP lower limit and 140 GeV/c2 with less than 30 fb−1 of integrated luminosity.
Approximately 5 fb−1 are needed to exclude its existence in the same mass range.

It has been shown that the H→ γ γ channel can be used to discover a low mass Higgs
with an integrated luminosity not too different from that needed for higher mass Higgs,
7.7 fb−1 at 120 GeV/c2 with an analysis using an event by event estimation of thes/b ratio.
Because of the excellent mass resolution expected in the diphoton channel, the background
rate and characteristics from the data can be determined from diphoton events at masses away
from the Higgs mass hypothesis.

An inclusive analysis has been presented. In future the various signal channels will be
identified by looking for additional jets, leptons, or missing energy. This will clearly improve
the sensitivity of the analysis.

2.2. Benchmark Channel: H→ ZZ(∗) → 4 electrons

One of the most promising road towards a discovery at the LHC of the Higgs boson postulated
in the SM is via single production followed by a cascade decay into charged leptons,
H → ZZ(∗) → l +l−l +l−.

The single Higgs boson production benefits from a high cross-section, with values of
about 40× 103 fb at mH = 130 GeV/c2 and decreasing monotonically to about 10× 103 fb
aroundmH = 300 GeV/c2. The production cross-section is dominated (& 80%) over this mass
range by gluon-gluon fusion processes via triangular loops involving heavy quark (mostly
the top quark) flavours. The branching ratio for the H→ ZZ(∗) decay in the SM is sizeable
for any mH value above 130 GeV/c2. It remains above 2% formH 6 2× MW with a peak
above 8% aroundmH ' 150 GeV/c2, and rises to values of 20 to 30% formH > 2× mZ. The
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Z bosons have a 10% probability to yield a pair of charged leptons. Thus, the decay chain
H → ZZ(∗) → l +l−l +l− (in short H→ 4l ) offers a possibly significant and very clean and
simple multi-lepton final state signature for the SM Higgs boson at the LHC. An example of
an event candidate in the CMS detector for the Higgs boson decay channel H→ ZZ∗

→ 4e is
shown in colour plateCP2.

Ultimately, the channel can provide a precision determination of the Higgs boson mass
and production cross-section. The anti-correlation of the Z spin projections in the H→ ZZ
decay and the polarisation of each Z boson can be used to constrain, and eventually determine,
the spin and CP quantum numbers of the Higgs resonance. Furthermore, the ZZ(∗) and
WW(∗) decay modes are related viaSU(2) and the combination of channels could allow for
cancellation of some systematic uncertainties in a determination of the Higgs coupling. But
first and foremost is the necessity to be best prepared for a discovery at the LHC.

In this section, the discovery potential of the CMS experiment for the SM Higgs boson is
discussed in the mass range of 1206mH 6 300 GeV/c2, focusing on the 4e channel. The
analysis [37] relies on a detailed simulation of the detector response in the experimental
conditions of the first years of low luminosity LHC running. The signal and background
Monte Carlo datasets used for this prospective are described in Section2.2.1. The detailed
High Level Trigger (HLT) and reconstruction algorithms used at each step of this analysis
have been presented in [7]. Basic, and in part compulsory, triggering and pre-selection steps
for data reduction are described in Section2.2.2. Simple observables from the electron
reconstruction are used to characterise the event signature for this pre-selection step. The final
event selection relies on more involved requirements for primary electrons coupled with basic
event kinematics and is presented in Section2.2.3. The selection is optimised to preserve
a best signal detection efficiency and highest significance for a discovery. Emphasis is put
on realistic strategies for the control of experimental errors and the estimation of systematic
uncertainties on physics background rates. These are described in Section2.2.4. Results on
the expected discovery reach of the SM Higgs boson in CMS in the H→ 4e channel and for
the measurement of its mass, width and cross-section are finally presented in Section2.2.5.

2.2.1. Datasets for signal and background processes

Monte Carlo data samples for the signal from single SM Higgs boson production as well as for
SM background from ZZ(∗) pair production, t̄t pair production and Zb̄b associated production
are used. The signal and background processes are generated for pp collisions at the LHC
at a centre-of-mass energy

√
pp= 14 TeV, with pile-up conditions from multiple collisions

as expected in a collider machine configuration providing an instantaneous luminosity of
2× 1033 cm−2s−1 (of O(10) fb−1/year). All cross-sections are normalised within acceptance
to Next to Leading Order (NLO) calculations. The event generators are interfaced with
photos [38, 39] for the simulation of QED final state radiations. The non-perturbative parton
density functions (PDFs) in the proton are taken to be the CTEQ6 distributions [12].

The Higgs boson is produced via either gluon fusion and weak boson fusion processes.
The 4e signal samples are generated at variousmH with pythia [24]. The Higgs boson is
forced to decay into a Z boson pair. The Z bosons are subsequently forced to undergo a decay
in electron-positron pair. The signal is normalised to the value of total cross-section at NLO
calculated including all Higgs boson production processes viahiglu [40], with branching
ratiosB R(H → ZZ(∗)) calculated viahdecay [41].

In the 4e channel (and similarly for the 4µ channel), an additional enhancement of
the signal is considered which is due to the constructive final state interference between
like-sign electrons originating from different Z(∗) bosons [42]. This enhancement has been



1048 CMS Collaboration

Table 2.10.Total cross-sections at NLO (pb), cross-section in the 4e channel within acceptance
(fb), and number of accepted events in data samples available for analysis.

mH (GeV/c2) σN L O (pb) σN L O × B R× Acc. (fb) Nsimul.

115 47.73 0.27 10000
120 44.30 0.48 10000
130 38.44 1.11 10000
140 33.69 1.78 10000
150 29.81 1.94 10000
160 26.56 0.92 10000
170 23.89 0.43 10000
180 21.59 0.98 10000
190 19.67 3.58 10000
200 17.96 3.94 10000
250 12.37 3.07 10000
300 9.58 2.60 10000

ZZ(∗) 29.0 20.2 150 000
Zbb̄ 276.3 120.4 87 000
tt̄ 840 194.0 500 000

re-evaluated withCompHEP [43] and amounts to a factor 1.130 ± 0.006 at mH =

115 GeV/c2, slowly decreasing to a negligible value when approachingmH ≈ 2mZ.
The ZZ(∗) SM background continuum is generated usingpythia [24]. This includes

only the t-channel contribution withqq̄ in the initial state. The missings-channel might
contribute up to 10% for low Higgs boson masses and can be neglected for higher masses.
The differential cross-section is re-weighted usingm4e dependent NLOK -factors obtained
with mcfm 4.1, with an averageK -factor of 〈KN L O〉 = 1.35. Both Z bosons are constrained
within the mass range 5–150 GeV/c2 and are forced to decay into charged lepton pairs, with
the τ leptons subsequently forced to undergo leptonic decays viaτ → µν or τ → eν. The
missinggg contribution is estimated to be of order 20% at LO [42], with ±8% uncertainties
and with unknown NLOK -factors. Recent calculations withTopReX [44] of the gluon fusion
production process of two real Z confirm the above assumptions, and this contribution has
been shown to remain stable after kinematic cuts for a H→ 4l analysis. The cross-section
here is simply increased by the mean expected contribution.

The t̄t background sample is also generated withpythia [24], with W bosons andτ
leptons forced to leptonic decays, but with b quarks left to decay freely. Both gluon fusion
and quark annihilation initial states are simulated and the cross-section is normalised to the
NLO value of 840± 5%(scale)± 3%(PDF)pb [45].

The Zb̄b background is generated using all lowest ordergg→ e+e−bb̄ andqq′
→ e+e−bb̄

diagrams (excluding diagrams involving the SM Higgs boson) calculated withCompHEP [43]
and interfaced withpythia [24] for showering and hadronisation. All possible combinations
of quarks are considered in the initial state. The total LO cross-section formee> 5 GeV/c2

is 115 pb of which about 89% originates fromgg processes, 7.7% involve u-like quarks and
3.2% involve d-like quarks in the initial state. The hadronisation and decay of the b quarks are
left free. A NLO K -factor of 2.4± 0.3 is applied. Signal and background events are filtered at
generator level for further analysis if satisfying the following acceptance requirements:> 2e+

and> 2e− with pe
T > 5 GeV/c in |η|< 2.7. In addition for the Zb̄b background, at least two

e+e− pairs with invariant mass in the range 5–400 GeV/c2 are required. In Table2.10cross-
sections at NLO and after pre-selection, as well as number of events in data samples available
for analysis after pre-selection are given.
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Detailed simulation of the CMS detector is performed using the official CMS simulation
OSCAR. Reconstruction of physics objects is performed inorca.

2.2.2. Data reduction

The events of interest for the Higgs boson search in the H→ 4e channel must satisfy a
minimal set of requirements.

A first and compulsory condition for the events is to satisfy the CMS Level 1 (hardware)
trigger conditions and the filtering of the (software) HLT. This triggering step is described in
Section2.2.2.1. The basic electron triggers are expected to be saturated by SM processes such
as the single Z and W production. Further filtering is obtained with a minimal set of additional
electron requirements as described in Section2.2.2.2.

The pre-selection must preserve the signal acceptance, and especially the electron
reconstruction efficiency, until later stages where the analysis can best profit from more
involved algorithms applied to reduced event samples.

2.2.2.1. Triggering. The events must have satisfied thesingle e, double e or double
relaxed erequirements at L1/HLT level. Thesingle etrigger requires one isolated (charged)
“electromagnetic” object with a threshold set at a reconstructed transverse energy in the
electromagnetic calorimeter (ECAL) ofET = 26 GeV. Thedouble etrigger requires two
isolated (charged) “electromagnetic” objects, each above a threshold ofET = 14.5 GeV.
In contrast, thedouble relaxed etrigger does not imposed isolation for the (charged)
“electromagnetic” objects and the increased rate is compensated by a higher threshold of
ET = 21.8 GeV.

The trigger efficiency for the Higgs boson signal, normalised to the cross-section within
acceptance as defined in Section2.2.1, is above 95% for massesmH > 130 GeV/c2.

2.2.2.2. Pre-selection of four electron candidates.Following the Level-1 and HLT filtering
steps, the event candidates must further satisfy basic electron pre-selection requirements.
These requirements are designed to reduce possible background sources involving “fake”
electron contamination from QCD jets.

For Higgs bosons with a massmH below 300 GeV/c2, the 4e final state always involves
at least one (or few) lowpe

T electron(s). In the range ofmH values below the Z pair production
threshold, where the Z and Z∗ bosons themselves receive in general only small transverse
momentum, the meanpe

T of the softest electron falls in a range where a full combination of
tracking and calorimetry information becomes important. Thepe

T spectra for signal events at
mH = 150 GeV/c2 is shown in Fig.2.11a. The softest electron, which generally couples to the
off-shell Z(∗), has a most probablepe

T value below 10 GeV/c for massesmH . 140 GeV/c2.
Hence, an excellent electron reconstruction is essential down to very lowpe

T values, well
below the range ofpe

T ' 40–45 GeV/c for which the reconstruction will be best constrained in
CMS via measurements with SM single Z and single W production. The control of systematic
uncertainties from experimental data is a major issue for such lowpe

T electrons and this will
be discussed in detail in Section2.2.4.

This analysis makes use of the elaborate reconstruction procedures which have been
introduced very recently in CMS and have been described in detail in Ref. [46]. The electron
identification and momentum measurements are somewhat distorted by the amount of tracker
material which is distributed in front of the ECAL, and by the presence of a strong magnetic
field aligned with the collider beamzaxis. The procedures introduced in Ref. [46] provide new
useful observables that allow to better deal with these detector effects, combining information
from the pixel detector, the silicon strip tracker and the ECAL.
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Figure 2.11. Electrons in SM Higgs boson 4edecay channel formH = 150 GeV/c2: (a) transverse
momentum of each of the four final state electrons; (b) efficiency at pre-selection as a function of
pe

T; (c) efficiency at pre-selection as a function ofηe; (d) efficiency in thepe
T versusηe plane.

The pre-selection of the signal event candidates relies on the presence of at least 2e+ and
2 e− candidates within the acceptance|η|< 2.5 and each withpT > 5 GeV/c, verifying the
following characteristics:

• Esc/pin < 3, where Esc is the supercluster energy andpin the track momentum at the
interaction vertex;

• |1φin| = |φsc−φ
extrap
in |< 0.1, where φsc is the energy weightedφ position of the

supercluster andφextrap
in is theφ of the track at vertex, extrapolated to the ECAL assuming a

perfect helix;
• |1ηin| = |ηsc− η

extrap
in |< 0.02, with notations as above;

• H/E < 0.2, where H is the energy deposited in the HCAL tower just behind the
electromagnetic seed cluster andE the energy of the electromagnetic seed cluster;

•
∑

conep
tracks
T /pe

T < 0.5, a loose track isolation requirement, whose calculation will be
described in Section2.2.3.1.

The electron pre-selection efficiency is shown in Fig.2.11b and Fig.2.11c as a function
of pe

T andηe for the electrons from Higgs boson events atmH = 150 GeV/c2. The efficiency
steeply rises and reaches a plateau around 86% forpe

T & 20 GeV/c. The efficiency is above
90% for|η|. 1.1 and decreases towards the edge of the tracker acceptance when approaching
|η| ' 2.5. The pre-selection efficiency for electrons from the same sample is represented in
Fig. 2.11d as a two-dimensional map in thepT versusη plane.

The absolute efficiencies for the Higgs boson signal at differentmH values and for the
backgrounds are shown in Fig.2.12a after triggering and the multi-electron pre-selection step.
The acceptance for the Higgs boson signal is maintained above 50% in the full relevant mass
range.
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The signal and background events fulfilling the triggering and pre-selection steps are
represented in the reconstructed invariant massm4e spectrum in Fig.2.12b. The Higgs boson
signal is seen to emerge above the background for masses around 150 GeV/c2 and above
' 2mZ. More background suppression is required elsewhere.

2.2.3. Event selection and kinematic reconstruction

The further steps of the event selection rely on a more detailed characterisation of the
electron candidates and simple kinematic expectations. The electrons from the Higgs boson, in
contrast to at least onee+e− pair from the t̄t and Zb̄b backgrounds, are isolated and originate
from a common primary vertex. The corresponding analysis requirements are discussed in
Section2.2.3.1. Profiting from the expectation of a narrow resonance in them4e spectrum,
and of the likely presence of a real Z boson in the final state, the kinematics and its simple
evolution with mH can be further exploited. The electrons of thee+e− pair at lowestmee

have on average a much harderpe
T spectrum for the Higgs boson signal than for thet t̄ and

t t̄ backgrounds. Moreover, the combination of the Z and Z(∗) mass spectra distinguishes the
Higgs boson signal from the ZZ(∗) SM background continuum. These kinematic requirements
are discussed in Section2.2.3.2.

2.2.3.1. Isolated primary electrons.A loose vertex constraint is first imposed on the
longitudinal impact parameter for the four electron candidates in each event. All electrons
should verifyI P L/σL < 13, whereσL is the error on the longitudinal impact parameterI P L .
The main vertex constraint is imposed on the transverse impact parameter of the electrons to
suppress secondary vertices. Secondary electrons appear for instance in semi-leptonic decays
in the hadronisation of the b quark jets in Zbb̄ and t t̄ background events. The sum of the
transverse impact parameter significance (I PT/σT), i.e. the ratio of the transverse impact
parameterI PT over its errorσT, is shown in Fig.2.13a (Fig.2.13b) for thee+e− pair with
invariant massmee closest (next-to-closest) to the nominal Z boson massmZ. For both of
these background sources, the displaced vertices are most likely to appear in the softest pair
of reconstructed electrons. A best rejection power is obtained by imposing

∑
I PT/σT < 30

for the pair withmee' mZ and a more stringent cut of
∑

I PT/σT < 15 for the other pair.
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Figure 2.13. Sum of the transverse impact parameter significance (I PT/σT) of e+e− pairs for a
Higgs boson atmH = 150 GeV/c2, for the ZZ(∗) continuum, and for Zb̄b and t̄t: (a)

∑
I PT/σT

from the electrons of thee+e− pair with a reconstructed massmeebest matching the Z boson mass;
(b)

∑
I PT/σT from the seconde+e− pair.

Another powerful discriminant against secondary electrons in b jets or in general against
fake electrons in QCD jets, is provided by isolation requirements. The electrons coupled to the
Z or Z(∗) in the H→ 4e channel are expected to be on average well isolated from hadronic
activity. Hadronic activity in single Higgs boson production appears in NLO processes, in
the recoil against the Higgs boson. The Higgs boson itself generally receives a significant
longitudinal boost in the laboratory reference frame but, as a scalar, decays uniformly in its
centre-of-mass reference frame. In contrast, the electrons in the b jets from tt̄ or Zbb̄ are
accompanied by significant hadronic activity.

Two partly complementary observables can be best used for the isolation of lowpe
T

electrons. These rely either on measurements of primary tracks or on the energy flow in
the hadronic calorimeter (HCAL). Both observables are insensitive to the eventual electron-
induced electromagnetic showering in the tracker material. For the “track isolation”, an
isolation cone of size1R =

√
1η2 +1φ2 = 0.2 is defined around the electron direction, and

tracks withpT > 1.5 GeV/c originating from the same primary vertex within|1I P L |< 0.1
cm are considered. To avoid suppressing signal events, tracks attached to an electron candidate
of opposite charge, and givingme+e− > 10 GeV/c2, are discarded. All the 4 electrons from the
Higgs boson candidate events must satisfy

∑
conep

tracks
T /pe

T < 0.1. Distributions of this track
isolation observable are shown in Fig.2.14a. For the “hadronic isolation”, all HCAL towers
in an isolation cone size as above, and contributing withET > 0.5 GeV are considered in the
ratio

∑
coneE

HC AL
T /pe

T. This ratio is required to be below 0.05 for at least three electrons. The
cut is relaxed to 0.2 for the fourth electron. Distributions of this hadronic isolation observable
are shown in Fig.2.14b.

Further electron identification requirements must be imposed to suppress the possible
background, involving “fake” electrons, from Drell–Yan processes at NLO where a Z(∗)

recoils against jet(s). Different electron identification cuts are used depending on the distinct
classes of track-supercluster electron patterns [46] in order to preserve the electron detection
efficiency at allηe. More details can be found in Ref. [37]. This tightening of the electron
identification entails an absolute efficiency loss for the Higgs boson signal below 5%.

2.2.3.2. Kinematics. The cascade H→ ZZ(∗) → 4e for a Higgs boson, mostly produced at
small transverse momentum, leads to very distinctly orderedpe

T spectra for the four final
state electrons. Moreover, thepe

T spectra of the softest electrons for the Higgs boson signal
is on average harder than the one expected from secondary electrons from the Zbb̄ or t̄t
backgrounds. Thus, it is advantageous to profit from the knowledge of the expectedpe

T
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Figure 2.14. Electron isolation observables for the signal atmH = 150 GeV/c2 and the SM
backgrounds: (a) track isolation,

∑
cone ptracks

T /pe
T; (b) hadronic isolation,

∑
coneEHC AL

T /pe
T, for

the second least isolated electrons.

Table 2.11.ElectronpT cuts, from the lowest to the highestpT electron and reconstructed Z1 and
Z2 invariant mass cuts.

mH p1
T p2

T p3
T p4

T mmin
Z1

mmax
Z1

mmin
Z2

mmax
Z2

(GeV/c2) (GeV/c ( GeV/c2)

115 7 10 10 15 51 101 10 50
120 7 12 15 15 51 101 10 50
130 7 12 15 15 61 101 10 60
140 7 12 15 15 71 101 10 65
150 7 12 15 15 71 101 15 65
160 7 15 15 15 71 101 15 70
170 7 15 15 20 81 101 20 80
180 7 15 15 20 81 101 30 90
190 7 15 20 30 81 101 40 100
200 7 15 25 30 81 101 40 110
250 7 20 40 50 51 131 20 200
300 7 30 40 60 51 131 15 300

distributions for the Higgs boson signal. A best set ofpe
T cuts as a function ofmH is given in

Table2.11.
The cut on the softest electron is maintained to a lowest value for simplicity and to

preserve the signal efficiency at lowmH. Otherwise thepe
T cuts are seen to slowly evolve

for as long asmH < 2mZ and then rise faster above the Z pair production threshold. Thepe
T

cuts lead for example [37] to a reduction by a factor of 5 to 10 of the Zbb̄ background, and
a factor of 3 to 5 of the tt̄ background form4e< 2mZ. Both backgrounds are also heavily
suppressed above 2mZ.

Labelling Z1 the boson reconstructed with anmee closest to the nominal Z mass and Z2

the one reconstructed from the seconde+e− pair, one expects form4e< 2mZ in the case of
the Higgs boson signal thatm4e ' mZ1 + mZ2 with most often the presence of a Z boson on
its mass shell,mZ1 ' mZ. The Z boson masses saturate the phase space and are dominantly
produced with small velocity in the Higgs boson rest frame. The requirement of one real Z
boson suppresses further the tt̄ backgrounds for lowm4e. The cut on Z2 is powerful against
the ZZ(∗) continuum and further suppresses the Zbb̄ and t̄t backgrounds. A set of optimal
Z1 and Z2 cuts is given in Table2.11 as a function ofmH. The cuts lead for example [37]
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Figure 2.15. Distributions of the reconstructed invariant massm4e for the SM Higgs bosons
signal atmH = 150 GeV/c2 and for the SM backgrounds after (a) pre-selection step and (b) after
all cuts. The number of events are normalised in cross-section. Single Monte Carlo experiments
corresponding to an integrated luminosity of 30 fb−1 for (c) a favourable case and (d) a less
favourable case.

for m4e ' 150 GeV/c2 to a reduction of the ZZ(∗) continuum by a factor of about 6.5 and a
reduction of the t̄t background by a factor of about 2.5.

Figure 2.15a shows as an illustration the expectedm4e invariant mass distributions
for the signal atmH = 150 GeV/c2 and for backgrounds after triggering and pre-selection.
The further background suppression from the isolated primary electron requirement, the
pe

T and Z mass cuts is seen by comparison in Fig.2.15b. The global selection efficiency
(normalised to the acceptance defined at the generation level) is given in Table2.12 for
the signal and backgrounds. Figures2.15c and 2.15d show for illustration the possible
outcome of two random Monte Carlo experiments corresponding to favourable and less
favourable fluctuations of the Higgs boson signal for an integrated luminosity of 30 fb−1. The
Poissonian probability to have equal or more favourable (respectively equal or less favourable)
fluctuations is of about 5% for the example cases shown.

2.2.4. Systematics

In this section the systematic errors are discussed in the context of a discovery via a
simple event counting method. The “theoretical” and “experimental” sources of errors are
distinguished. The theoretical uncertainties concern the estimation of the background rates
within the cuts defining the acceptance of the Higgs boson signal and are discussed in
Section2.2.4.1. The experimental uncertainties take into account the limited knowledge of
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Table 2.12. Summary of selection efficiencies normalised to the generation pre-selection
efficiency.

mH 115 120 130 140 150 160 170 180 190 200 250 300
(GeV/c2)

Signal 24.3 26.0 31.2 35.2 36.0 37.4 38.0 39.9 40.9 42.5 41.2 38.6
ZZ(∗) 5.24 4.94 5.68 5.95 5.14 5.23 6.87 17.8 25.1 26.2 22.3 13.9
Zbb̄ 0.22 0.16 0.17 0.17 0.16 0.10 0.097 0.068 0.037 0.031 0.013 0.001
tt̄ 0.054 0.044 0.043 0.033 0.032 0.022 0.021 0.011 0.008 0.008 0.013 0.006

the detector responses and efficiencies, and of the corresponding Monte Carlo modelling.
These are discussed in Section2.2.4.2. A comparison of different methods for the control of
background systematics is presented in Section2.2.4.3.

2.2.4.1. Theoretical errors. The theoretical uncertainty on the number of background events
in the signal region from PDFs and QCD scales variations has been estimated by themcfm

program [47]. CTEQ6M PDF are used and 20 eigenvector parameters have been varied by
± 1σ . Both QCD normalisation and factorisation scales have been varied independently up
and down for a factor two from their nominal values of 2mZ. The resulting uncertainties from
PDF and QCD scale are of the order of 6% for direct estimation of ZZ background, from 2 to
8% for normalisation to single Z→ 2e, and from 0.5 to 4% for the normalisation to sidebands
(discussed further in Section2.2.4.3). The gluon fusion cross-section uncertainties in the ZZ
background of 8% is also considered as a part of theoretical uncertainties.

The uncertainty on the normalisation of the measurements to thepp luminosity of the
LHC collider is estimated to be of the order of 3% for an integrated luminosity above 10 fb−1.

2.2.4.2. Experimental errors.The main remaining sources of experimental systematics
expected in the CMS experiment after having collected ofO(10) fb−1, and relevant for the
H → 4echannel, originate from uncertainties on knowledge of the amount of tracker material
in front of the ECAL, from the precision of the (pattern dependent) energy calibration of
electron objects, and from the control of electron efficiencies. The strategy adopted consists
of relying on experimental data, and in particular on single Z and W production, to minimise
these systematic errors. The electrons from W→ eν and Z→ eedecays are used to control
the energy measurements and reconstruction efficiencies.

A change of the integral amount of tracker material traversed by electrons before reaching
the ECAL is susceptible of affecting the electron selection and identification efficiencies,
as well as energy measurement scales and resolution. The uncertainty on the material
budget will limit the precision of the acceptance calculations, when using the Monte Carlo
model to extrapolate away from the kinematic domain best constrained via single Z and W
measurements.

There are many observables that are directly or indirectly sensitive to the amount
of tracker material, and that have been used in collider experiments. Examples are the
distribution of converted photon vertices, or the shape of theE/p comparing tracker
momentum measurementp to the energyE measured in the calorimeter in finite cluster
volume, or a comparison of data and Monte Carlo for the Z mass resolution, etc. A new
technique is used which is based on the electron GSF tracking introduced recently in Ref. [46].
The difference between the momentum magnitude at vertex and at the last hit,pin − pout,
is a measure of the integral amount of bremsstrahlung. The mean fractionfbrem of the
energy radiated along the complete trajectory is roughly proportional to the integral amount
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Figure 2.16. Sensitivity to variations of the tracker material budget from electron measurements
based on GSF tracks: (a) measured amount of material as a function of|η| for the nominal tracker
configuration and for an integral material budget changed by±10%; (b) ratio of the measured
mount of material as a function of|η|; (c) measured versus true thickness inX0 of the tracker
material; (d) effect of a change of 2% of the material budget on the electron reconstruction
efficiency.

of material traversed. Hence, one can relatefbrem to the material thicknessX/X0 where
X0 is the characteristic radiation length via the formula〈X〉/X0 ' −ln(1− fbrem), where
fbrem= (pin − pout)/pin.

The amount of tracker material measured in this way for single electron data is shown in
Fig. 2.16a. The results obtained in the configuration corresponding to the nominal tracker
material coincide very well with the known material distribution as given in Ref. [7].
Figure2.16b shows the ratio of the measured material thickness obtained in configurations
where the amount of material was changed by±10%, normalised to the measurement results
in the nominal case. The ratio is found to be remarkably stable as a function ofη, despite the
fact that the integral amount of material has a strongη dependence. Thus, single electrons can
be used in CMS to tune the Monte Carlo model of the tracker material perη slice. Figure2.16c
shows that in a givenη slice the measured material thickness is linearly correlated to a change
(at least within a range of±10%) of the true material thickness. Similar results are obtained
when considering various restricted range ofpe

T within a sample of uniformly distributed
electrons in thepe

T range from 5 to 100 GeV/c. With the electron statistics expected from
single Z production for an integrated LHC luminosity ofO(10) fb−1, it should be possible to
determine the tracker material thickness to a precision better than 2% over the full acceptance
in η. Figure2.16d shows that such a 2% uncertainty on the material budget will have almost
no effect on electron reconstruction efficiency.
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Figure 2.17. Control of experimental uncertainties using SM data; uncertainties on measurements
of electron reconstruction, isolation and identification as a function of (a)η and (b) pT;
uncertainties on measuring the energy scale for golden and showering electrons as a function
of (c) η and (d)pT.

Electron reconstruction efficiencies and energy scales will be controlled by electrons
from W → eν and Z→ ee decay. Huge cross-sections of these two processes will allow
for a significant reduction of reconstruction uncertainties already after few fb−1. Electrons
from Z → ee are produced centrally with a characteristic JacobianpT distributions around
45 GeV/c. It is therefore, expected that the best control of experimental systematics is
obtained in the central part of the detector and for electrons around the Jacobian peak.

Electron reconstruction uncertainties as a function ofη andpT are given in Fig.2.17a and
Fig. 2.17b respectively, for an integrated luminosity of 0.15 fb−1. The expected behaviour of
increased uncertainties when moving away from the Jacobian peak or from the centralη region
can be clearly seen. From the expected reconstruction errors evolution with the luminosity, all
reconstruction efficiency uncertainties can be safely absorbed in a single factor of 1% per
electron, for integrated luminosities larger than 10 fb−1.

The second important systematic effect is the uncertainty on the energy scale
determination. Using single Z production, it has been shown in Ref. [48] that the absolute
energy scale for electrons can in principle be controlled with great precision with average
uncertainties reaching values below 0.1%. The systematic uncertainty has to be studied as a
function of pe

T andηe given the different electron spectrum in H→ ZZ(∗) → 4e and Z→ ee
decays. The reachable precision depends on the amount of integrated LHC luminosity. In
this analysis, the second leg of a Z boson decay, tagged as an electron by imposing stringent
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electron identification requirements on the first leg combined with a kinematic constraint to
the Z boson mass, is used as a probe to estimate systematics on the energy scale.

Uncertainties versusη andpT for golden and showering electrons are shown in Fig.2.17c
and Fig.2.17d, for the integrated luminosity of 0.15 fb−1. With expected evolution of these
uncertainties with the luminosity, it is found that an uncertainty in energy scale of 0.5% in the
barrel region, and 1% in the endcaps, for integrated luminosities larger than 10 fb−1, can be
safely considered.

2.2.4.3. Control of background rates.Following the primary and isolated electron selection
and the application of basic kinematic requirements, only the ZZ(∗) continuum remains as
the dominant or sole background over the full mass range in consideration for the SM Higgs
boson search. Thus, the determination of the mean expected number of SM ZZ(∗) background
events in the signal region, defined e.g. by a simple sliding window in them4e spectrum,
remains as a key issue.

The three main methods for the estimation of ZZ(∗) continuum contribution to the
background in the signal region are:

• direct simulation of the ZZ(∗) → 4e process,
• normalisation to the Z→ 2e data,
• normalisation to the sidebands.

The first method entirely relies on existing SM constraints and the theoretical knowledge,
with uncertainties coming from the PDFs used to describe the colliding protons and from QCD
scale variations. It furthermore is reliant on the LHC luminosity uncertainties, and on the
Monte Carlo modelling of the acceptance and detector response for the uncertainties arising
from electron reconstruction and selection. Otherwise, the method potentially benefits from
the fact that the statistical precision on the mean background expectation is only limited by the
Monte Carlo statistics, and can therefore be assumed negligible in the context of a prospective
for an analysis to be performed in a future CMS experiment.

The second method aims at profiting from the fact that the SM single Z production
cross-sections is measured with great precision in an experiment which will have integrated
a luminosity ofO(10) fb−1 at the LHC. Using the ratio of ZZ→ 4e to Z → 2e rates allows
to profit from a full cancellation ofpp luminosity uncertainties, while providing a partial
cancellation of PDF and QCD scale variations uncertainties (due to their correlations in a part
of the initial state phase space) and a partial cancellation of experimental uncertainties.

In the method of the normalisation from sidebands, the number of background events
inside the acceptance of the signal region is determined from the number of background
events measuredoutside the signal region, by multiplying the latter with the ratioαMC

betweeninsideandoutsideexpectations as determined using Monte Carlo simulation. Using
the sidebands one also expects to fully cancel luminosity uncertainties, to reduce PDF and
QCD scale variation uncertainties and substantially reduce experimental uncertainties too.
Statistical errors with sidebands normalisation come from the statistics of the background rate
outside the signal region and can be a limiting factor for the method. By relaxing some of late
analysis cuts, such as invariant Z mass, the background events rate outside the signal region
increases, reducing therefore statistical errors for this method. The price to pay is an increased
background rate in the signal region too and, therefore, some balancing is needed.

Using results from previous sections, both theoretical and experimental uncertainties are
evaluated for two methods: normalisation to the Z→ 2e measurements and normalisation to
the sidebands. For the normalisation to single Z→ 2e measurements results are shown in
Fig. 2.18a. The overall systematic uncertainty with this method is of about 5%. Experimental



CMS Physics Technical Design Report, Volume II: Physics Performance 1059

]2 [GeV/cHm
100 120 140 160 180 200 220 240 260 280 300 320

B
ac

kg
ro

un
d 

un
ce

rt
ai

nt
y 

[%
]

0

2

4

6

8

10

12

14

16

18

20

22
Normalization to single Z

Theoretical: PDF and QCD scale

 ZZ→Theoretical: gg 

Experimental: E scale, trigger and reco.

Total

4e→ZZ*→H
-1     30 fb

]2 [GeV/cHm
100 120 140 160 180 200 220 240 260 280 300 320

B
ac

kg
ro

un
d 

un
ce

rt
ai

nt
y 

[%
]

0

2

4

6

8

10

12

14

16

18

20

22
Normalization to sidebands

Theoretical: PDF and QCD scale
Experimental: E scale, trigger and reco.

Statistical errors (all cuts)
 cuts)

Z
Statistical errors (no M

Total (all cuts)

4e→ZZ*→H
-1     30 fb

(a) (b)

Figure 2.18. Theoretical and experimental uncertainty estimations for both methods for
evaluation of background from data: (a) normalisation to the single Z→ 2e measurements and
(b) normalisation to the sidebands. Expected statistical errors for sidebands are also shown, for
integrated luminosity of 30 fb−1.

Table 2.13.Expected number of Higgs boson signal (NS) and SM background (NB) events for
an integrated luminosity of 30 fb−1, in the optimised window for the reconstructed invariant
massm4e. The uncertainties (δNB) are given for systematics from experimental (exp.) and
theoretical (theo.) sources, for an analysis where the ZZ(∗) continuum has been normalised to
the measurement of single Z production.

mH 115 120 130 140 150 160 170 180 190 200 250 300
(GeV/c2)

NS 1.52 2.97 8.18 15.80 17.19 8.38 3.76 9.95 34.05 38.20 27.68 21.69
NB 2.26 1.94 3.71 4.31 3.68 3.10 3.37 6.42 14.62 17.29 13.40 7.63
δNB

exp. 0.063 0.089 0.126 0.167 0.105 0.148 0.145 0.187 0.551 0.505 0.466 0.187
theo. 0.039 0.049 0.079 0.098 0.095 0.084 0.100 0.191 0.440 0.549 0.602 0.417

uncertainties are seen to dominate formH ' 2mZ while theoretical errors take over above
the pair production threshold. Uncertainties for the sidebands normalisation are shown in
Fig. 2.18b. Statistical uncertainties scale as the square root of the number of background
events outside the signal region and are shown for an integrated luminosity of 30 fb−1 and for
two analysis scenarios: after all analysis cuts and without cuts on the mass of both Z bosons.
A trade-off in the second method is in a somewhat lower nominal significance (for about
8%) while statistical errors decrease by a factor of about 2.5. Full significance calculations
with and without systematics and statistical uncertainties are presented in the following
section.

2.2.5. H→ 4e Observability, mass and cross-section measurements

2.2.5.1. Discovery reach.A simple counting experiment is used here to quantify the
sensitivity of the experiment to the presence of a Higgs boson signal. The expected number
of signal (NS) and background (NB) events are evaluated in a sliding window whose central
positionm4e varies between 100 and 320 GeV/c2. The size of the optimal window increases
progressively from 6 GeV/c2 at m4e = 115 GeV/c2 to 24 GeV/c2 at m4e = 300 GeV/c2. The
Table2.13presents for each Higgs boson mass hypothesis the mean expected number of signal
and background events, and associated uncertainties.
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Figure 2.19. (a) SignificanceScP for an integrated luminosity of 30 fb−1 as a function of the
Higgs boson mass without and with systematics included in both options of ZZ(∗) normalisation
to the measured sidebands or the measured single Z production cross-section. The significanceScL

is also shown. (b) Luminosity needed for a 3σ observation and 5σ discovery with the systematics
included using ZZ(∗) normalisation to the Z cross-section.

The significance of the H→ 4e signal observation is shown as a function ofmH in
Fig. 2.19a as expected for an integrated luminosity of 30 fb−1. The results are given for both
theScP and theScL significance estimators. TheScP is defined as the probability for a Poisson
distribution with meanNB to observe a number of events equal or greater thanNS + NB,
converted in the equivalent number of standard deviations of a Gaussian distribution. The
ScL corresponds to the widely used log-likelihood ratio significance [49] and is given for
comparison. The effect of including experimental and theoretical systematics, described in
section2.2.4 and listed in Table2.13, on the significanceScP [50] is also shown, for two
different methods of controlling the background uncertainties. A signal observation with a
significance above 3 standard deviations is expected in the H→ 4e channel alone formH in
the range from 130 to 160 GeV/c2, and above 180 GeV/c2. The integrated luminosity needed
for a 5 standard deviations discovery of the SM Higgs boson in the H→ 4e channel alone is
also shown as a function ofmH in Fig. 2.19b. Systematic errors from normalisation to the Z
cross-section have been included.

2.2.5.2. Mass, width and cross-section measurements.At an early stage of the Higgs boson
search and discovery in the H→ 4e channel, given very low statistics, a robust and simple
estimation ofmH can be obtained by a simple mean (or weighted mean) of them4e values
measured for individual events. The events falling in the pre-defined optimal mass window
introduced in the above Section2.2.5.1and used to establish the signal significance, can be
used for such purposes. For higher statistics, a fit of them4e mass distribution to a signal
plus background shape can be used to extract simultaneously the mass and the cross-section
× branching ratio of a Higgs boson signal. Detector effects dominate the Higgs boson mass
resolution below the Z pair production threshold and a sensitivity to the Higgs boson intrinsic
width is expected only for masses well above 2mZ.

The precision on the parameter measurements for the Higgs boson depend on the quality
of the reconstructed electrons and can, in general, be improved using event-by-event errors
on the electron momentum estimation [46]. Example cases for two different sub-samples of
Higgs boson events differing by the pattern of the four reconstructed electrons are presented
in Fig. 2.20. Clearly, event candidates built from fournon-showeringelectrons in the barrel
part of the ECAL, a subset representing only about 1.76% of all signal events, allow for
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Figure 2.20. Mass measurements: (a) example case for two different event sub-samples differing
by the pattern of the four reconstructed electrons; (b) relative errors as a function of the Higgs
boson mass using the mean mass and the fitted mass as obtained for an integrated luminosity
of 30 fb−1.

a much bettermH measurement (smallest errors on average and least dispersion of the
mass measurement errors) than candidates built mainly from e.g.showeringelectrons in the
endcaps part of the ECAL. About 36.7% of the signal event candidates contain three or more
showeringelectrons. A weighted mean of the events of them4e distribution falling in the
signal window has been considered for the estimation of the Higgs boson mass in Ref. [37].
A simple mean can be also used for simplicity.

The reconstructed Higgs boson mass and its error obtained from the mean value for events
falling in the expected signal window is presented in Fig.2.20b. The error is obtained from
the dispersion of the mean values obtained from large number of Monte Carlo experiments at
an integrated luminosity of 30 fb−1. The results are shown as a function of the Higgs boson
mass. The systematic bias on the mass estimate for the lowmH cases for this simple mean
approach is due to the asymmetric shape of the reconstructed signal and can be modelled.
In the mass ranges where the Higgs boson signal significance exceeds 3 standard deviations,
the uncertainty on the mass determination is found to be everywhere below 0.4%. It reaches
values below 0.2% formH ' 200 GeV/c2. For comparison, results obtained by fitting them4e

distribution are also shown. The fit method requires a significant number of events (typically
&O(10)) to converge and provide reasonably stable results. Them4e distribution is fitted by
a signal plus background shape. The signal contribution is modelled with two Gaussians,
describing respectively the core and the lowm4e tail of the signal distribution. The tail
parameters (fraction, mean and dispersion) are fixed by fitting the “signal only” expectation.
The background is modelled using a flat distribution up to aboutm4e ≈ 2mZ and a linear
function (non-zero slope) for higher Higgs boson masses. This has been found to provide a
sufficiently good model of the observation in a restricted mass range around the signal region.
A likelihood fit is then performed on each Monte Carlo experiments and the reconstructed
mass and precision are extracted from the distribution of the fitted values of the peak of the
Gaussian core. Where the fit can be performed, Fig.2.20b shows that an unbiased estimation
of mH is obtained within errors.

The fitted number of signal events is used to estimate the production cross-section by
correcting for the global acceptance efficiency. The statistical precision on this measurement
is here also obtained from the width of the distribution of the fitted parameters in Monte
Carlo experiments. An unbiased measurement of the cross-section is obtained over the full
mass range considered here, with a precision of the cross-section measurement between
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20 and 30%. With such a precision, the influence of the detector systematics (about 5%) and
of the uncertainty on the luminosity measurement (less than 3% for 30 fb−1) is marginal. For
an integrated luminosity of 60 fb−1, the precision on the cross-section measurement improves
to about 15%.

A measurement of the width is possible only for Higgs boson masses above& 2mZ where
at the same time the Higgs natural width is becoming large and the detector resolution is
improving. A Gaussian width with central values of about 2.3 GeV/c2 for mH = 200 GeV/c2

and 4.2 GeV/c2 for mH = 300 GeV/c2 is obtained from the fit, but with a rather large
uncertainty of about 50%.
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Chapter 3. Physics Studies with Muons

3.1. Benchmark Channel: H→ ZZ(∗) → 4 muons

The H → Z Z(∗) → 4µ process is one of the cleanest channels for discovering the Standard
Model Higgs boson at LHC. This section presents the CMS potential for discovering the Higgs
boson in this decay mode and measuring its mass, width, and production cross section, in the
range of Higgs boson masses from 115 GeV/c2 to 600 GeV/c2. Both signal and background
event samples are generated at the Leading Order (LO) approximation, and Next to Leading
Order (NLO) production cross sections, computed using different methods, are used for
their normalisation. To simulate the detector response and reconstruct physics objects, the
full CMS detector simulation and reconstruction software was used. A full treatment of the
most important theoretical and instrumental systematic uncertainties are presented, together
with their effect on the evaluation of the significance of the Higgs boson observation and on
the measurement of its parameters. To minimise systematic uncertainties, new methods of
reconstructing the most important corrections directly from data were developed.

3.1.1. Physics processes and their simulation

The Higgs boson event samples for 18 Higgs boson mass points and the three main
background processes,t t̄ , (Z(∗)/γ ∗)bb̄ and (Z(∗)/γ ∗)(Z(∗)/γ ∗) were simulated using the
CMS simulation [8] and reconstruction [10] software. These three backgrounds will be
hereafter referred to ast t̄ , Zbb̄ and ZZ, respectively. Details on the generator-level simulation
conditions, cross sections and K-factors can be found in [51]. Many other plausible
background candidates, bb̄bb̄, bb̄cc̄, c̄ccc̄, single-top, Zc̄c, Wbb̄, Wc̄c, fake andπ/K decay
muons in QCD, were considered and found to be negligible. An example of an H→ ZZ → 4µ
event is shown in colour plateCP3.

Only events with at least 2µ+ and 2µ− in pseudorapidity range|η|< 2.4 and with
pT > 3 GeV/c were retained for further analysis. Muons outside these kinematic limits
could not be reconstructed in the CMS detector. Additional cuts were applied on dimuon
invariant masses for the Higgs boson samples (mZ > 5 GeV/c2) and for ZZ and Zb̄b samples
(mµ+µ− > 5 GeV/c2). The firstµ+µ− pair in the ZZ and Zb̄b samples was defined as the
one with its invariant mass closest tomZ, while the secondµ+µ− pair was made out of the
two remaining highestpT muons of opposite charge. These cuts do not bias the Monte Carlo
samples since all the analysis cuts, described below, are tighter.

The Higgs boson samples were generated withpythia 6.225 [24] (LO gluon and weak
boson fusion, gg→ H and q̄q → qq̄H) interfaced viacmkin [52]. Events were re-weighted
to correspond to the total NLO cross sectionσ(pp→ H) · B R(H → ZZ) · B R(Z → 2`)2

(Fig. 3.1). The cross sectionσ(pp→ H) and the branching ratioB R(H → ZZ) were taken
from [53]; B R(Z → 2`)= 0.101 [54]. Interference of permutations of identical leptons
originating from different Z bosons results in an enhancement to the cross section for
H → ZZ(∗) → 4`) processes with identical leptons [51], which is about 15% formH =

115 GeV/c2 and steadily goes to zero formH = 180 GeV/c2. This correction was calculated
with CompHEP.

The t t sample was generated withpythia 6.225 (LO gg→ t t and qq̄ → t t). Events
were re-weighted to correspond to the total NLO cross sectionσ(pp→ t t) · B R(W → `ν)2.
The NLO cross sectionσ(pp→ tt)= 840 pb was taken from [55] and the branching ratio
B R(W → `ν)= 0.320 from [54].

The Zb̄b → µ+µ−bb̄ sample was generated with theCompHEP 4.2p1 [43] matrix
element generator, interfaced topythia 6.225 for showering and hadronisation. Included
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Figure 3.1. Standard Model NLO cross section for the process(ZZ(∗) → 4µvs. Higgs boson
mass.

sub-processes were qq̄/gg→ (Z/γ ∗)bb̄ → µ+µ−bb̄. The correspondingCompHEP LO cross
section was found to be 116 pb. To obtain the NLO cross section a NLO K-factorKN L O =

2.4± 0.3, computed withmcfm [56], was used.
The q̄q → ZZ → 4µ and q̄q → ZZ → 2µ2τ event samples were generated with

CompHEP, including both the t- and s-channel diagrams [57]. The CompHEP events were
further interfaced topythia 6.225 for showering and hadronisation. TheCompHEP LO cross
sections for the two sub-processes were 113 fb and 157 fb. To account for contributions
due to all the NLO diagrams and due to the NNLO gluon fusion (gg→ ZZ, known to
contribute∼ 20% with respect to the LO [42] cross section), events are reweighted with
the m4µ-dependent K-factorK (m4µ)= KN L O(m4µ)+ 0.2. The NLO K-factorKN L O(m4µ)

was obtained withmcfm. The details on the dynamic differences between NLO and LO are
summarised elsewhere [58].

The m4µ distributions for a Higgs boson signal ofmH = 140 GeV/c2 and the main
backgrounds are shown in Fig.3.2after the pre-selection cuts described above.

3.1.2. Event selection

3.1.2.1. Trigger and offline muon selection.CMS has been designed and optimised to detect
and reconstruct muons. These particles provide a very clean signature and thus a very high
trigger efficiency, with an average of 98% for the Level-1 Global Muon Trigger [7]. The
inclusive muon triggers based on the selection of a single muon withpT > 19 GeV/c or
dimuons withpT > 7 GeV/c assures an efficiency of practically 100% for collecting events
with four high-pT muons.

In order to minimise muon reconstruction systematic uncertainties, we select only those
reconstructed muons that have transverse momentumpT > 7 GeV/c, if they are in the central
pseudo-rapidity region (|η|< 1.1), or with momentump> 13/, GeV/c, if they are in the
endcaps (|η|> 1.1) [59]. These cuts do not affect the number of accepted signal events
significantly.

Also, we require that all four possible combinations of the reconstructed dimuon
masses be above 12 GeV/c2, mµ+µ− > 12 GeV/c2. As in the previous case, this cut has a
very little effect on the Higgs boson events and is primarily intended to suppress poorly
simulated hadron background contributions originating from charmonium and bottomium
dimuon decays.
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Figure 3.2. Distributions of m4µ after pre-selection cuts fort t , Zbb̄, ZZ and a Higgs boson signal
of mH = 140 GeV/c2.

3.1.2.2. Discriminating variables.The H→ ZZ(∗) → 4µ signal presents a characteristic
topology, which consists of two opposite charge muon-pairs in the final state. All four
muons are isolated, have a high transverse momentum and point to the same Z-boson
mass, depending on the restrictions in the phase space introduced by the Higgs boson mass
itself. The four-muon invariant mass peaks at the Higgs boson mass, within the detector
resolution. The width of the resonant peak accounts for the natural Higgs boson width and the
detector resolution.

In Zbb̄ and t t background events, two of the muons come from b-quark decays and
are usually found within a jet (i.e., non-isolated), have lower transverse momenta and often
exhibit detectable displaced vertices. The isolation is defined as the amount of transverse
energy in the calorimeter (calorimeter isolation), or the sum of the transverse momentum of
the tracks reconstructed in the tracker (tracker isolation), inside a cone inη-φ space with
a radiusR ≡

√
(1η)2 + (1φ)2 around each muon. Figure3.3 (left) shows the distribution

of the calorimeter isolation variable for the least isolated muon, for two potential Higgs
boson signals, 150 GeV/c2 and 300 GeV/c2, and for the background. Requiring a maximum
isolation in all four muons drastically suppressest t and Zb̄b contamination.

Further restrictions on thepT spectrum of the 2 lowestpT muons in the event (see Fig.3.3
(right), for the 2nd lowestpT muon) reduces even more thet t and Zb̄b contamination. In
this way, the ZZ background, which presents a topology very similar to that of the signal,
becomes the dominant and irreducible background. Only the four-muon mass distribution,
the main discriminant, allows the resonant Higgs signal to be identified over the continuum
ZZ production.

Distinction on the basis of dimuon invariant mass or displaced vertices does not increase
the Higgs boson signal over the ZZ background. However, they may play an important
role in eliminating other possible unaccounted for backgrounds, arising from the primary
interactions, accelerator beam halo, detector mis-performance, etc.

Additional variables that may help discriminating H from the dominant ZZ background
have been studied:pT(4µ), number of jets and theirET, etc. However, these variables are
driven by the NLO production processes, while our samples were generated at the Leading
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Figure 3.3. Examples of discriminating variables: (left) muon calorimeter-based isolation
∑

ET
for the least isolated muon and (right) transverse momentum of the 2nd lowest pT muon. The
hatched histograms represent the Higgs boson signals of masses 150 GeV/c2 and 300 GeV/c2,
while the solid, dashed and dash-dotted lines indicate the contribution from thet t , ZZ and Zb̄b
backgrounds, respectively. The arrows indicate the positions of the cuts.

Order bypythia andCompHEP. Therefore, any conclusions that we might derive from these
samples would not be reliable. Some muon angular distributions also have some differences
originating from the underlying spin structures, but they are not sufficiently discriminating to
be used and may be strongly affected by the NLO diagrams.

3.1.3. Higgs boson search analysis

3.1.3.1. Search usingm4µ-independent cuts.Given the clear signature of the Higgs boson
events, the signal extraction has been performed with a unique set of cuts, independent the
Higgs boson mass, the details can be found in [60]. A Higgs mass-independent analysis
is expected to minimise the dependence on the simulation of the discriminating variables
in the Monte Carlo and the sensitivity to systematic errors. It is also readily applicable to
real data and robust under variations of the detector conditions (calibrations, resolutions,
efficiencies). Moreover, in our case, a mass-dependent selection does not significantly increase
the significance of observing a signal.

A unique set of selection cuts has been designed to make the analysis robust when applied
to real data. As explained below, some of the cuts (dimuon invariant mass,pT cuts on the two
hardest muons and isolation cuts on the two most isolated muons) slightly decrease the signal
significance but make the selection more robust under imperfect conditions in the detector.

A loose requirement on the invariant mass of the pair of unlike-sign muons in the event
which is closer to the nominal Z-boson mass, namely, 70 GeV/c2 <mµ+µ− < 100 GeV/c2,
leaves more than 90% of the signal, while eliminating around 50% of thet t contamination.
The loss in the signal is due to the internal bremsstrahlung and Z→ 2τ → 2µ4ν decays.

Cuts of 12 GeV/c and 8 GeV/c are set on thepT of the two lowest-pT muons. ThepT

of the two highest-pT muons must be larger than 15 GeV/c. The latter cut affects neither the
signal nor the background, but is considered useful for eliminating unexpected background
in real data. The efficiency of thepT cuts in the signal is close to 90% while it suppresses
around 50% of the remaining Zbb̄ events, 40% of thet t events and about 20% of the
ZZ background.
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Figure 3.4. (Left) H → ZZ(∗) → 4µ efficiencyvs. mH after different cuts are applied. (Right)
Reconstructed four-muon invariant mass distribution, for an integrated luminosity of 30 fb−1, for
background (shaded histograms) and several Higgs signals (hatched), after the selection criteria
are applied.

For the purposes of the isolation cut optimisation, different cone radii and several energy
and transverse momentum thresholds have been studied. Those yielding the maximum signal
significance are, for calorimeter isolation, a cone radius of 0.24 and energy thresholds of
5 GeV and 9 GeV, while for tracker isolation a cone radius of 0.20 andpT thresholds of
2.5 GeV/c and 4 GeV/c. The numbers are given for the two least isolated muons. Although
a requirement on the isolation of the two most isolated muons does not increase the signal
significance, following the same argument as in the case of thepT cuts, a cut of 3.5 GeV/c
and 5 GeV/c for the calorimeter isolation and 2 GeV/c and 2.5 GeV/c for the tracker isolation
is set for the two most isolated muons.

After these cuts, Zb̄b andt t events are suppressed to a negligible level in comparison to
the remaining ZZ background. The efficiencies of each selection cut over the signal, for the 18
Higgs mass points studied, are shown in Fig.3.4(left). The four-muon mass distributions for
signal and background events that survive the selection cuts are displayed in Fig.3.4(right).

In order to estimate the statistical significance of the signal, the log-likelihood ratio (LLR)
statistical method [61,62] is used. The distribution to discriminate signal and background is
the four-muon invariant mass (Fig.3.4 (right)). This distribution, for each Higgs boson mass
hypothesis and for the background, is used to calculate the log likelihood ratio,−2 lnQ,
which is then used to evaluate the compatibility of the data with either thesignal plus
backgroundor thebackground-onlyhypothesis [60]. The−2 lnQ estimator is sensitive both
to the normalisation and the shape of the discriminant. Each event in the sum has a weight
ln (1 +s/b)which depends on the signal-to-background ratio,s/b, in the bin where it is found,
which in turn depends on themH hypothesis. The whole spectrum of the discriminant variable
enters the LLR calculation. This avoids any ambiguity in the definition of a signal region for
determining the signal significance, present in counting methods.

Figure3.5 (left) shows the statistical significance,SL ≡
√
< 2 ln Q>, for an integrated

luminosity 30 fb−1 at different m4µ invariant masses, should the Higgs boson exist at one of
these masses. Based on this distribution, the plot on the right depicts the integrated luminosity
required to reach a statistical significance of the signal of 3σ and 5σ , as function ofmH.
The expected integrated luminosity required to exclude the signal at the 95% confidence level
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Figure 3.5. (Left) Statistical significance of the signal,SL , as function of the Higgs boson
mass for an integrated luminosity of 30 fb−1, for mass-independent cuts (filled circles) and
mass-dependent cuts (empty circles). The shaded band represents the statistical uncertainty on
SL . (Right) Integrated luminosity, for mass-independent (lines with filled squares, circles, and
triangles) and mass-dependent cuts (lines with empty pointers), required to achieve a statistical
significance of three (middle pair of curves) and five (upper pair of curves) standard deviations,
as a function of the Higgs mass. The integrated luminosity required for excluding a Higgs boson
signal at the 95% C.L. in a background-only experiment is also displayed (lower pair of curves).

in a background-only experiment is also shown as function ofmH. The effect of including
systematic uncertainties (subsection3.1.3.3) in the calculation ofSL is at the level of 15%-
20% of the statistical accuracy of the expected significance, supporting that this analysis is
not dominated by systematic uncertainties.

In order to more accurately quantify the degree of compatibility of the observed data
with any of the two hypotheses, the confidence levels CLb and CLs are defined using the
−2 lnQ probability density functions, pdf, for both the background-only and the signal-plus-
background hypotheses (details can be found in Refs. [60, 61]).

The presence of a signal can be inferred from the behaviour of 1− CLb for the
background-only hypothesis, which is the probability of observing in a sample of simulated
background-only experiments a more signal-like value of−2 lnQ. The observation of the
value 1− CLb = 2.85× 10−7 indicates a 5σ excess in the data with respect to the background
expectation. While CLb quantifies the lack of compatibility of an excess of observed events
with the background-only hypothesis, CLs gives information about how compatible it is with
an actual signal (Fig.3.6).

3.1.3.2. Search usingm4µ-dependent cuts.One can take advantage of the fact that the Higgs
boson resonance H→ ZZ(∗) → 4µ is relatively narrow and use m4µ-dependent cuts for its
search. All details of such search strategy can be found in [51]. The analysis steps in this case
would be as follows:

• First, events with 4 muons (2µ+2µ−) satisfyingpT, p, andmµ+µ− quality cuts as described
in Section3.1.2.1are selected. This ensures that muons are reliably reconstructed and
removes a “contamination” originating from heavy quarkonia decays.

• Second, after reconstructing a four-muon invariant mass, the m4µ-dependent cuts are
applied. The cuts, being smooth functions of m4µ, are optimised in such a way that they
maximise the significance of the Higgs signal excessat all Higgs boson mass points.
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Figure 3.6. Mean values for 1− CLb (left) and 1− CLs (right) as a function of the Higgs boson
mass hypothesis, assuming existence of Higgs boson at 250 GeV/c2 mass and for an integrated
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• And finally, the resulting m4µ distribution is analysed for the presence of a Higgs boson
resonance. The search can be done using either the LLR significanceSL estimator built
for the whole spectrum or the LLRScL estimator built for a single-bin, or signal window
(counting experiment). The direct comparison of the results can be found in [51].

To perform the desired m4µ-dependent cut optimisation, we used a recently developed
programgarcon [63]. The counting experiment significance estimatorScL is the natural tool
for such optimisation. The first half of the available Monte Carlo statistics was used for the
cut optimisation. The results for the 18 Higgs mass points were then fit to obtain smooth m4µ-
dependent cuts. It was found that, given the level of the expected dominant backgrounds (t t ,
Zbb̄, ZZ), there are only three critical discriminating cuts (details are given in Ref. [51]):

• The muon isolation cut, both tracker- and calorimeter-based, on the worst isolated muon,
or equivalently one common cut on all four muons. This cut strongly suppressest t and
Zbb̄ backgrounds. The cuts gets tighter and tighter as m4µ gets smaller since Zbb̄ andt t
increase (Fig.3.2).

• The pT on the second lowestpT muon, or equivalently one common cut on the three highest
pT muons. This cut helps to further suppress Zbb̄ background to the level well below ZZ
and reduces the ZZ background at high four-muon invariant masses. This cut becomes more
stringent with increasing m4µ.

• The m4µ window being used for scanning over the background. It roughly corresponds to
the± 2σ width, whereσ is the Higgs boson peak width that includes the detector resolution
and the Standard Model Higgs boson width.

The final results are obtained by applying these cuts to the second half of the available
Monte Carlo statistics. The observed stability of the results ensures that the cut optimisation
did not pick peculiar phase space corners corresponding to statistical flukes. After applying
the cuts, thet t and Zb̄b backgrounds are now suppressed well below the irreducible
ZZ background.
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Figure 3.5 shows, for different Higgs boson masses, the expected significanceSL

at L= 30 fb−1 (left) and the average integrated luminosities at which a “5σ -discovery”,
“3σ -evidence”, and exclusion at 95%CL are expected (right). The gain in significance
with respect to the flat, m4µ-independent, cuts can be easily translated into probabilistic
terms. For example, the Higgs boson withmH = 130 GeV/c2 is right at the “5σ -discovery”
threshold for an integrated luminosityL= 30 fb−1. The difference in the average expected
significance, 5.1 and 6.0, means in this case that the chances of observing significance in
excess of 5 formH = 130 GeV/c2 at L= 30 fb−1 are 55% for the flat cuts and 80% for the
m4µ-dependent cuts.

3.1.3.3. Systematic errors.The analysis of the systematic errors can be sub-divided into two
distinct stages. First, one needs to understand the level of uncertainties in predicting the level
of background in the vicinity of a particular m4µ point being investigated for a possible event
excess. Second, these uncertainties in the background need to be included in the evaluation of
the significance of an excess of events, should it be observed.

Uncertainties in the signal are not very important for establishing an excess of events
over the background. It is the uncertainties in the background that are of main concern. After
applying the analysis cuts as described earlier, the ZZ production is the dominant irreducible
background with all other processes giving much smaller contributions. This reduces the
analysis of systematic errors to those of the ZZ→ 4µ process.

One can try to evaluate the theoretical and detector performance related uncertainties
starting from the first principles. However, especially during the earlier stages of the
detector operation when the changes in the system are frequent and hard to monitor and
timely incorporate into the detector Monte Carlo simulation, these estimations have limited
predictability. Therefore, we developed methods evaluating various corrections, such as muon
reconstruction efficiency, muon isolation cut efficiency, directly from data in order to minimise
reliance on the Monte Carlo simulation, and, thus, significantly reducing the associated
systematic errors. Also, throughout this analysis, we estimate the background around a
particular m4µ with reference to ameasuredcontrol sample. Note that this completely
eliminates uncertainties associated with measuring the luminosity and reduces the sensitivity
to PDF and QCD-scales. For the control sample, we use either the inclusive Z→ 2µ process
or sidebands of the m4µ spectrum itself.

The main uncertainties can be grouped as follows:

1. Uncertainties associated with the background production rates,i.e. not directly related to
CMS Detector performance itself:

• ZZ: PDF and QCD scale uncertainties described in details in Ref. [47].
• ZZ: NLO and NNLO contributions vs LO described in details in Ref. [58] plus some

related issues are discussed in Ref. [42]. These possible uncertainties are not taken
into account in the results shown below, for details see Ref. [51].

• LHC luminosity: when we estimate the ZZ background events in the signal region via
the measured number of events in the control samples, the luminosity uncertainties
largely cancel out.

2. Uncertainties associated with the CMS detector performance (hardware/software) and our
analysis-specific cuts:

• ZZ: Trigger efficiency, being very close to 100% due to presence of four muons, does
not have substantial systematic errors.
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Figure 3.7. Uncertainties in the count of the ZZ→ 4µ background events in the signal region
window at different m4µ. The window size is±2σ of the expected experimental Higgs resonance
width. (Left) The background event count in the signal region is derived from the measured number
of Z → 2µ events. (Right) The background event count in the signal region,b, is calculated from
the number of ZZ→ 4µ eventsB in the range 100 GeV/c2–700 GeV/c2 (excluding the signal
region window), i.e.b = ρ · B.

• ZZ: The muon reconstruction efficiency is determined directly from data [59]. The
associated systematic error is less than 1% per muon. Using normalisation to the
measured Z→ 2µ process, this leaves us with 2% uncertainty per event for the
ZZ → 4µ background production.

• ZZ: The muon isolation cut efficiency is also determined directly from data [64]
with about 2% uncertainty per event.

• Higgs: m4µ resolution is affected by muonpT resolution. This almost does not affect
the background distribution. In [51], we show that even making a mistake in the
m4µ distribution width by as much as 25% has only a tiny effect on evaluating a
significance of an excess of events. The muonpT resolution is fairly easy to measure
from data using the measuredJ/ψ andZ peak widths with the precision much better
than needed.

• ZZ: m4µ scale. The effect of these uncertainties on the number of background events
in a signal window appears only on steep slopes of the m4µ distribution. For the
steepest part of the m4µ distribution in the 180 GeV/c2–200 GeV/c2 range, we obtain
δb/b ∼ 0.1δm4µ, where m4µ is in GeV/c2 andb is the number of background events.
This implies that to be able to neglect this effect, one needs to know the momentum
scale with precision of 0.1 GeV atpT ∼ 50 GeV/c. This can be easily achieved with
just a few hundreds of Z→ 2µ events.

Fig. 3.7summaries all systematic errors on the expected number of events in the Z→ 4µ
background for the two methods: via referencing to the total measured Z→ 2µ cross section
and via referencing to the event count in the sidebands of the m4µ spectrum itself.

Significance with the background uncertainties included

For the Gaussian-like signal over relatively flat background, theSL and ScL estimators are
strongly correlated, with the typical difference of 5%–10% [51]. This stems from the fact that
the signal peak is very localised and the background is relatively flat. This allows us to study
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Figure 3.8. Effect of including systematic errors into evaluation of significance at the time of
measurements. The reference luminosities, dependent on the Higgs boson mass, are chosen to
correspond to an observation of significanceS= 5 without systematic errors. Solid circles show
degrading of significance for the case of systematic errors when the background is evaluated from
the measured Z→ 2µ cross section. Open circles show the effect for the case when the background
in signal region is normalised to the sidebands.

the effect of systematic errors on the evaluation of significance at the time of measurements
using the counting experiment approach, for which everything can be done analytically. All
details on the method we use can be found in Ref. [51]. The method allows to account for the
theoretical and instrumental systematic errors as well as for statistical errors when a control
sample with a limited event count is used.

The final result of these studies is presented in Fig.3.8. Starting from an integrated
luminosity at which the statistical significance of a Higgs boson observation would be equal
to 5 (if the level of background without any errors was known), the figure shows how this
significance must be de-rated due to the systematic errors at the time of the measurements
as described in the previous sub-section. The effect of systematic errors at low or high
luminosities is not as important: at lower luminosity the significance is not sufficient to
make serious claims, anyway; while after surpassing the significance of 5, the existence of
the Higgs boson can be considered established and the focus must be switched to measuring
its parameters.

The two curves with full and open circles show the difference of the two methods for
evaluating the background in the signal region: via normalisation to the measured Z→

2µ cross section, and via normalisation to the event count in sidebands (100 GeV/c2 to
700 GeV/c2, excluding the signal region). The effect of systematic errors at lower luminosities
becomes smaller for the former method and quickly diverges for the latter. As the luminosity
increases, the trends obviously reverse. Around the threshold ofS= 5, the difference between
the two methods is not very dramatic; the true benefit of using two approaches to estimating
background from data is in their complementarity.
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Local significance and overall statistical fluctuation probability

In a search for a relatively narrow 4µ invariant mass peak over a broad background spectrum,
one must take into account that the probability of observing a background fluctuation giving
an excess of events consistent with a Higgs hypothesis ofsome particular massmight be
considerably higher that the local significance calculated for a given mass might imply.
This over-estimation of significance strongly depends on how the analysis is set and what
constraints/priors on the “phase space” of parameters are used. For example, in a search
specifically tailored for the Standard Model Higgs, the only free parameter is the Higgs boson
mass; its width, production cross section, and decay branching ratios are dependent on the
mass. To make the search even more constrained, one can use a prior on the Higgs mass as it
comes out from the precision electroweak measurements. A specific case study showing the
potential scope of the effect, which may be comparable or even larger than the effect of the
systematic errors discussed above, is given in AppendixA.

3.1.4. Measurement of the Higgs boson properties atL= 30 fb−1

The capabilities of the CMS detector to measure the mass, cross section and width of the
Higgs boson are determined for an integrated luminosity of 30 fb−1 [65]. These parameters
are measured using a binned maximum likelihood fit to the reconstructed four-muon invariant
mass, which includes the signal and background contributions after all the selection cuts have
been applied (Fig.3.4 (right)). The ‘observed’ distribution,fsb, is expressed in terms of the
signal,ps, and background,pb, probability density functions (pdf) as:

fsb(m4µ; mf i t , 0, Ns, Nb)= Ns · ps(m4µ; mf i t , 0)+ Nb · pb(m4µ)

Ns is the number of signal events,Nb the number of background events,m f i t the position of
the mass peak and0 the intrinsic width of the Higgs boson. The signal pdf is the sum of two
contributions: a convolution of a Breit–Wigner signal shape with a Gaussian distribution that
accounts for detector resolution,pcore, and a function that reproduces the radiative tail due to
internal bremsstrahlung,ptail :

ps = β · pcore(m4µ; mf i t , 0, σ )+ (1−β) · ptail (m4µ; mf i t , τ )

where 1−β is the fraction of signal events in the radiative tail. The tail shape is parameterised
ad hocas

ptail =
(m4µ − mf i t )

2

2τ 3
exp

(
m4µ − mf i t

τ

)
if m4µ <mf i t and is zero otherwise [66]. Figure3.9(left) illustrates the different contributions
to fsb. The ps function is fitted to the signal-only distributions to obtain the parameters of the
radiative tail, which remain fixed in the fit to the signal plus background spectra.

For Higgs boson masses below 190 GeV/c2, the intrinsic width is negligibly small
compared to the mass spread introduced by the experimental resolution and the signal is thus
approximated by a Gaussian shape. For masses above 400 GeV/c2, the natural width of the
Higgs is much larger than the experimental resolution, hence the description using a pure
Breit–Wigner function yields similar parameters as those obtained from the convolution.

The detector resolution is extracted from the m4µ distribution of ZZ events with a four-
muon mass above 2mZ, for which the kinematics is similar to that of the signal. For masses
below 2mZ, the intrinsic Higgs boson width is negligible, therefore the resolution is measured
directly from the width of the m4µ distribution. This width has been found to be consistent
with the extrapolation of the resolution determined using ZZ events.
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Figure 3.10. (Left) Relative shift of the fitted value of the Higgs boson mass with respect to the
input mH value, as function ofmH. The shaded area is the error in the determination of the peak
value from the fit, also shown as function of the Higgs boson mass (right). The dots correspond to
the result of the convolution and the triangles to the Gaussian approximation.

The background pdf,pb, is approximated by either a polynomial or an exponential
function, depending on the mass region under study. The parameters are determined
performing a binned maximum likelihood fit to the background sample. The parameters
defining the shape of the background are fixed in the global fit to signal plus background,
but not its normalisation.

The values of the parameters, together with their errors, are obtained directly from the fit.
The result of the fit to the signal plus background distribution is shown in Fig.3.9 (right) for
a Higgs boson signal ofmH = 250 GeV/c2. Figure3.10(left) depicts the relative shift of the
fitted Higgs boson mass with respect to the true mass, together with its statistical error. These
values are compatible with zero in the full range of masses, which means that the true mass
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Figure 3.11. (Left) Relative error in the cross-section measurement,1Ns/Ns, as a function of the
mH.1Ns is the statistical error ofNs obtained from the fit. The dots correspond to the result of the
convolution and the triangles to the Gaussian approximation. The dashed line indicates the impact
of the systematic uncertainties. (Right) Measured Higgs boson width (squares), its statistical error
(green band) and the theoretical calculation of0H (dashed line). Upper limits to the width at 95%
C. L. are shown (red line) formH < 190 GeV/c2. The result of Gaussian (triangles) and Breit–
Wigner (dots) fits are also shown for comparison.

is accurately recovered after applying the fitting method to the reconstructed sample. The
evolution of the relative error as a function of the true mass is displayed in Fig.3.10(right),
showing that the mass can be measured with precisions from 0.1% to 5.4%. The increase in
this error around 170 GeV/c2 is due to the smaller signal statistics caused by the suppression
of the H→ ZZ(∗) decay at this mass. The increasing uncertainty at higher masses is due to
the smaller production cross sections, the larger intrinsic width of the Higgs boson and, to a
lesser extent, the worse resolution for highpT muons.

The number of signal and background events is obtained from the fit. The relative error
in the cross-section measurement is determined from the number of signal events (Ns) and its
statistical uncertainty (1Ns) as1Ns/Ns, shown in Fig.3.11(left) as function of the Higgs
boson mass. The contribution of the background is properly taken into account, as its nor-
malisation is a free parameter in the fit. The cross section can be determined with a precision
between 20% and 45%, except for masses below 130 GeV/c2, where the statistics is low.

The measured width, together with its statistical error, is presented in Fig.3.11(right) as
function of the true mass. The width can be determined with an error between 35% and 45%
above 190 GeV/c2. Below this mass there is no sensitivity to the Higgs boson width and upper
limits at 95% confidence level (C.L.) are set. For the sake of comparison, the width obtained
by fitting only a Gaussian for masses below 200 GeV/c2 and only a Breit–Wigner for masses
above 200 GeV/c2 is also shown, together with the statistical uncertainty. The Breit–Wigner-
only fits do not take into account the detector resolution, and therefore the intrinsic theoretical
values are not recovered.

The measurement of the parameters is affected by systematic uncertainties in the
muon momentum resolution (determined from data), in the muon reconstruction efficiency
(around 2%) and those associated to the selection cuts (close to 1%) [60]. These systematic
uncertainties are mostly uncorrelated. The impact in the measured mass and width is
small. The cross-section measurement is also affected by the uncertainty in the luminosity
determination, which is around 3% (Fig.3.11(left)).
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The results obtained for Higgs boson masses around 170 GeV/c2 and above 500 GeV/c2,
for which the expected number of events is somewhat low forL= 30 fb−1, have to be
taken as representative results for the typical expected distributions. The higher errors of the
parameters for thosemH values are consistent with statistics. For extending the measurement
of the Higgs boson parameters to smaller masses or to lower luminosities, it should be more
appropriate to extract the parameters from a large set of randomly chosen four-muon mass
distributions with the correct statistics.

3.1.5. Conclusions

Discovery of the Standard Model Higgs boson and measurement of its mass, production cross
section and width in the “golden” decay mode H→ ZZ(∗) → 4µ were analysed with the
CMS Detector. The explored range of Higgs boson masses was 115 GeV/c2–600 GeV/c2.
The Monte Carlo samples were normalised to represent the NLO cross sections, including
m4µ-dependent K-factors. To simulate the detector response and reconstruct physics objects,
the full CMS Detector simulation and reconstruction software was used. The Higgs boson
discovery potential was explored for different analysis variations, including the use of
m4µ-dependent and flat cuts, log-likelihood ratio based on the full m4µ spectrum and
a straightforward counting experiment approach. A full treatment of the most important
theoretical and instrumental systematic errors and their effect on evaluation of significance of
the Higgs boson observation as well as measuring its parameters were presented. To minimise
systematic errors, a number of methods of reconstructing the necessary corrections directly
from data were developed.

It was shown that at∼ 2 fb−1 of integrated luminosity, CMS would be able to start
excluding the Standard Model Higgs boson at 95% CL formH in vicinity of 200 GeV/c2.
By the time CMS reaches∼ 30 fb−1, it would exclude the Standard Model Higgs boson in its
four-muon decay mode in the mass rangemH = 120 GeV/c2–600 GeV/c2, if indeed it does
not exist.

The discoveries at the level of “5σ ” local significance could be already possible at
∼10 fb−1 for mH in the range 140 GeV/c2–150 GeV/c2 and 190 GeV/c2–400 GeV/c2. By the
time∼30 fb−1 are collected, the discovery range would open up to 130 GeV/c2–160 GeV/c2

and 180 GeV/c2–500 GeV/c2. An observation of the Higgs boson with the massmH ∼

170 GeV/c2 or ∼ 600 GeV/c2 in the H→ ZZ(∗) → 4µ decay channel would require an
integrated luminosity of the order of 100 fb−1.

At the integrated luminosity of∼30 fb −1, the Higgs boson mass could be measured with
a precision between 0.1 % and 5.4 %, depending on its mass. The intrinsic width could be
measured only for the Higgs boson heavier than 190 GeV/c2, with a precision∼ 35%. For
lower masses, the Higgs boson width becomes much smaller than the detector resolution and
only upper limits of the order of a few GeV could be set. The production cross section would
be determined with a precision∼30%.

3.2. Benchmark Channel: H→ WW(∗) → 2 muons

3.2.1. Introduction

Previous studies [67,68] demonstrated the relevance of the H→ ZZ(∗) → 2/2ν channel for
the Higgs discovery with an integrated luminosity of less than 5 fb−1. The physics study was
performed on the data produced at the end of the full simulation, trigger and off-line detector
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reconstruction chain, including realistic assumptions for the sub-detectors misalignments. The
goal of this study is to provide the discovery potential as a function of the Higgs mass using
detailed simulation reconstruction code, considering all the relevant background contributions
and providing an as much as possible complete estimation of the systematic errors. The muon
reconstruction has an average efficiency in the detector geometrical acceptance (η < 2.4)
of 95–99% for the transverse momentum ranging from 5 GeV/c up to PT = 1 TeV/c, as
extensively discussed in [7], while the fraction of mis-assigned charge for muons with
PT = 100 GeV/c is less than 0.1%.

3.2.2. Physics processes

3.2.2.1. Signal processes.The signal was studied in the range between 130 to 180 GeV using
7 samples of datasets (Table3.1). The generation was done using thepythia program [69],
considering the most relevant signal sources:

gg→ H → W W(∗)
→ 2µ2ν (3.1)

qq̄ → V V q′q̄′
→ Hq′q̄′

; H → W W(∗)
→ 2µ2ν (3.2)

In the simulation, digitisation and reconstruction the effect of the event pile up expected at the
machine luminosity 2× 1033cm−1s−2 was included. An example of a pp→ H + X event with
H → WW → µνµν is shown in colour plateCP4.

3.2.2.2. Background processes.The dominant background giving the largest contribution at
the end of the complete selection chain, is the irreducible one from the continuum production
of W pairs decaying into muons and neutrinos. Other significant or critical sources of
backgrounds are the production of top quarks and the Drell–Yan muon pairs. The most
important backgrounds are thus the processes:

qq̄ → W+W−
→ 2µ2ν (3.3)

gg→ t t̄ → 2µ2ν (3.4)

qq̄ → γ ∗, Z → 2µ (3.5)

Further contributions frombb̄, ggW W, W Z, Z Z, and Wt production processes were
also considered. A part fromWt andgg→ W W, all the processes have been generated with
pythia. For the former process, theTopReX Monte Carlo [44] has been used which correctly
takes into account the top mass and the spin correlations throughout the decay chain. The
latter dataset has been simulated starting from a Monte Carlo sample produced by N. Kauer
et al. [70]. The full list of dataset samples used for the background study is given in Table3.2.

3.2.2.3. Cross sections at NLO.All the processes considered in this study have been
simulated with LO accuracy. In order to approximate the NLO predictions for the signal
and the W-pair background, phase space depended reweighting K-factors has been applied
[71]. These factors have been obtained by matching respectively thepT distribution of the
Higgs and of theW+W− system provided bypythia to the one predicted bymc@nlo [72]38.
The K(pT) factors used for eachpT intervals are given in Appendix of [73]. The absolute
cross sections for Higgs production through gluon-gluon fusion and vector boson fusion have
been calculated [20] and are listed in Table3.1.

38 For the signal, only the Higgs production through the gluon–gluon mechanism has been reweighted with K(pT)
factors accordingly to NLO description.
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Table 3.1.The cross section at the next-to-leading order for Higgs production through gluon fusion
and vector boson fusion (VFB) processes and the number of generated events are reported.

Higgs mass σ N L O
× B R(2l ) σ N L O

× B R(2l ) σ N L O
× B R(2l )

(GeV/c2) Gluon Fusion (pb) VBF (pb) num. of events

130 0.94 0.12 20000
140 1.39 0.19 20000
150 1.73 0.25 17000
160 2.03 0.31 44000
165 2.04 0.32 49000
170 1.95 0.31 40000
180 1.71 0.28 20000

Table 3.2.The cross section at the next-to-leading order for the background processes. Thegg→

W W process is generated using a matrix element program linked topythia for the showering
[70]. This process is only known at LO. (∗) For bb̄ → 2µ the pre-selectionpT > 20,10 GeV/c
was applied.

Channel σ N L O
× B R(pb) num. of ev.

qq → W W→ 2l 11.7 164000
t t̄ 840 548000
gg→ W W→ 2l 0.54 (LO) 50000
γ ∗, Z 145000 2700000
bb̄ → 2µ 710 (LO)(∗) 640000
ZW → 3l 1.63 72000
tWb→ 2l (TopReX) 3.4 191000
Z Z → 2l 1.52 99000

No reweighting has been applied to the other processes, whose total cross sections have
been simply rescaled accordingly the NLO calculation performed sing themcfm Monte Carlo
program [55,74,75]. These cross sections are reported in Table3.2.

3.2.3. Event selection

The signal selection requires the identification of two highpT isolated muons. The background
reduction is obtained applying suitable kinematic cuts to the reconstructed muons, a veto
on the presence of central jets and a high missingET (MET) in the event. As discussed in
the following sections, separate optimisations were performed independently on the muon
isolation variables, jet and missing energy thresholds and on the muons kinematical variables.

3.2.4. The trigger selection

Events passing the global Level-1 trigger must be reduced with a more restricted
trigger requirement to limit the recorded event rate. Two trigger streams were considered
in this analysis:

1. the HLT double muon stream;

2. the OR of the HLT single muon and double muon stream.
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Before any selection the single or double muon HLT trigger efficiency is 92%, while
the double muon HLT trigger efficiency is 80% [76]. After the off-line cuts for the Higgs
selection, which will be described in detail in the following section, the overall efficiency of
the first stream relative to the second one is found to be (97± 1)%, for mH = 165 GeV/c2.
In the following, the trigger selection used was the HLT double muon stream, for which the
trigger rate is predicted to be a factor∼7 smaller than the single muon one [76].

3.2.4.1. The muon identification and isolation.A first event selection based on the
identification of two prompt muons required:

• Level-1 and HLT dimuon trigger bits found;
• two oppositely charged muons reconstructed by the Global Muon reconstructor algorithm

developed inorca, as described in [7].

The first requirement assures the events to be found in the CMS dimuon data stream,
which currently foresees a symmetric threshold of 7 GeV/c on the pT of both muons as
reconstructed by the High Level Trigger algorithm, for operations at a machine luminosity
of 2× 1033cm−2 s−1; in addition, at least one of the muons must fulfill the HLT isolation
criteria [76]. As discussed in Ref. [76], the trigger rate for this datastream is predicted to be
about 4 Hz.

At the off-line reconstruction and selection stage, two cones were considered for the
isolation around each reconstructed muon tracks. The

∑
PT summed over all the charged

track candidates found in the Tracker detector was accounted inside the first cone. The∑
Et over the energy deposits in the ECAL and HCAL towers was accounted in the second

cone. The size of a cone around a muon track is defined as1R =
√
1η2 +1φ2. A muon is

considered to be isolated if the
∑

Pt (
∑

Et) inside the considered cones of size1RTracker

(1RCalo) is below the thresholdPT (max) (ET (max)). An optimisation study was performed
to find the four parameters:

(1) 1RTracker (2) PT(max) (3) 1RCalo (4) ET(max)

searching for the highest signal over background ratio. The optimisation was performed using
the signal dataset withmH = 165 GeV/c2 and thebb̄ background dataset, which is the most
sensitive to the isolation cut. At this first stage of the selection, the background reduction was
not requested to be very large, thus keeping the signal reduction relatively small; for each
combination of the cones:

1RTracker = 0.25,0.3,0.35,0.4 1RCalo = 0.25,0.3,0.35,0.4 (3.6)

the cut efficiency of 85% for the signal was requested. With two free parameters,ET (max)
andPT (max), several solutions are possible. A reasonable choice is to give the same weight
to the Tracker and Calorimeter isolation cuts. The mean and the r.m.s. values of thepT and
energy deposition for the signal dataset within different cones are reported in [77]. For each
set of isolation cones (1RTracker,1RCalo ) the ET andPT thresholds were chosen as follows:

Ethresh
T =< ET > +x · σ(ET) (3.7)

Pthresh
T =< PT > +x · σ(PT) (3.8)

where the parameterx was set to the value giving the required 85% efficiency for the signal.
Figure3.12shows the resulting background selection efficiency.
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Figure 3.12. bb̄ background efficiencies for the 16 combinations of cones considered for the muon
isolation selection cut.

The best selection is obtained with:

1RTracker = 0.25 PT < 2.0 GeV/c 1RCalo = 0.3 ET < 4.7 GeV (3.9)

corresponding tox = 1.8 for the energy deposition andPT cut. The isolation cuts used in the
analysis were:

1RTracker = 0.25 PT < 2.0 GeV/c 1RCalo = 0.3 ET < 5.0 GeV. (3.10)

3.2.5. Jet reconstruction and the jet veto

The reconstruction of jets is needed to obtain a strongt t̄ background reduction by applying
a jet veto. The jet reconstruction algorithms can use the raw energy sum of the ECAL
and HCAL towers, either with a fixed energy threshold or withη-dependent thresholds.
The η-dependent threshold does not improve thet t background rejection with respect to a
fixed combinedET and E thresholds [73]. The jets reconstructed from raw energies with
fixed ET and E thresholds were finally chosen to be used for the JET veto. A strongET

cut helps in the background reduction. However, belowET = 25 GeV the fraction of jets
matching with a generated jet starts to decrease, because of ghost jet candidates mainly
due to pileup events. The matching was defined within a cone around the reconstructed jet
candidate1Rrec−gen jet< 0.3. In order to reduce the number of fake jets, a quality parameter
was introduced:

α =

∑
selected tracks

PT/ET( jet) (3.11)

where the selected tracks are those inside the jet (1Rtrk− jet < 0.5) with more than 5
associated hits, pointing to the primary interaction vertex (|ztrk − zvt x|< 0.4 cm). The mean
value ofα is 0.66 (two third of the jet energy on average is due to charged particles). A
reconstructed jet candidate withET in the low energy region (< 20 GeV) was considered only
if α > 0.2. It has been shown [73] that this selection significantly reduces the number of fake
jets (the fraction of matched jets being greater than 90% forET > 15 GeV) with negligible loss
of reconstruction efficiency for true jets. Different jet reconstruction algorithms were tested.
The best signal (mH = 165 GeV/c2) / background (t t̄) ratio was obtained using an iterative
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Figure 3.13. Reconstructed dimuon invariant mass for Drell–Yan events selected inside the Z
mass region (left, black area); MET distributions for the selected Drell–Yan events and for signal
events scaled at the integrated luminosityL= 10 fb−1 (right).

cone algorithm [78] with a cone size R= 0.5 and calorimeter towers having raw energies
Etower

T > 0.5 GeV andEtower > 0.8. To summarise, the jet veto is applied if:

ET > 15 GeV |η jet|< 2.5 (3.12)

and theα cut is required in the jet energy range 15 GeV< ET < 20 GeV.

3.2.6. Missing energy reconstruction and the MET cut

The transverse missing energy is reconstructed with the sum of the ECAL and HCAL tower
raw energies, corrected for the muons energy contribution. The most sensitive background
to the MET cut is the dimuon production from Drell–Yan (DY) process. The right plot in
Fig. 3.13shows the MET distributions for DY events having a reconstructed dimuon invariant
mass inside the Z mass region (shown by the black area in the left plot), and for signal
events withmH = 165 GeV/c2. The signal and background distribution were normalised to
an integrated luminosityL= 10 fb−1.

A MET threshold of 47 GeV is 4σ over the mean value for the background and 1.5σ under
the mean value for the signal. Drell–Yan events are thus strongly suppressed by applying a
MET threshold. The cut used in this analysis was MET > 50 GeV.

3.2.6.1. The kinematic cuts.The kinematic of the two muons is different for signal
and background:

• signal events from gluon-gluon scattering are more central than theW+W− background
from qq̄ scattering, thus resulting in a slightly more central rapidity distribution for the
decay muons;

• due to the scalar nature of the Higgs boson and of the V-A structure of the weak interaction,
for Higgs masses close to 2MW, the W+W− spin correlation plays in favour of small
opening angles between the two muons;

• signal events have a leptonPT spectra peak close toMW/2;
• DY background has a two muons invariant mass peak atMZ .
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In addition, the muons from b quarks (as in the case of thebb background and
eventually fromt t) have large impact parameters. The following cuts were applied before
the optimisation of the kinematical cuts:

1. | (µ1))|, | (µ2)|< 2.0 (pseudorapidity of the two muons);
2. I P(µ1), I P(µ2) < 3σ (impact parameter of the two muons);
3. PT(µmax) < 55 GeV/c (transverse momentum of the two muons);
4. mµ1µ2 > 12 GeV/c2 (invariant mass of the two muons);
5. 1φµ1µ2 < 0.8 (opening angle between the two muons).

Cut 1 is useful for the WW background reduction, as well as cuts 3 and 5. Cut 2
reduces thebb̄ events, while cut 4 rejects potential background from b-resonances. After the
requirement of the muon isolation described before, the overall signal efficiency for cuts 1 to 4
is about 90%. The distribution of the variable1φµ1µ2 will be used to search for the Higgs
signal.

The optimisation study was performed by varying the following cuts:

PT(µmax) > 25,30,35,40 GeV/c PT(µmin) > 15,20,25,30 GeV/c2 (3.13)

mµ1µ2 < 35,40,45,50,55,60 GeV/c2 (3.14)

to find the set of cuts giving the best significance. The estimatorScP was used, which gives
the significance using the Poisson distribution [79]. The input of the estimator are the number
of signal and background events, the statistical uncertainties and the theoretical systematics
in the background. The optimisation was performed using as before the signal dataset
with MH = 165 GeV/c2, and using all the background contributions, properly normalised
considering their production cross sections.

The optimisation result could depend on the statistics of the event data samples and on
the estimated systematic errors. We searched for the maximum significance in four different
conditions:

L= 1fb−1 L= 2 fb−1 syst. err.= 10% syst. err.= 15% (3.15)

Figure3.14shows, as an example, the significance expected as a function ofpT(µmax)

and pT(µmin) cuts for two different values of the dimuon invariant mass cut, for the case of
an integrated luminosityL = 1fb−1 and an overall 10% systematic error.

The following cuts:

PT(µmax) > 35 GeV/c PT(µmin) > 25 GeV/c mµ1µ2 < 50 GeV/c2 (3.16)

give the maximum significance (about 3.0 forL= 1 fb−1 and an assumed syst. err.= 10%) in
all the four conditions.

3.2.7. The selection results

The optimised selection cuts discussed above were applied to the background and signal
samples. The list of cuts is described in Table3.3. The expected number of events for a
luminosity of 1 fb−1 are given in Table3.4for the signals and the backgrounds.

Figure3.15shows the distributions of the MET,PT(µmax), PT(µmin) andmµ1µ2 variables
for the signal and the three most important backgrounds after the jet-veto and the following
selection cuts applied in the order reported in the Table3.3.

Figure3.16shows the final distribution obtained for the azimuth angle difference between
the muons, expected for an integrated luminosityL= 10 fb−1 and for the Higgs signal of mass
mH = 165 GeV/c2.
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Figure 3.14. Significance as a function ofPT cuts for mµ1µ2 < 40 GeV/c2 (left) and for
mµ1µ2 < 50 GeV/c2 (right) withL= 1 fb−1 and syst. err.= 10%

Table 3.3.The list of cuts applied to the signal and background samples.

1 L1+HLT dimuon 6 MET > 50 GeV
2 2µ opposite charge 7 35 GeV/c< PT(µmax) < 55 GeV/c
3 Isolation 8 25 GeV/c< PT(µmin)

4 η < 2.0 I P < 3σ 9 mµ1µ2 < 50 GeV/c2

5 Jet Veto 10 1φµ1µ2 < 0.8

Table 3.4.The expected number of events for a luminosity of 1fb−1 for the signal with Higgs
masses between 130 and 180 GeV/c2 and for the backgrounds.

L1+HLT dimuon All cuts εtot

mH = 130 GeV/c2 112 0.68± 0.19 (0.07± 0.02)%
mH = 140 GeV/c2 162 1.7± 0.4 (0.12± 0.03)%
mH = 150 GeV/c2 228 5.3± 0.8 (0.26± 0.04)%
mH = 160 GeV/c2 256 12.6± 0.7 (0.58± 0.04)%
mH = 165 GeV/c2 264 14.3± 0.8 (0.64± 0.04)%
mH = 170 GeV/c2 259 11.0± 0.7 (0.53± 0.03)%
mH = 180 GeV/c2 233 5.9± 0.8 (0.30± 0.04)%

qq → W W 1040 4.1± 0.5 (0.036± 0.005)%
t t̄ → 2µ2ν 17007 2.6± 0.3 (0.012± 0.001)%
gg→ W W 58 1.0± 0.1 (0.18± 0.02)%
γ ∗, Z → 2µ 720653 0.3± 0.3 (4± 4)10−5%
bb̄ → 2µ2ν 69374 0 0%
Wt 615 0.57± 0.10 (0.017± 0.003)%
Z Z 218 0.18± 0.05 (0.012± 0.003)%
ZW 384 0.13± 0.05 (0.008± 0.003)%

As stated above, all the numbers at the various selection steps refer to the analysis applied
to the HLT dimuon stream. For comparison, the event numbers after all the selection cuts were
also studied for the case in which the analysis were performed on the data including the single
muon trigger data stream. The inclusion of this datastream, which is foreseen to have a rate
about 7 times larger than the dimuon stream [76], would result in a(3± 1)% increase of
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Figure 3.15. Distributions of the missing energy, transverse momentum and invariant mass for a
luminosity of 10 fb−1 following the cut list order.

the overall signal selection efficiency. The Higgs search with mass appreciably different than
165 GeV/c2 can take advantage from a dedicated cut optimisation, such as the one reported
in [77].

3.2.8. Background estimation and systematics

The precise understanding of the backgrounds is the most critical issue concerning this Higgs
discovery channel. The direct use of the Monte Carlo predictions, i.e.Nbkg,MC = σbkg,MC · ε f f ,
leads to high systematic uncertainties due either to theoretical calculation and to experimental
systematics. The most reliable approach to address this problem is to measure the different
sources of background directly from the data. The commonly used method to extrapolate the
background contribution directly from the data consists of selecting a signal-free phase space
region (control region) where a given background process is enhanced. The normalisation
from data for the two most relevant background, i.e.t t̄ andW Whas been addressed. For both
backgrounds, a dedicated control region was defined. The number of background events in
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Figure 3.16. Distribution of the angle between the two muons for a luminosity of 10 fb−1 at the
end of the selection.

the signal region can then be estimated through:

Nsignal reg =
NMonteCarlo

signal reg

NMonteCarlo
control reg

Ncontrol reg (3.17)

whereNMonteCarlo
signal reg andNMonteCarlo

control reg are the numbers of events predicted by the Monte Carlo
simulation in the signal and control region. The error on the ratioNMonteCarlo

signal reg /NMonteCarlo
control reg

accounts for a theoretical contribution (scale variation, PDF uncertainty) and detector
systematics effects. The precision with which the number ofNsignal reg can be predicted
depends also on the statistical error onNcontrol reg.

3.2.9. t̄t background normalisation

Since the presence of two b-tagged jets is a striking evidence fort t events, the most natural
control region for this process is then defined by applying the same selection cuts as for the
signal region but the jet veto, with the additional request of two b-tagged jets in the detector
acceptance39. Thet t evaluation from the data for theH → W W(∗) channel has been studied
in Ref. [80] to which we refer for further details. In this study, a jet is tagged as a b-jet
if its measuredET is greater then 20 GeV and if there are at least two tracks belonging to
the jet (i.e. within a cone of 0.5 around the jet axis) whoseσIP is higher than 2. With such
settings the double b-tagging efficiency fort t events isO(30%; ). The mis-tagging rate has
been calculated from the ratio between the number of b-tagged jets and the total number of
jet with ET > 20 GeV in the fully simulated DY sample and it resulted to beO(3%; ).

In the following, we consider the background processes in thet t control region. For
1fb−1 the number oft t events in the control region just defined is foreseen to be 17, whereas
the contribution from the signal andWt is completely negligible (in both cases smaller than
0.1 events).

39 In Ref. [80] an additional control region fort t events defined by requiring two highET jets instead of two b-tagged
jets has been proposed. However, it has been shown there, that due to the high contamination from Drell–Yan events,
this control region is less indicate for same flavour lepton final states.
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Table 3.5. Sources of uncertainty for thet t background normalisation procedure. Results are
shown for 1, 5 and 10 fb−1.

Luminosity Theoretical Detector systematics Statistical Total
(fb−1) error JES α criterion b-tagging error error

1 10% 10% 4% 11% 24% 30%
5 10% 6% 4% 9% 11% 19%
10 10% 6% 4% 7% 8% 16%

Not all the processes with 2µ+ 2b+ Emiss
t as final state have been fully simulated for

this analysis, nevertheless general considerations and fast Monte Carlo generator level cross
checks lead to exclude other sources of backgrounds, as briefly outlined in the following.

The more natural concurrent process is the non-resonantW+W−
→ 2µ+ bb̄ which is

suppressed with respect tot t . Its cross section is indeed expected to be smaller than 0.3pb.
Assuming the same efficiency for the kinematic selections as for theW+W−

→ 2µ (∼ 0.07%)
and including the double-b tagging efficiency, less than 0.1 events are expected for 1fb−1 in
the control region.

In the fully simulated Drell–Yan sample used in this analysis, the eventual additionalbb
pair comes only from a gluon splitting; the main mechanism ofγ ∗/Z∗ + 2b is not included.
For an estimation of the contamination of thet t control region due to this process we thus
used a parton level sample generated with a matrix element Monte Carlo (MadGraph [81]).
Applying the signal kinematic selections, but theET cut on the latter sample,∼ 10 events are
expected for 1fb−1. The rejection due toET cut has been calculated from the fully simulated
sample where actually two b-quarks were present in the final state and it turned to be smaller
than 1%. Considering also the efficiency for the double b-tagging, we can safely exclude this
as a dangerous background.

In the following the various contribution of uncertainty in thet t normalization procedure
are listed and described. The results are summarised in Table3.5for 1, 5 and 10 fb−1.

• Theoretical uncertainty. The theoretical uncertainty of thet t cross section ratio
σsignal reg/σcontrol reg has been studied in [82] at parton level with LO precision by varying
the reorganisation and factorisation scale. The error has been estimated to range between 3%
to 10% mostly due to the choice of PDF. Some studies were done also at NLO:ET spectra
and multiplicity of jets are not affected by higher order contributions but the estimate of the
theoretical error at NLO is not available. In the following we will, assume the theoretical
uncertainty on thet t normalisation procedure to be 10%.

• Jet Energy Scale (JES) uncertainty.In the background normalisation procedures we
proposed, the JES uncertainty is particularly important since it affects in an opposite sense
the signal region, defined by vetoing the jets, and the control region where the presence
of two jets is required. To take into account this sort of anti-correlation ofεsignal reg and
εcontrol reg, we estimate the effect of the JES uncertainty directly on their ratio by rescaling
the measured jet four momentum by a fractional uncertainty (i.e. Pµ

jet = (1 +λ)Pµ

jet). The

relative variation of
NMonteCarlo

signal reg

NMonteCarlo
control reg

for various values ofλ is reported in [77]. The JES uncertainty

foreseen at CMS isO(5%) for 1fb−1 and it is expected to decrease down to∼ 3% for 5 fb−1

(thanks to the calibration on the W mass) [7]. The effect of the JES uncertainty is 10% for
1fb−1 and 6% for 5fb−1.
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Figure 3.17. Scheme for background normalisation from the data in different phase space regions:
the signal region, thet t region, the WW region, the DY (WW) region, and thet t (WW) region.
The arrows indicate the extrapolation of the number of events determined in the corresponding
“control region” into the corresponding “target region”. Each region is represented by a pie chart
that shows the fractions of certain types of events:h165 is the Higgs signal withmh =165 GeV/c2,
WW is the sum of WW backgrounds,t t is thet t background,DY is the Drell–Yan background, and
other is the sum of the Wt, ZW and ZZ backgrounds. The number of expected events in each
region is reported in Table3.6.

• α criterion uncertainty. To estimate the systematic uncertainty due toα criterion, the value
of the cut has been varied from 0.15 to 0.25. Moreover, different values of the minimumpT

for a track to be included in the sum have been tried, from 2 to 3 GeV/c. The consequent
variation of the jet veto efficiency (affecting onlyNMonteCarlo

signal reg ) is relatively small, i.e. of the
order of 4%.

• b-Tagging uncertainty. The uncertainty on the b-tagging efficiency will be estimated
exploiting t t events as calibration samples. The precision with which the b-tagging
efficiency will be known is expected to be± 11% for 1 fb−1 integrated luminosity and
it is foreseen to improve to± 7% with 10 fb−1 [83].

• Uncertainties on the composition of the control region.As it has been shown in the
previous section,t t is the dominant process in the chosen control region, other processes
contributing less than 1%. It is then safe to simply neglect this source of systematic error.

• Statistical uncertainty on N control reg. Assuming a Poissonian behaviour, the statistical
uncertainty scales with the integrated luminosity as the square root of the number oft t
events in the control region.

3.2.10. WW background normalisation

In contrast to thet t̄ background normalisation, which can be performed using an almost
completely puret t control sample, it is impossible to isolate the WW background in a
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clean way, which means that contributions of other processes have to be subtracted and their
systematic uncertainties have to be taken into account during the normalisation procedure
of the WW background, including gg→ W+W− events. In Fig.3.17the overall background
normalisation strategy is illustrated. There are four phase space regions involved in the WW
background normalisation. Each region is defined with a certain set of cuts:

• signal region: the selection of events in the signal region as described above.
• WW region: same as in the signal region, but1φµ1µ2 = 2> 0.8 and 50 GeV/c2 <mµ1µ2 <

80 GeV/c2.
• DY (WW) region: same as in the WW region, but 80 GeV/c2 <mµ1µ2 < 100 GeV/c2.
• t t (WW) region: same as in the WW region, but the jet veto is replaced with the requirement

of two b-tagged jets (Et > 20 GeV and two tracks withσIP >2).

In all cases, the selection is independent of the Higgs mass hypothesis. The total number
of events in each region is given in Table3.6, and the contributions of individual processes
are represented in form of pie charts in Fig.3.17. The main contamination of the WW region
is due to Drell–Yan,t t and the Higgs signal. The number of Drell–Yan andt t is determined
by extrapolating the corresponding numbers from relatively clean control regions and are
subtracted from the WW region. Additional small contributions from other backgrounds in
the WW region are determined from Monte Carlos and then subtracted. So far, no concrete
method has been established to subtract Higgs events from the WW control region. Therefore,
we choose the conservative approach to treat these Higgs events as an additional background
in the WW region.
• Theoretical uncertainties. The theoretical uncertainties of W pair production with

subsequent decay to leptons have been studied in detail in Ref. [84], and the main sources of
potential uncertainties of the shapes of kinematic variables turn out to be spin correlations,
underlying event, and scale dependence. The effect of spin correlations can be taken into
account properly with the correct choice of an event generator, and the underlying event is
expected to be measured from the data with sufficient precision. The shape dependence on
the choice of the reorganisation and factorisation scales is sizable in case of the contribution
from the gg→ W+W− subprocess, because the higher order corrections are unknown in this
case. For the cuts, described below, this uncertainty is about 9% and is taken into account in
the following.

• Statistical error and uncertainties on the composition of the control region.All
background normalisation uncertainties are calculated in the following way:

δextrapolation=
∑

i

√
ntotal + (ni × δi )2 × εcontrol→target (3.18)

wherentotal is the total number of events40 in the corresponding control region,ni × δi is the
product of the number of events and the systematic uncertainty of an individual process in
the control region, andεcontrol→target is the extrapolation efficiency from the control region
to the target region, e.g. the signal region.

The WW background normalisation requires three extrapolations from control regions to
target regions:

• DY (WW) region ⇒ WW region: with an extrapolation uncertainty of 5% [85] the
extrapolated number of events and the uncertainty from Eq.3.18 is 15.86± 1.23 events
(79.29± 4.49 events) for 1 fb−1 (5 fb−1) of integrated luminosity.

40 This term takes into account the statistical fluctuations of the control sample.
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Table 3.6.Number of expected events in all the regions with an integrated luminosity of 1 fb−1.
The signal region numbers are referred tomH = 165 GeV/c2.

Channel Signal regiont t region WW region t t (WW) region DY (WW) region

Signal 14.3 0.0 6.0 0.0 0.1
t t 2.6 17.0 6.2 24.7 3.2
WW 5.1 0.0 11.5 0.0 4.4
DY 0.3 0.0 15.0 0.0 267
Wt,ZZ,WZ 0.8 0.1 1.9 0.1 7.3
all 23.1 17.1 40.6 24.8 282

• t t (WW) region⇒ WW region: with an extrapolation uncertainty of 20% (15%) [80] the
extrapolated number of events and the uncertainty from Eq.3.18 is 6.19± 1.75 events
(30.93± 5.41 events) for 1 fb−1 (5 fb−1) of integrated luminosity.

• WW region ⇒ signal region: as illustrated in Fig.3.17, the first two items are inputs
to this extrapolation, which means that the obtained numbers of Drell–Yan andt t events
are subtracted in the WW region and the corresponding uncertainties are propagated. The
extrapolation uncertainty of WW events, which is mainly due to the unknown higher order
correction of the gg→ W+W− contribution [84], amounts to 9% for the cuts used in this
analysis. In addition, the remaining backgrounds are estimated and subtracted with the
following uncertainties:δWt =40%,δZW =20% andδZZ =20%. According to Eq.3.18we
obtain 7.35± 3.04 events (36.77± 7.85 events) for 1 fb−1 (5 fb−1) of integrated luminosity.

The results of the last item are used for the calculation of the Higgs discovery potential
with mh =165 GeV/c2, and an integrated luminosity of either 1 fb−1 or 5 fb−1.

Furthermore, it should be pointed out that the entire background normalisation procedure
is performed using only the dimuon data set and therefore no additional data sets are needed.
In this way, potential uncertainties due to different trigger efficiencies and different integrated
luminosities of other data sets do not play a role.

3.2.11. Other backgrounds normalisation

The Drell–Yan background has been normalised to estimate the contamination in the WW
region. The same results can be achieved in the signal region. Figure3.15 demonstrates
that the invariant mass cut 80 GeV/c2 to 100 GeV/c2 defines a clean control region. ZW
background can be normalised by requiring one additional lepton in the final state and
removing the1φ and the invariant mass cuts. ZZ background can be normalised by requiring
two additional leptons in the final state and removing the1φ and the invariant mass cuts.
They are expected to contribute to the total background by only 3% (DY), 1% (ZW) and 1%
(ZZ). For the Wt background, it is not easy to define a normalisation region. As this process is
expected not to represent a sizable fraction of the total background (∼ 6%), the Monte Carlo
prediction will be then directly used, the cross section theoretical uncertainty is estimated to
be about 30% at LO and 10% at NLO [75].

3.2.12. Detector misalignment systematics

A study for the misalignment impact on the track reconstruction has been done [86]. In the
fist data scenario (100 pb−1

−1fb−1) the muon chamber position uncertainty is expected to
be 1 mm and the orientation uncertainty about 0.2 mrad. The tracker position uncertainty
is expected to be about 5µm for TPE, 10µm for TPB, 50µm for TEC and TOB, 100µm
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Table 3.7.Total background and error for integrated luminosity of 1 and 5 fb−1. The two options
for the signal contamination in the WW control region were considered.

Option Luminosity Total background Total error

1. 1 fb−1 8.8 3.2 (36%)
5 fb−1 44.0 8.3 (19%)

2. 1 fb−1 11.0 3.2 (29%)
5 fb−1 55.3 8.3 (15%)

for TIB and 400µm for TID. The results from simulation show the muon reconstruction
efficiency will be unaffected, while the momentum resolution (for 100 GeV/c tracks) will be
reduced from 1–2 % to 4–5%. Under these circumstances, the systematic contribution to the
signal and background selection is expected to be negligible with respect to the background
normalisation systematics.

3.2.13. Signal significance

The signal significance can be obtained using counting or Likelihood methods. Here, the
counting ScP method (See AppendixA) was used.ScP is the probability, converted in
equivalent number of sigmas, to observe at leastNs + Nb events from Poisson distribution
with meanNb. The presence of systematic errors influences the significance calculations. The
hypothesis is to find the same number of signal and background events predicted by the Monte
Carlo. The systematic errors due to thet t and WW background normalisation methods were
included. Two options were considered:

1. the signal contamination in the WW control region can be subtracted;

2. the signal contamination in the WW control region must be considered as additional
background.

The option 1 was considered to have a comparison with theH → W W→ 2l2ν
analysis [73]. Table3.7 summaries the total backgrounds and errors for different integrated
luminosities. The systematics and statistical errors due to the limited Monte Carlo statistics
are included.

The signal to background ratio as a function of different Higgs masses and the signal
significance are shown in Fig.3.18.

3.2.14. Conclusions

The possibility to discover the Higgs boson particle through its decay channel into(W W(∗)
→

2µ2ν was studied in detail. Particular attention was given to the event selection optimisation,
in the determination of the number of background events from the data and the evaluation
of the experimental and theoretical systematical uncertainties. Taking all these effects into
account, it was shown that in the Higgs mass range 155–175 GeV/c2 a signal significance
bigger than 3 standard deviations can be achieved with 5 fb−1 integrated luminosity. On
the other hand, with 1 fb−1 luminosity only a 2 sigma significance can be achieved even in
the most favourable casemH ∼ 2mW, when this final state topology alone is used for the
Higgs search.
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Figure 3.18. Signal to background ratio for the option 1 as a function of different Higgs
masses. Error bars are the statistical contribution due to the limited Monte Carlo statistics (left).
Significance as a function of different Higgs masses with a luminosity of 1 and 5 fb−1, solid line
for the option 1, dashed line for the option 2 (right).

3.3. Benchmark Channel:Z ′ → µµ

3.3.1. Introduction

Additional heavy neutral gauge bosons (Z′) are predicted in many superstring-inspired
[87, 88] and grand unified theories (GUTs) [89], as well as in dynamical symmetry
breaking [90] and “little Higgs” [91] models. There are no reliable theoretical predictions,
however, of the Z′ mass scale. Current lower limits on the Z′ mass are (depending on the
model) of the order of 600–900 GeV/c2 [54]. The mass region up to about 1TeV/c2 is
expected to be explored at Run II at the Tevatron [92, 93]. The LHC offers the opportunity to
search for Z′ bosons in a mass range significantly larger than 1TeV/c2.

Observability of the Z′ → µ+µ− channel in CMS is discussed in Sections3.3.2–3.3.4.
Since narrow graviton resonances such as those in Randall–Sundrum models [94] can also
decay to lepton pairs (Section14.3.1), much of the discussion in these sections is also
applicable to them. If a new resonance is discovered, the characterisation of its spin and
couplings will proceed via the traditional methods of measuring production and decay
probabilities and distributions. For example, the two-photon decay should be observable for a
graviton and not for a Z′, as discussed in Section 14.6. The measurement of forward-backward
asymmetries of leptonic decay products, both at the resonance peak and off the peak, yields
information on parity-violating couplings and hence can help distinguish among different Z′

models (Section3.3.5). Angular distributions of the decay products can also be used for spin
discrimination (Section3.3.6). A simulated event of a dimuon decay of 3 TeV/c2 Z′ is shown
in colour plateCP5.

3.3.2. Signal and background processes

3.3.2.1. Signal Z′
→ µ+µ−. Signal and background samples were generated with

pythia [69] version 6.227 (with photon emission off incoming or outgoing quarks and leptons
switched on) and the CTEQ6L set of parton distribution functions [12] from LHAPDF [95]
version 4.1.1.
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Table 3.8. Summary of expected properties of Z′ bosons for six studied models. For each
model, the first column shows the ratio of the total Z′ decay width0 to its massM , the
second column shows the dimuon branching ratio Br. The three middle columns, labelled
σ LO

· Br, give the product of the pure-Z′ leading-order production cross section and the branching
ratio for three studied Z′ masses; the last three columns giveσ LO

· Br obtained when the full
γ ∗/Z0/Z′ interference structure is included. The numbers quoted are for the mass intervals above
400 GeV/c2 for M = 1 TeV/c2, above 1.5 TeV/c2 for M = 3 TeV/c2, and above 3 TeV/c2 for
M = 5 TeV/c2. The values ofσ · Br in the three middle columns correspond to Z′-only samples
not used in our study; the values in the last three columns refer to the full-interference samples
that we did use.

Z′
→ µ+µ− σ LO

· Br, fb σ LO
· Br, full interference,

Model 0/M% BR in % (pythia) fb (pythia)

1 TeV/c2 3 TeV/c2 5 TeV/c2 1 TeV/c2 3 TeV/c2 5 TeV/c2

ZSSM 3.1 3.0 480 1.9 0.034 610 2.8 0.050
Zψ 0.6 4.0 130 0.5 0.009 340 1.7 0.032
Zη 0.7 3.4 150 0.6 0.011 370 1.8 0.035
Zχ 1.3 5.7 280 1.0 0.014 500 2.2 0.038
ZLRM 2.2 2.3 310 1.2 0.020 500 2.3 0.040
ZALRM 1.6 8.6 580 2.6 0.051 740 3.7 0.077

From a large variety of Z′ bosons described in the literature, we consider six which are
frequently discussed, and whose properties are representative of a broad class of extra gauge
bosons:

• ZSSM within the Sequential Standard Model (SSM), which has the same couplings as the
Standard ModelZ0; it is available inpythia [24].

• Zψ , Zη and Zχ , arising in E6 and SO(10) GUT groups. Couplings to quarks and leptons
were obtained from Refs. [96, 97].

• ZLRM and ZALRM , arising in the framework of the so-called “left–right” [98] and “alternative
left–right” [92, 93] models. Their couplings were obtained from Ref. [92, 93], with the
choice ofgR = gL .

The generation of signal events withpythia includes the fullγ ∗/Z0/Z′ interference
structure. We assume that Z′ bosons decay only to three ordinary families of quarks and
leptons and that no exotic decay channels are open. Properties for these models are in
Table 3.8. The cross sections are shown at leading order (LO), as predicted bypythia.
We scale them by a constantK factor of 1.35, see Appendix C, in order to take into
account the next-to-next-to-leading order (NNLO) QCD corrections. Electroweak higher-
order corrections are not yet accounted for (see discussion in Section3.3.4.4.1).

3.3.2.2. Background from Drell–Yan production and other processes.The dominant (and
irreducible) background to pp→ Z′

→ µ+µ− is the Drell–Yan production of muon pairs,
pp→ γ /Z 0

→ µ+µ−. The Drell–Yan cross section inpythia was scaled by the sameK
factor of 1.35, see Appendix C, to get an agreement with the NNLO QCD calculations.

The overall contribution from ZZ, ZW, WW, andt t was found to be at the level of only
a few percent of the Drell–Yan background and can be further suppressed by signal-selection
criteria with almost no reduction in signal efficiency; we neglect this contribution. A few
other potential background sources (like cosmics, jet-jet, W-jet,bb, hadron punchthroughs,
and poorly measured Z0

→ µ+µ− events) have not been studied yet, but their contribution is
expected to be small.
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3.3.2.3. Simulation and reconstruction.The detector response was simulated with the
detailed CMS detector simulation and reconstruction software, including pile-up events.
Misalignments of the tracker and of the muon system expected at the initial and at the well-
advanced stages of the data taking have been taken into account by using two misalignment
scenarios developed in the framework of the CMS reconstruction, referred to as the “first data”
and the “long term” scenarios [86]:

• The “first data” scenario gives an estimate of the alignment achieved with an integrated
luminosity of about 0.1 fb−1 and corresponds to the situation when the pixel detector is
aligned with tracks and the first information from the Laser Alignment System (LAS) is
available for the muon detectors.

• The “long term” scenario describes the expected residual alignment uncertainties. Once the
performance of the LAS reaches its design level and the alignment with tracks is done in
all tracking detectors. The current estimate is that, this can be achieved with an integrated
luminosity of about 1 fb−1.

As a result, for each of the Z′ models above, several sets of simulated samples
corresponding to different possible combinations of luminosities and misalignment scenarios
were produced at each of three mass values of 1, 3, and 5 TeV/c2. Since the Drell–Yan cross
section falls rapidly with the mass of the muon pair, Drell–Yan background was generated
in six mass intervals (with lower mass bounds of 0.2, 0.4, 1, 1.5, 2, and 3 TeV/c2), again for
different combinations of luminosities and misalignment scenarios.

3.3.3. Event selection

Forµ+µ− invariant mass between 1 TeV/c2 and 5 TeV/c2, the fraction of Drell–Yan events
with both muons within the full geometrical acceptance of the muon system (|η|< 2.4)
increases from about 80% at 1 TeV/c2 to almost 95% at very high masses. The acceptance
of Z ′

→µ +µ − events is very similar.
We require that the event pass the logical OR of single-muon and dimuon triggers, both

Level-1 and HLT. We use the defaultorca implementations of low-luminosity and high-
luminosity muon trigger algorithms described in Refs. [7, 76], with the exception of the
HLT calorimeter isolation criterion requiring that the weighted sum of energy deposits in
ECAL and HCAL in a cone around the muon direction be below a pre-defined threshold. Its
current implementation leads to significant efficiency losses forisolatedhigh-pT muons (since
they are often accompanied by electromagnetic showers); we do not apply HLT calorimeter
isolation in this study (tracker isolation is applied). An increase in the trigger rate in the
absence of calorimeter isolation should be mitigated by higherpT thresholds; we have checked
that raising thepT thresholds of the single-muon HLT by 10–20 GeV with respect to their
nominal values changes trigger efficiency for our signals by a negligible amount. For the Z′

models that we study (as well as for the Drell–Yan background), the combined Level-1/HLT
trigger efficiency is about 98% at 1 TeV/c2 and decreases with the Z′ mass down to about
95% at 5 TeV/c2. At high luminosity, the trigger efficiency is 95% at 1 TeV/c2 and 93% at
5 TeV/c2. These efficiencies are relative to having at least one muon inside the geometrical
acceptance of the muon trigger (|η|< 2.1) and both muons from the Z′ decay inside the full
acceptance of the muon system. No dependence of trigger efficiency on tracker and muon
misalignment has been observed, in agreement with the results reported in Ref. [99].

We require that at least two muons of opposite sign charge be reconstructed offline.
Detailed description of offline muon reconstruction can be found in Ref. [7]. For each
muon candidate, we examine the results of fits to two subsets of hits associated to this
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candidate: (1) excluding all muon hits except for those in the innermost muon station, and
(2) excluding hits in muon chambers appearing to contain electromagnetic showers. Optimal
performance for high-pT muons is achieved by choosing the best fit on a track-by-track
basis using goodness-of-fit variables. The fraction of Z′ events with an opposite-sign dimuon
reconstructed offline is about 97% at 1 TeV/c2 for both the “first data” and the “long term”
misalignment scenarios, and decreases slightly with the Z′ mass, to about 95% at 5 TeV/c2

for the “long term” misalignment scenario. The efficiencies quoted are calculated relative to
the number of events accepted by the trigger and with both muons from the Z′ decay within
the full geometrical acceptance of the muon system.

The overall efficiency – including acceptance, trigger and offline reconstruction – for
Z′

→ µ+µ− events with a mass between 1 and 5 TeV/c2 lies in the range of 77–85% at low
luminosity, and of 75–83% at high luminosity.

3.3.4. Signal observability

The search for a new resonance is performed with an unbinned maximum likelihood fit to
theµ+µ− invariant mass spectrum over a range which includes Drell–Yan continuum as well
as a possible peak. The fit takes as input the presumed signal and background shapes, and
determines the best-fit background normalisation. More details are given in Refs. [100, 101].

3.3.4.1. Mass spectra and fitting procedure.Prior to the calculation of the invariant mass
of an opposite-sign muon pair,

√
s, a search for photon candidates in a cone with a radius

of 1R =
√
(1φ)2 + (1η)2 < 0.1 around the trajectory of each muon is performed, and the

4-momentum of the photon candidate with the smallest1R in the cone is added to the
4-momentum of the muon. This procedure recovers some of the energy lost by the muon
via final state radiation and radiative processes in the detector, thus improving the invariant
mass resolution.

The resolution for
√

s depends strongly on the misalignment scenario, and weakly on
the amount of pile-up. If the “long term” misalignment scenario for the tracker and the muon
chambers is considered, the sigma of the Gaussian fit to the mass resolution curves varies from
4.2% at 1 TeV/c2 to 9.0% at 5 TeV/c2; the RMS truncated at±30% is∼ 6% at 1 TeV/c2 and
∼ 10% at 5 TeV/c2. The corresponding numbers for the “first data” misalignment scenario
at 1 TeV/c2 areσ=12.5% and RMS∼ 12%. The bias in the mass resolution does not exceed
1% for the “long term” scenario at all masses considered and for the “first data” scenario at
1 TeV/c2.

An example of the
√

s spectra showing 1 TeV/c2Zη signal and Drell–Yan background
is in Fig. 3.19. The left-hand plot shows generated mass spectra (100% efficiency with no
detector- and reconstruction-related effects); it can be compared to the right-hand plot for
fully-recon structed events using the “first data” misalignment scenario. Signal peak is clearly
visible in spite of the poor mass resolution.

The mass spectra in Fig.3.19 are obtained by re-scaling the simulated spectra with
large statistics down to a modest number of events characteristic for the regime close to
the discovery limit; the statistical fluctuations are thus not to scale. In what follows, we
use ensembles of Monte Carlo pseudo-experiments selected from available large-statistics
samples. The number of events in each experiment,Nevt, fluctuates according to a Poisson
distribution with a mean ofσ ·Br·

∫
Ldt·ε, where

∫
Ldt is the integrated luminosity andε is

the combined trigger and reconstruction efficiency.
In order to test for the existence of a resonance and to measure its parameters if it is

found to exist, an unbinned maximum likelihood fit of the
√

s values in each MC experiment
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Figure 3.19. Histograms of theµ+µ− invariant mass for 1 TeV/c2 Zη plus background (open
histogram) and for background only (shaded histogram), at the event-generator level (left) and
for events selected by the Level-1/HLT triggers and reconstructed assuming the “first data”
misalignment scenario (right). The number of events per bin is normalised to an integrated
luminosity of 0.1 fb−1.

is appropriate. One can imagine that, in the initial data analysis, one is confident about the
background shape but not the absolute normalisation. In this case, data can be fit with a sum of
signal and background shapes, presumed known, with the signal fraction as a free parameter.
In the presence of a signal, one can fix or let vary the mass and the width as well. Thus, as
a model of the probability density function (pdf),p, of the parent population of the observed
mass spectra, we use

p (
√

s; fs,m0, 0)= fs · ps (
√

s; m0, 0)+ (1− fs) · pb (
√

s). (3.19)

Here:

• ps, the pdf of the signal, is a convolution of a Breit–Wigner signal shape with a Gaussian
accounting for mass resolution smearing. The convolution includes the dependence of the
mass resolution on

√
s, but the radiative tail of the signal is not yet accounted for.

• pb, the pdf of the background, is modelled as an exponential, exp(−k·
√

s0.3
), with the

parameterk determined from fits to Drell–Yan events. This pdf, with the value ofk of 2.0,
gives a good description of the background shape in the whole mass region between 400
and 5000 GeV/c2.

There are three free parameters in the fit: the signal fractionfs = Ns/(Ns + Nb), the
position of the mass peakm0, and the full width at half maximum (FWHM),0, of the signal.
The shape of the background distribution is fixed, while its level is determined by the fit:fs

is a free parameter. Therefore, the fit explores the differencein shapebetween the signal and
the background, and is not sensitive to uncertainties in the expected signal and background
levels.

The background shape is currently determined from fits to large-statistics background-
only simulated distributions in the full mass region of interest, including the region under
the signal peak. In the real experiment, the shape will likely have to be extracted from the
data in signal-free regions. The accuracy of predicting the background shape is an important
contribution to the systematic uncertainty of the analysis and is discussed in Section3.3.4.4.3.
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Table 3.9. Average values of the likelihood-ratio significance estimatorSL for six different Z′

models, at three signal mass points and for a few representative values of an integrated luminosity.
The uncertainties shown are statistical only.

Mass 1 TeV/c2 3 TeV/c2 5 TeV/c2∫
Ldt 0.1 fb−1 10 fb−1 300 fb−1

ZSSM 12.4± 0.2 10.1± 0.2 5.8± 0.1
Zψ 5.1± 0.2 4.4± 0.1 2.4± 0.2
Zη 5.5± 0.2 5.1± 0.1 2.9± 0.1
Zχ 9.1± 0.2 6.7± 0.2 3.2± 0.1
ZLRM 9.0± 0.2 7.4± 0.2 4.1± 0.1
ZALRM 13.3± 0.3 11.8± 0.2 7.7± 0.2

Ref. [100] contains examples of results of fits to Monte Carlo small-event samples.
With even the small number of events needed to give evidence of a resonance, the mass
is determined fairly well, with a precision of 4–8% depending on the resonance mass and
alignment uncertainties. However, for the narrow resonances under study, typically little
information can be obtained about the width.

3.3.4.2. Significance estimator.We follow closely the approach of Ref. [102], which is based
on the theorem of Wilks [103]. The test statistic is the likelihood-ratio estimatorSL:

SL =
√

2 ln(Ls+b/Lb) , (3.20)

whereLs+b is the maximum likelihood value obtained in the full signal-plus-background fit,
andLb is the maximum likelihood from the background-only fit. Studies show [100] that
in the small-statistics low-background regime characteristic of a Z′ search, the asymptotic
conditions of Wilks’s theorem [103] are satisfied well enough andSL is the number of
Gaussian-equivalent standard deviations a measurement lies from the value predicted by a
background-only (null) hypothesis. This requires fixing bothm0 and0 in the fits using the
pdf of Eq. (3.19).

We follow a common convention in using the (arbitrary, but useful for comparison)
specification thatS> 5 is necessary to establish a discovery. ThisS refers to the local excess
without accounting for the degree of freedom due to the unknown mass; how one might de-
rateS in a time-dependent way in this context as data comes in will be the subject of a future
study.

3.3.4.3. Discovery potential inZ′
→ µ+µ− channel. Table 3.9 gives a summary of the

signal significance expected for different Z′ models, masses and integrated luminosities. The
numbers shown are for the “first data” misalignment scenario and low luminosity parameters
for

∫
Ldt = 0.1 fb−1, the “long term” misalignment scenario and low luminosity parameters

for 10 fb−1, and the “long term” misalignment scenario and high luminosity parameters for
300 fb−1. SL scales as expected with the square root of

∫
Ldt.

We use the same combinations of luminosities and misalignment scenarios to calculate
the integrated luminosity needed to reach 5σ significance. The results for various Z′ models
are shown in Fig.3.20as a function of Z′ mass. One can see that:

• A very low integrated luminosity, less than 0.1 fb−1, and non-optimal alignment of the
tracker and the muon detectors should be sufficient to discover Z′ bosons at 1 TeV/c2, a
mass value which will likely be above the Tevatron reach. One would need about 50% less
data to reach the same signal significance if, the optimal alignment is achieved.



CMS Physics Technical Design Report, Volume II: Physics Performance 1097

Z’ mass (TeV)
1 2 3 4 5 6

) 
-1

In
t. 

lu
m

in
os

ity
 (

fb

-210

-110

1

10

210

310 ΨZ
ηZχZ

LRMZ

SSMZ
ALRMZ

Figure 3.20. Integrated luminosity needed to reach 5σ significanc (SL=5) as a function of Z′

mass for (top to bottom) Zψ , Zη, Zχ , ZLRM , ZSSM and ZALRM . Symbols indicate fully-simulated
mass-luminosity points, lines are the results of interpolations between the points.

• An integrated luminosity of 10 fb−1 is sufficient to reach 5σ significance at 3 TeV/c2

for most (but not all) of the Z′ models considered if the optimal alignment is available:
depending on the model, the mass reach is in the range between 2.9 and 3.8 TeV/c2.

• An integrated luminosity of 100 fb−1 does not allow one to obtain 5σ significance at
5 TeV/c2 with only the Z′

→ µ+µ− channel for any of the models considered: the
corresponding mass reach lies in the region between 3.9 and 4.9 TeV/c2.

These estimates of signal significance do not incorporate systematic uncertainties, which
we discuss in the next section.

3.3.4.4. Systematic uncertainties.The main sources of systematic uncertainties are expected
to be (a) theoretical uncertainties (parton distributions, higher-order corrections, etc.), (b)
uncertainties arising from an imperfect knowledge of the detector (alignment, calibration,
magnetic field), and (c) uncertainties in the fitting procedure (background shape, functional
forms of pdf’s, mass resolution, etc.).

3.3.4.4.1. Theoretical uncertainties.Our current estimates of the Z′ mass reach depend on
the accuracy of the modelling of the Standard Model processes and of the Z′ boson production.
The following sources of theoretical uncertainties have been studied.

• Higher-order QCD corrections. We use a constantK NNLO
QCD factor of 1.35 to rescale

pythia cross sections for Drell–Yan and Z′ bosons to NNLO QCD predictions. This is
an approximation, since such a reweight does not take into account variations of the ratio of
NNLO and LO cross sections with the invariant mass and other observables, such as rapidity
and pT. It is shown in Appendix C that the variations of theK NNLO

QCD factor with the mass in
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the mass interval between 500 GeV/c2 and 5 TeV/c2 is in the range of1KQCD = ±0.05;
the dependence on other observables and the ensuing impact on acceptance, efficiency, etc.
remains to be studied. SinceK is expected to be nearly identical for the signal and dominant
background, the effect of changes inK from the nominal valueK0 = 1.35 is to scale the
expected significance by

√
K/K0.

• Higher-order electroweak corrections.Only preliminary estimates of electroweak next-
to-leading order corrections exist for the LHC and

√
s > 1TeV/c2 [104, 105]. Currently,

we useKEW = 1 for the central values of signal and background cross-sections, and assign
an uncertainty of1KEW = ±0.10 based on discussions in Refs. [104, 105].

• Parton distribution functions (PDFs). We use the CTEQ6.1M eigenvector PDF sets [12]
and the “master” equations in Ref. [106] to evaluate the uncertainties characterising current
knowledge of the parton distributions. The effect on the total cross sectionσ was found
to be similar for the Drell–Yan background and for the studied Z′ models at any given
mass, with uncertainties lying in the range of1σ

σ
=

−7%
+4% at

√
s = 1 TeV/c2, rising to−10%

+12%

at
√

s = 3 TeV/c2, and reaching as much as−20%
+30% at

√
s = 5 TeV/c2. The effect on other

observables and on the acceptance has not been studied yet, but is expected to be small.
• Hard process scale.The dependence of the observables on the choice for renormalisation

and factorisationQ2 scales,µR andµF , is unphysical and is commonly taken as a rough
estimate of the uncertainty due to unaccounted higher orders in QCD calculations. The
study of the sensitivity of the Drell–Yan cross section to the choice for the QCD scale is
described in Appendix C. BothµF andµR were varied in the range of

√
s /2< µ< 2

√
s around the default choice ofµ=

√
s, and the mass-dependent variations of the cross

section obtained. At NNLO, they are smaller than±1% at 1 TeV/c2, but as large as−25%
(for µ= 2

√
s) and +5% (forµ= 2

√
s) at 5 TeV/c2. We use the NNLO estimates given in

Appendix C for both the Drell–Yan and the Z′ bosons.

Since our analysis relies only on the background shape and not on any assumptions
about background normalisation, the uncertainties in signal and background cross sections
described in this section will not have any direct impact on the calculation of significance
once a data set is in hand. They do effect, however, estimates of the Z′ mass reach based on
Monte Carlo predictions for the signal and the background. We combine them in quadrature,
and use the obtained mass-dependent band as 1σ uncertainty in the expected number of signal
and background events. This band is then translated into 1σ uncertainty in the prediction of
the mean integrated luminosity needed to reach 5σ significance for any given Z′ model. This
uncertainty, and the best estimates of the luminosity, is shown in Fig.3.21for the models with
the smallest and the largest values ofσ · Br among the models studied, Zψ and ZALRM .

3.3.4.4.2. Uncertainties in the detector performance.The key element in the performance
of high-pT muon reconstruction and, therefore, for the Z′ mass reach is the alignment of
the tracker and the muon system. Unlike the muons in the region of low and moderatepT

values, where the influence of the tracker alignment is predominant, both the tracker alignment
and the muon system alignment play an important role for the muons at TeV scale. We take
them into account by using the two realistic misalignment scenarios developed in the CMS
reconstruction, the “first data” and the “long term”. These scenarios, however, are only based
on the current best estimates (and sometimes guesses) of expected alignment uncertainties and
will be refined as better estimates from alignment studies become available. Therefore, they
have intrinsic uncertainties, which at the moment cannot be evaluated. As discussed above and
in Ref. [99], neither the trigger efficiency nor the offline reconstruction efficiency for high-pT

muons is affected by the misalignment even in the worst-case scenario once the alignment
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Figure 3.21. Integrated luminosity needed to reach 5σ significance (SL = 5) as a function of
Z′ mass for Zψ and ZALRM models. Solid lines show the best estimates, dashed lines indicate
boundaries of the band corresponding to the predictions with±1σ theoretical uncertainty.

position uncertainties are used in reconstruction algorithms [86]. So uncertainties in alignment
translate mainly into uncertainties in the invariant mass resolution. We show below that even
sizable variations in the width of the mass resolution have only a small impact on the Z′ mass
reach.

Another potentially important source of systematic uncertainties is the uncertainty in the
calibration precision of the muon chambers. The impact of uncertainties in the calibration
of the Drift Tube chambers on the Z′ mass reach has been studied by (1) changing thet0
offsets for all chambers by±2 ns, and (2) scaling drift velocity (changing time-to-distance
relationship) by±3%. These variations represent conservative upper bounds on corresponding
effects [107]. The effect of changingt0 offset was found to be negligible for Z′ samples at all
studied mass values and for both misalignment scenarios considered. The scaling of drift
velocity has a negligible impact for the “first data” misalignment scenario with its rather poor
mass resolution, but results in an increase of 5–10% in the width of the mass resolution for
the “long term” scenario (no change in trigger and dimuon reconstruction efficiencies). This
translates into a negligible effect in the Z′ mass reach. Uncertainties in the calibration of the
Cathode Strip Chambers are less critical and hence are expected to have a negligible impact
on the Z′ detection as well.

The effect of uncertainties in the knowledge of the magnetic field remains to be studied.

3.3.4.4.3. Uncertainties in background shape and mass resolution.Many experimental
uncertainties have a negligible or small impact on the results of our studies because, the
proposed analysis method is not sensitive to uncertainties in the predicted levels of signal
and background processes. For example, only the mass dependence of the uncertainty in the
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muon reconstruction efficiency needs to be taken into account, not the absolute uncertainty.
The same is true for the trigger efficiency and for the uncertainty in the

√
s scale. Among those

uncertainties that do not cancel out, two seem to be particularly important: the uncertainty in
the background shape, and the uncertainty in the mass resolution.

As described above, the background shape is currently determined from fits to
background distributions predicted by the Monte Carlo simulation. In the analysis of real
data, this MC-based shape will be compared with (and perhaps tuned to) the background
shape in the region of low masses where one has high statistics of background events.
The issue is then the reliability of the extrapolation from the steeply falling spectrum
into the candidate signal region. This will have to be studied in detail, once the real
data starts to be available. What is interesting to explore at this stage of analysis is
how rapidly the significance deteriorates as the ratio of background events in the high-
statistics normalisation region to background events in the candidate signal region is
wrongly predicted by the MC-motivated background shape. To study this, we multiply
our background pdf (pb in Eq. (3.19)) by a function which is unity in the high-statistics
background-only region and smoothly transitions to a tunable value,f , under the candidate
mass peak. Values of integrated luminosity were chosen to correspond to 5σ significance
for each model atf = 1. For f = 2 (assuming twice as much background in the signal
region as there really is), 5σ becomes 4.2σ for ZALRM and is about 3.7σ for Zψ . For f
around 1.1 or 1.2, the change inS is of the order of a few per cent.

Sensitivity of the Z′ mass reach to uncertainties in the invariant mass resolution has been
studied by applying extra Gaussian smearing to the reconstructed values of

√
s of both the

signal and background events and comparing the signal significance obtained with modified
√

s values to that calculated with the nominal
√

s values. We found that an increase of 10%
in the mass resolution width,σM , reduces the signal significance by less than 2% at the values
of SL close to 5; 20% worse resolution gives 5% or less smallerSL. The effect is not very
big, indicating that an approximate knowledge ofσM should suffice. (This exercise does not
check, however, the effect of extreme tails of the mass resolution being bigger than expected,
which could lead to a background shape (and amount) different from that obtained from the
simulation.) The knowledge ofσM as a function of

√
s is also used in the pdf of the signal

in Eq. (3.19), where it defines the width of a Gaussian accounting for resolution smearing of
the signal shape. This does not need to be very precise either: assuming resolution 20% better
that it really is reducesSL by less than 1%.

3.3.5. Distinguishing amongZ′ models

The forward–backward asymmetry,AFB, of the leptonic decay products provides information
on parity-violating couplings, on and off resonance, as discussed for example in
Refs. [96, 108].

The forward–backward asymmetry forqq̄ → µ+µ− interactions is defined as (e.g.,
Refs. [109, 110])

AFB =
σF − σB

σF +σB
, (3.21)

where

σF ≡

∫ 1

0

dσ(qq̄ → µ+µ−)

d cosθ∗
d cosθ∗, σB ≡

∫ 0

−1

dσ(qq̄ → µ+µ−)

d cosθ∗
d cosθ∗, (3.22)
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and whereθ∗ is the angle in the dimuon centre-of-mass (CM) reference frame between
the negative muon and the incident quark. For spin-1γ ∗/Z0/Z′ propagators, the probability
density functionP(cosθ∗) is most generally of the form

P(cosθ∗
; AFB,b)=

3

2(3 +b)
(1 +bcos2 θ∗)+ AFB cosθ∗. (3.23)

Althoughb = 1 from general considerations, in the fits described hereb is typically left as
a free parameter. In Ref. [97], Rosner expressesAFB for f f → γ ∗/Z0/Z′

→ µ+µ− events in
terms of the left- and right-handed couplings of the photon,Z0, and Z′ to u quarks,d quarks,
and charged leptons. More details, including the couplings for the models studied, are given
in Ref. [111].

For CM energies well above theZ0 peak, the Drell–Yan background has a characteristic
AFB of about 0.6 [109], and provides a useful starting point.

3.3.5.1. Uncertainty in the sign ofcosθ∗ in pp collisions. In proton-proton interactions,
the quark direction is ambiguous experimentally since a quark can originate with equal
probability from either proton, and the sign of cosθ∗ is not directly measurable. We follow
Ref. [112] and infer the sign of cosθ∗ by assuming that the longitudinal motion of the dimuon
system is in the direction of the proton contributing the annihilating quark, since a quark in
a proton typically carries a larger momentum fractionx than does an anti-quark. We refer to
the inference of the wrong sign of cosθ∗ as “mistagging” the sign. If not accounted for, the
mistagged events, particularly at lowy, reduce (“dilute”) the apparent value ofAFB. Some
authors deal with this problem by removing events below a choseny threshold [112], or by
examiningAFB in bins ofy [113]; in Ref. [111], an approached is described which assigns the
probability of a mistag on an event-by-event basis, thus using all events in a given sample. As
knowledge of the mistagging probability depends on the Parton Distribution Functions, the
effect of uncertainties in PDFs must be evaluated, and will be the subject of future work.

3.3.5.2. Other uncertainties.The transverse momentumpT of the annihilating quark and/or
anti-quark provides another source of uncertainty in the measurement of cosθ∗, since the
observable quantity is the vector sum of these transverse momenta. We use the Collins–Soper
reference frame [114], in which angles are measured with respect to the axis that bisects
the target and beam axes in the dimuon CM frame, to minimise the effect ofpT on the
measurement of cosθ∗, and letθ∗

CS denote the polar angle of theµ− in this frame.
As described in Ref. [111], the effect of detector acceptance, combined with high mistag

probability for events neary = 0, means that events lying near the edges of acceptance carry
the largest information for theAFB measurement. Hence, in addition to trying to obtain
maximum acceptance, it is particularly important to understand the effect of any asymmetries
in the acceptance which may arise as a result of the real detector efficiencies not being
perfectly symmetric or of the beam crossing not being perfectly centred.

3.3.5.3. Likelihood function and fitting procedure.Since a Z′ can be discovered with a small
number of events (Section3.3.4), and since the search for anomalousAFB in the highest mass
continuum Drell–Yan events at any given luminosity will use a restricted sample of events,
we consider an unbinned likelihood fit. The procedure and results with statistical errors only
are described in Ref. [111]. The results of numerous fits can be summarised simply with a
nominal statistical uncertainty inAFB of 0.09 in a fit with 400 events for 1 TeV/c2Z′ samples,
and of 0.08 with 400 events for 3 TeV/c2 samples. Ref. [111] also reviews an appropriate
hypothesis-testing methodology for distinguishing between Z′ models.
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Table 3.10. Angular distributions for the decay products of spin-1 and spin-2 resonances,
considering only even terms in cosθ∗.

Channel d-functions Normalised density for cosθ∗

qq̄ → G∗
→ f f̄ |d2

1,1|
2

+ |d2
1,−1|

2
Pq =

5
8(1− 3 cos2 θ∗ + 4 cos4 θ∗)

gg→ G∗
→ f f̄ |d2

2,1|
2

+ |d2
2,−1|

2
Pg =

5
8(1− cos4 θ∗)

qq̄ → γ ∗/Z0/Z′
→ f f̄ |d1

1,1|
2

+ |d1
1,−1|

2
P1 =

3
8(1 + cos2 θ∗)

3.3.6. Discriminating between different spin hypotheses

In order to distinguish the spins of a spin-1 Z′ bosons and a spin-2 gravitons in a dilepton decay
mode, Ref. [115] considers an unbinned likelihood ratio statistic incorporating the angles
of the decay products. The statistical interpretation of this statistic is discussed in detail in
Ref. [116], also considering the possibility of spin 0.

To leading order, the sub-diagram for Z′ formation is quark-anti-quark (qq̄) annihilation,
while for a graviton there exist bothqq̄ annihilation and gluon-gluon (gg) fusion. One defines
θ∗ as the angle in the dilepton centre-of-mass reference frame between the negative lepton`−

and the incident quark or gluon. In this section, we consider only the parity-conserving terms;
inference from these terms can be combined with that of the parity-violating terms giving rise
to AFB.

For light lepton decay products, the angular probability density functions in the
absence of interference are in Table3.10. These are determined from angular momentum
considerations and do not depend on the couplings. For the spin-2 graviton, only the relative
fractions ofqq̄ annihilation, gluon fusion, and background (predominantly from the Drell–
Yan continuum) events are needed to arrive at a parameter-free form for the expected
distribution. (For spin 1, the resonance and the Drell–Yan background have the same form.)

The fractions of generated events arising from these processes are denoted byεq, εg, and
ε1, respectively, withεq + εg + ε1 = 1. Then the form of the probability densityP(cosθ∗) is

P(cosθ∗)= εq Pq + εg Pg + ε1P1. (3.24)

As in the AFB measurements, we letθ∗

CS denote the polar angle of thè− in the Collins–
Soper frame. Experimentally, one will obtain a set of events withθ∗

CS measured along with
other quantities such as dilepton transverse momentumpdil

T and rapidityydil . From these,
one can construct the probability densityPacc(cosθ∗

CS) for events accepted (observed) in
an experiment for each hypothesisHi , wherei labels the model such as Z′ or G∗. In this
study, we consider only the angular information and integrate overpdil

T , ydil , and any other
relevant quantities; if one has confidence that these quantities are well described by the event
generators, more variables can be added toPacc. Since we do not add this information,Pacc

for accepted events approximately factorises:

Pacc(cosθ∗

CS|Hi )= P(cosθ∗

CS|Hi ) �(cosθ∗

CS), (3.25)

whereP(cosθ∗

CS|Hi ) is from Eq. (3.24) with theε j set appropriately for the model considered
(e.g. for the spin-1 hypothesis, we setε1 = 1 andεq = εg = 0), and� is the acceptance
averaged overpT, y, etc.

Eq. (3.25) has no free parameters, if the fractionsεq, εg, andε1 are considered to be fixed.
For each observed event, one evaluatesPacc(cosθ∗

CS|Hi ) at the observed cosθ∗

CS to obtain the
likelihoodL(Hi ) of that event under the given hypothesis. The combined likelihood of the data
set under a hypothesis is then the product of the events’ likelihoods; henceforth in this paper,



CMS Physics Technical Design Report, Volume II: Physics Performance 1103

Table 3.11. Integrated luminosity and numbers of signal and background eventsNs and Nb

required to discriminate spin-1 and spin-2 hypotheses withα = β corresponding to 2σ (one-
tailed). The first column indicates the mass of the resonance; the second column shows the values
of the RS ratioc = k/M̄Pl; the third column specifies the integrated luminosity needed for 2σ

discrimination; the last two columns show the corresponding numbers of signal and background
events.
√

s, TeV c
∫
Ldt, fb−1 Ns Nb

1.0 0.01 50 200 87
1.0 0.02 10 146 16
1.5 0.02 90 174 41
3.0 0.05 1200 154 22
3.0 0.10 290 148 6

L(Hi ) refers to this product unless otherwise stated. As Ref. [116] discusses, the absence
of free parameters means that the Neyman–Pearson hypothesis testing forsimplehypothesis
testing is applicable.

For testing a simple null hypothesisHA of one spin against another simple alternative
spin hypothesisHB, we use the likelihood ratioλ= L(HA)/L(HB), with critical region again
chosen such thatα = β. For investigating and summarising which values ofλcut correspond
to which values ofα andβ, the quantity−2 lnλ= 2 lnL(HB)− 2 lnL(HA) is particularly
useful. For simple hypothesesHA and HB, the central limit theorem implies that−2 lnλ
tends to a Gaussian.

3.3.6.1. Testing spin 1 versus spin 2.A detailed discussion of the intermediate steps in
applying the above method for discriminating spin 1 from spin 2 is in Ref. [116], using large
samples of Z′ and G∗ events (from the Randall–Sundrum (RS) model [94]) generated with
herwig. (Generator-level results usingpythia are completely compatible.) The ratioλ of
the likelihoods of the hypotheses is calculated for each event, assigning spin 1 as the null
hypothesisHA and spin 2 as the alternative hypothesisHB. In taking the ratio, the average
acceptance cancels to good approximation and one essentially recovers the ratios of the
angular forms. Histograms of−2 lnλ for these events are highly asymmetric and strongly
peaked at one side [116]. In view of the asymmetries in the underlying event histograms, the
convergence of the sums of−2 lnλ values forN selected events toward Gaussians is quite
striking. The means and rms deviations of the sums are in excellent agreement with the means
and rms deviations of the respective event histograms scaled byN and

√
N, respectively, as

expected from the central limit theorem.
The statistical technique of Ref. [116] has been applied to fully-reconstructed Z′ and G∗

events [117]. Details of simulation, trigger and reconstruction are described in Sections3.3.2,
3.3.3 and 14.3.1. From ensembles of pseudo-experiments, we determine the numberN of
events per experiment corresponding to various values ofα = β, expressed in equivalent
number of Gaussian standard deviations “σ ” for one-tailed tests, e.g., forα = 0.159, we report
α = 1σ , and so on. The values ofα so obtained scale as expected as

√
N.

Table3.11contains, for different studied masses and values of the Randall–Sundrum ratio
c = k/M̄Pl, the integrated luminosity needed for a 2σ significance, and the corresponding
numbers of signal and background events. All numbers are for the “long term” misalignment
scenario; the cross section for Z′ production is assumed to be equal to that of G∗ with the given
c value. Of course, because the production cross section falls rather steeply with mass, the
integrated luminosity needed for spin discrimination increases with mass. For RS gravitons,
the production cross section scales asc2; therefore, the integrated luminosity required for spin
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Figure 3.22. Region in the plane ofMG∗ –c in which Randall–Sundrum G∗ can be distinguished
from Z′ having an equal cross section with 2σ significance if one treats two spin hypotheses
symmetrically, for a few representative values of the integrated luminosity. The region which can
be probed lies to the left of the lines.

discrimination quickly increases asc gets smaller, and so does the number of signal events,
because of a larger background contamination. The region in the plane ofMG∗–c in which
Randall–Sundrum G∗ can be distinguished from Z′ with 2σ significance if one treats two
spin hypotheses symmetrically is shown in Fig.3.22 for a few representative values of the
integrated luminosity.

Alternatives to theα = β criterion, in particular tests in whichα is minimised for one
hypothesis at the cost of increase inβ, are discussed in Ref. [116].

3.3.6.2. Discrimination from spin 0.While the motivation of discriminating Z′ from G∗ has
focused studies on discriminating spin 1 from spin 2, another possibility to be considered
is spin 0 resonance (which is uniform in cosθ∗). For accepted spin-0 events, the probability
density for cosθ∗

CS is somewhat in between the mostly concave-upward function for spin 1
and the predominantly concave-downward function for spin 2.

As discussed in Ref. [116], discriminating either spin 1 or spin 2 from spin 0 requires
significantly more events than discriminating spin 2 from spin 1.
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Chapter 4. Physics Studies with Jets andEmiss
T

4.1. Benchmark Channel: new physics from dijets

Inclusive dijet production (pp→ 2 jets +X) is the dominant LHC hard scattering process.
Simple to observe, and rich in potential signals of new physics, dijets are expected to be one
of the earliest CMS measurements. In this section we discuss the measured distributions and
their systematic uncertainties [118]. In section14.5.2and15.3we use these distributions to
estimate our sensitivity to specific models of new physics.

4.1.1. Dijet analysis

We use samples generated usingpythia dijet processes mixed with pileup of minimum bias
interactions for an assumed luminosity of 2× 1033 cm−2 s−1, simulated with OSCAR and
reconstructed withorca. Jets are reconstructed as localised energy depositions in the CMS
calorimeters arranged in a projective tower geometry. The jet energyE is defined as the scalar
sum of the calorimeter tower energies inside a cone of radiusR =

√
(1η)2 + (1φ)2 = 0.5,

centred on the jet direction. The jet momentumEP is the corresponding vector sum of energies,
with the vector pointing in the tower direction. Both the jet energy and momentum are
corrected back to the particles in the jet cone originating from the hard interaction excluding
pileup [119]. We define the dijet system as the two jets with the highestpT in an event (leading

jets) and define the dijet massm =

√
(E1 + E2)2 − ( EP1 + EP2)2. We select events in which the

leading jets each have|η|< 1. This cut enhances our sensitivity to new physics, produced at
low |η|, compared to the predominantlyt-channel processes from the QCD background. In all
plots that are a function of dijet mass, we plot in bins of width equal to the Gaussian resolution
measured in section4.1.4.1.

4.1.2. Rates and efficiencies from jet triggers

We use simulated data from the single jet triggers discussed in AppendixE.4.3.2. From
the three trigger tables for luminosities ofL= 1032, 1033, 1034 cm−2 s−1 we expect initial
samples of size at least 100 pb−1, 1 fb−1, and 10 fb−1 respectively. This is from 106 seconds of
collisions, equivalent to one month of continuous operation at 40% efficiency. In Fig.4.1we
show the rate expected from these triggers as a function of dijet mass. By construction there
are comparable events in each trigger, and a high statistics overlap between triggers for a given
table. We see that the highest mass dijet is expected to be 5, 6 and 7 TeV for samples of size
100 pb−1, 1 fb−1, and 10 fb−1 respectively. In Fig.4.2we show the trigger efficiency vs. dijet
mass, measured for each trigger using the neighbouring trigger with a lowerpT threshold, and
explicitly show the mass cuts that are fully efficient. In Fig.4.3we show the data we will use
to measure the cross section. We use each trigger where it is fully efficient and stop using the
trigger where the next trigger is fully efficient. Fig.4.3shows there are adequate numbers of
fully efficient events for analysis.

4.1.3. Dijet mass distribution from QCD

In Fig. 4.4we combine the triggers to produce a cross section across the full mass spectrum.
The prescaled triggers allow us to measure mass down to 300 GeV/c2, or even smaller if we
can understand the efficiency of the lowest threshold trigger. The mass measured with the
prescaled triggers will allow us to connect to dijet masses measured at the Tevatron.
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Figure 4.1. Rate of jet trigger as a function of dijet mass. The 3 plots correspond to 3 trigger
tables, and each plot shows multiple triggers with variouspT thresholds and prescales.
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Figure 4.2. Jet trigger efficiency (points) and fully efficient dijet mass cuts (lines).
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Figure 4.3. Rate of jet trigger for cross section measurement. Same triggers as Fig.4.1.

In Fig. 4.5 we show the fractional statistical error on the cross section, the simplest
measure of our sensitivity to new physics. Figure4.5 shows that our prescaled triggers will
allow a measurement of QCD with 1–3% statistical accuracy. The unprescaled triggers will
have 1% error at threshold and the first unprescaled sample begins at a mass of 670 GeV/c2,
giving us full sensitivity to new physics in a region that overlaps with previous dijet mass
measurements at the Tevatron.

4.1.4. Searches using dijet mass

Here we will discuss the signal and background distributions that are needed for a dijet
resonance search using the mass distribution. In section14.5.2we use these techniques to
estimate our sensitivity to seven models of narrow dijet resonances.
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Figure 4.4. Cross section vs. dijet mass and the contributing jet triggers.
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Figure 4.5. Fractional statistical error on the jet cross section for the samples in Fig.4.5.

4.1.4.1. Narrow dijet resonance shapes.The simulated shape of a narrow dijet resonance
in CMS is shown in Figure4.6. The shape is composed of a Gaussian distribution from jet
energy resolution and a long tail to low mass. The measured RMS of the Gaussian component
is σ/M = 0.045 + 1.3/

√
M . The long tail to low mass comes predominately from final state

QCD radiation (extra jets) which reduce the reconstructed mass. All resonances with a natural
width significantly less than our resolution should look similar to this in the CMS detector.
The model used in Figure4.6was aZ′ from pythia.

4.1.4.2. QCD background to dijet resonances.Figure4.6compares aZ′ signal cross section
to the QCD background found in section4.1.3. The differential cross section for the QCD
background is well fit by a simple parametrisation of the form

dσ

dm
=

p0(1− m/
√

s)p1

mp2
(4.1)

where m is the dijet mass,
√

s = 14000 GeV/c2 is the collision energy, andp0, p1, p2

are arbitrary parameters. The resonance sensitivity estimates in section14.5.2 use this
parametrisation to smooth away background fluctuations in our simulation sample. In a
search with real data, a similar parametrisation could be used to simply model the measured
background, as was done by CDF [120], or a full NLO QCD calculation smeared with the jet
resolution could be used to model the background, as was done by D0 [121].
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Figure 4.6. (Left) The dijet mass distribution from a 2 TeV/c2 Z′ (histogram) is fit with a Gaussian
(solid curve) from the peak region to high mass and the Gaussian is extended to lower mass (dashed
curve). (Right) The differential cross section as a function of dijet mass for the QCD background
and threeZ′ signals with a mass of 0.7, 2, and 5 TeV/c2.

4.1.5. Searches using dijet mass and angle

Here we will discuss the signal and background distributions that are used for searches for
new physics in the dijet mass and angular distribution simultaneously. This technique can be
used to confirm resonances observed in the dijet mass distribution, and measure their spin, or
to discover other new physics that could affect the dijet angular distribution. In section15.3
we use these techniques to estimate our sensitivity to a model of quark contact interactions.

4.1.5.1. Dijet ratio: N(|η|< 0.5)/N(0.5< |η|< 1.0). The ratio of the number of dijets in
which both jets have|η|< 0.5 to the number of dijets in which both jets have 0.5< |η|< 1.0
was first introduced by D0 to search for contact interactions as a function of dijet mass [122]. It
is the simplest measure of the most sensitive part of the angular distribution, providing a single
number we can measure as a function of dijet mass. In Figure4.7 we show our lowest order
calculation of the dijet ratio from QCD compared with a left-handed contact interaction among
quarks [123, 124] at three different values of the contact interaction scale. For this calculation
we used the same code as [125] with modern parton distributions [12]. Lowest order QCD
gives a fairly flat dijet ratio around 0.6 while the contact interactions produce an increase in
the dijet ratio at high mass. Figure4.7also shows that a full CMS detector simulation of the
dijet ratio from QCD, using the samples discussed in section4.1.3, is indistinguishable from
a flat ratio of 0.6 within the simulation statistical uncertainty.

4.1.6. Systematic uncertainties

In figure4.8 we present estimates of systematic uncertainties on both the dijet cross section
and the dijet ratio. The systematics discussed below have a large effect on the cross section
and little effect on the dijet ratio.

4.1.6.1. Absolute jet energy scale.We have concluded that an overall uncertainty on the
jet energy scale in the barrel of±5% is achievable [126]. We have propagated this energy
scale error to the dijet mass cross section by measuring the effect of a±5% change in mass
on a smooth fit to the dijet mass cross section. As shown in figure4.8, the resulting upper
uncertainty on the cross section varies from 30% at a dijet mass of 0.3 TeV/c2 to 80% at
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Figure 4.7. (Left) A lowest order calculation of the dijet ratio from QCD (solid curve) is
compared with QCD plus a quark contact interaction at a scale3+ of 15 TeV (dashed), 10 TeV
(dotted) and 5 TeV (dot-dashed). (Right) The dijet ratio in the CMS simulation from QCD (points)
is compared to the value 0.6 (line).

Dijet Mass (GeV)
1000 2000 3000 4000 5000 6000 7000

F
ra

ct
io

na
l U

nc
er

ta
in

ty
 o

n 
xs

ec

-0.8

-0.6

-0.4

-0.2

-0

0.2

0.4

0.6

0.8           Systematics
Energy Scale (5%)
PDF (CTEQ 6.1)
Resolution

-1Error Bars are Statistical Uncertainity for 10fb

Corrected Dijet Mass (GeV)
1000 2000 3000 4000 5000 6000

|<
1)

η
|<

0.
5)

 / 
N

(0
.5

<
|

η
R

at
io

 =
 N

(|

0.5

0.52

0.54

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

5 10 15

=5,10,15 TeV+ΛQCD and 
 ResolutionηJet E & 

Relative Energy Error
PDF Error (CTEQ 6.1)
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a dijet mass of 6.5 TeV/c2. This large systematic uncertainty, increasing with dijet mass,
is the primary reason we do not use the dijet mass distribution to search for quark contact
interactions. For the dijet ratio the absolute jet energy scale uncertainty has no effect, because
the dijet ratio is flat versus dijet mass. The uncertainty cancels out in the ratio.

4.1.6.2. Relative jet energy scale.We have shown that by using dijet balance an uncertainty
of ±0.5% is achievable [127] for the relative jet energy scale as a function ofη within the
barrel, in 0.1 steps inη. Here we assume that the relative jet energy scale, defined in this
analysis as the uniformity in energy scale in the region 0.5< |η|< 1.0 compared to|η|< 0.5,
can be determined to±0.5%. For the cross section as a function of mass this uncertainty
is negligible compare to the±5% error in the absolute energy scale. We have propagated
this error to the dijet ratio by measuring the effect of a±0.5% change in dijet mass for
the measurement ofN(0.5< |η|< 1) while keepingN(|η|< 0.5) unchanged. As shown in
figure 4.8, the resulting upper uncertainty in the ratio varies from 0.013 (2%) at a mass of
0.3 TeV/c2 to 0.032 (5%) at a mass of 6.5 TeV/c2.
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4.1.6.3. Resolution. The effect of calorimeter resolution is the difference between the
measurement with jets constructed from MC particles (Gen Jets) and the measurement with
jets constructed from calorimeter depositions and corrected (Rec Jets). This difference, often
called the smearing due to calorimeter resolution, is taken as a bound on the size of the
systematic uncertainty due to resolution. For the cross section, the difference between Rec Jets
and Gen Jets is small. This smearing varies from 15% at 0.3 TeV to 3% at 6.5 TeV, as shown
in Figure4.8. For the ratio, there is no change between Gen Jets and corrected Rec Jets within
the Monte Carlo statistics presented in Fig.4.7, and the statistical error on the simulation gives
a bound on the systematic of 0.02 (3%) in the ratio, which is shown in Figure4.8.

4.1.6.4. Parton distributions. We have used these 40 PDFs of CTEQ6.1 and the
recommended procedure [12] to calculate the PDF uncertainties on both the cross section and
the dijet ratio using our lowest order QCD calculation. As shown in figure4.8, the resulting
upper uncertainty in the cross section varies from 5% at a dijet mass of 0.3 TeV/c2 to 32% at
a dijet mass of 6.5 TeV/c2. As shown in figure4.8, the resulting uncertainty in the dijet ratio
peaks at a value of 0.02 (3%) in the ratio at a mass of around 3.5 TeV/c2, and declines at both
lower and higher masses.

4.1.6.5. Luminosity, efficiency and acceptance.The luminosity uncertainty on the cross
section is around 10%, small compared to other uncertainties, and has no affect on the dijet
ratio. For the masses we consider in this analysis there is full efficiency for finding a dijet in
the event with negligible uncertainty. The acceptance for jets is defined by the cut inη, and
any measured jet distributions must be compared to calculations using the sameη cuts, with
negligible uncertainty in the comparison of measured and calculated jetη.

4.2. Benchmark Channel: low mass supersymmetry

4.2.1. Introduction

R-parity conserving SUSY leads to characteristic signatures with missing transverse energy in
the final state due to the stable lightest supersymmetric particle (LSP). In the search described
below for the bosonic partners of quarks (squarks) and the fermionic partners of gluons
(gluinos) it is assumed that the LSP is weakly interacting, as is the case for most of the MSSM
parameter space.

This analysis focuses on gluino and squark production within the minimal supergravity
model (mSUGRA). In this model the entire SUSY mass spectrum is essentially determined by
only five unknown parameters: the common scalar mass at the GUT scale,M0; the common
gaugino mass at the GUT scale,M1/2; the common trilinear coupling at the GUT scale,
A0; the sign of the Higgsino mixing parameter,sign(µ); and the ratio of the Higgs vacuum
expectation values, tanβ.

We investigate whether the production and decay of gluinos and scalar quarks is
observable in the rate of>3-jet events with large missing transverse energy. The large missing
energy originates from the two LSPs in the final states of the squark and gluino decays. The
three or more hadronic jets result from the hadronic decays of the squarks and/or gluinos. We
use theisajet (7.69) Monte Carlo program interfaced withpythia (6.225) which provides
parton shower and an underlying event model to generate squark and gluino production with
parametersM0 = 60 GeV/c2, M1/2 = 250 GeV/c2, A0 = 0, µ > 0 and tanβ = 10 (LM1 test
point). For this set of parametersm(g̃)∼ 600 GeV/c2, m(q̃)∼ 550 GeV/c2, (m(g̃) >m(q̃))
and production of̃gq̃ is 53%, q̃q̃ 28% andg̃g̃ 12%. The decaỹg → q̃L ,R + q is dominant.
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Specifically the gluino and squark decays proceed as follows:

g̃ → q ¯̃qL ,R, or g̃ → q̄q̃L ,R (4.2)

q̃R → qχ̃0
1 , (100%) (4.3)

q̃L → q + χ̃0
2 , (30%) (4.4)

q̃L → q + χ̃+
1 , (70%) (4.5)

while the charginos and neutralinos decay as follows:

χ̃0
2 −→ ˜̀R`, (11.2%) (4.7)

χ̃0
2 −→ τ̃1τ, (46%) (4.8)

χ̃+
1 −→ ν̃L`, (36%). (4.9)

The total LO production cross section for squarks and gluinos at this point of the mSUGRA
parameter space is 49 pb. An example of a SUSY candidate is shown in colour plateCP6. The
major Standard Model background components for a multi-jet plus large missing transverse
energy search include production ofZ + jets with theZ decaying invisibly,W + jets, top–anti-
top pairs, dibosons, single top and QCD jets.

4.2.2. Jets and missing transverse energy at CMS

Jets are defined as localised energy depositions in the calorimeters and are reconstructed using
an iterative clustering algorithm with a fixed cone of radius1R ≡

√
1η2 +1φ2 = 0.5 in

η−φ space [7]. Jets are ordered in transverse energy,ET = Esinθ , whereE is the scalar
sum of energy deposited in the calorimeter towers within the cone, andθ is the angle formed
by the beam-line, the event vertex, and the cone centre. Jets with uncorrectedET > 30 GeV
and with|η|< 3 are used throughout this analysis.

The offline missing transverse energy is defined as the negative vector sum of
the transverse energy in the electromagnetic and hadronic calorimeter towers,Emiss

T =

−
∑

i (Ei sinθi )n̂i , where Ei is the energy of thei -th tower, n̂i is a transverse unit vector
pointing to the centre of each tower, andθi is the polar angle of the tower; the sum extends to
|η|< 5. The data sample is selected with a hardware trigger which requiresEmiss,L1

T > 46 GeV
(|η|<5 coverage) and a central jet ofET > 88 GeV. A parametrisation of the Level-1 trigger
efficiency as measured in a dijet sample is applied to all data analysed. For the confirmation
of the High Level Trigger (HLT) theEmiss

T is required to be above 200 GeV where the HLT
trigger is fully efficient. In the following sections we detail the methodology and analysis
strategies towards a search for SUSY using a dataset of events collected according to the
missing transverse energy plus jet Level-1 and HLT trigger path.

4.2.3. Clean-up requirements

In anticipation of real data a pre-selection is used to reject accelerator- and detector-related
backgrounds (such as beam halo and noise), and cosmic ray events. At least one primary
vertex is required in the event and the pre-selection uses the event electromagnetic fraction,
Fem (defined as theET-weighted jet electromagnetic fraction sum over the electromagnetic
calorimeter acceptance,|ηd|6 3.0) and event charged fraction,Fch (defined as the average
over the jets ratio of the sum of thePT of the associated to the jet tracks for jets within
|η|< 1.7, over the calorimetric jet transverse energy) to distinguish between real and fake
jet events. The pre-selection requirements and their efficiency on the signal are shown in
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Table 4.1.Cleanup pre-selection efficiency.

Sample/Requirement Fem> 0.1 Fch > 0.175 Both (%)

LM1 99.88% 91.32% 91.24%

Table 4.2.The Emiss
T + multi− jet SUSY search analysis path.

Requirement Remark

Level 1 Level-1 trigger eff. parameter.
HLT, Emiss

T > 200 GeV trigger/signal signature
primary vertex> 1 primary cleanup
Fem> 0.175,Fch> 0.1 primary cleanup

N j > 3,|η1 j
d |< 1.7 signal signature

δφmin(Emiss
T − jet)> 0.3 rad,R1, R2> 0.5 rad,

δφ(Emiss
T − j (2)) > 20◦ QCD rejection

I soltrk
= 0 ILV (I) W/Z/t t̄ rejection

fem( j (1)), fem( j (2)) < 0.9 ILV (II), W/Z/t t̄ rejection

ET, j (1) > 180 GeV,ET, j (2) > 110 GeV signal/background optimisation
HT > 500 GeV signal/background optimisation

SUSY LM1 signal efficiency 13%

Table4.1. The values of the requirements are chosen based on the Tevatron data where similar
requirements have been used to clean the highpT multi-jet plus large missing transverse
energy datasets from a number of spurious and instrumental backgrounds that tend to appear
as spikes in the low end of the event electromagnetic and charge fraction distributions.

4.2.4. Analysis path

Events that are accepted by the pre-selection requirements, proceed through the analysis
path if they have missing transverse energyEmiss

T > 200 GeV and at least three jets with
ET > 30 GeV within |η|< 3. In addition the leading jet is required to be within the central
tracker fiducial volumei.e. |η|< 1.7. These requirements directly define the SUSY signal
signature. The rest of the analysis path is designed based on elimination of the major classes
of backgrounds: the QCD production, top–anti-top pairs and theW/Z-QCD associated
production. In Table4.2 the path is shown with a remark indicating the reason and aim of
each selection step.

In the following sections the motivation and details of the analysis path are discussed.

4.2.5. Missing transverse energy in QCD production

Due the very high QCD production cross section the Standard Model background to a large
missing transverse energy plus jets data-sample is dominated by QCD events. The observed
missing transverse energy in QCD jet production is largely a result of jet mis-measurements
and detector resolution. In Figure4.9 the missing transverse energy full spectrum is shown
for QCD 3-jet events in thêpT region between 120 GeV/c and 1.8 TeV/c.

It is to be noted that due to finite computing resources and the large production cross
section it is unrealistic to fully simulate and reconstruct samples with adequate Monte Carlo
statistics. It is also unrealistic due to the trigger and data acquisition bandwidth constraints
and the large QCD production cross section to collect QCD datasets with lowET thresholds
during data-taking. However the CMS trigger table includes a large number of prescaled
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Figure 4.9. Emiss
T distribution in QCD 3-jet events.

Figure 4.10. δφ1 versusδφ2 for (left) SUSY signal and (right) QCD dijet events.

QCD trigger paths that will be used to extract the shape of the missing transverse energy
and the direct normalisation for the QCD background component in all-hadronic events
with large missing energy. In addition, topological requirements are designed to eliminate
as much as possible the QCD contribution. Well measured QCD dijet events with back-to-
back inφ jet topology are used for obtaining jet corrections. These are well balanced events
with low missing transverse energy. Large missing energy in QCD events originates from
jet mis-measurements. In such events the highestET jet is typically the most accurately
measured. When any jet in the event is mis-measured, usually the second or third jet, the
Emiss

T direction is pulled close inφ to the mis-measured jet direction. We eliminate such
residual QCD component by using the correlation in theδφ1 = |φj(1) −φ(Emiss

T )| versusδφ2 =

|φj(2) −φ(Emiss
T )| plane, as shown is Figure4.10. Events withR1 > 0.5 rad andR2 > 0.5

rad, whereR1 =

√
δφ2

2 + (π − δφ1)2 andR2 =

√
δφ2

1 + (π − δφ2)2, are accepted. In addition
we require that no jet in the event be closer than 0.3 rad to the missing energy direction and
that the second jet be further than 20◦ from it (Figure4.11).

After a baseline selection ofN j > 2 andEmiss
T > 93 GeV the cumulative efficiency of the

angular requirements is∼90% for the SUSY signal. They reject∼85% of all QCD events.
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Figure 4.11. δφ2 = |φj(2) −φ(Emiss
T )| for (left) SUSY signal and (right) QCD dijet events.

4.2.6. Indirect Lepton Veto

W andZ + jet events with large bosonPT and leptonic decays of the boson are backgrounds to
a large missing transverse energy plus multijet search. Similarly semileptonict t̄ events where
the W boson decays leptonically constitute a background. In theW leptonic decays there is
real missing energy due to the neutrino while in theZ decays the missing energy is mostly due
to τ decays or missed leptons. Residual background when the bosons decaying hadronically
(with missing energy due to jet mis-measurements) are accounted for using the real multi-jet
data triggers.

In this analysis there is no explicit lepton identification. Leptons in the signal SUSY
events result from cascade decays of squarks and gluinos through charginos and neutralinos.
To reduce the large background contribution mainly fromW(→ `ν)+ jetsandt t̄ production
and decays, anindirect lepton veto(ILV) scheme is designed. The aim of the indirect lepton
veto is twofold: (a) to retain large signal efficiency and (b) to achieve large rejection of
the W, Z, t t̄ backgrounds (independent of the MC used, namely parton shower only versus
complete matrix element in particular for the higher jet multiplicity bins).

Given that electrons are also clustered as jets, the jet electromagnetic fraction,fem, which
is close to 1 for electrons, is efficient in rejecting backgrounds events containing electrons
while retaining good efficiency in the LM1 SUSY inclusive signal. Events are selected if
the two highestET jets are not purely electromagnetic,i.e. fem, j (1) < 0.9 and fem, j (2) < 0.9.
The leading and second jet electromagnetic fraction distributions forW → eν+> 2 jets are
shown in Figure4.12. The corresponding distributions for the SUSY LM1 signal are shown in
Figure4.13. The signal efficiency is∼87% while 90% of theW → eν + > 2 jets are rejected.
A systematic uncertainty of 5% on the background rejection efficiency is assigned due to a
variation betweenpythia andalpgen+ pythia samples.

To further reject electrons, muons and taus fromW and Z decays while retaining the
SUSY signal efficiency a tracking isolation strategy is employed as follows: if the leading
track in the event haspT > 15 GeV/c and the ratio of the sum of thePT of all tracks around
it in a cone of1R = 0.35 over thepT of the track is less than 10% the event is dropped.
The requirement of accepting events with a non-isolated leading track is noted in Table4.2
as Isoltrk

= 0.
The leading isolated track veto has∼92% signal efficiency while it rejects∼50% of

the W/Z+jets events (inpythia as well asalpgen generated samples). The cumulative
W/Z + jets rejection efficiency when both requirements of the indirect lepton veto are applied
is between 50% and 90% depending on the lepton flavour, with lower rejection as expected
when the boson decay product includes aτ lepton. When applied in the full analyses path it
rejects 40% oft t̄ inclusive events. The cumulative SUSY signal efficiency is∼80%.
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Figure 4.12. Electromagnetic fraction of (left) leading and (right) second jet inW → eν+> 2
jets events.
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Figure 4.13. Electromagnetic fraction of (left) leading and (right) second jet in SUSY LM1 events.

4.2.7. The standard Z boson “candle” calibration

Events with large missing transverse energy and>3 jets in the final state are expected from
Z(→ νν̄)+ > 3 jets andW(→ τν)+>2 jets (the third jet originating from the hadronicτ
decay) processes. Additional residual contribution is expected also fromW(→ µν), eν + >
3 jets. In what follows a comprehensive normalisation program is described that relies on the
Z + multi-jet data to accurately estimate theW andZ + multi-jet background contribution in
a large Emiss

T plus multi-jet search.
The Z + N jets cross section is proportional toaN

s : for each additional jet in theZ event
the cross section falls by a factor proportional toas. The ratio of the number of events
in adjacent jet multiplicity bins should remain constant and be proportional to the strong
coupling constant. The multiplicity breakdown will be measured in the data and the slope
returned by the exponential fit will beR =

d Nevents
d Njets

=
Ldσ

d Njets
. This ratio measured as the two

to three jet ratio inpythiaW + jets andZ + jets is∼2.3 . An illustration of the result of the
measurement that will be performed with the real data is shown in Figure4.14 using the
alpgen Monte Carlo cross section after parton shower matching.

The Monte Carlo predictions for events with> 3 jets andZ boson PT > 200 GeV/c
will be normalised to the observedZ(→ µµ)+ 2 jets data sample (whereZ boson
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Figure 4.14. Illustration of the measurement of theR =
d Nevents
d Njets

ratio in theZ + jets data. Here

thealpgen Monte Carlo cross section is used after parton shower matching and the theoretical
returned ratio is 3.8. NoZ bosonPT requirement is used for these estimates. Slope= −1.24550

PT > 200 GeV/c) via the measuredR =
d Nevents
d Njets

ratio, whered Nevents is the number of events

accumulated with∼1 fb−1 of data.
The ratioρ ≡

σ(pp→W(→µν)+ jets)
σ (pp→Z(→µ+µ−)+ jets) will be used to normalise theW+jets Monte Carlo

predictions. Assuming lepton universality, the predictions for the number of events with
>2 jets and>3 jets fromW andZ production and decays to all flavours will be normalised to
the Z(→ µ+µ−)+> 2 jets data. By normalising the MC predictions to data large systematic
effects are avoided that are due to the renormalisation scale, the choice of parton density
functions, initial- and final-state radiation, and the jet energy scale. The total uncertainty
(∼5%) is then dominated by the uncertainty on the luminosity measurement, the uncertainty
on the measured ratioR =

d Nevents
d Njets

(to be measured with the data), and the uncertainty on the
ratioρ as a function of the jet multiplicity,N jet.

The method will be used to absolutely normalise the Monte Carlo predictions for
Z(→ νν̄)+> 3 jets assuming that after detector simulation they will be tuned to reproduce the
kinematic distributions observed in the “candle” data sample and the ratios discussed above.
Note that the actual data “candle” sample can be used stand-alone to predict the rate and event
kinematics of theZ(→ νν̄)+> 3 jets process.

In this study theZ → µµ+> 2 jets withZpT > 200 GeV/c is the “candle” data sample.
Both the muon and electron decays of theZ will be used as the standardisable candle, but
for the purposes of demonstrating the method, theZ muon decays are chosen. The additional
advantage of the muon channel is the efficient CMS muon detection due to the tracking and
muon systems. Since the completely raw missing transverse energy is used (as is expected
to be the case at the start-up of the experiment), the shape of theEmiss

T distribution of
the measured theZ → µµ+>2 jet events will be very close to the shape of the invisible
Z → νν+>2 jet events as shown in Figure4.15. The muon decays of theZ are selected from
an inclusive sample using the following requirements as baseline selection: (a) at least one
primary vertex, (b) at least 2 jets withET > 30 GeV, and|ηd|6 3, (c) Emiss

T > 200 GeV and
(d) for theZ boson identification two reconstructed muons with invariant mass closest to the
measuredZ boson mass (91.2 GeV/c2) and within 20 GeV/c2. The “Z-mass” tag requirement
is 90% efficient. The selected candle sample dimuon invariant mass is shown in Figure4.16
overlaid with the one using the Monte Carlo truth. Considering both the electron and muon
decays of theZ boson, a statistically adequate (5% precision) “candle” sample to normalise
the Z → νν +> 2 jet predictions forEmiss

T > 200 GeV will be obtained with∼1.5 fb−1.
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Figure 4.16. Reconstructed and generator levelZ dimuon invariant mass forZ → µµ +> 2 jets
andEmiss

T > 200 GeV.

4.2.8. Analysis results

The signal to background ratio is further enhanced in the final steps of the analysis (shown in
Table4.2) by requiring the two leading jetsET be above 180 and 110 GeV respectively. Fur-
thermore theHT in the event is required to beHT ≡ ET(2) + ET(3) + ET(4) + Emiss

T >500 GeV.
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Table 4.3.Selected SUSY and Standard Model background events for 1 fb−1.

Signal t t̄ singlet Z(→ νν̄)+ jets (W/Z, W W/Z Z/ZW) + jets QCD

6319 53.9 2.6 48 33 107

The global signal efficiency for the analysis is 13% while the signal to background ratio is
∼ 26. The results are shown in Table4.3.

Due to the QCD Monte Carlo limited statistics to derive the QCD background component
the analysis path is followed without the topological QCD clean-up requirements and ILV
requirements. The estimate is conservative and is based on factorising the clean-up and
ILV efficiency and assuming them uncorrelated with the rest of the analysis requirements.
A parametrisation of the QCD topological clean-up requirements efficiency as a function
of the Emiss

T is used forEmiss
T >700 GeV.

4.2.9. Systematic uncertainties

4.2.9.1. Emiss
T shape systematic uncertainty due to tails in the jet resolution.A bootstrap-

like study is performed to estimate the systematic uncertainty of theEmiss
T due to the non

Gaussian tails in the jet resolution. The study uses the inclusivet t̄ sample. The events are
re-weighed according to a grading of the mis-measured jets, and on a jet-by-jet basis. The
grading of a jet being considered mis-measured is derived from the jet resolution shape of
jets in threeET bins. Jets are considered mis-measured when they fall in the non-Gaussian
tails of the jet resolution. The event weight is derived using each jet’s weight and for three
different scenarios that involve one, two or three jets being simultaneously mis-measured
and positively contributing to the enhancement of theEmiss

T tail. As an example when one jet
is assumed to be undermeasured, 15% of the events that include the undermeasured jet (as
determined by the corresponding resolution curves) are weighted up by up to 15%. A larger
weight is assigned to the events with a jet lying on the downward going tail (and depending
on theET of the jet) thus exaggerating the non-Gaussian jet resolution tail. The further the jet
in the event is out on the tail the larger is the weight assigned to it.

The ratio of theEmiss
T distribution resulting from the one, two and three under-measured

jets scenarios study over the nominalEmiss
T is shown in Figure4.17and it shows graphically

the positive systematic uncertainty band as a function of theEmiss
T due to jet tails in

the resolution.
The positive systematic uncertainty due to one mis-measured jet in the highEmiss

T tails is
estimated over the bins where in the nominal distribution we have enough statistics, namely
between 180 and 240 GeV (statistical uncertainty< 5%). The result is 8.5%. For the scenario
with the two undermeasured jets, and assuming that 50% of the times the simultaneous under-
measurement results in the overestimate of theEmiss

T the result is 6% and for the case of
the three under-measured jets it is also 6%. We take the weighted average of these three
scenarios, namely 7%, as an index of the positive systematic uncertainty due to the tails of
the jet resolution in the tails of theEmiss

T above 180 GeV. The result in the method presented
is bound to overestimate the increase in the tails, since by design positive interference of
all under-measured jets in the event is considered (in reality there is some combinatorial
compensation in theEmiss

T vector given the jet topology). The ultimate measurement of the
shape of the highEmiss

T tails and its systematic should be done using Standard Model candle
physics processes in the real data such as theZ+jets and thet t̄ data sample.
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4.2.9.2. Jet energy scale.The jet energy scale (JES) uncertainty in all hadronic analyses is
playing an important role since the jet energy spectrum is steeply falling. To determine the
effect of the JES uncertainty each jet four-vector is scaled with the uncertainty valueα as
follow:

pµ, jet
scaled= (1±α) · pµ, jet

meas

= (1±α) · (px, py, pz, E). (4.10)

The JES uncertainty for the highET jets that enter this analysis is taken to be about 7%
for 1 fb−1. The resulting uncertainty in the overall analysis acceptance times efficiency int t̄
and QCD events is 22%.

4.2.9.3. Luminosity uncertainty.Since theW/Z + jets background is taken to be normalised
with real data, the estimate carries the luminosity uncertainty on it. Hence a±5% uncertainty
is taken on the background estimates due to the luminosity measurement.

4.2.9.4.alpgen-pythia ILV. As discussed in section4.2.6a 5% positive systematic on the
background estimate is taken due to the variation in efficiency of the ILV requirement between
alpgen andpythia.

4.2.9.5. Total background systematic.In summary for the major background components
the uncertainties are as follows:

• t t̄ uncertainties: 7%Emiss
T shape, 22% JES, 13% statistical.

• Z → νν̄+jets,W/Z+jets: 5% Luminosity (direct candle normalisation to the data).
• QCD: Emiss

T 7% shape, 22% JES, 10% statistical.

The number of backgrounds events per background component and their uncertainties are
tabulated in Table4.4.
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Table 4.4.Standard Model background components and uncertainties for 1 fb−1.

t t̄ , single top Z(→ νν̄)+ jets (W/Z, W W/Z Z/ZW) + jets QCD

56± 11(sys)± 7.5(stat) 48± 3.5 (all) 33± 2.5 (all) 107± 25(sys)±10(stat)
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Figure 4.18. LM1 signal and Standard Model background distributions forEmiss
T (left) and

HT (right).

4.2.10. Discussion

In conclusion, based on the Standard Model background estimates and their uncertainties,
a 5σ observation of low mass SUSY at LM1 (gluino mass 600 GeV/c2) is in principle
achievable with∼ 6/pb in events with large missing energy plus multi-jets. It is found that
with ∼1.5 fb−1 the W/Z + jets background including the invisible decays of theZ boson
which constitutes a large irreducible background component can be reliably normalised using
the Z → µµ and Z → ee+ multi-jet data candle. With adequate data-based strategies of
controlling and estimating the Standard Model backgrounds and their uncertainties, low mass
SUSY will be discovered with 0.1–1 fb−1. Furthermore the global rawEmiss

T measurement
from the calorimeter towers can be calibrated for multi-jet topologies using the tracking and
muons systems and theZ → µµ+ multi-jet candle data sample. This analysis demonstrates
that the Emiss

T measurement from the calorimeter towers can be used as such at the startup of
the experiment provided that adequate strategies are in place to discard spurious instrumental
backgrounds. It is also found that an indirect lepton veto makes possible thet t̄ andW/Z+jets
background rejection, without compromising the inclusive nature of the search. In anticipation
of data, there is no accurate way of accurately predicting the contribution of the QCD
background tails; although the full matrix element Monte Carlo predictions (such asalpgen)
are to date far more complete, the experiment has in place proper prescaled QCD triggers in
order to estimate this background component using directly the data.

Finally the comparison of the signal, total background estimated and its components for
the Emiss

T , HT, N jet andMef f ≡ ET(1) + ET(2) + ET(3) + ET(4) + Emiss
T are shown in Figure4.18.

It is to be underlined that the slopes of the tails of the missing energy,HT, and Mef f

distributions are very similar between the Standard Model background and the low mass
SUSY signal.
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Figure 4.19. LM1 signal and Standard Model background distributions for Jet Multiplicity (left)
andMef f (right).
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Figure 4.20. HM1 signal and Standard Model background distributions (1 fb−1) for Emiss
T (left)

andHT (right).

Applying the analysis in the high mass SUSY test point HM1 (with parameters
M0 = 180 GeV/c2, M1/2 = 850 GeV/c2, A0 = 0, µ > 0 and tanβ = 10) wherem(g̃)∼ 1890
GeV/c2, m(q̃)∼ 1700 GeV/c2 the signal efficiency is 28%. TheEmiss

T andHT distributions
comparison between the HM1 SUSY signal and Standard Model backgrounds are shown
in Figure 4.20. To perform a SUSY reach scan over the mSUGRA parameter space the
optimised analysis requirements for high mass SUSY are used withEmiss

T >600 GeV and
HT >1500 GeV (cf. section13.5).
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Chapter 5. Physics Studies with Tracks,B mesons, and taus

5.1. Benchmark Channels: study of the decayBs → J/ψφ

5.1.1. Introduction

The decayB0
s → J/ψφ → µ+µ−K +K − is of particular interest, since it allows to study

many properties of theB0
s system, such as the differences between the widths and the

masses of the two weak eigenstates,BH
s and BL

s . Contrary to theB0 system, the difference
between the widths10s of the two weak eigenstates is expected to be large, with a relative
difference10s/0̄s predicted to be in the order of 10% in the Standard Model. The first
measurement from CDF (10s/0̄s = (65+25

−33 ± 1)% [128]) and the new preliminary result
from DØ(10s/0̄s = (15± 10+3

−4)% [129]) have discrepancies between the two measured
values themselves and with the Standard Model prediction. It is only very recently that a
first measurement of the mass difference,1ms, has been performed at CDF. Time-integrated
measurements are not possible, as the time-integrated mixing probabilityχ saturates at
a value of 0.5 for large mass differences, and in time-dependent measurements, the high
mass difference generates very rapid oscillations. As in theB0

s system the ratio1ms/10s

depends on the ratio|VcbVcs|/|VtbVts|, which is quite well known, and on QCD corrections,
a measurement of10s would therefore yield an independent measurement of1ms. With the
measurement already performed in theB0 system, the ratio between the mixing parameters of
the B0 andB0

s could provide a measurement of the ratio|Vts|/|Vtd|.
Furthermore, this decay provides one of the best ways to determine the height of the

Unitarity Triangle,η in the Wolfenstein parametrisation. At first order of the Wolfenstein
parametrisation, the CP-violating weak phaseφC K M = [arg(V∗

csVcb)− arg(V∗
tsVtb)], measured

in the rate asymmetry, cancels, and higher order terms have to be taken, yielding a weak phase
φC K M = 2λ2η. The weak phase is therefore expected to be very small, of the order of 0.03. The
measurement of a significantly larger phase would indicate contributions from non-Standard
Model processes.

Because of the relative orbital angular momentum between the decay products, theJ/ψφ
final state is an admixture of CP-even and CP-odd states, and the total rate asymmetry suffers
from a partial cancellation. As the CP-even and CP-odd components have different angular
dependences, an analysis of the angular correlation of the decay will allow to separate the two
states, thereby permitting to access the different parameters.

With a totalB production cross section at
√

s= 14 TeV expected to be as high as 500µb,
a substantial number of fully reconstructedB0

s candidates can be expected. Nevertheless,
a high background has to be dealt with. The main sources of backgrounds identified are
those containing aJ/ψ decaying to two muons susceptible to satisfy the Level-1 trigger
requirements.

The decayB0
s → J/ψφ is chosen as a benchmark channel since it is representative of

exclusive B physics studies. It allows to study the capability of CMS to identify, select
and fully reconstruct the decay of theB0

s , which presents a significant challenge due to its
relatively low momentum and high background. In addition, the measurement of the width
difference10s on a sample of untaggedB0

s → J/ψφ → µ+µ−K +K − candidates using a
maximum likelihood fit of the time dependent angular distribution can be attempted. An
example of a pp→ Bs + X event withBs → Jψφ is shown in colour plateCP7.

5.1.2. Event generation

In addition to the signal itself, the main backgrounds identified have been simulated with
low luminosity pile-up (L= 2× 1033 cm−2 s−1). Kinematic requirements were applied in
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order to ensure that a significant fraction of the generated events would fulfil the Level-1
trigger requirements and that the final state particles are within the acceptance of the tracker
(|η|< 2.5). The transverse momentum of the muons is thus required to be above 3 GeV/c for
muons in the barrel (|η|< 1.2) and 2 GeV/c elsewhere. For the signal, the momenta of the
kaons are required to be above 0.8 GeV/c.

For the samples composed of events with decays ofB hadrons,bb̄ pairs were generated
with pythia 6.215. The MSEL = 1 card was used in order to correctly reproduce the three
different contributions to the total cross section (parton fusion, flavour excitation, and gluon
splitting). The fragmentation of theb quark is performed bypythia and the subsequent decay
of the B hadron is performed using thesimub generator [130], a dedicatedB physics event
generator. The decayB0

s → J/ψφ has to be performed withsimub, sincepythia does not
take into account the angular distributions of the final decay products.

One of theb quarks in the event is forced to hadronise to aB0
s or B̄0

s meson and to
decay through the complete decay chain. With the kinematic requirements, using the world-
average branching ratios for the decays of theB0

s , J/ψ andφ mesons [54], the cross section
is predicted to beσ (B0

s → J/ψφ → µ+µ−K +K −)=74± 27 pb.
The inclusive decays ofB hadrons to final states with aJ/ψ resonance are expected to

be the most important background for the measurement. These were simulated usingpythia,
since no detailed simulation of angular distributions of the final decay products is needed.
In order to increase the number of events similar to the signal events, a pair of oppositely
charged particles withpT > 0.5 GeV/c and|η|< 2.5 forming a fakeφ candidate is required
in a region(|1η|< 1.5, |1ϕ|< 1.5) around theJ/ψ direction and with an invariant mass
within 30 MeV/c2 of the world-averageφ mass. In addition, this fakeφ candidate is required
to form a fakeB0

s candidate with an invariant mass within 300 MeV/c2 of the world-average
B0

s mass. The cross section, including the kinematic requirements and branching-fractions, is
estimated to beσ(b → J/ψX)= 3.20± 0.3 nb.

Furthermore, a sample ofB0
→ J/ψK ∗0

→ µ+µ− K +π− events were simulated, since
this final state can be misidentified as aB0

s → J/ψφ decay. In addition, this decay has a
similar differential decay rate [131,132] to the studiedB0

s decay. TheB0 decay is simulated
with simub, where one of theb quarks in the event is forced to hadronise to aB0 or B̄0 meson,
and to decay through the complete decay chain. With the kinematic requirements, and using
the world-average branching ratios, the cross section is predicted to beσ(B0

→ J/ψK ∗0
→

µ+µ− K +π−) = 366± 22 pb.
The uncertainties quoted on the estimates above do not include the uncertainties on

the totalbb̄ cross section at LHC energies, theb fragmentation functions, the transverse
momentum distribution ofb quarks, and the uncertainties introduced by using the model
of b → J/ψX decays inpythia. However, since both the signal and background are
proportional to the samebb̄ cross section, the signal-to-background ratio is unaffected by
the corresponding uncertainty. The parameters used in the simulation of theB0

s → J/ψφ and
B0

→ J/ψK ∗0 decays are given in Table5.1.
The direct production ofJ/ψ mesons is an important background at trigger level.

Measurements at the Tevatron [133] have shown that predictions of the colour-singlet
model, which is presently the one implemented in thepythia generator, underestimate
the measurements by several orders of magnitude. Perturbative QCD is used in
this model to generatecc̄ pairs, which then hadronise to a charmonium state in a
non-perturbative way.

The observed discrepancy has led to a different approach [134], which has been
implemented in a modified version ofpythia 6.225, tuned on Tevatron data. Acc̄ pair is
first formed taking into account all perturbative QCD diagrams, regardless of the final colour
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Table 5.1.Values used for the mixing parameters, decay amplitudes, strong and weak phases in
the simulation of theB0

s → J/ψφ andB0
→ J/ψK ∗0 Monte Carlo sample.

Parameter B0
s → J/ψφ B0

→ J/ψK ∗0

τ = 1/0̄ 1.405× 10−12 s 1.528× 10−12 s
10/0̄ −0.2 0
1m 17.8 ps−1 0.509 ps−1

|A0(0)|2/0 0.570 0.570
|A‖(0)|2/0 0.217 0.217
|A⊥(0)|2/0 0.213 0.213
δ1 π π

δ2 0 0
φ −0.04 0

state. Thecc̄ state is then transformed into a colour-singlet by non-perturbative processes,
such as the emission of a soft gluon.

This version ofpythia has been used to simulate a sample ofJ/ψ decaying to two
muons for background studies. TheJ/ψ production cross section is calculated to be 141µb.
Taking theJ/ψ → µ+µ− branching ratio and the kinematic requirements into account, a cross
section of 310± 5 nb is expected. Only the statistical uncertainty is quoted and used; the large
uncertainties on the total cross section forJ/ψ production and on thepT distribution are
not included.

5.1.3. Trigger selection

5.1.3.1. The Level-1 Trigger.The B0
s decay chain is selected at Level-1 by the dimuon

trigger stream. At low luminosity it is foreseen [76] to use an identical threshold of 3 GeV/c on
the transverse momentum of each muon, still keeping a low bandwidth occupancy of 0.9 kHz.
Such a lowpT threshold ensures a very high selection efficiency on this channel, with a rate
low-enough to allow the use of lower quality muon candidates in the endcap region, recovering
full geometrical acceptance of the muon detector up to|η|< 2.4. For this decay, two of the
identified muons are required to have opposite charge.

5.1.3.2. The High-Level Trigger.In the HLT, the signal events are identified by doing a full
reconstruction of theB0

s decay, imposing invariant mass and vertex constraints. Indeed, at
this stage, tracks can be reconstructed in the tracker in restricted(η, φ) regions via a partial
reconstruction algorithm, where only the first 5 hits are used [7, Section 6.4.3.2]. To define
the tracking regions, the primary (interaction) vertex is first identified and reconstructed using
only hits in the Pixel detector, with the “Divisive Method” described in reference [135]. Since
the primary vertex ofbb̄ events involves low momentum tracks, the three vertex candidates
with the highest sum of thep2

T of the tracks, which is the default selection criterion, have to
be retained in order to achieve a good efficiency.

For the muons, the tracking regions are chosen around the direction of the muons
identified at Level-1. Since no link to the muon detectors can be done at this stage, all track
pairs of opposite charge for which the invariant mass is within 150 MeV/c2 of the world-
averageJ/ψ mass are retained. The resolution on the invariant mass of theJ/ψ meson is
found to be 51 MeV/c2. In addition, thepT of each muon is required to be above 2.5 GeV/c
in |η|< 1.2 or 2 GeV/c in |η|> 1.2, and thepT of the J/ψ candidate above 4 GeV/c. To
remove the promptJ/ψ background, the two muon candidates are then fitted to a common
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Figure 5.1. Four-track invariant mass distribution after the HLT (left) and offline (right)
requirements. The right distribution includes only combinatorial background and the left
distribution the expected inclusiveb → J/ψX andB0

→ J/ψK ∗0 background.

decay vertex. Theχ2 of the fit is required to be below 10 and the significance of the transverse
decay length is required to be above 3. Furthermore, the transverse momentum of theJ/ψ
candidate is required to be nearly parallel to its flight path in the transverse plane, since the
J/ψ mesons produced in the decays ofB0

s mesons are collimated around the direction of
the B0

s meson by the relativistic boost. The cosine of the angle between the reconstructed
momentum vector and the vector pointing from the production to the decay vertex is thus
required to be larger than 0.9.

To reconstruct the kaons, a tracking region is chosen around the direction of eachJ/ψ
candidate. Assigning the kaon mass to the reconstructed tracks, all oppositely charged track
pairs for which the invariant mass is within 20 MeV/c2 of the world-average mass of theφ
meson are retained, for a resolution on the invariant mass of theφ meson of 4.5 MeV/c2.
The pT of each of the kaon tracks is required to be above 0.7 GeV/c, the pT of the φ
candidate above 1 GeV/c and thepT of the B0

s candidate above 5 GeV/c. With the two muon
candidates, the four-track invariant mass is required to be within 200 MeV/c2 of the world-
average mass of theB0

s meson. The resolution on the invariant mass of theB0
s meson is found

to be 65 MeV/c2. Here as well, a vertex fit of the four tracks is performed, imposing similar
requirements as above.

The distribution of the invariant mass of the candidates after the HLT requirements
is shown in Figure5.1 (left). The efficiencies for the different criteria, which include the
respective reconstruction efficiencies, are given in Table5.2 for the signal and the different
background samples, together with the estimated rate. The total rate for this selection is well
below 1 Hz, and a yield of approximately 456 000 signal events can be expected within 30 fb−1

of data.

5.1.4. Offline selection and reconstruction

The first step in the offline selection is similar to the HLT selection, with the difference
that the complete information from the detector is available. Candidates are reconstructed
by combining two muons of opposite charge with two further tracks of opposite charge.
As CMS does not possess a particle identification system suitable for this measurement, all
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Table 5.2.Trigger selection efficiencies for the signal and background (defined with respect to the
number of generated events) after each requirement, and estimated HLT rate.

Requirement Signal Background

B0
s → J/ψφ Inclusiveb → J/ψX B0

→ J/ψK ∗0 PromptJ/ψ

Level-1 45.76(6)% 38.25(13)% 46.91(13)% 36.91(12)%
HLT- J/ψ selection 28.69(7)% 21.91(11)% 30.28(12)% 0.65(2)%
HLT-φ selection 20.50(6)% 1.23(3)% 0.961(26)% 0.0007(7)%
HLT rate (Hz) 0.03034(8) 0.0792(18) 0.0077(2) 0.002(2)

measured tracks have to be considered as possible kaon candidates, which adds a substantial
combinatorial background. At this stage, only loose requirements are applied, which are
tightened after a kinematic fit.

First, all muons in the event are reconstructed using the global muon reconstruction
algorithm [7, Section 9.1.3]. This algorithm is not fully efficient for low-pT muons from
J/ψ decays, being more suited to the reconstruction of high-pT muons. Therefore, all tracks
are reconstructed with the standard track reconstruction algorithm [7, Section 6.5]. Track-
pairs of opposite charge for which the invariant mass is within 120 MeV/c2 of the world-
averageJ/ψ mass are retained as aJ/ψ candidate. ThepT of each muon is required to be
above 3 GeV/c in |η|< 1.2 or 2 GeV/c in |η|> 1.2, and thepT of the J/ψ candidate above
4 GeV/c. The muon identification algorithm which uses information from the muon detector
[7, Section 9.2.1.2], is applied to both tracks forming theJ/ψ candidate. AJ/ψ candidate is
confirmed if both tracks share more than half of their hits in the silicon tracker with the muon
tracks reconstructed by the global muon reconstructor, or if their compatibility score returned
by the muon identification algorithm is greater than 0.1.

To reconstruct theφmeson, all tracks reconstructed with the standard track reconstruction
algorithm are used. Requiring thepT of each track to be above 0.8 GeV/c and assigning a
kaon mass to the thus reconstructed tracks, all oppositely charged track pairs for which the
invariant mass is within 20 MeV/c2 of the world-average mass of theφ meson are retained.
The pT of theφ candidate is required to be above 1 GeV/c, and thepT of the B0

s candidate
above 5 GeV/c.

A kinematic fit [136] is then made, where the four tracks are constrained to come from
a common vertex and the invariant mass of the two muons is constrained to be equal to the
mass of theJ/ψ . Since the natural width of theφ meson is of the same order as the resolution
due to the reconstruction, no mass constraint is applied to the two kaon tracks. With this fit,
a resolution on the invariant mass of theB0

s meson of 14 MeV/c2 is found. The confidence
level of the fit is required to be greater than 1× 10−3 (seven degrees of freedom). The invariant
mass of the two kaons is required to be within 8 MeV/c2 of the world-average mass of the
φ meson. Finally, the cosine of the angle between the reconstructed momentum vector of the
B0

s candidate and the vector pointing from the production to the decay vertex is required to
be larger than 0.95. The distribution of the invariant mass of the candidates after all selection
requirements is shown in Figure5.1(right).

The primary vertex is not used at this stage, since the efficiency of the standard primary
vertex finder [7, Section 6.6.4], which uses all fully reconstructed tracks, is 92%, and drops
to 83% if the vertex is required to be within 500µm from the simulated vertex. In order
to prevent this unnecessary loss of efficiency, no use is made of the primary vertex, and all
quantities of interest are evaluated in the transverse plane.
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Table 5.3.Offline selection efficiencies for the signal and background (defined with respect to the
number of generated events) after each requirement.

Requirement Signal Background

B0
s → J/ψφ b → J/ψX B0

→ J/ψK
∗0 PromptJ/ψ

HLT selection 20.50(6) % 1.23(3) % 0.937(14)% 0.0007(7) %
Reconstruction + BasicpT req. 18.15(5) % 0.63(2) % 0.675(12) % 0.0007(7) %
Muon Identification 17.89(5) % 0.585(19) % 0.636(11) % 0.0007(7) %
Kinematic fitχ2 req. 16.58(5) % 0.282(14) % 0.503(10) % 0.0007(7) %
Pointing constraint 16.48(5) % 0.258(13) % 0.497(10) % –
φ mass req. 14.65(5) % 0.113(13) % 0.202(10) % –

Table 5.4.Expected cross sections for the signal and background, after each requirement, with
number of expected events.

Signal Background

B0
s → J/ψφ Inclusiveb → J/ψX B0

→ J/ψK
∗0 PromptJψ

σ × BR 2.87± 1.07 nb 682± 64 nb 20.4± 1.7 nb 141µb
Kin. preselection 74± 27 pb 3.20± 0.3 nb 366± 22 pb 176± 2 nb
Level-1 34± 12 pb 1.22± 0.11 nb 172± 10 pb 65± 1 nb
HLT 15.2± 5.5 pb 39.4± 3.8 pb 3.52± 0.21 pb 1.2± 1.2 pb
Offline 10.9± 4.0 pb 3.62± 0.54 pb 0.74± 0.06 pb –
Events per 30 fb−1 327 000 108 500 22 200 –

With this selection, a yield of approximately 327 000 signal events can be expected within
30 fb−1 of data, with a background of 108 500 events. The efficiencies for the different criteria,
which include the respective reconstruction efficiencies, are given in Table5.3 for the signal
and the different background samples, and the expected cross sections are given in Table5.4.
These do not include a requirement on the four-track invariant mass of the candidates, since
the sidebands will be used later in the analysis. However, only a small fraction of these events
are directly under theB0

s peak, and even a simple cut will reduce the number of background
events by a significant factor.

5.1.5. The maximum likelihood analysis

The final state of the decay of a pseudo-scalarB meson into two vector mesonsB → V1V2

is an admixture of CP-even and CP-odd states [131,132,137]. The CP-odd states correspond
to transitions in which the relative orbital momentumL between the two vector mesons is
1 and the CP-even states to transitions in whichL is either 0 or 2. The amplitude of the
decay can be decomposed in three independent decay amplitudes which correspond to the
linear polarisation states of the two mesons. The first,A0, describes states in which the linear
polarisation vectors are longitudinal and is CP-even. The other two describe states in which
the linear polarisation vectors are transverse, either parallel (A‖ – CP-even) or perpendicular
(A⊥ – CP-odd) to each other.

The differential decay rate can be written as:

d40(Bs(t))

d2dt
= f (2, α, t)=

6∑
i =1

Oi (α, t) · gi (2), (5.1)

whereOi are the kinematics-independent observables andgi the angular distributions. The set
of physical parameters are represented byα and the angles which define the kinematics are
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generically denoted2. The time evolution of the different observables is given by bilinear
combinations of the polarisation amplitudes,|A0(t)|2, |A‖(t)|2, |A⊥(t)|2, =(A∗

‖
(t)A⊥(t)),

R(A∗

0(t)A‖(t)) and=(A∗

0(t)A⊥(t)). These are functions of the widths of the two light and
heavy eigenstates,0L and0H , the weak phaseφC K M, the magnitudes of the amplitudes
at t = 0(A0(0), A‖(0) and A⊥(0)) which describe all hadronisation effects, and, for a
flavour-tagged sample, the mass difference1ms = mH − mL . Since the overall phase of
the polarisation states is not observable, two strong phases are defined asδ1 ≡ arg|A‖

∗ A⊥|

and δ2 ≡ arg|A∗

0 A⊥|. These are CP conserving, and are expected to be 0 (modπ ) in the
absence of final-state interactions. AssumingSU(3) flavour-symmetry, the magnitudes and
the two strong phases are equal for the decaysB0

s → J/ψφ andB0
→ J/ψK ∗0 in unmixed

samples. The measurement of these parameters is of interest to study and improve the
phenomenological models used to calculate all hadronic effects.

In such decays, the kinematics are uniquely defined by a set of three angles. The
transversity base is used in this analysis, in which the set of variables is2= (cosθ, φ, cosϕ).
In this base,(θ, ϕ) are the polar and azimuthal angles of the momentum of theµ+ in the J/ψ
rest frame. This coordinate system is defined such that theφ moves in the positivex direction
and thez axis is perpendicular to the decay plane of the decayφ → K +K −. The angleψ is
defined in the rest frame of theφ as the negative cosine of the angle between theK + direction
and theJ/ψ direction.

In order to measure the values of the different parameters, an unbinned maximum
likelihood fit is performed on the observed time evolution of the angular distribution. In
the absence of background and without distortion, the p.d.f. describing the data would be the
original differential decay ratef (2, α, t) (Equation (5.1)). The distortion of this distribution
by the detector acceptance, trigger efficiency and the different selection criteria is taken into
account by an efficiency termε(t,2). In addition, a term describing the background has to be
added.

It is assumed that the efficiency can be factorised in two functions, the first modelling
the effects of the decay length requirements and the second the distortion of the
angular distribution,

ε(t,2)= ε(t) · ε(2). (5.2)

The angular efficiency is described by an expansion of products of spherical
harmonics [138]:

ε(2)=

∑
L RM

T ε
L RM ·YL RM(2), (5.3)

with YL RM(2)=
√

2π · YL M(θ, ϕ) · YRM(ψ,0), (5.4)

whereYL RM are orthonormal basis functions andYL M ,YRM are spherical harmonic functions.
In principle, L and R run from 0 to infinity and the sum overM from −min(L; R) to
+min(L; R), but it has been found that the expansion can be limited toL , R6 8. TheseYL RM

functions describe the partial waves involved in a scalar→ vector decay [139]. The moments
of the efficiency are determined from a Monte Carlo simulation with full detector simulation:

T ε
L RM =

∫
ε(2) ·Y∗

L RM(2)d2 (5.5)

≈
1

Ngen

Nobs∑
i =1

1

f (2i )
Y∗

L RM(2i ), (5.6)

where f (2i ) is the expected time-integrated angular distribution (Equation (5.1)).
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The time-dependent efficiency describes mainly the effects of the requirements on the
proper decay length distribution. After the initial turn-on and a stable plateau, a deficit of
events can be observed. Initial studies attribute this decrease in efficiency to the restrictions
imposed on the seeds by the tracking regions in the HLT, which cause an additional track
reconstruction inefficiency for displaced tracks such as those originating fromB decays. The
tolerance on the transverse and the longitudinal direction imposed on the tracking regions in
the HLT results in an implicit cut on the impact parameters. Further studies are needed to find
solutions to alleviate this inefficiency. Without corrections, the main effect of this inefficiency
would be to lower the estimated lifetime of the longer-lived eigenstateBH

s .
The different features in this distribution cannot easily be described by a simple

function. Two sigmoidal functions combined with a quadratic function are used to describe
the efficiency:

ε(t)=

 c ·

(
1 + tanh

(
t−t0
1t1

))
t < t0

(a · t2 + b · t + c) ·
(
1 + tanh

(
t−t0
1t2

))
t > t0.

(5.7)

The parameters are found by fitting this function to the distribution obtained by the
full Monte Carlo simulation.

The best way to gauge our ability to account for all effects and our capacity to
correct them through this time-dependent efficiency curve is by comparing the proper time
distributions foreseen by the simulation and observed in the data for the differentB mesons.
The first obvious choice is again the decayB0

→ J/ψK ∗0, which is very similar to the
studiedB0

s decay, and for which the lifetime has been measured with a high precision. Any
discrepancy between the efficiency determined by Monte Carlo and the data will be reflected
in a mismeasurement of theB0 lifetime. Further studies would be needed to determine the
sensitivity of the efficiency on the lifetime of the selectedB meson. It is dubious whether
the number ofB0

s events recovered in other trigger streams such as the dimuon stream, which
has no decay length requirement, would be enough to estimate the time-dependent efficiency.

The background can be divided in two different types of distributions. The first type arises
from misidentifiedB0

→ J/ψK ∗0
→ µ+µ−K +π− events, which has a similar differential

decay rate [131, 132] to the decay of interest. The width difference of the two eigenstates
of the B0 are assumed to be negligible, and no CP violation is present since the final state
is flavour specific. To describe this background in the dataset, it is not possible to use its
time dependent angular distribution, which is in principle well known, since all variables
are mismeasured because of the misidentification of theπ . In addition, the distortion of the
distribution due to the various requirements is much more severe than in the case of theB0

s .
Indeed, due to its lower mass, the momentum of theπ in the laboratory frame is lower than
that of the correspondingK when theπ is emitted in the direction opposite to the momentum
of the K ∗0.

The same set of functionsYL RM(2) (Equation (5.4)) is used to model the angular
distribution fd(2) of this background, with the moments computed in the following way:

Tb
L RM =

∫
b(2) ·Y∗

L RM(2)d2 (5.8)

≈
1

Nb

Nb∑
i =1

Y∗

L RM(2i ) . (5.9)

Here as well, the expansion is done up toL , R6 8. The functions are obtained by a Monte
Carlo simulation and can be cross-checked by a fully reconstructed sample of well-identified
B0

→ J/ψK ∗0 decays misreconstructed asB0
s candidates.
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The time dependence of this background is modelled as a single exponential decay,
again with a time-dependent efficiency. The lifetimeτd is left as a free parameter, since the
mismeasurement of the proper decay length precludes using the well-measured lifetime of
the B0.

The other sources of background are assumed to have no angular dependence. The
distribution of their proper decay time is modelled by two exponential decays, the first
describing the short-lived prompt background and the second misidentified long-lived
heavy-flavour hadrons.

A better separation of the signal and background is obtained by using the events in a
wider invariant mass region between 5.219 and 5.559 GeV/c2, and including in the fit the
distribution of the invariant mass of the candidates. The distribution of theB0

s candidates
is modelled by a GaussianGs(m; ms, σs), wherems is the mass of theB0

s meson andσs

the variance due to the reconstruction. The distribution of the misidentifiedB0
→ J/ψK ∗0

decays can reasonably well be modelled in the chosen region by a GaussianGd(m; md, σd).
Because of the misidentification of the pion,md will not correspond to the true mass of the
B0 meson, and will be left as a free parameter in the fit. The other sources of background are
assumed to have a flat mass distribution and will be modelled by a linear functionL(m).

The total p.d.f. to be fit is thus given by

P = (1− bd − bc) · ε(t,2) · f (2, α, t) · Gs(m; ms, σs)

+ bd · fd(2) · ε(t) ·
1

τd
e−t/τd · Gd(m; md, σd)

+ bc · ε(t) ·

(
1

τcl
e−t/τcs +

1

τcl
e−t/τcl

)
· L(m), (5.10)

where bd, respectivelybc, are the fraction of misidentifiedB0 background, respectively
combinatorial background, in the sample. These parameters are left free in the fit. The
resolution of the proper decay length is taken into account by convolving the p.d.f. with
a Gaussian resolution function. The standard deviation of the Gaussian is taken as the
uncertainty of each candidate’s proper decay length measurement multiplied by a scale factor,
which is left free in the fit. Since the uncertainties of the measured angles are found to be
small, these are not taken into account in the fit. A contribution is added to the systematic
uncertainty to reflect this omission.

5.1.6. Result

Due to the high production cross sections of the identified backgrounds, only limited samples
could be generated and analysed, which do not permit to have a final dataset with the foreseen
signal-to-background ratio. Indeed, the signal sample corresponds to an integrated luminosity
of 6.8 fb−1, while the inclusive background corresponds to an integrated luminosity of barely
48 pb−1. The situation is somewhat better for the decayB0

→ J/ψK ∗0, for which the sample
corresponds to an integrated luminosity of 1.3 fb−1.

First, a fit was performed on the complete set of selected and associatedB0
s candidates

only, using the efficiency functions determined in the previous section. The relative width
difference10s/0̄s can be determined with an uncertainty of 0.016 (Table5.5), but no
sensitivity on the weak phase and the strong phases is obtained.

Then, a sample corresponding to an integrated luminosity of 1.3 fb−1 is considered, which
allows to have a realistic ratio ofB0

→ J/ψK ∗0 and signal events. With the low number of
background events which remain after all selection requirements, an accurate model through
the described p.d.f. is not possible. In addition, the low number ofB0

→ J/ψK ∗0 events
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Table 5.5.Results of the maximum likelihood fit for 73813 signal events.

Parameter Input value Result Stat. error Rel. error

|A0(0)|2 0.57 0.57398 0.00267 0.4%
|A||(0)|2 0.217 0.21808 0.00473 2.1%
|A⊥(0)|2 0.213 0.20794 0.00396 1.9%
0̄s 0.712 ps−1 0.712358 ps−1 0.00350643 ps−1 0.5%
10s 0.142 ps−1 0.134645 ps−1 0.0108247 ps−1 8.0%
10s/0̄s 0.2 0.189013 0.0157993 8.4%
δ1 π 2.94405 0.632682
δ2 0 −0.109493 0.639713
φC K M −0.04 −0.0297427 0.0758856

Table 5.6. Results of the maximum likelihood fit for an integrated luminosity of 1.3 fb−1

(signal only).

Parameter Input value Result Stat. error Rel. error

|A0(0)|2 0.57 0.5859 0.0062 1.1%
|A||(0)|2 0.217 0.2141 0.0078 3.6%
|A⊥(0)|2 0.213 0.2002 0.0064 3.2%
0̄s 0.712 ps−1 0.7018 ps−1 0.0081 ps−1 1.2%
10s 0.142 ps−1 0.1470 ps−1 0.0256 ps−1 17.4%
10s/0̄s 0.2 0.2095 0.0371 18.1%

Table 5.7. Results of the maximum likelihood fit for an integrated luminosity of 1.3 fb−1

(signal and background).

Parameter Input value Result Stat. error Rel. error

|A0(0)|2 0.57 0.5823 0.0061 1.1%
|A||(0)|2 0.217 0.2130 0.0077 3.6%
|A⊥(0)|2 0.213 0.2047 0.0065 3.2%
0̄s 0.712 ps−1 0.7060 ps−1 0.0080 ps−1 1.1%
10s 0.142 ps−1 0.1437 ps−1 0.0255 ps−1 17.7%
10s/0̄s 0.2 0.2036 0.0374 18.4%

does not permit an accurate estimate of either the angular distribution or of its time-dependent
efficiency. As such, the background events are simply added to the dataset and their expected
distribution is not included in the p.d.f. used in the fit. The p.d.f. would thus simply describe
the B0

s distribution:

P = ε(t,2) · f (2, α, t) .

With such a fit in which the invariant mass of the candidates is not taken into account, a
requirement on the invariant mass of the candidates would obviously be made, choosing
a window of±36 MeV/c2 around the world-averageB0

s mass. This reduces the number of
B0 background events by a further 59%, while reducing the number of signal candidates by
2.9%. The results of the fit without background is given in Table5.6 and with background
in Table 5.7. With the lower number ofB0

s candidates, the statistical uncertainty of the
measurement is, as expected, markedly worse. As can be seen, the influence of the background
is very small, with only a slight degradation of the width difference. The distribution of the
proper decay length of the selected events with the fit projection is shown in Figure5.2.
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Figure 5.2. Distributions of the proper decay length of the selected signal and background events
with fit projection.

Table 5.8.List of systematic uncertainties with effect on the predictions of the rates.

Source HLT uncert. Offline uncert. Common uncert.

Branching ratioB0
s 36.4 %

Branching ratioB0 6 %
Branching ratiob → J/ψX 9 %
Tracking inefficiency 2 % 2%
Muon reconstruction - 1.4%
Misalignment 17% -

Table 5.9.List of systematic uncertainties with effect on the measurements.

Source |A0(0)|2 |A||(0)|2 |A⊥(0)|2 0̄s 10s/0̄s

Bckg. distrib. 0.0034 0.0011 0.0045 0.0043 0.0059
S/B ratio 0.0037 0.0001 0.0024 0.0025 0.0055
Resolution - - - 0.00060 0.0045
Ang. distortion 0.0143 0.0061 0.0082 0.00083 0.0010
cτ distortion 0.0016 0.00073 0.0023 0.0221 0.0146
Alignment 0.00012 0.00042 0.00055 0.00040 0.0014

Total 0.0152 0.0063 0.0099 0.0227 0.0173

5.1.7. Systematics and detector effects

The list of systematic uncertainties which were considered are summarised in two tables.
The first, Table5.8, summarises the uncertainties which affect the HLT rate and the number
of foreseen events after all selection requirements. The second, Table5.9, summarises the
uncertainties which affect the measurement of the various parameters.

• Signal and background statistics.Among the various uncertainties listed in Section5.1.2,
the largest single source of uncertainty in the estimate of the number of events is obviously
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the poor knowledge of theB0
s → J/ψφ branching ratio. The uncertainties quoted on the

estimates above do not include the uncertainties on the totalbb̄ cross section at LHC
energies, theb → B0 fragmentation functions, the transverse momentum distribution of
b quarks. However, since both the signal and background are proportional to the samebb̄
cross section, the signal-to-background ratio is unaffected by the corresponding uncertainty.

• Track reconstruction efficiency. A 1% uncertainty per track on the track reconstruction
efficiency is assumed for all tracks.

• Muon reconstruction. The selection relies heavily on the correct identification of muons.
A 1% uncertainty per track on the combined muon identification procedure is assumed.

• Tracker and muon detector misalignment.The study has been conducted with a perfectly
aligned detector. To gauge the sensitivity of the analysis with respect to the alignment
the analysis has been repeated on a detector with the short-term alignment scenario. This
scenario is expected to be representative of the relative misalignment of the detector
components during the initial data taking period [86]. The effects of misalignment of the
tracker on various aspects of track and vertex reconstruction have been extensively studied
and reported in [140, 141]. The degradation affect both the selection, mostly through the
requirement on the significance of the transverse decay length of theJ/ψ in the HLT, and
the analysis, through the degradation of the measurement of the proper decay length. The
resolution of the latter is degraded from 24µm for a perfectly aligned detector to 32µm
with the short-term alignment. The HLT efficiency is degraded by some 17% with respect
to a perfectly aligned detector.

• Background distributions. To gauge the influence of the background on the fit, the
variation observed between the fits performed on the reduced 1.3 fb−1 dataset with and
without these events is added to the systematic uncertainty (“Bckg. distrib.” in the table).
Since the signal-to-background ratio has a significant uncertainty, the fit performed on the
reduced 1.3 fb−1 sample is repeated varying the number ofB0

s signal events to match the
uncertainty in the signal-to-background ratio. For this estimate, a different uncertainty for
the B0

s branching fraction has been chosen, since it is believed that it will be measured
again in the current run of the Tevatron. Two main uncertainties plagued the measurement
done at CDF in Run I, the low number of observedB0

s candidates and the uncertainty on
the fragmentation. Based on recent publications, it is estimated that approximately 30 times
moreB0

s → J/ψφ decays than in Run 1 should already be collected in the current dataset of
1 fb−1. The uncertainty of the branching fraction is therefore reduced to 20%. For the other
uncertainties, the numbers listed in Table5.8are used. The variation observed on the fit is
listed under the heading “S/B ratio.” In a larger dataset, where the full p.d.f. (Eq.5.11) is
used, the influence of the uncertainty on the signal-to-background ratio should be much
smaller, since the fractions of background events in the dataset are free parameters in
the fit.

• Distortion of the proper-time distribution (“ cτ distortion”). Other fits were then
performed where the parameters of the time dependent efficiency function are varied by
one standard deviation. The mean variation of the fitted parameters was added to the
systematic uncertainty. As already mentioned, the decayB0

→ J/ψK ∗0 can be used to
compare the accuracy of this model by comparing the Monte Carlo prediction with the
efficiency function observed in the data.

• Distortion of the angular distributions (“Ang. distortion”). The expansion used to model
the distortion of the angular distributions (Equation (5.3)) is limited to L , R6 8. When
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Table 5.10.Results of the maximum likelihood fit for an integrated luminosity of 1.3 fb−1 (signal
and background).

Parameter Input value Result Stat. error Sys. error Total error Rel. error

|A0(0)|2 0.57 0.5823 0.0061 0.0152 0.0163 2.8%
|A||(0)|2 0.217 0.2130 0.0077 0.0063 0.0099 4.6%
|A⊥(0)|2 0.213 0.2047 0.0065 0.0099 0.0118 5.8%
0̄s 0.712 ps−1 0.7060 ps−1 0.0080 ps−1 0.0227 ps−1 0.0240 ps−1 3.4%
10s 0.142 ps−1 0.1437 ps−1 0.0255 ps−1 0.0113 ps−1 0.0279ps−1ps−1 19%
10s/0̄s 0.2 0.2036 0.0374 0.0173 0.0412 20%

limiting the expansion toL , R6 6 or L , R6 10, the result of the fit shows negligible
differences. In addition, to account for the possibility that the efficiencies do not factorise
and that the angular efficiency is grossly miscalculated, the fit is also repeated without the
angular efficiency, i.e. without correction of the distortion. While this has little influence on
the estimated lifetimes, a large variation is found for the amplitudes. This variation is used
as systematic uncertainty.

• Resolution on the angular variables (“Resolution”). In order to estimate the influ-
ence of the uncertainties of the angles and the proper decay length on the fit, a fully con-
trolled toy Monte Carlo was used, in which only the proper time and angles were generated
according to the expected p.d.f. and smeared with Gaussian resolution functions. The
default standard deviations are taken to be equal to those measured in the Monte Carlo
with full detector simulation. The simulation was then repeated without smearing and
with a substantial smearing, where the resolution is taken to be two times larger than in
the default simulation. The value of parameters found in both cases were very close to
the values found with the default smearing, and the observed variation is added to the
systematic uncertainty.

5.1.8. Conclusion

The present section describes a study on the selection of theB0
s → J/ψφ decay and the

measurement of the width difference10s in absence of flavour tagging. An example of a
trigger algorithm is presented which would be efficient for this decay and would reject a large
fraction of the background. It is based on the identification ofJ/ψ and B0

s candidates with
a displaced decay vertex. Nevertheless, this trigger precludes the selection of other decays of
theB meson, and should certainly evolve as a true precursor to aB physics trigger. Indeed, the
strategy proposed for the Level-2 would select inclusiveb → J/ψ decays with high efficiency
and good purity with respect to the promptJ/ψ background. Large uncertainties nevertheless
plague the estimates of rates, since large uncertainties remain on theb-quark and prompt
J/ψ production cross sections, on their momentum distributions, and on theb → B0

s
fragmentation function.

A first measurement of one of the main parameters of theB0
s system, the relative

difference of the widths of the weak eigenstates could be determined with a statistical
uncertainty of 0.011 in a sample corresponding to an integrated luminosity of 10 fb−1.
A first measurement undertaken on approximately 1.3 fb−1 of data could already yield a
measurement with an uncertainty of 20% (Table5.10). A natural extension of this study should
be a tagged analysis, for which flavour tagging algorithms need to be developed.
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5.2. Associated production of MSSM heavy neutral Higgs bosonsb̄bH(A)
withH(A) → ττ

5.2.1. Introduction

The observation of a heavy neutral scalar accompanied by b-jets and decaying into twoτ

leptons would be an important sign of a MSSM Higgs sector. In the MSSM the associated
Higgs boson production gg→ bb̄H(A) is dominant at large values of tanβ. The cross section
of the gg→ bb̄H(A), H(A)→ ττ process is proportional to tan2βeff and will be used in a
global fit together with other relevant measurements to determine the SUSY parameters simu-
ltaneously. An example of a pp→ H + X event with H→ τντν is shown in colour plateCP8.

This channel is an excellent benchmark for the b- andτ -tagging, jet and missing ET
reconstruction. The final state with twoτ -jets requiresτ tagging both at Level-1 and High
Level Trigger. Along with reconstruction and tagging issues, a large number of various
Standard Model backgrounds including QCD multi-jet production must be well understood
from the real data to be able to establish a discovery.

5.2.2. Event generation

The signal events were generated bypythia using processes the 181 (gg→ bb̄H) and
152 (gg→ H) for three values of the Higgs boson mass: 200, 500 and 800 GeV/c2. The
backgrounds considered were QCD multi-jet events (forττ → jj mode), t̄t, bb̄, Drell–Yan
production of Z/γ ∗, W+jet, Wt andττbb̄. All background processes exceptττbb̄ were
generated withpythia. Theττbb̄ process was generated byCompHEP.

In order to reduce CPU time for full detector simulation and event reconstruction
loose pre-selections were applied for some of the backgrounds at the generation level. The
description of the pre-selections for each final state can be found in the following sections.

The cross sections for the associated Higgs boson production gg→ bb̄H(A) and the
branching ratio H(A)→ ττ were calculated using FeynHiggs 2.3.2 [142–144]41 in the mmax

h
scenario withµ= 200 GeV/c2 (see Section11.3.1).

The uncertainty of the measured cross section of the b(b̄)A,A → ττ process will include
the uncertainty of the Monte Carlo generation. The verification of the Monte Carlo generation
for the Higgs boson production with the associated b-jets will be done with the real data using
bb̄Z (Z → ``) events [145].

5.2.3. Level-1 and High Level trigger selections

The ττ → jj final state is triggered by Level-1 single or double tau triggers with thresholds
of 93 GeV for the single and 66 GeV for the double tau trigger. It is followed by the
double τ -jet tagging at High Level Trigger. Currently there are two selection strategies
at HLT under consideration [146]. In the first strategy the calorimeter isolation using the
electromagnetic calorimeter is applied to the firstτ -jet in order to reduce the Level-1
output rate by a factor of 3. The tracker isolation is then applied on both jets using the tracks
reconstructed with the pixel detector only. The second strategy performs tracker isolation right
after the Level-1 trigger decision and uses the full tracker with regional track finding and a
restricted number of hits to reconstruct tracks. In this analysis the first method is exploited.

The ττ → µj final state uses the single muon trigger at Level-1 with a threshold of
14 GeV. At the High Level the combined muon-plus-τ -jet trigger is used with thresholds of
15 GeV for the muon and of 40 GeV for theτ -jet.

41 The code can be obtained fromhttp://www.feynhiggs.de

http://www.feynhiggs.de
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Theττ → ej final state uses the Level-1 single electron trigger with a threshold of 23 GeV
together with the combined electron-plus-τ -jet trigger with thresholds of 14 GeV for the
electron and 52 GeV for theτ -jet. At High Level again the single electron trigger with a
threshold of 26 GeV and the combined electron-plus-τ -jet trigger with a threshold of 16 GeV
for the electron is used. No threshold is applied for theτ -jet candidate.

At High Level Trigger, for both theττ → µj and theττ → ej final states, the ECAL and
pixel track isolation is applied on theτ -jet candidate similar to what is used in the double
τ -jet trigger. For the lepton (e andµ) the same selections are used as for the single electron
and muon High Level triggers. The lepton andτ -jet are required to stem from the same vertex
found with the pixel detector. Only the tracks from this vertex are used in the tracker isolation.

The search strategy forτ -jet candidates at High Level Trigger for the combined muon-
plus-τ -jet and electron-plus-τ -jet triggers is the following: Two calorimeter jets are always
reconstructed with the regional jet finder in the regions given by the two highest ET Level-1
τ -jets. For the muon-plus-τ -jet trigger the first (highest ET) jet is taken asτ -jet candidate. For
the electron-plus-τ -jet trigger the requirement of non collinearity of the jet and the HLT elec-
tron candidate,1R(e− jet) > 0.3, is checked for each jet, where1R(e− jet) is the distance
in η-ϕ space between the electron and the jet. The first non collinear jet is taken as the
τ -jet candidate.

5.2.4. Off-line event selection

The first step in the off-line analysis is theτ -jet identification. The calorimeter jet is
reconstructed in theη-ϕ region of the High Level Triggerτ -jet candidate with the iterative
cone algorithm using a cone size of 0.4. A number of requirements forτ -jet identification
[146] is applied in addition to the tracker isolation which is tighter off-line than at the HLT and
uses the tracks reconstructed with the full tracker. The additionalτ -jet identification criteria
include requirements to have one or three tracks in the signal cone and opposite charge of the
two τ -jets for theττ → jj mode or the lepton and theτ -jet for theττ → `j modes and cuts on
the transverse impact parameter and on thepT of the leading track in the signal cone. Finally
an electron rejection criterion was applied for the jets. Theτ -jet tagging reduces the QCD
multi-jet (including b̄b) and the W+jet backgrounds.

The associated bb̄H(A) production dominates at high values of tanβ, thus it is natural to
apply b-jet tagging which must suppress Drell–Yanττ production and eliminate further the
QCD multi-jet and the W+jet backgrounds. Since the b-jets in the signal are very soft in ET

and have flat distribution in pseudorapidity only single b tagging is applied. Furthermore, it
is possible to veto events with additional jets to reduce tt̄ background. Theτ -jets found in
the first step are not considered for b tagging. Nonτ -jet candidates are reconstructed with the
iterative cone algorithm using a cone size of 0.5.

The energy of theτ -jet is corrected with a dedicated calibration obtained from Monte-
Carlo sample of singleτ -jets at low luminosity. The energy of other jets in the event
is corrected applying Monte Carlo calibration evaluated from the QCD multi-jet events at
low luminosity.

5.2.5. Method of the Higgs boson mass reconstruction

Despite the escaping neutrinos, the Higgs boson mass can be reconstructed in the H→ ττ

channels from the visibleτ momenta (leptons orτ -jets) and the missing transverse energy
(Emiss

T ) with the collinearity approximation for the neutrinos from highly boostedτ ’s. The
mass resolution depends on the angle1ϕ between the visibleτ momenta as 1/sin(1ϕ) and
is sensitive to the Emiss

T measurement, both in magnitude and particularly in direction. The
measurement of Emiss

T is affected by the non-linear calorimeter response. A method to improve
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the Emiss
T scale based on the jet energy corrections was used [147, 148]. The correction of the

missing ET scale improves the reconstruction efficiency by reducing the number of events
with negative reconstructedτ lepton and neutrino energies. In particular, for the case of the
ττ → jj final state the efficiency is improved by factor of' 1.6. Theττ mass reconstruction
method will be verified with the real data using Z→ ττ → e(µ)+ jet and Z→ ττ → e +µ
channels [145, 149].

5.2.6.H → ττ → 2jetanalysis

A detailed description of the analysis can be found in [150].

5.2.6.1. Event generation and pre-selections.The t̄t, Drell–Yan production of Z/γ ∗, W+jet
and Wt backgrounds were generated withpythia, forcing W→ τν and Z/γ ∗

→ ττ decays.
Thetauola package was used forτ -lepton decays into all possible decay modes.

The Z/γ ∗ generation was split into three bins of generated diτ -lepton mass mττ :
80–130 GeV/c2, 130–300 GeV/c2 and >300 GeV/c2. The ττbb̄ generation was divided
into two bins of generated diτ -lepton mass mττ : 60–100 GeV/c2 and>100 GeV/c2. The
ττbb̄ background, generated withCompHEP, was propagated topythia for showering,
hadronisation andτ lepton decays into all possible modes.

The W + jet background was generated usingpythia processes 16 and 31 and with
p̂T > 65/GeV/c. The QCD multi-jet background generation was done for four bins inp̂T:
50–80, 80–120, 120–170 and>170 GeV/c.

The loose pre-selections at the level of generation were applied for all backgrounds
(exceptττbb̄): the event was required to have at least two “τ -like” jets. The jets were
reconstructed with thepythia PYCELL routine using a cone size of 0.5. A jet is selected
as “τ -like” if it has EMC

T > 50 GeV,|ηMC
|< 2.4 and a transverse momentum of the leading

stable charged particle in the jet, pMC
T > 30 GeV/c. These cuts are looser than the ones applied

at the trigger and off-lineτ -jet selections. For Z/γ ∗ background no cut was applied on pMC
T .

For the signal events the Higgs boson was forced to decay into twoτ leptons and
the τ lepton was decayed hadronically usingtauola. No pre-selections were applied for
the signal events.

5.2.6.2. Event selections.The calorimeterτ -jet jet candidates are reconstructed in theη-ϕ
regions of the High Level Triggerτ -jet candidates, thus no “volunteers” are searched for. This
is motivated by the high (' 100%) purity of the HLTτ -jet candidates (fraction of trueτ -jets
matched withτ -jet candidates).

A cut on the uncalibrated transverse jet energy for each of the twoτ -jet candidates
was required. It was ET > 50 GeV for MA = 200 GeV/c2. For higher Higgs boson masses
asymmetrical cuts were used: 100, 50 GeV for MA = 500 GeV/c2 and 150, 50 GeV for
MA = 800 GeV/c2. It allows more effective rejection of the QCD multi-jet background. The
following τ -jet identification criteria were then used:
• tracker isolation with parameters: Rm = 0.1, RS = 0.04, Ri = 0.5, pi

T = 1 GeV/c;
• transverse momentum of the leading track> 35 GeV/c;
• one or three tracks in the signal cone NS

tr for MA = 200 GeV/c2. For higher Higgs boson
masses an effective background rejection is only possible by requiring only one track in the
signal cone.

Finally, the twoτ -jet candidates were required to have opposite charge. The charge was
calculated as the sum of charges of the tracks in the signal cone.

After identification of twoτ -jets the other jets in the event were considered. It was
required to have only one additional jet with uncalibrated energy Eraw

T > 20 GeV and|η|< 2.4.
It had to be tagged as b-jet. The b-jet identification was performed using the impact parameter
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Table 5.11.The summary table of the selections for signals of MA = 200, 500 and 800 GeV/c2.

mA = 200 GeV/c2 mA = 500 GeV/c2 mA = 800 GeV/c2

tanβ = 20 tanβ = 30 tanβ = 40

Cross sections and branching ratios
σ (gg→ bb̄(A+H)) (fb) 45795 + 44888 2741 + 2744 677 + 677
BR(H/A → ττ ) 0.1 0.082 0.087
BR(τ → hadrons)2 0.65× 0.65
σ× BR (fb) 3831 190 49.8
Experimental selection efficiencies
Level-1 Trigger 0.506 0.854 0.896
HLT 0.289 0.319 0.314
two off-line caloτ jets 0.997 0.999 0.999
cuts on ET τ jets 0.430 0.755 0.780
two off-line τ candidates 0.674 0.716 0.675
pltr

T > 35 GeV/c 0.326 0.616 0.713
tracker isolation 0.859 0.950 0.954
Ntracks in signal cone 0.81 0.67 0.78
Qτ1× Qτ2 =−1 0.98 0.94 0.94
> 1 extra jet, 0.21 0.27 0.31
Eraw

T > 20 GeV,|η|< 2.4
only 1 extra jet, 0.83 0.82 0.78
Eraw

T > 20 GeV,|η|< 2.4
Mττ reconstruction efficiency
Eτ1,τ2 > 0 0.93 0.93 0.92
Eν1,ν2 > 0 0.56 0.67 0.67
total mass reconstruction 0.52 0.62 0.62
b tagging of the extra jet 0.36 0.44 0.41
M ττmass window 150–300 GeV/c2 400–700 GeV/c2 600–1100 GeV/c2

mass window efficiency 0.81 0.73 0.81
total efficiency 2.5× 10−4 2.4× 10−3 3.6× 10−3

σ after selections (fb) 0.96 0.46 0.19
number of events for 60 fb−1 58.0 27.0 11.0

tagging in 3D space [151]. The jet had to have at least three tracks with an impact parameter
significance>2. The purity of the b-tagged jet for the signal is very high (>95%).

The diτ -jet mass reconstruction efficiency is affected by the requirements to have a
positive reconstructed energy of both neutrinos, Eν1,ν2

T > 0. In the missing ET corrections jets
with raw energy Eraw

T > 25 were used.

5.2.6.3. Expected number of selected events.This section summarises the event selections,
the corresponding cross sections and expected number of events for the signal and the
background processes after the selections. The efficiency of all selections shown in the tables
of this section was evaluated relative to the previous selection.

Signal. Table 5.11 summarises the expectations for a signal of MA = 200, 500 and
800 GeV/c2. The signal cross sections and the branching ratios were obtained for the mmax

h
scenario withµ= 200 GeV/c2 (see Section11.3.1).

QCD multi-jet background. Despite the huge amount of generated events (more than one
million) and generation pre-selections, the statistics of the QCD multi-jet background events
is not enough to ensure a large number of Monte Carlo events passing all the selections. In
order to decrease the statistical uncertainties a factorisation of the selections was applied. All



CMS Physics Technical Design Report, Volume II: Physics Performance 1139

Table 5.12.The summary table of the selections for the QCD multi-jet background. The selections
are factorised as explained in the text. The requirement to have opposite chargeτ -jet candidates
(Q1 × Q2 = −1) is not included.

QCD dijet background in bins of generatedp̂T

>170 GeV/c 120–170 GeV/c 80–120 GeV/c 50–80 GeV/c

σ (fb) 1.33× 108 5.03× 108 2.94× 109 2.08× 1010

εkine pres. 2.12× 10−1 4.19× 10−2 5.77× 10−3 2.44× 10−4

Group1 cuts: Level-1 trigger + L2 and offline calo reco + ET cut
Level-1 trigger 0.562 0.726 0.715 0.461
Two Level 2 calo jets with1RJ J> 1.0 0.927 0.959 0.982 0.987
two off-line caloτ jets 0.975 0.975 0.982 0.994
cuts on ET τ jets 0.753 0.804 0.774 0.343
εGroup1 0.383 0.547 0.534 0.155
Group2 cuts:τ -jet identification at HLT and off-line
HLT Calo+Pxlτ trigger 7.15× 10−4 1.81× 10−3 4.44× 10−3 1.12× 10−2

Two off-line τ candidates 0.86 0.84 0.825 0.84
pltr

T > 35 GeV/c 0.47 0.41 0.42 0.38
Tracker isolation 0.24 0.21 0.25 0.35

Factorised inside group 2
1 or 3 prongs in1stτ jet 0.66 0.92 0.63 0.72
1 or 3 prongs in2ndτ jet 0.48 0.54 0.65 0.72
εGroup2/εGroup1 2.30× 10−5 6.33× 10−5 1.63× 10−4 6.54× 10−4

Group3 cuts: extra jet reco and b tagging plus Mττ reco and mass window
> 1 extra jet, 0.463 0.235 0.127 0.090
Eraw

T > 20 GeV,|η|< 2.4
Only 1 extra jet, 0.661 0.817 0.863 0.855
Eraw

T > 20 GeV,|η|< 2.4

Factorised inside group 3: Mττ and b tagging
Eτ1,τ2 > 0 0.921 0.898 0.882 0.834
Eν1,ν2 > 0 0.701 0.683 0.657 0.625
Total mass reconstruction 0.646 0.613 0.579 0.522
b tagging of the extra jet 0.098 0.050 0.033 0.016
Mττ window: 150–300 GeV/c2 0.142 0.295 0.433 0.430
εGroup3/εGroup1 2.77× 10−3 1.75× 10−3 9.15× 10−4 2.28× 10−4

εGroup1× εGroup2× εGroup3 2.44× 10−8 6.07× 10−8 7.98× 10−8 2.84× 10−8

σ after selections (fb) 0.69 1.28 1.35 0.144
Number of events for 60 fb−1 41.4 76.7 81.2 8.7

selections were combined in three groups as shown in Table5.12. Group1 includes the Level-
1 trigger and the calorimetric reconstruction of theτ -jets (at HLT and offline). It includes
also the cut on the transverse energy of the jets. After the event passed the Group1 selections
the two other selection groups (Group2 and Group3) were applied independently. Group2 is
essentially theτ -jet identification part of the analysis, i.e. the tracker isolation (at HLT and off-
line), the cut on the pT of the leading track and the selection on the number of tracks inside the
signal cone. Group3 describes the selections on the one extra jet in the event, the b tagging and
the diτ -jet mass reconstruction. The choice of the second and third selection groups was made
minimising the correlation among them. A further factorisation was done for some selections
inside the groups. Table5.12summarises the selections and the QCD multi-jet background
estimates for the signal of MA = 200 GeV/c2. The requirement to have opposite charge
τ -jet candidates (Q1× Q2=−1) is not included in Table5.12. It reduces the QCD multi-jet
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Table 5.13.The number of expected events with 60 fb−1 and efficiencies of some of the selections
for the irreducible backgrounds.

process Nexp. at Qτ1× Qτ2 only one b tag. Mττ
60 fb −1 =−1 extra jet jet window

t t 0.64 0.96 0.36 0.42 0.11
W+j 0.33 0.81 0.15 0.06 0.12
Wt 0.26 0.96 0.49 0.44 0.23
Z/γ ∗

→ ττ in bins of generated mττ
130<mττ < 300 GeV/c2 3.80 0.96 0.23 0.06 0.61
mττ > 300 GeV/c2 0.18 0.95 0.27 0.05 0.04
ττbb̄, mττ > 100 GeV/c2 0.86 0.98 0.39 0.44 0.38

background by another factor of two, leading to 104 events of the QCD multi-jet background
expected with 60 fb−1. With the selections applied to search for signals of MA = 500 GeV/c2

and MA = 800 GeV/c2 the expected numbers of the QCD multi-jet background with 60 fb−1

are 25.0 and 4.0, respectively.

Irreducible background. The irreducible background which remains after all selections were
applied is the small part of the total background dominated by the QCD multi-jet events.
Table5.13summarises the expected number of events from the irreducible background with
60 fb−1 for the selections used to search for a signal of MA = 200 GeV/c2. In total, 6.0 events
are expected. The efficiencies of some of the selections are also shown in the table. With
the selections applied to search for signals of MA = 500 GeV/c2 and MA = 800 GeV/c2 the
expected numbers of the irreducible background with 60 fb−1 are 4.0 and 1.0, respectively.

5.2.6.4. Detector effects, experimental systematics and evaluation of the background
from data.

Emiss
T and jet energy scale uncertainties.The effect of the Emiss

T and the jet energy scale
uncertainty on the Higgs boson mass reconstruction efficiency was estimated. The Emiss

T is
reconstructed with the Type 1 corrections in the following form:

Emiss
Tx(y) = −

Eraw
Tx(y) +

∑
jets

(
Ecorr.jet

Tx(y) − Erawjet
Tx(y)

) (5.11)

whereEraw
Tx(y) is the sum over the raw calorimeter tower energies from calorimeter towers and

the jet sum in the equation is over jets with a reconstructed Eraw
T > 25 GeV. The formula can

be rewritten in the form:

Emiss
Tx(y) = −

[Eraw
Tx(y) −

∑
jets

Erawjet
Tx(y)

]
low ET

+

[∑
jets

Ecorr.jet
Tx(y)

]
highET

 (5.12)

representing of low and high ET parts. For the low ET part a scale uncertainty of 10% was
applied, while for the high ET part 3% uncertainty was used. The variation of the scale is
applied independently for the two parts to obtain the maximal upper and lower deviations
from the case with no uncertainty. It was found that the Emiss

T scale uncertainty brings the
largest contribution to the uncertainty of the Higgs boson mass reconstruction efficiency. In
the worst case the uncertainty reaches 3%. The mean fitted value of the Mττ distribution for a
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Figure 5.3. The expected Mττ distributions for the signal of MA = 200 GeV/c2, tanβ = 20 (left
plot) and MA = 500 GeV/c2, tanβ = 30 (right plot) and the background with 60 fb−1. Thick solid
histogram – signal in the mmax

h scenario; dashed histogram – the QCD multi-jet background;
thick dashed-dotted histogram – the irreducible background; normal solid histogram – signal
plus background.

signal of MA = 500 GeV/c2 is varied from−10 GeV/c2 to +16 GeV/c2 relative to the mean
value evaluated without the scale uncertainty taken into account.

Tracker misalignment. The effect of the tracker misalignment on the rate of fakeτ -jets
from the QCD multi-jet background was studied for the first data taking scenario (Scenario 1)
and the long term data taking scenario (Scenario 2). The tracker isolation efficiency and the
efficiency of the track counting in the signal cone (one or three tracks requirement) was
compared with the performance of the perfect tracker alignment (Scenario 0).

It was found that in the Scenario 2 the QCD multi-jet background can be increased by
'11% due to the change of the tracker isolation efficiency. The efficiency of the requirement
to have one track in the signal cone is increased by'10% in the Scenario 2 relative to the
perfect alignment.

The measurement of the QCD multi-jet background from the data. Figure 5.3
(left plot) shows the expected Mττ distribution for two signal samples and the
background. The QCD multi-jet background is the biggest background in this analysis.
The following way to evaluate this background from the data is proposed: A control sample
must be used where all signal selections are applied except the mass window and the
requirement to have an opposite charge of the twoτ -jet candidates. It is proposed to select,
instead, the sample with the same charge of the twoτ -jet candidates (SS sample). The
contamination of the signal events and irreducible background is negligible in the SS sample,
thus giving the possibility to predict from the data the QCD multi-jet background in a given
mass window from the number of event and the measured shape of the diτ -jet mass in
SS sample. The expected number of QCD multi-jet SS events after all selections, but the
mass window, used for the signal of MA = 200 GeV/c2 is 380 with 60 fb−1. Neglecting
the uncertainty of the measured shape of the diτ -jet mass leads to 5% statistical uncertainty
of the QCD multi-jet background estimates under the signal mass window. For the MA = 500
(800) GeV/c2 selections about 80 (28) SS QCD multi-jet events are expected, thus giving'10
(20) % statistical uncertainty.
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Table 5.14.The lower limit of tanβ where a 5σ discovery is possible with 60fb−1.

Low tanβ limit Higgs boson mass
for 5σ discovery mA = 200 GeV/c2 mA = 500 GeV/c2 mA = 800 GeV/c2

no systematics 20 32 46
with systematics 21 34 49

5.2.6.5. Discovery reach in theMA − tanβ plane. Table 5.14 shows the lowest value of
tanβ for the three Higgs boson masses considered in the analysis, where the 5σ discovery is
possible with 60 fb−1. It is shown with and without QCD multi-jet background systematic
uncertainty taken into account. The significance of the discovery is calculated with the
ScP method.

The extension of the discovery reach to lower values of tanβ would be possible with a
lower threshold on the energy of the additional jet in the event, provided that the fake jets will
be then suppressed with the jet-tracks matching criteria. Another improvement is expected
from the increase of the Higgs boson mass reconstruction efficiency using the improved
missing ET measurement from energy-flow like algorithms. Finally, improved b-jet tagging
performance is expected to extend the discovery reach to lower values of tanβ.

5.2.7.H → ττ → µ+ jetanalysis

A detailed description of the analysis can be found in [152].

5.2.7.1. Event generation and pre-selections.For the irreducible Drell–Yan (DY)ττ
background theτ1(2) → µνν, τ2(1) → hadrons +ν decays were forced inpythia. The events
containing b quarks were rejected to avoid the double counting with theττbb̄ background.
For the other background processes, tt̄, Wt, W+jet and b̄b no specific decay mode was forced.

The DY ττ background was produced in two ranges of theττ invariant mass:
40<mττ < 120 GeV/c2 and mττ > 120 GeV/c2. For ττbb̄ the following mass bins were
used: 60<mττ < 100 GeV/c2 and mττ > 100 GeV/c2. The W+jet background was generated
with P̂T > 20 GeV/c2.

The SUSY background has been estimated using the events for the LM2 mSUGRA test
point (see Section13.3.2) with the total NLO SUSY cross section of 9.4 pb. For this point
tanβ = 35, which makes the stau and tau production rate potentially dangerous. The number
of events after all selection has been estimated to be less than one, therefore the SUSY
background has been considered negligible, and was not studied in detail.

For the signal generation the Higgs boson was forced to decay into aτ pair. Theτ
leptons were decayed usingtauola and events withτ1(2) → µνν, τ2(1) → hadrons +ν decays
were selected.

The pre-selections at generation level were chosen in a way that selected events are likely
to pass the trigger selection. The requirements were: The isolation of the muon was defined as
absence of charged particles with pT > 1 GeV/c within a cone of radius 0.2 in theη−ϕ space
around the muon momentum direction. Isolation for theτ -like jet allowed for at most one
charged particle with pT > 1 GeV/c in the ring with an inner radius of 0.1 and an outer radius
of 0.4 around the highestpT charged particle in the jet. The leading track was required to have
pT > 3 GeV/c. Theττbb̄ events were generated without the pre-selection requirements.

Details on b̄b generation are explained in [153].
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5.2.7.2. Event selection.The off-line τ -jet identification uses the parameters of the pixel
HLT τ isolation, but with fully reconstructed tracks instead of pixel tracks. Additionally one
or three tracks are required in the signal cone. For theτ -jet direction, the sum of the momenta
of the signal tracks was used, improving the direction resolution. The leadingτ -jet track is
required to havepT > 10 GeV/c in case of one track in the signal cone, andpT > 20 GeV/c
for three tracks, in order to suppress the bb̄ and DYττ backgrounds.

To select events with associated bb̄H(A) production, one b-tagged jet with calibrated
ET > 20 GeV was required. For the b tagging, the track counting method was used [151]: the
jet is b tagged if it has at least two tracks with a 2D transverse impact parameter significance
greater than two. The b tagging efficiency, including the jet finding, for the signal is 17% for
MA = 200 GeV/c2 and 27% for MA = 500 GeV/c2. For the backgrounds with a real b-jet it is
67% for t̄t and 46% for Wt processes. For the backgrounds without a real b-jet the mistagging
efficiency is 1% for the W+jet and 3% for the DYττ processes. The b tagging purity for the
signal and the tt̄ background is 95%; it is 90% for the Wb and theττbb̄ processes.

Events containing W bosons decaying intoµ+ νµ are suppressed using a cut
on the transverse mass of the muon and the missing transverse energy:mT =√

2 · pµT · ET/ (1− cos(EpµT , EET/ )), whereEET/ is the missing transverse energy. The distribution of
mT has a Jacobian peak near the W mass. Rejecting events with mT > 60 GeV largely reduces
the t̄t, Wt and W+jet backgrounds while retaining a good fraction of the signal events.

The additional selection against the tt̄ background is the central jet veto. All events
containing an additional jet (to theτ jet and the b-tagged jet) in the central region,|η|< 2.5,
and with a calibrated ET > 20 GeV were rejected.

The electrons from the W boson decays in the tt̄ and Wt backgrounds can be misidentified
asτ -jets. For the electron rejection a cut on the ratio of theτ -jet energy measured in the HCAL
(EHCAL) to the leading track momentum (pltr), f = EHCAL/pltr , was used for the events with one
track in the signal cone. The cut f> 0.2 retains 90% of the signal events, while it rejects 95%
of the events with the real electrons. The cut on the upper value of the ratio is efficient against
jets with a large fraction of neutral hadrons. The requirement f< 1.1 rejects 50% of W+j
and b̄b events and only 20% of signal events. Figure5.4 shows the integrated distribution of
the parameter f for the signal and the background events selected by the High Level trigger.
The labels on the right part of the figure are ordered by decreasing selection efficiency in the
acceptance region of 0.2< f < 1.1, marked by the arrows.

The Higgs boson mass reconstruction requires the rejection of events with aµ and a
τ jet in a back-to-back topology, therefore the cut cos(1ϕ(EpT, EE

jet
T )) >−0.9962 was used. In

addition, an upper cut on cos(1ϕ(EpT, EE
jet
T )) <−0.5 was used, retaining most of the signal

events, while visibly reducing a fraction of the background events. Finally, the events with a
negative reconstructed neutrino energy were rejected.

5.2.7.3. Expected number of selected events.Table 5.15 presents the production cross
sections in fb and the individual selection efficiencies for signals of MA= 200 and 500 GeV/c2.
The signal cross sections and the branching ratios were obtained for the mmax

h scenario with
µ= 200 GeV (see Section11.3.1). Tables 5.16–5.18summarise the cross sections and the
individual selection efficiencies for the background processes. The total efficiency of all
selections and the cross sections after all selections are also presented at the end of the tables.
The events were counted in the Mττ mass windows with the width taken to be±σ , whereσ is
given by the standard deviation of a Gaussian fit of the signal Mττ distributions. The value of
σ is 41 GeV/c2 for MA = 200 GeV/c2, whereas it is 83 GeV/c2 for mA = 500 GeV/c2. With
an integrated luminosity of 20 fb−1 the expected number of signal (background) events is
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Table 5.15.The production cross sections, in fb, and the individual selection efficiencies for
the signal.

gg→ bb̄(A+ H), A, H → ττ

MA = 200 GeV/c2 MA = 500 GeV/c2

tan(β)= 20 tan(β)= 30

σ× BR [fb] 9.12· 103 4.51· 102

kine pre-selection 9.47· 10−2 1.65· 10−1

Level-1 trigger 8.99· 10−1 9.09· 10−1

HLT 4.17· 10−1 4.99· 10−1

offline τ -jet isolation 9.54· 10−1 9.60· 10−1

1 or 3 tk. inτ -jet signal cone 9.12· 10−1 9.19· 10−1

pltr
T > 10 GeV/c 9.05· 10−1 9.55· 10−1

Qµ · Q jet = −1 9.61· 10−1 9.60· 10−1

single b tagging 1.73· 10−1 2.56· 10−1

no jet with ET > 20, |η|< 2.5 8.53· 10−1 7.72· 10−1

mT(l ,M ET) < 60 GeV 8.33· 10−1 7.01· 10−1

−0.996< cos(1ϕ) <−0.5 8.05· 10−1 7.51· 10−1

electron veto: 0.2< f < 1.1 8.22· 10−1 8.54· 10−1

Eν1 > 0, Eν2 > 0 6.84· 10−1 7.68· 10−1

total efficiency: 1.66· 10−3 4.53· 10−3

σ after selections [fb]: 1.52· 101 2.05

146 (127) for mA = 200 GeV/c2, tanβ = 20, and 21 (61) for mA = 500 GeV/c2, tanβ = 30.
Figure5.5shows the expectedττ mass distribution for the total background and for the signal
plus background for MA = 200 GeV/c2, tanβ = 20 and MA = 500 GeV/c2, tanβ = 30.

5.2.7.4. Background estimates and uncertainty.After all off-line selections the main
background is represented by theττbb̄, DY ττ and the t̄t production processes. The
contribution of the non Z/γ ∗ background, mainly the tt̄ events, can be estimated applying
the inversion of the electron veto: f< 0.1 instead of 0.2< f < 1.1. All other cuts must be the
same, including the Mττ mass window. A relatively pure sample of tt̄ can be selected, since
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Table 5.16.The production cross sections, in fb, and the individual selection efficiencies for the
reducible background processes.

t t̄ W + jet Wt b̄b

σ [fb] 8.40· 105 4.15· 107 6.20· 104 2.29· 1010

kine preselection 9.01· 10−2 1.44· 10−2 6.58· 10−2 7.56· 10−4

Level-1 trigger 9.06· 10−1 8.40· 10−1 8.91· 10−1 2.26· 10−2

H LT 9.61· 10−2 4.16· 10−2 1.05· 10−1 2.36· 10−4

offline τ -jet isolation 8.51· 10−1 6.70· 10−1 8.79· 10−1 8.69· 10−1

1 or 3 tk. inτ -jet signal cone 8.92· 10−1 6.30· 10−1 9.07· 10−1 7.19· 10−1

pltr
T > 10GeV/c 9.42· 10−1 8.58· 10−1 9.37· 10−1 7.17· 10−1

Qµ · Q jet = −1 9.18· 10−1 7.31· 10−1 9.52· 10−1 5.45· 10−1

Single b tagging 6.73· 10−1 1.09· 10−2 4.56· 10−1 9.42· 10−2

no jet with ET > 20, |η|< 2.5 3.43· 10−1 8.17· 10−1 8.60· 10−1 4.30· 10−1

mT(l ,M ET) < 60 GeV/c2 3.53· 10−1 3.76· 10−1 3.62· 10−1 1.00
−0.996< cos(1ϕ) <−0.5 4.95· 10−1 6.56· 10−1 4.51· 10−1 4.16· 10−1

electron veto:< 0.2< f < 1.1 1.65· 10−1 4.76· 10−1 1.27· 10−1 2.98· 10−1

Eν1 > 0, Eν2 > 0 4.08· 10−1 2.00· 10−1 4.15· 10−1 3.60· 10−1

total efficiency: 1.54· 10−5 3.31· 10−8 1.66· 10−5 7.86· 10−11

σ after selections [fb]: 1.30· 101 1.37 1.03 1.80

Table 5.17.The production cross sections, in fb, and the individual selection efficiencies for the
irreducible background processes.

Z/γ
∗

→ ττ → µ+ jet

40<mττ < 120 GeV/c2 mττ > 120 GeV/c2

σ× BR [fb] 4.63· 105 4.88· 103

kine preselection 6.56· 10−2 2.14· 10−1

Level-1 trigger 8.00· 10−1 8.28· 10−1

HLT 1.03· 10−1 2.77· 10−1

offline τ -jet isolation 9.12· 10−1 9.40· 10−1

1 or 3 tk. inτ -jet signal cone 9.03· 10−1 8.93· 10−1

pltr
T > 10GeV/c 8.12· 10−1 9.00· 10−1

Qµ · Q jet = −1 9.47· 10−1 9.33· 10−1

single b tagging 2.68· 10−2 2.51· 10−2

no jet with ET > 20, |η|< 2.5 7.77· 10−1 6.98· 10−1

mT(l ,M ET) < 60 GeV/c2 9.41· 10−1 7.74· 10−1

−0.996< cos(1ϕ) <−0.5 3.75· 10−1 6.57· 10−1

electron veto: 0.2< f < 1.1 6.46· 10−1 7.29· 10−1

Eν1 > 0, Eν2 > 0 6.45· 10−1 6.46· 10−1

total efficiency: 1.31· 10−5 1.75· 10−4

σ after selections [fb]: 6.08 8.53· 10−1

the requirement f< 0.1 rejects more than 95% of all processes except the tt̄ and Wt as shown
in Figure5.4. The number of the non Z/γ ∗ background events in the signal region can be then
predicted using the ratio of the tt̄ events in the signal region of 0.2< f < 1.1 and in the region
of f < 0.1. This ratio can be obtained from Monte-Carlo simulation or from real tt̄ data. The
systematic uncertainty on the number of the non Z/γ ∗ background events predicted using this
method has two contributions:

• The uncertainty of the HCAL energy scale, since the variable f= EHCAL/pltr includes the
HCAL part of theτ -jet candidate energy measured by the calorimeter. It is taken as 3%.
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Table 5.18.The production cross sections, in fb, and the individual selection efficiencies for the
irreducible background processes.

bb(Z → ττ)

60<mττ < 100 GeV/c2 mττ > 100 GeV/c2

σ× BR [fb] 2.61· 104 1.05· 103

kine preselection 1.00 1.00
Level-1 trigger 1.41· 10−1 1.64· 10−1

HLT 4.10· 10−3 1.21· 10−2

offline τ -jet isolation 9.05· 10−1 9.34· 10−1

1 or 3 tk. inτ -jet signal cone 9.12· 10−1 9.17· 10−1

pltr
T > 10 GeV/c 8.60· 10−1 8.98· 10−1

Qµ · Q jet = −1 9.41· 10−1 9.48· 10−1

single b tagging 2.73· 10−1 2.75· 10−1

no jet with ET > 20, |η|< 2.5 7.20· 10−1 7.72· 10−1

mT(l ,M ET) < 60 GeV 9.68· 10−1 8.80· 10−1

−0.996< cos(1ϕ) <−0.5 4.23· 10−1 5.84· 10−1

electron veto: 0.2< f < 1.1 6.98· 10−1 5.11· 10−1

Eν1 > 0, Eν2 > 0 4.32· 10−1 5.62· 10−1

total efficiency: 6.64· 10−5 2.76· 10−4

σ after selections [fb]: 1.74 2.89· 10−1
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Figure 5.5. The reconstructedττ mass distribution. The signal and the background contributions
are shown with 20 fb−1. The mass windows in which the events are counted for the significance
calculations are shown.

• The uncertainty of the shape of the distribution of f. The shape is obtained from tt̄
events only, however a small fraction of events from the other processes is present in the
“normalisation” region of f< 0.1. It leads to an uncertainty of'12 %.

The contribution from the other systematic uncertainties, e.g. b tagging is expected to be
small, due to the cancellation in the efficiency ratio. The total uncertainty on the number of
the non Z/γ ∗ background events is thus 12.4 %.

The Z/γ ∗ background consists of two parts: theττbb̄ process and the DYττ process
without genuine b quarks in the event. The DYττ background can be predicted using the
DY ``(`=e,µ) cross section, to be measured with high precision at LHC, and the selection



CMS Physics Technical Design Report, Volume II: Physics Performance 1147

]2 [GeV/cAm

200 250 300 350 400 450 500 550 600

)β
ta

n
(

10

20

30

40

50

60

Discovery area 
-1for  30 fb

H        max m
2  = 1000 GeV/cSUSY m
2      = 2449 GeV/cMS

t X
2       = 200 GeV/cµ
2     = 200 GeV/c2 M
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luminosity for the mmax

h MSSM scenario. The regions are shown without (lower curve) and with
(upper curve) the uncertainty on the background taken into account.

efficiency obtained from the Monte-Carlo. The systematic uncertainty on the number of DY
ττ events has two main contributions due to:

• The jet scale uncertainty. The number of the events in the Mττ signal window varies
by ±6% for jet scale variations of±3% and missing transverse energy scale variations
of ±5% .

• The b-mistagging uncertainty. A conservative estimate of 5% is taken.

The total uncertainty on the number of the DYττ events with the jet mistagged as a b-jet
is therefore 8%.

For the ττbb̄ background estimates the systematic uncertainty has the following
main contributions:

• The uncertainty of theµµbb̄ cross section measurement (without the luminosity
uncertainty) is 14% [145].

• The jet scale uncertainty. It is assumed to be the same as for the DYττ events.

The total uncertainty on the number of theττbb̄ events is 15%.

5.2.7.5. Discovery reach in theMA − tanβ plane. The CMS discovery reach in the MA −

tanβ plane with 30 fb−1 in the mmax
h scenario is shown in Figure5.6. The 5σ discovery curves

are shown without (lower curve) and with (upper curve) the uncertainty on the background
taken into account.

5.2.8.H → ττ → e+ jet analysis

A detailed description of the analysis can be found in [154].
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5.2.8.1. Event generation.The signal process gg→ bbH/A, H/A → ττ , τ1 → eνeντ , τ2 →

τ jet +ντ leads to a final state of one isolated electron, an isolatedτ jet and one or two
detectable b jets. The background with genuineτ ’s is due to two types of events, Z/γ ∗ events
decaying intoττ , and the t̄t events, where the e +τ jet final state can come from direct W
decays to an electron and aτ or through W→ τντ → eνeντντ decays:

• Z/γ ∗
→ ττ → e +τ jet + X

• bb̄Z/γ ∗,Z/γ ∗
→ ττ → e +τ jet + X

• tt with W1 → τντ (τ → jet), W2 → eνe or W2 → τντ → eνeντντ
• Wt, with W1 → τντ (τ → jet), W2 → eνe or W2 → τντ → eνeντντ .

Background can arise also from the processes where a hadronic jet or an electron leads
to a fakeτ :

• W+jet, with W→ eνe

• Z/γ ∗
→ e+e−

• bb̄Z/γ ∗,Z/γ ∗
→ e+e−

• tt with W → jj or W → eνe.

The QCD multi-jet production is a large potential background through hadronic jets
faking both the electron and theτ jet.

For the inclusive Z/γ ∗ production the events containing b quarks in the final state were
removed to avoid double counting with theττbb̄ background. The single top (Wt) events were
generated withTopReX [44]. The τ decays in the signal were performed with thetauola
package [155].

5.2.8.2. Event selection.In the offline reconstruction an isolated electron from the decay of
one of theτ ’s was first searched for. On the average∼1.3 reconstructed electron candidates
were found in the signal events. The reconstructed electrons were first required to be isolated
in the tracker demanding that no track with pT > 1 GeV/c was found in a cone of1R = 0.
4 around the electron candidate direction. The further electron identification was performed
following the algorithm of Ref. [156]. The largest contribution to the identification efficiency
and purity was obtained from the ratio of hadronic cluster energy to the electromagnetic
energy of the cluster (Ehadronic/Eelm< 0.2) and from the ratio of the supercluster energy to
the track momentum (Esuper cluster/ptrack> 0.8). The identification efficiency, including the
tracker isolation, was found to be 64.2%. A good purity of 97.5% was obtained for
the selected electrons.

The off-lineτ -jet identification was applied to the jets with Ejet
T > 40 GeV reconstructed

in the calorimeter with the cone of 0.4. The leading track with pltr
T > 10 GeV/c was searched

for in a cone of Rm = 0.1 around theτ -jet direction. For an efficient isolation against the
hadronic jets in the W+jet and QCD multi-jet backgrounds, a small signal cone, RS = 0.04,
around the leading track was used. About 83% of theτ±

→ hadron± + nπ0 + ντ decays were
found to be reconstructed as one prongτ ’s. Due to the small signal cone selected, 50%
of the τ±

→ 3 hadrons± + nπ0 + ντ decays were reconstructed as one or two prongτ -jets.
The cut pltrT > 20 GeV/c was found to be optimal for the suppression of the hadronic jets, in
the presence of the QCD multi-jet background. The isolation was performed counting tracks
with pi

T > 1 GeV/c in the area between the signal cone and the isolation cone, which was taken
to be then same as the jet reconstruction cone, Ri = 0.4. Following the method described
in [146], at least eight hits were required in the full silicon tracker and an upper bound of
0.3 mm on the transverse impact parameter was set on the leading track in order to suppress
the background from the fake tracks.
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Table 5.19.Production cross sections times branching fraction, efficiencies (%) for the selection
cuts and numbers of events for 30 fb−1 for the signal with tanβ = 20 and for MA = 130, 200, 300
and 500 GeV/c2.

MA(GeV/c2) 130 200 300 500
σ × BR (pb) 18.2 4.15 0.85 0.071
Level-1 and HLT 1.53 (8.4) 0.64 (15.4) 0.18 (21.6) 2.0× 10−2 (28.7)
primary vertex 1.44 (94.1) 0.60 (94.2) 0.18 (97.2) 1.9× 10−2 (93.6)
electron identification 1.11 (77.8) 0.48 (80.8) 0.14 (73.7) 1.4× 10−2 (73.8)
one identifiedτ jet 0.127 (11.4) 0.11 (23.4) 4.5× 10−2 (32.9) 5.9× 10−3 (41.7)
Qτ jet

× Qe
= −1 0.127 (100.0) 0.11 (99.1) 4.5× 10−2 (99.3) 5.8× 10−3 (99.0)

mT < 40 GeV/c2 9.9× 10−2 (77.6) 3.8× 10−2 (73.7) 3.1× 10−2 (69.3) 3.9× 10−3 (66.7)
>1 jet, ET > 20 GeV 4.5× 10−2 (45.9) 3.8× 10−2 (46.6) 1.5× 10−2 (48.6) 2.1× 10−3 (53.5)
b tagging 1.3× 10−2 (29.7) 1.2× 10−2 (32.2) 5.0× 10−3 (32.9) 7.6× 10−4 (36.5)
jet veto 8.1× 10−3 (60.2) 7.2× 10−2 (62.5) 3.1× 10−3 (63.2) 4.6× 10−4 (61.0)
1ϕ(τ1, τ2) < 175◦ 7.6× 10−3 (94.8) 6.8× 10−3 (93.9) 2.7× 10−3 (85.7) 3.4× 10−4 (74.5)
Eν1,ν2 > 0 4.1× 10−3 (54.1) 4.2× 10−3 (61.7) 1.7× 10−3 (64.3) 2.4× 10−4 (70.6)
Nev at 30 fb−1 123.9 126.0 51.9 7.3

The Z/γ ∗
→ e+e− and bbZ/γ ∗,Z/γ ∗

→ e+e− backgrounds contain an isolated genuine
electron to pass the electron cuts and are not significantly suppressed with theτ -selection
cuts. These electronicτ candidates were suppressed requiring a large energy deposition
in the hadron calorimeter. A cut in the ET of the most energetic HCAL cell in theτ jet,
ET(max HCAL cell) > 2 GeV, was found to suppress the electrons with a factor of∼ 7. A
further reduction was obtained comparing the HCAL energy and the leading track momentum
of theτ jet. The cut EHCAL/pltr > 0.35, applied on the one-prongτ candidates only, was found
to suppress further the electronicτ candidates by a factor of∼1.8. The W + jet events show a
tail at large values of EHCAL/pltr due to the neutral hadron component of the hadronic jets and
were suppressed with the cut EHCAL/pltr < 1.5.

Efficiencies of theτ -jet selections are shown in Tables5.19, 5.20and5.21. The purity
of ∼ 97% is obtained for the signal events. A rejection factor of∼ 400 was obtained for the
QCD multi-jet events generated with 50< p̂T < 80 GeV/c when theτ -jet selections described
above were applied.

Finally, the charges of the electron andτ jet were required to be opposite. The charge of
theτ jet was calculated as the sum of charges of the tracks in the signal cone.

The missing transverse energy measurement can be exploited to suppress the tt̄
background with an upper bound on the transverse mass mT(e,Emiss

T ) reconstructed from the
electron and the missing transverse energy. Figure5.7 shows the mT(e,Emiss

T ) distribution
for the signal events with MA = 200 GeV/c2 and for the t̄t and Z/γ ∗

→ e+e− backgrounds
with the electron andτ -jet selections. The selected upper bound mT(e,Emiss

T ) < 40 GeV/c2

reduces the tt̄ background with a factor of∼4.
The events were further selected when at least one jet (in addition to theτ jet) with

calibrated Ejet
T > 20 GeV and|η|< 2.5 was found and tagged as the b jet. A probabilistic

secondary vertex algorithm with a discriminator cut from Ref. [157] was used for b tagging.
The cut in the discriminator was set to 0.8, which suppresses efficiently the Z/γ ∗, W+jet
and the potential multi-jet background. The efficiency to tag at least one jet, including the
jet finding efficiency, was found to be between 13 and 19% for the signal, below 1% for the
Z/γ ∗ backgrounds and 1.3% for the W+jet background. For the signal events the purity of
the b-tagged jets is very high (99%).
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Table 5.20.Background production cross sections times branching fraction, cross sections and
efficiencies (%) for the selection cuts and number of events for 30fb−1.

Z/γ ∗
→ ττ bbZ/γ ∗

→ ττ Z/γ ∗
→ e+e− bbZ/γ ∗e+e−

σ × BR (pb) 331.8 27.0 1890 26.3
pre-selection 173.5 (41.4) 811.2 (42.9)
Level-1 and HLT 17.3 (10.0) 0.818 (3.1) 617.4 (76.1) 18.2 (67.2)
primary vertex 16.5 (95.4) 0.796 (97.3) 591.9 (95.9) 17.7 (97.3)
no b’s in DY Z/γ ∗ 15.6 (94.6) 561.8 (94.9)
electron identification 11.6 (74.4) 0.585 (80.2) 278.1 (50.1) 9.31 (52.6)
one identifiedτ jet 0.13 (1.2) 1.0× 10−2 (1.8) 3.40 (1.2) 9.0× 10−2 (1.0)
Qτ jet

× Qe
=−1 0.13 (96.3) 1.0× 10−2 (100) 3.31 (97.4) 8.8× 10−2 (97.8)

mT < 40 GeV/c2 9.8× 10−2 (76.3) 8.0× 10−3 (80.0) 2.26 (68.3) 5.5× 10−2 (62.5)
>1 jet, ET > 20 GeV 4.0× 10−2 (40.6) 5.6× 10−3 (70.0) 0.85 (37.6) 3.0× 10−2 (54.2)
b tagging 8.0× 10−4 (2.0) 2.6× 10−3 (46.4) 1.5× 10−2 (1.8) 9.6× 10−3 (32.2)
jet veto 5.2× 10−4 (65.0) 1.5× 10−3 (57.7) 6.0× 10−3 (41.4) 5.9× 10−3 (67.4)
1ϕ(τ1, τ2) < 175◦ 4.9×10−4 (94.2) 1.4× 10−3 (90.7) 4.8× 10−3 (80.0) 5.1× 10−3 (85.7)
Eν1,ν2 > 0 2.0×10−4 (40.2) 7.6× 10−4 (55.9) 1.7× 10−3 (35.4) 1.9× 10−3 (50.0)
Nev at 30 fb−1 5.9 22.8 51.3 57.9

Table 5.21.Background production cross sections times branching fraction (pb), cross sections
and efficiencies (%) for the selection cuts and number of events for 30fb−1.

tt Wt W + jet

σ × BR (pb) 840 6.16 673.2
pre-selection 315.0 (46.8)
Level-1 and HLT 94.4 (11.3) 2.00 (32.5) 145.6 (46.2)
primary vertex 93.9 (99.5) 1.97 (98.5) 143.9 (98.8)
electron identification 66.7 (71.0) 1.43 (72.6) 114.2 (79.4)
one id.τ jet 0.66 (0.95) 4.10× 10−2 (2.87) 0.57 (0.5)
Qτ jet

× Qe
= −1 0.57 (89.8) 4.00× 10−2 (97.6) 0.47 (82.7)

mT(e,Emiss
T ) < 40 GeV/c2 0.14 (24.3) 8.0× 10−3 (20.0) 0.12 (25.2)

>1 jet, ET > 20 GeV 0.14 (98.6) 6.9× 10−3 (86.3) 5.5× 10−2 (46.2)
b tagging 9.4× 10−2(68.6) 4.1× 10−3 (59.4) 1.6× 10−3 (2.9)
jet veto 5.1× 10−3 (5.4) 2.38× 10−3 (58.1) 6.6× 10−4 (41.9)
1ϕ(τ1, τ2) < 175◦ 4.9× 10−3 (96.4) 2.33× 10−3 (98.0) 5.6× 10−4 (83.9)
Eν1,ν > 0 2.0× 10−3 (40.9) 9.60× 10−4 (41.2) 2.1× 10−4 (38.5)
Nev at 30 fb−1 60.3 28.8 6.4

The t̄t background, with a genuine electron,τ and b jets, cannot be significantly
suppressed with the cuts described above. This background, however, was suppressed
applying the jet veto: the event must contain only the b-tagged jet with calibrated
Ejet

T > 20 GeV and|ηjet
|< 2.5. The fake jets, which generally do not contain tracks from

the signal vertex, were suppressed with a cut in the fraction of the track pT sum to the
jet ET, α =6pt

T
track/Ejet

T . The cutα > 0.1 was found to improve the veto efficiency for the
signal by about 10%. The jet veto efficiency is around 60% for the signal and∼5% for
the t̄t background.

For the reconstruction of theττ mass the events with back-to-back configurations
between the electron and theτ jet were removed with an upper bound on the angle between
the τ jet and the electron in the transverse plane (1ϕ(e, τ jet)). The reconstructed neutrino
energies were required to be positive (Eν1 > 0 and Eν2 > 0), which leads to a reduction
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Figure 5.7. Distribution of transverse mass recon-
structed from the electron and the missing transverse
energy for the signal of MA = 200 GeV/c2 and
tanβ = 20 (filled histogram), for the tt̄ (solid line) and for
the Z/γ ∗

→ e+e− (dashed line) background. Histogram
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Figure 5.8. Reconstructed Higgs boson mass for MA =

200 GeV/c2 and tanβ = 20.

of '40% of the signal events, but rejects' 60% of the t̄t, tW and W+jet backgrounds.
Figure 5.8 shows the reconstructed Higgs boson mass for the signal events with MA =

200 GeV/c2. The Gaussian fit yields a mass resolution of 25%.
Table5.19shows the numbers of signal events with MA = 130–500 GeV/c2 and tanβ = 20

for 30 fb−1 and the efficiency for all the event selection cuts described above. For MA = 130
and 140 GeV/c2, the mass of the lighter scalar Higgs boson h is only 4.4 and 11.2 GeV/c2

smaller than MA . With the mass resolution, which can be reached in the H→ ττ decay
channels, the lighter scalar contributes to the signal and is added in the cross sections for
MA = 130 and 140 GeV/c2. The contribution is 31 and 11% of the total production rate,
respectively. Table5.20 shows the number of events and efficiencies for the backgrounds
originating from Z/γ ∗

→ ττ and Z/γ ∗
→ e+e− decays in the inclusive and in the associated

bbZ/γ ∗ production. The efficiency of removing the bbZ/γ ∗ component from the inclusive
Z/γ ∗ samples is also shown. Table5.21shows the same for the backgrounds involving W’s
from tt, Wt and W + jet events. The cross section times branching fraction, trigger efficiency
and the efficiency of the primary vertex reconstruction are also shown in the tables. The QCD
multi-jet background after all selections was estimated to be 8.4 events for 30 fb−1 in the mass
window around MA = 200 GeV/c2, which is' 10% of all other backgrounds.

Figures5.9 and 5.10 show the reconstructed Higgs boson mass distributions of the
H/A → τ+τ−

→ electron + jet + X signal and the total background for 30 fb−1 for MA =

200 GeV/c2, tanβ = 20 and for MA = 300 GeV/c2, tanβ = 25. The sum of the Z/γ ∗
→ e+e−

and bbZ/γ ∗
→ e+e− backgrounds is shown separately in the figures.

5.2.8.3. Systematic uncertainties for the background determination.The background
uncertainty was evaluated using the cross-section uncertainties (measured or predicted from
the theory) and the experimental uncertainties for the event selections.

The uncertainty of the event selection efficiency is related to the uncertainty of the
electron andτ identification, the absolute calorimeter scale and the b-tagging efficiency.
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Figure 5.9. Reconstructed Higgs boson mass for the
signal of MA = 200 GeV/c2, tanβ = 20 and for the total
background for an integrated luminosity of 30 fb−1. The
dashed line shows the sum of the Z/γ ∗

→ e+e− and
bbZ/γ ∗e+e− backgrounds.

Figure 5.10. Reconstructed Higgs boson mass for the
signal with MA = 300 GeV/c2, tanβ = 25 and for the
total background for an integrated luminosity of 30 fb−1.
The dashed line shows the sum of the Z/γ ∗

→ e+e− and
bbZ/γ ∗e+e− backgrounds.

The systematic uncertainty due to the energy scale was estimated varying the jet energy
and the Emiss

T values with the expected energy scale uncertainties yielding an average 5.1%
uncertainty on the number of Z/γ ∗ events, 3.8% uncertainty on the number of bb̄Z/γ ∗ events,
7.3% uncertainty on the number of tt̄ events, 11.3% uncertainty on the number of tW events
and 11.8% uncertainty on the number of W+jet events passing the event selection cuts. A 5%
uncertainty on the b tagging and mistagging efficiencies and a 2% uncertainty on the electron
reconstruction and identification were used.

The uncertainty of the Z/γ ∗ cross section at the LHC is of the order of 1% [158]. For the t̄t
background the theoretical NLO cross section uncertainty derives from the scale uncertainty,
taken to be 5% according to Ref. [159], and the PDF uncertainty, about 2.5 %, yielding 5.6%
for the total uncertainty. The same uncertainty is used for the cross sections of the Wt and
W+jet processes. The uncertainty of the bb̄Z/γ ∗ cross section measurement is estimated
to be 14.2% in [145]. With these estimates, the total systematic uncertainty, including the
luminosity uncertainty of 3% [7], was found to be 8.1%, 15.9%, 11.1%, 14.0% and 14.5% for
the Z/γ ∗, bb̄Z/γ ∗, t̄t, Wt and W+jet backgrounds, respectively.

5.2.8.4. Discovery reach in theMA–tan(β) plane. Table5.22 shows the number of signal
plus background events and the number of background events for 30 fb−1 in the selected
mass windows and the signal significance calculated according to Poisson statistics, with and
without the background systematics taken into account. The mass windows were selected to
optimise the significance. The mmax

h scenario was used.
Figure5.11shows the 5σ discovery region in the MA–tanβ plane for 30 fb−1 in the mmax

h
scenario, evaluated with and without background systematics.

5.3. Benchmark Channels:ttH,H → bb

5.3.1. Introduction

The Higgs boson decay to bb̄ is the dominant mode for the Higgs mass range up to
mH ∼ 135 GeV/c2. Direct Higgs production is almost impossible to detect via this decay
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Table 5.22.Number of signal-plus-background events and the number of background events in the
selected mass windows for 30 fb−1 and the signal significance without (Sno syst.) and with (Ssyst.)
the background systematics taken into account.

1mτ+τ− NS+NB NB Sno syst. Ssyst.

MA = 130 GeV/c2, tanβ = 20 120–200 GeV/c2 176 83 8.9 6.4
MA = 140 GeV/c2, tanβ = 15 130–220 GeV/c2 136 76 9.1 6.7
MA = 200 GeV/c2, tanβ = 20 140–280 GeV/c2 175 83 8.8 6.3
MA = 300 GeV/c2, tanβ = 20 240–480 GeV/c2 78 39 5.4 4.3
MA = 500 GeV/c2, tanβ = 50 360–780 GeV/c2 57 22 6.2 5.3
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Figure 5.11. The 5σ discovery region in the MA − tan(β) plane for an integrated luminosity of
30 fb−1 in the mmax

h scenario. The lower (upper) curve was evaluated without (with) the effect of
background systematics taken into account.

as a result of the combination of an overwhelming QCD cross section for bb̄ production and
the inability to reconstruct the Higgs mass very precisely. While the latter is still true in the
case of Higgs production in association with a tt̄ or bb̄ pair, these channels hold promise
because they entail substantially lower backgrounds. The separation of these events into 3
salient topologies follows as a result of the ways in which the two W bosons in the event
decay. Thus, in addition to the four b jets, roughly 49% of these events also contain four
hadronic jets (the all-hadron channel), while some 28% have two hadronic jets together with
an isolated electron or muon and missingEt (the semi-leptonic channel), with a further 5%
of events containing two oppositely-charged leptons (either of which can be an electron or
muon) and missingEt (the dilepton channel). The remaining 14% of events correspond to
those cases where one or both of the W bosons decay to a tau lepton and neutrino and are
not easily distinguishable as such, as a result of the rich decay repertoire of the tau meson.
In fact, these events do make a small contribution to the three other classes of events in the
actual analyses. Additional hadronic jets can appear in these events and originate from initial
and final state QCD radiation (IFSR).
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Table 5.23.NLO signal cross-sections and H→ bb̄ branching ratios for different Higgs mass
hypotheses

mH 115 GeV/c2 120 GeV/c2 130 GeV/c2

σN L O (pb) 0.747 0.664 0.532
B R(H → bb̄) 0.731 0.677 0.525

A detailed description of the tt̄H analysis strategies and the results can be found in
Reference [160]. All the results presented here are for an integrated luminosity of 60 fb−1.

5.3.2. Event generation and simulation

As the identification of the signal relies upon the presence of top quark decay products, it
comes as no surprise that the most significant backgrounds are those associated with tt̄ events
themselves. The main backgrounds are: tt̄jj, t t̄bb̄ and t̄tZ with Z → bb̄.

These processes are studied in detail and are presented here. Secondary background
sources include pure QCD multi-jet events in the case of the all-hadron channel, and W/Z
plus jets or dibosons plus jets events in the case of the semi-leptonic and dilepton channels.
With the exception of QCD multi-jets, the latter have substantially lower production cross-
sections than tt̄ events but very similar topologies. They are therefore not studied in detail.

Details about the primary Monte Carlo data samples used in this analysis are available
in Reference [160]. The semi-leptonic and all-hadron tt̄H signal samples were generated
usingCompHEP (version 41.10) andpythia (version 6.215), while the dilepton samples used
pythia only. Though a leading order Monte Carlo,pythia is known to do a very good job of
reproducing IFSR as well as parton shower effects. This is adequate for the signal samples.
For the t̄t plus jets backgrounds, greater care must be exercised. In particular,pythia alone
cannot be expected to do a realistic job since the relevant processes are not leading order.
On the other hand, there is not currently a full next-to-leading order (NLO) MC for tt̄ plus jets
production. As a result, higher order matrix elements are used including additional radiated
partons in conjunction with the parton showering ofpythia to produce the appropriate event
topologies.

alpgen andpythia are used for the matrix elements and parton showering, respectively,
for the t̄t plus n jets background samples. The matching of the two generators is done in
alpgen as discussed in Ref. [161]. In particular, all of the matrix elements for tt̄ plus n
additional hard partons are included and properly combined at each order taking into account
the interference between amplitudes.

QCD events were generated withpythia (version 6.215) in thêpt ranges from 120 to
170 GeV/c and greater than 170 GeV/c.

For the simulation of the interaction with the detector, the CMS tools, providing GEANT3
and GEANT4 based simulation of the CMS detector have been used.

The NLO signal cross-sections for different Higgs mass hypotheses are given in
Table5.23together with the branching ratios for H→ bb̄ [162].

The leading orderCompHEP cross-sections for the different background processes
together with the effective cross-sections after the application of the generator filters are listed
in Table5.24. Thealpgen cross sections for the different jet multiplicity processes are listed
in Table5.25. A detailed comparison ofalpgen versusCompHEP for the t̄tjj background is
available in [160]. All the results that are presented here for the tt̄Nj backgrounds are based
on thealpgen samples, where available.
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Table 5.24.LO CompHEP cross-sections and effective cross-sections after the generator filters of
the considered background processes.

QCD p̂t = 120–170 GeV/c QCD p̂t > 170 GeV/c t̄tbb̄ t̄tZ

σL O (pb) 3.82· 105 1.05· 105 3.28 0.65
σL O × ε (pb) 76.4 336.0 2.82 0.565

Table 5.25.LO alpgen cross-sections for the different jet multiplicity samples.

exclusive t̄t+1j exclusive t̄t+2j exclusive t̄t+3j inclusive t̄t+4j

σL O (pb) 170 100 40 61

Table 5.26.Signal and background efficiencies of the Level 1 and High Level Triggers.

Singlee
Singleµ Singlee ORµ OR τ Jets

H → bb̄ (%) withmH = 120 GeV/c2 63.5 52.4 76.7 24.9
tt̄bb̄ (%) 19.0 16.1 83.6 18.3
tt̄1j (%) 13.9 11.3 53.0 2.9
tt̄2j (%) 14.0 11.1 59.8 6.2
tt̄3j (%) 14.0 11.1 68.5 11.4
tt̄4j (%) 13.4 11.1 78.6 31.4
tt̄Z (%) 20.4 18.8 84.4 25.3
QCD 120–170 GeV/c (%) 0.08 0.8 4.3 1.7
QCD> 170 GeV/c (%) 0.07 2.1 4.4 10.3

5.3.3. Level-1 and high level trigger selections

A dedicated t̄tH trigger was not available and therefore was not implemented in the analysis.
As a result, it is assumed in what follows that the signal is recorded by the CMS Level 1 (L1)
and High Level Triggers (HLT) as described in [76]. Wherever possible, the cleaner signature
of at least one isolated lepton in the final state is exploited. The semi-leptonic channels thus
use the single muon (stream #43) or single electron (stream #2) triggers.

A logical “OR” of the single muon, single electron and single tau streams is used for
the dilepton channel. The same trigger setups as for streams #43 and #2 were used, except
that thepT threshold was lowered to 15 GeV/c to permit selection of 20 GeV/c leptons later
in the analysis. The tau trigger is the official stream (bit #91). Jet triggers are used to select
all-hadron events. In particular, the single-jet, 3-jet and 4-jet triggers with low luminosity
thresholds [76][163] are combined (stream #120 or #122 or #123).

Efficiencies for the various HLT and Level-1 triggers that were used are presented in
Table 5.26. The efficiencies quoted are determined by counting the numbers of accepted
events relative to the total numbers of events in each sample. In order to streamline the various
studies that were performed, the analyses used different MC samples, produced with different
final state constraints. Thus, efficiencies for single muon, single electron and fully hadronic
final states were defined with respect to exclusive signal samples and inclusive background
samples, as described in the preceding section. The dilepton channel efficiency on the other
hand, was defined with respect to samples containing at least one leptonic top decay for the
signal and inclusive samples for the backgrounds.
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Figure 5.12. (Left) Performance of the muon likelihood discriminator for the semi-leptonic
muon t̄tH channel. (Right)Signalversusbackgroundelectron efficiencies for likelihood values
ranging from 0.006 (the upper point) with a step size of 0.006, (i.e. approximately in the range
1.0<− log(Le) < 2.0).

5.3.4. Reconstruction

5.3.4.1. Muon reconstruction.The process of muon reconstruction begins in the Muon
Chambers and is then extended to the tracking system, as described in Ref. [164]. For the
studies presented here it is important to identify muons coming from W decays. To this end,
additional selection criteria are applied to distinguish these muons, which will be referred to
assignal muons, from the muons coming from other sources such as b decays. The latter
will be referred to asbackgroundmuons, even though they arise in signal events as well
as background events. The desired discrimination betweensignal and backgroundmuons
is achieved by constructing a discriminator that is based upon probability density functions
(PDF) for the following observables associated with muon candidates:

• Transverse momentum,pt .
• Track isolation,IsoTk.
• Calorimeter isolation,I soCalo.
• Significance of track impact parameter,Si p = d/σd.

The PDF’s associated with these variables forsignalandbackgroundmuons are obtained
by matching to generator-level muons.

The PDF’s are combined into the following likelihood ratio:

L =5i
Psig

i (xi )

Psig
i (xi )+ Pbkg

i (xi )
(5.13)

where Psig
i and Pbkg

i are the PDF’s of an observablexi for signal andbackgroundmuons,
respectively.

The performance forsignal and background muon discrimination are shown in
Figure5.12. For asignalmuon efficiency of 90%, only 1% of background muons are selected.
The PDF’s are constructed using a sample of tt̄H events with mH = 120 GeV/c2 in which one
and only one of the W bosons decays to a muon and neutrino, while the other one decays
hadronically.

If the likelihood selection is used after the HLT, a dramatic improvement in QCD
( p̂t > 170 GeV/c) rejection is possible with little or no loss in signal efficiency. For example,
a small drop in signal efficiency from 63% to 60% reduces the QCD efficiency by more than
a factor of 3 (i.e. from 0.07% to 0.02%).
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5.3.4.2. Electron reconstruction.A full description of the electron reconstruction in CMS
can be found in Ref. [46]. Electrons coming from W boson decays are typically characterised
by isolated high transverse energy clusters. These electrons are thus efficiently identified by
means of an isolation requirement applied to the electron candidate with respect to other
reconstructed tracks in the event.

In analogy to the muon reconstruction and equation5.13, a likelihood method is used to
identify the signal electrons, making use of the following observables:

• the pt sum of tracks inside anisolation coneof radius1R = 0.3 around the candidate
electron direction.

• the1R distance between the electron candidate and the closest track.

• the transverse momentum of the electron candidate,pt .

• the ratio between the cluster energy and the track momentum,E/p.

• the ratio between the hadronic and electromagnetic energies of the cluster,H/E.

An appropriate choice of likelihood cut value has been studied by comparingsignal
versusbackgroundelectron efficiencies as shown in Figure5.12.

For a−log(Le) cut value of 1.27,signalelectrons are selected with an efficiency of 84%
andbackgroundelectrons with an efficiency of 1.5%. This value was chosen for the analyses
described in subsequent sections.

Concerning the efficiency of the likelihood cut with respect to background rejection in
tt̄jj events in which there were no isolated electrons coming from W decays, only 6% of these
events were accepted for a likelihood cut of 1.27.

As in the case of the muon selection, the likelihood approach can be used to augment
the HLT selection efficiency. Maintaining a roughly constant signal efficiency, the likelihood
cut in combination with the HLT trigger yields an order of magnitude reduction in the QCD
background selection efficiency.

5.3.4.3. Jet and missing ET reconstruction. Jets are reconstructed using the iterative cone
algorithm. A cone with1R = 0.5 is used when at least one W boson decays into leptons,
while a smaller cone size was found to be more suitable for the more dense jet environments
associated with the all-hadron channel (see below).

A calorimetric-tower energy threshold of 0.8 GeV and a transverse-energy threshold of
0.5 GeV are used. Calorimeter towers that exceed 1 GeV are considered as jet seeds. For the
leptonic channels, the jet energy is calibrated using MC calibrations [165] provided by the
JetMET group for the corresponding set of reconstruction parameters.

The single lepton analyses, as described in more detail below, make use of an event
likelihood to help select and properly reconstruct events and decay chains. This is facilitated,
in part, by making use of the various invariant mass constraints associated with the top quark
decays. The corresponding likelihoods thus rely upon the resolutions that are obtained for the
invariant masses of the hadronically decaying W boson and the two top quarks. The “best-
case” invariant mass distribution for the hadronically decaying top quark is reconstructed by
matching to generator-level parton information and shown in Figure5.13. The distributions
for the leptonically decaying top quark and the hadronically decaying W boson (Ref. [160])
have similar shapes but different RMS (25.7 GeV/c2 and 15.7 GeV/c2, respectively) since
the longitudinal momentum of the leptonically decaying top quark has to be calculated from
missingEt . A reconstructed jet is considered as matched to the corresponding parton if their
separation,1Rj −p, is less than 0.3.
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Figure 5.13. (Left) Invariant mass of the hadronically decaying Top quark using jet-parton
matching with1Rj −p < 0.3. (Right) Change in significance andS/N resulting from variations in
the b-tagging discriminator for the various cone sizes indicated in the legend.

The missing transverse energy of the eventEmiss
t is computed as

Emiss
t =

∑
i

Etower
t −

∑
j

ERawJet
t −

∑
k

ECaliJet
t

+
∑

m

EMuon
t (5.14)

where the sum with indexi runs over calorimeter towers, that with indexj runs over raw jets,k
runs over calibrated jets, andm runs over the reconstructed muons of the event. Equation5.14
thus takes into account the corrections due to jet calibration and the contributions of muons
that are not measured in the calorimeter.

The choice of the jet reconstruction algorithm is an important step in the event selection
optimisation for the all-hadron tt̄H channel, where at least 8 jets are expected in the final state.
For this reason, an optimisation is obtained by means of a simple “proto” analysis as described
in Reference [160].

A dedicated t̄t H calibration [166] is applied to help recover the original transverse energy
of the associated parton. Reconstructed jets with a b-tagging discriminator value higher than
0.4 are calibrated using a separate b-jet calibration procedure.

Figure 5.13 shows the significance with respect to theS/N ratio for a range of b-tag
discriminator values for each of the several cone sizes indicated. Lower discriminator values
yield higher significance but only at the cost of lowS/N while, on the contrary, higher
discriminator values give lower significance but higherS/N. A good compromise is in the
middle range of each of the curves where neitherS/N nor significance are unreasonably low.
With this in mind, the best choice for the jet cone is seen to be1R = 0.40.

5.3.4.4. b-Tagging. The identification of jets from b-quarks is done with theCombined
Secondary Vertexalgorithm. This algorithm exploits secondary vertex and track properties to
calculate a discriminator value which separates b-jets from non b-jets. A detailed description
is published in Ref. [157] which also presents results of detailed studies of the performance
of the b-tagging algorithm as applied to Monte Carlo tt̄ and QCD samples.

In the t̄tH analyses, a fixed cut value for the b-tagging discriminator is applied, and four
jets are required to pass this cut in the semi-leptonic and all-hadron channels, while only 3
jets are required to be tagged in the dilepton analysis. The misidentification rate of charm and
light flavour jets as a function of the b-tagging efficiency is shown in Fig.5.14for the t̄tH and
the t̄tjj samples, respectively. It can be seen that the efficiencies are similar in these samples.
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Figure 5.14. On the left: Non-b jet mistagging efficiency versus b-jet tagging efficiency for
c-jets (triangles), and uds-jets (stars) for the tt̄H sample withmH = 120 GeV/c2 and jets with a
minimum transverse momentum of 20 GeV/c. For this plot the “physics definition” of the original
jet flavour has been used. In this definition there are no original gluon jets in the tt̄H sample. On
the right: The corresponding plot for the tt̄jj sample, where gluon jets are represented by crosses.

This fixed-cut b-tagging approach gives reasonable results, but is not necessarily optimal.
Some potential improvements are possible such as the combination with a soft lepton tag or
a discriminator cut which depends onpt andη of the jets. Studies have shown that they have
the potential to improve the results at the order of some percent. These improvements were
not used in the current analyses.

5.3.5. Event selection

In this section the event selection for the different channels under consideration is described.
In order to be able to combine the results from all the tt̄H search channels, the different
channels use mutually exclusive event samples. This is most easily facilitated by coordinating
how highpt electrons and muons from the W decays (previously referred to assignal leptons)
are either selected or vetoed by the different analyses.

For the analyses reported here, the different data samples used were separated using
selection and/or veto criteria based on the lepton likelihood value, as described in Ref. [160].

5.3.5.1. Semi-leptonic Channel:tt̄H → bb̄bb̄qq′µνµ and bb̄bb̄qq′eνe. The strategy for
selecting t̄tH events with one isolated muon or electron in the final state can be summarised
in the following three steps: pre-selection, choice of jet pairing and finally, selection. The pre-
selection requires the HLT stream for a single muon or a single electron, one isolated lepton
using the likelihood information as described in section 5.3.4.1 and 5.3.4.2, and 6 or 7 jets in
the pseudorapidity region|η|< 3.0 with a calibrated transverse energy larger than 20 GeV. In
order to recover some efficiency, jets with 10 GeV< Et < 20 GeV are also accepted if they
have at least two associated tracks pointing to the signal primary vertex42 within a distance
along the beam (z) axis of (|zPV − ztrack|< 1 mm). The latter condition is required to reject
low transverse energy fake jets, (i.e. jets that are not associated with any of the signature

42 The signal interaction is generally the one which allows the event to be triggered.
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partons in the signal event). For the single electron channel, the misidentification of the jet
with the isolated electron has been excluded by imposing a veto on the jet if the electron lies
inside a jet cone radius of 0.1.

At least 4 jets are required to be tagged as b-jets with a minimal discriminator value
corresponding to a b-efficiency of about 70%.

To decrease the contamination from the dilepton channel, a double muon, double electron
and muon-electron veto is applied, in which events with the second lowest− log(Lµ) < 1.4
and events with− log(Le) < 1.2 are rejected from the analysis. In the case of the semi-
leptonic electron channel the previous cuts are applied respectively to the first muon likelihood
candidate and to the second electron likelihood candidate. The application of these vetoes
results in a lowering of the signal efficiency by about 2%, while the total background rejection
is increased by 13%.

In order to perform a complete reconstruction of the event, the longitudinal momentum
of the neutrino has to be computed from four-momentum conservation for the W boson:
m2

W = (Eµ + Eν)2 − ( Epµ + Epν)2. This equation gives 2 real solutions forpνz in 66% of the
cases, while in the remaining 34%, the neutrino is assumed to be collinear with the lepton:
pνz = pl

z. This leads to a small degradation in the longitudinal momentum resolution, but the
reconstruction efficiency of the leptonic W boson decay is increased to 100%.

In order to choose the jet combination that does the best job of reconstructing the two top
quarks, a likelihood,L Event, is defined using masses, b-tagging and kinematic information
from the whole event:

L Event = L Mass× LbT ag× L Kine. (5.15)

The mass information considered in the likelihoodL Mass is the probability returned by
the kinematic fit with invariant mass constraints (top quarks and hadronic W) that is described
in Reference [167].

The b-tagging functionLbT ag is defined as the product of the b-tag discriminators:
LbT ag = DT opHad × DT opLep × DH1 × DH1 × (1− DW1)× (1− DW2); where T opHad and
T opLep are expected to be the two b jets from the hadronic and leptonic top, respectively,
while H1 andH2 are expected to be the two b jets coming from Higgs andW1 andW2 are the
two jets from the hadronically-decaying W boson.

The kinematic function takes into account the observation that the b-jets coming from top
quarks tend to be slightly more energetic than b-jets coming from the Higgs boson (see [160]
for a definition).

Among all possible combinations of jet-parton assignments, the one with the highest
value of L Event is chosen for use in the final reconstruction of the top quarks and the
two remaining jets with highest b-tagging discriminator values are used to reconstruct the
Higgs mass.

After the jet assignment is complete, additional criteria are applied to improve
background rejection. In particular, a stronger b-tag requirement is applied on the event
variableLbSele= DT opHad × DT opLep × DH1 × DH1.

The signal significance as a function of the selection cutLbSeleis shown in Figure5.15.
The distributions of reconstructed Higgs mass for the final selected events are shown in

Figure5.16for signal only (left) and for the combination of the different backgrounds (right)
for the muon channel only (similar results for the electron channel can be found in [160]).
The fraction of signal events where the two b-jets are correctly assigned to the Higgs boson
(i.e. the pairing efficiency) is roughly 31% in the muon channel and about 29% for the
electron channel.
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Figure 5.15. tt̄H (W → qq′,W → µν): Signal Significance (left) and Signal to Background ratio
(right) as function of the cut onLbSele.
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Figure 5.16. tt̄H(W → qq′,W → µν). (Left) Invariantbb̄ mass for signal only (combinatorial
background is shaded grey). (Right) The sum of the reconstructedmbb̄ spectra for backgrounds
with a value of LbSele> 0.55. The distributions are normalised to an integrated luminosity
of 60 fb−1.

5.3.5.2. Results. The selection efficiencies with the corresponding numbers of expected
events and signal significances are reported in Table5.27 for the channels with a muon or
an electron in the final state. The number of expected events is computed for an integrated
luminosity of 60 fb−1 in the Standard Model Higgs mass range from 115 to 130 GeV/c2.

5.3.5.3. Dilepton channel:ttH → bbbb`′ν ′`ν. Dilepton ttH events are selected by requiring
two reconstructed leptons (e,µ) accompanied by significant missing transverse energy and at
least four but no more than seven jets, at least three of which have been b-tagged according to
theCombined Secondary Vertexb-tagging algorithm.

Lepton identification is performed using the electron and muon likelihoods described in
Section5.3.4. In the semi-leptonic analyses, events with more than one identified lepton are
vetoed, but in the dilepton analysis those events are retained. The likelihood acceptance cuts
used for leptons in the dilepton channel are therefore chosen to be the same as the second-
lepton veto cuts for both semi-leptonic channels. In this way, the sample of events for the
dilepton t̄tH analysis is by construction strictly complementary to those used in the semi-
leptonic channels.
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Table 5.27.Selection efficiency forLbSele> 0.55 (εloose) and forLbSele> 0.75 (εt ight), number
of expected events and signal significance in 60 fb−1 for the muon and electron tt̄H channel. The
numbers refer to the complete Higgs mass range.

Analysed Ev. εloose (%) Nev
loose60 fb−1 εtight (%) Nev

tight 60 fb−1

muon channel
tt̄H (115) 27768 2.00± 0.08 96± 4 0.80± 0.05 38± 3
tt̄H (120) 41929 1.90± 0.07 75± 3 0.74± 0.04 29± 2
tt̄H (130) 19466 2.23± 0.11 55± 3 0.84± 0.07 21± 2
tt̄bb̄ 372737 0.247± 0.008 419± 14 0.0877± 0.0048 148± 8
tt̄1j 393000 0.0051± 0.0011 520± 120 0.00076± 0.00044 78± 45
tt̄2j 568999 0.0105± 0.0014 633± 82 0.00070± 0.00035 42± 21
tt̄3j 101000 0.0050± 0.0022 119± 53 0 <27(68%C.L)
tt̄4j 86697 0.0035± 0.0020 126± 73 0 <48(68%C.L .)
Ztt̄ 50000 0.068± 0.012 23± 4 0.026± 0.007 9± 2
Total Background 1840 < 352

S/
√

B (115) 2.2 2.0
S/B (115) 5.1% 10.8%

S/
√

B (120) 1.8 1.6
S/B (120) 4.1% 8.2%

S/
√

B (130) 1.3 1.1
S/B (130) 3.0% 6.0%

electron channel
tt̄H (115) 27692 1.39± 0.07 66± 3 0.52± 0.04 25± 2
tt̄H (120) 42228 1.42± 0.06 56± 2 0.53± 0.04 21± 1
tt̄H (130) 19127 1.57± 0.09 39± 2 0.61± 0.06 15± 1
tt̄bb̄ 372737 0.176± 0.007 297± 12 0.0641± 0.0041 109± 7
tt̄1j 393000 0.0038± 0.0010 390± 100 0.00025± 0.00025 26± 26
tt̄2j 568999 0.0067± 0.0011 401± 65 0.00123± 0.00046 74± 28
tt̄3j 101000 0.0040± 0.0020 95± 48 0 < 27(68%C.L)
tt̄4j 86697 0.0023± 0.0016 84± 60 0 < 48(68%C.L .)
Ztt̄ 50000 0.064± 0.011 22± 4 0.022± 0.007 7± 2
Total Background 1289 < 291

S/
√

B (115) 1.8 1.5
S/B (115) 5.1% 8.6%

S/
√

B (120) 1.6 1.2
S/B (120) 4.4% 7.2%

S/
√

B (130) 1.1 0.9
S/B (130) 3.0% 5.2%

The details of the dilepton tt̄H selection are summarised below:

• 2 oppositely-charged leptons (e,µ) passing identification criteria− log(Lµ) < 1.4 for
muons,− log(Le) < 1.2 for electrons).

• correctedEmiss
T > 40 GeV.

• 4 to 7 jets with calibratedET > 20 GeV and|η|< 2.5.
• >3 selected jets b-tagged with discriminatorD > 0.7.

The above is termed the “loose” working point because there is evidence that it is possible
to increase the purity (S/B) of the selection, by way of more stringent criteria:

• 4 to 6 jets with calibratedET > 20 GeV and|η|< 2.5.
• >4 selected jets b-tagged with discriminatorD > 0.7.
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Table 5.28. Selection efficiencyεloose (including branching fraction where applicable) and
resulting number of expected eventsNloose in 60 fb−1, for the dilepton ttH channel. For a glimpse
of possible improvements, the same for a tighter set of cuts is provided (εt ight , Nt ight). Also quoted
are binomial errors arising from the finite sizes of processed datasets. The ttH datasets are labelled
by the generated Higgs mass in GeV/c2 (parentheses).

# analysed εloose(%) Nev
loose εt ight(%) Nev

t ight

ttH (115) 27900 0.511± 0.025 168± 8 0.088± 0.010 29± 3
ttH (120) 26141 0.490± 0.025 132± 7 0.070± 0.009 19± 3
ttH (130) 25911 0.490± 0.025 82± 4 0.072± 0.010 12± 2
ttbb 313894 0.637± 0.014 1080± 24 0.094± 0.007 159± 12
tt1j 280385 0.0125± 0.0021 1270± 220 0 < 42 (68% C.L.)
tt2j 276917 0.0448± 0.0040 2690± 240 0.00144± 0.00072 87± 43
tt3j 90367 0.0553± 0.0078 1330± 190 0 < 31 (68% C.L.)
tt4j 12281 0.0716± 0.0077 2620± 280 0.0025± 0.0014 92± 53
ttZ 110156 0.304± 0.017 103± 6 0.0363± 0.0057 12± 2
all backgrounds 9090 < 422

S/
√

B (115) 1.8 1.4
S/B (115) 1.8 (%) 6.9 (%)

S/
√

B (120) 1.4 0.9
S/B (120) 1.5 (%) 4.5 (%)

S/
√

B (130) 0.9 0.6
S/B (130) 0.9 (%) 2.9 (%)

The generatedW− was forced to decay leptonically (e, µ, τ ), but theW+ was allowed
to decay freely. This “non-exclusive” dataset incurs a branching ratio of 1/3, which has been
factored into the selection efficiencies reported in Table5.28. This choice allows us to obtain
a good estimate of the overlap of the contribution to the dilepton sample arising from semi-
leptonic top decays which are mis-reconstructed as dilepton events; the same applies to tau
decays which are mis-reconstructed ase, µ.

The background events have small efficiency to pass the selection criteria, so very large
samples must be analysed. To make these samples more manageable, a loose pre-selection
requiring at least 3 b-tags with discriminatorD > 0.7 is applied before analysis.

5.3.5.4. Results. The selection efficiencies for the two working points, with the
corresponding number of expected events and the signal significance, are reported in
Table 5.28. The number of expected events is computed for an integrated luminosity
of fb−1.

Since the event selection is quite simple for the dilepton channel, it is possible to
formulate simple equations predicting the selection efficiencies. This is detailed in Ref. [160],
where some back-of-the-envelope calculations to estimate these efficiencies for both signal
and backgrounds are presented, including some of the backgrounds that were not taken into
account in this analysis.

5.3.5.5. All-hadron channel:ttH → bbbbqq′q′′q′′′. A number of kinematic variables,
together with the b-tagging discriminator, have been studied to optimise the signal selection
with respect to background rejection. Moreover, in order to combine the results from the 4
different decay sub-channels, a veto on leptons has been applied using the complementary
cut developed within the semi and fully leptonic decays analyses: events are discarded if
− log(Lµ) < 1.4 or− log(Le) < 1.2.
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The final set of variables that are used in this analysis is the following:

• Jet Transverse Energy of the 8 most energetic jets in the tracker acceptance.
• Combined b-Tag discriminator variable for each jet.
• Centrality of the event defined as

∑8
i =0 Ei

T/Ei .
• Centrality of the Higgs defined similarly, with the sum restricted to the 2 jets paired

to the Higgs.

The jet-to-parton matching is performed using aχ2 method as defined in [160].
Two working points have been chosen: the first uses loose cuts on the b-tagging

discriminator to get higher statistical significance (but lowerS/B), while the second uses
a tighter cut on the b-tagging discriminator to obtain a higherS/B (but lower significance).
For the first working point an event is selected if the following conditions are satisfied:

• E7th
T > 30 GeV andE8th

T > 20 GeV for theET ordered jets.
• the χ2 for each of the 2W bosons and 2t quarks are within 3 sigma of their

expected values.
• the 3 highest combined b-tagging discriminators for the 4 jets associated to theb-partons

must satisfyD3 > 0.80.
• Higgs centrality higher than 0.55 and no cut on Event Centrality.

For the tight working point, the b-tagging discriminator for the third highest jet is required
to satisfyD3 > 0.85 and the fourth oneD4 > 0.70, while the event and Higgs centrality are
required to exceed 0.55 and 0.80, respectively.

All the applied cuts have been optimised to obtain the highest significance while keeping
the S/B ratio as high as possible. All values chosen forE7th

T , E8th
T , D3, D4, Event and

Higgs centrality have been varied simultaneously, thereby mapping out the complete set of
combinations within the following limits:

• 20 GeV< E8th
T < 40 GeV.

• E8th
T < E7th

T < E8th
T + 40 GeV.

• 0.5< D3 andD4 < 0.95.
• Event and Higgs Centrality in the range [0.50–0.95].

Variation of more than one cut has also been tested and the final implemented set of cut
values is that for which significance andS/B are optimal.

5.3.5.6. Results. The number of analysed events, selection efficiencies with the
corresponding number of expected events and the signal significance are reported in
Tables5.29for the all-hadron decay channel. Both working points are considered.

5.3.6. Discussion of systematic uncertainties

5.3.6.1. Estimation of “standard” CMS systematics.The uncertainties in various quantities,
given the knowledge of the CMS experiment at the time of writing this note, are considered
first. These differ from what they are expected to be after CMS has collected 60 fb−1 of data.

In keeping with other CMS analyses, the following “standard” sources of systematic error
are considered:

• Jet energy scale (JES) (3% to 10% depending onpt ).
• Jet resolution (10%).
• b-jet and c-jet tagging efficiencies (4%).
• uds-jet tagging efficiencies (10%).
• Luminosity (3%).
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Table 5.29. Analysed events, selection efficiency, number of expected events and signal
significance in 60 fb−1 for the all-hadron ttH channel for 2 different working points:εloose and
εt ight . The numbers refer to the full mass range.

# analysed εloose(%) Nev
loose60 fb−1 εt ight(%) Nev

t ight 60 fb−1

tt̄H (115) 49636 2.32± 0.07 347± 10 0.294± 0.015 44± 4
tt̄H (120) 163494 2.55± 0.04 314± 5 0.366± 0.024 45± 2
tt̄H (130) 43254 2.80± 0.08 214± 6 0.358± 0.029 27± 2
tt̄bb̄ 203135 0.702± 0.019 1190± 31 0.0645± 0.0056 109± 9
tt̄1j 1031551 0.0084± 0.0009 860± 92 0.0005± 0.0002 49± 22
tt̄2j 559111 0.0333± 0.0024 2000± 150 0.0009± 0.0004 54± 24
tt̄3j 68015 0.079± 0.011 1910± 260 0.0015± 0.0015 35± 35
tt̄4j 97334 0.182± 0.014 6660± 500 0.0021± 0.0015 75± 53
Ztt̄ 80226 0.358± 0.021 121± 7 0.0312± 0.0062 11± 2
qcd170 264310 0.0238± 0.0030 4810± 610 0.0004± 0.0004 76± 76
qcd120 55128 0.0018± 0.0018 83± 83 0± 0 < 95(68%C.L.)
Total Backgr. 17600 < 505

S/
√

B (115) 2.6 2.0
S/B (115) 2.0% 8.7 %

S/
√

B (120) 2.4 2.0
S/B (120) 1.8% 8.9 %

S/
√

B (130) 1.6 1.2
S/B (130) 1.2% 5.4 %

It is assumed that the systematics listed above are uncorrelated. Each source is varied
independently which produces a change in the selection efficiency1ε and the corresponding
change in expected event yields1NX (X = ttH, tt1j, ...) for the signal and background.

A very detailed breakdown of the various sources of systematic uncertainties and the
methods of how they are computed for all the background and signal samples is available in
Reference [160]. In Table5.30, the systematic uncertainties are propagated to the expected
signal significance for “tight” and “loose” working points.

5.3.6.2. Background rates from data.There are relatively large theoretical uncertainties
in the cross-sections used to normalise the signal yields [162], and even larger theoretical
uncertainties in those used for thet t̄+jets backgrounds [168]. These have not been included
as part of the systematic errors considered above, because when the CMS experiment reaches
maturity, estimating the tt̄+jets background directly from data ought to be possible. In this
way, the uncertainty associated with Monte Carlo derived tagging rates are avoided entirely.
For example, the number of mis-tagged tt̄+jets which can be factorised as follows:

Nmistag
t t̄ j j = Nno−tag

t t̄ j j × Pr(uds→ b; ET, η, ...)

whereNno−tag
t t̄ j j is a high purity (e.g. fully reconstructed with a mass window) top sample that

has been obtained without requiring b-tagging andPr(uds→ b; ET, η, ...) is a parameterised
“fake matrix” that is derived from some independent dataset (e.g. dijet data) which yields the
probability for a light quark jet to fake a secondary vertex. It may also be possible to derive
this fake matrix from the top sample itself. If a high-purity (e.g. double-tagged and fully
reconstructed) semi-leptonic top sample were selected, the jets belonging to the hadronicW
would provide a source of both light quark and charm jets. From these data, a measurement
of the corresponding uds-tag and c-tag rates at the relevant energy could be directly obtained.
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Table 5.30. Significance before and after taking into account the uncertaintyd B in the total
number of background events due to systematics.

muon S/B S/
√

B S/
√

B + d B2 dilepton S/B S/
√

B S/
√

B + d B2

LbSele> 0.55(εloose) 4-7 jets, 3-4 b-tagged (εloose)
ttH (115) 0.052 2.2 0.20 ttH (115) 0.018 1.8 0.10
ttH (120) 0.041 1.8 0.15 ttH (120) 0.015 1.4 0.08
ttH (130) 0.030 1.3 0.11 ttH (130) 0.009 0.9 0.05

LbSele> 0.75(εt ight) 4-6 jets, 4-6 b-tagged (εt ight)
ttH (115) 0.108 2.0 0.44 ttH (115) 0.069 1.4 0.42
ttH (120) 0.082 1.6 0.34 ttH (120) 0.045 0.9 0.27
ttH (130) 0.060 1.1 0.24 ttH (130) 0.029 0.6 0.18

electron S/B S/
√

B S/
√

B + d B2 hadron S/B S/
√

B S/
√

B + d B2

LbSele> 0.55(εloose) Working Pointεloose

ttH (115) 0.051 1.8 0.20 ttH (115) 0.020 2.6 0.07
ttH (120) 0.044 1.6 0.17 ttH (120) 0.018 2.4 0.07
ttH (130) 0.030 1.1 0.12 ttH (130) 0.012 1.6 0.05

LbSele> 0.75(εt ight) Working Pointεt ight

ttH (115) 0.086 1.5 0.37 ttH (115) 0.087 2.0 0.22
ttH (120) 0.072 1.2 0.31 ttH (120) 0.089 2.0 0.22
ttH (130) 0.052 0.9 0.22 ttH (130) 0.054 1.2 0.13

5.3.7. Combined significance

Since the event samples for the channels studied in this note are strictly disjoint, the results
can be combined by simply adding the individual signal yields (background yields) to obtain
a summedS(B).

For each of the considered systematics, the resultant error in background yields are added
for all four channels, since they are by definition fully correlated. The summed errors are then
added by quadratures to get a combined systematic uncertaintyd B. One then calculates the
significance, inclusive of systematic uncertainties in the background yield, according to the
formulaS/

√
B + d B2.

It is of interest to see how much better the results have the potential to be at tighter
working points for the various analyses. Since the systematic uncertainties are not well
quantified at these “tight” working points, because of a lack in Monte Carlo Statistics, the
same uncertainties as for the “loose” working points are used to reduce spurious statistical
effects. This procedure can be justified by the observation that the impact of the b-tagging and
uds-mistagging uncertainty is smaller at the “tight” working points and the JES uncertainty
becomes dominant. Since the “tight” working points are defined by stronger b-tagging cuts,
while keeping theET cuts constant, no major change in the relative systematic uncertainty
is expected. A more detailed study of the systematic error at the “tight” working points for
samples with enough Monte Carlo Statistics is available in Ref. [160].

It is difficult to predict at this time exactly what will be the level to which the backgrounds
can be understood, because the tools required are not yet in existence and because this
understanding requires real data. In view of this, it is interesting to consider how the combined
significance of the measurements presented in this note would vary as a function of the
fractional uncertainty in background cross-sections, i.e. asd Bxsec/B.

The solid central line in Figure5.17 shows how the combined significance
S/
√

B + (d Bsys+ d Bxsec)2 degrades as a function ofd Bxsec/B. The signal and background
yields for the tightest working points (Nev

tight in Table 5.27, Table 5.28 and Table5.29)
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Figure 5.17. Expected range of combined significance (dilepton + semi-leptonic + all-hadron, and
includes the systematic uncertainties estimated in Section5.3.6.1) versus an additional systematic
uncertainty on the background cross-section as a fraction of total background. (Left) Results for
the “loose” working points. (Right) Results for the “tight” working points.
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Figure 5.18. Expected range of combined significance (dilepton + semi-leptonic + all-
hadron) versus the total systematic uncertainty in background as a fraction of total background.
(Left) Results for the “loose” working points. (Right) Results for the “tight” working points.

are used in the right side of Figure5.17, because these give the best results after inclusion
of systematics.

Other than this “fundamental” cross-section uncertainty, there is also the “correctible”
errors in the cross-sections used at the time of writing, which can be compensated for once
data has been collected. The upper and lower dashed curves in Figure5.17show the maximum
and minimum allowed excursions, should the signal and background cross-sections be off by
10% and 20% respectively. Thus the upper (lower) dashed line corresponds to the signal
cross-section scaled up (down) by 10% while at the same time the background cross-section
is scaled down (up) by 20%.

It is also of interest to see how much better the analyses could do if the total systematic
uncertainty can be reduced (i.e. the region left of zero in Figure5.17). Hence, Figure5.18
shows the full range of obtainable significances, with the dot marking the currently estimated
value with no cross-section uncertainty (d B = d Bsys). The star corresponds to what one
would obtain for 1% and 4% uncertainties on the ttNj and ttbb backgrounds, respectively,
an arbitrarily chosen reference. It is interesting to note that it does not quite yield a substantial
significance, even though background uncertainties of 1% and 4% for ttNj and ttbb are
probably substantially better than what will be accessible in reality. This highlights the
challenge that is faced in observing ttH.
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Chapter 6. Physics Studies with Heavy Ions

6.1. Benchmark Channel:PbPb→QQ+X → µ+µ− +X

The measurement of the charmonium (J/ψ,ψ ′) and bottomonium (ϒ,ϒ ′, ϒ ′′) resonances in
PbPb collisions at

√
sN N = 5.5 TeV provides crucial information on the many-body dynamics

of high-density QCD matter. First, the step-wise suppression of heavy quarkonia production
is generally agreed to be one of the most direct probes of Quark-Gluon-Plasma formation.
Lattice QCD calculations of the heavy-quark potential indicate that colour screening dissolves
the ground-state charmonium and bottomonium states,J/ψ andϒ , at Tdiss≈ 2 · Tcrit and 4·
Tcrit, respectively. While the interest of charmonia production studies in heavy-ion collisions
is well established from measurements done at the SPS and at RHIC, the clarification of
some important remaining questions requires equivalent studies of theϒ family, only possible
at the LHC energies. Second, the production of heavy-quarks proceeds mainly via gluon-
gluon fusion processes and, as such, is sensitive to saturation of the gluon density at low-x in
the nucleus (“Colour Glass Condensate”). Measured departures from the expected “vacuum”
(proton-proton) quarkonia cross-sections in PbPb collisions at LHC will thus provide valuable
information not only on the thermodynamical state of the produced partonic medium,
but also on the initial-state modifications of the nuclear parton (especially, gluon)
distribution functions.

This first CMS heavy-ion physics analysis focuses on the measurement of the heavy-
quarkonia cross-sections in PbPb collisions at

√
sN N = 5.5 TeV, via their dimuon decay

channel. The generation of realistic signals and backgrounds, the dimuon reconstruction
algorithm and the trigger, acceptance and efficiency corrections are discussed. The obtained
dimuon mass resolutions, the signal over background as well as the expected yields in one-
month PbPb running are presented. An example of aϒ → µ+µ− event embedded in a PbPb
collision is shown in colour plateCP9.

6.1.1. Simulation of physics and background processes

The relatively lowϒ production rates (∼10−4 per PbPb event) and the large number of
particles to track in heavy-ion collisions make it very expensive computationally to use
a full nucleus-nucleus event generator (such as e.g.hijing [169]) with detailed detector
simulation and reconstruction to obtain a statistically significant sample of signal events.
Instead, a combination of fast and slow simulations are used in this analysis. The input
signal and backgrounds are obtained from realistic distributions: NLO pQCD for heavy-
quark production processes, andhijing for the soft background, constrained by extrapolations
from lower energy heavy-ion data. A full detector and trigger simulation plus reconstruction
are carried out for a few 107 events with single and pair particles of the different types
and the corresponding response functions (acceptances, resolutions, efficiencies, etc) are
parameterised in a fast MC, used to obtain the final fully corrected yields. The response
functions are cross-checked by comparing the final dimuon spectra obtained with the fast
MC against 5× 105 PbPbhijing events fully simulated and reconstructed in the detector.

The quarkonium production cross sections in PbPb are obtained from NLO pp
calculations at

√
s = 5.5 TeV made in the colour evaporation model (CEM) [170], using

MRST PDF modified with the EKS98 prescription for nuclear shadowing [171], with
renormalisation and factorisation scalesµR = µF = mQ, and scaled byA2 (A = 208 for Pb).
The resulting (impact-parameter averaged) inclusive quarkonia production cross sections are:
BµµσQQ = 49 000, 900, 300, 80, 45µb for J/ψ , ψ ′, ϒ , ϒ ′, andϒ ′′, respectively. The NLO
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double-differentiald2σ/dpTdϕ distributions ofJ/ψ andϒ are also used for the other states
within each quarkonium family.

The two main sources of background in the dimuon invariant mass spectrum are:

1. Uncorrelated decays ofcharged pions and kaons, which represent about 90%
of the produced charged particles. This source was simulated using input pion
and kaon d2N/dpTdη distributions from hijing, absolutely normalised to give
d Nch/dη|η=0 = 2500(low) and 5000(high)multiplicities in central PbPb. Both cases are
conservative (“pessimistic”’) estimates, since extrapolations from RHIC data indicate that
d Nch/dη|η=0 ≈ 2000 at the LHC.

2. The other source of background muons areopen heavy flavour(D, B mesons) decaying
a few mm away from the interaction vertex. The probability to produce at least one muon
at the end of the decay chain of charm (bottom) quarks is∼18% (38%) according to
pythia 6.025. The double differential (pT, η) cross-sections are obtained from pp NLO
calculations (with CTEQ5M1 PDF, andµR = µR = mQ), which giveσcc,bb = 7.5, 0.2
mb [170], scaled by the nuclear overlap function,〈TPbPb(b = 0 fm)〉 = 30.4 mb−1, to
obtain the expected yields in central PbPb collisions.

A fast MC simulation equivalent to 5· 107 PbPb events has been carried out
superimposing the decay dimuon from the five quarkonium resonances on top of the
background from the combinatorial decays ofπ, K and open heavy flavour. Each muon track
(with a given momentum, pseudorapidity, charge and origin) is weighted by a factor that
takes into account the corresponding detector acceptance, as well as trigger and reconstruction
efficiency for the two event multiplicities considered (see next section).

6.1.2. Reconstruction and analysis

6.1.2.1. Dimuon trigger and acceptance.The response of the CMS detector to muons
(as well as long-lived punch through pions and kaons reaching the muon chambers) is
parameterised by 2-dimensionalp, η acceptance and trigger tables. The particles are fully
tracked in CMS usinggeant4 from the vertex to the chambers. Each track is accepted
or rejected according to the Level-1,2 heavy-ion dimuon trigger criteria [7] and the
corresponding efficiencies,εLV L1

tr ig (p, η) andεLV L2
tr ig (p, η), are computed. Trigger efficiencies

are of the order of∼90% for thoseµ reaching the muon chambers. TheJ/ψ and ϒ
acceptances are shown as a function ofpT in Fig. 6.1, for two η ranges: full detector and
central barrel. Because of its relatively low mass, low energyJ/ψ ’s (pT .4 GeV/c) cannot
be detected since their decay muons don’t have enough energy to traverse the calorimeters
and they are absorbed due to ionisation losses before reaching the muon chambers. For larger
pT values theJ/ψ acceptance increases and flattens out at∼15% for pT 12GeV/c. Theϒ
acceptance starts at∼40% atpT = 0 GeV/c and remains constant at 15% (full CMS) or 5%
(barrel) for pT >4 GeV/c. The pT-integrated acceptance is about 1.% for theJ/ψ and 21%
for theϒ as obtained from our input theoretical distribution.

6.1.2.2. Dimuon reconstruction efficiency, purity and mass resolution.The dimuon
reconstruction algorithm used in the heavy-ion analysis is a version of the regional track finder
based on the muons seeded by the muon stations and on the knowledge of the primary vertex,
as described in [172, 173]. It is adapted to deal with the high hit occupancy of the silicon
tracker in PbPb collisions. It uses the muon tracks found in the innermost muon stations to
identify hits in the outer CMS tracker layer that can form the starting points (seeds) for the
matching muon candidate tracks. The propagation in the tracker is performed from the outer
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Figure 6.1. J/ψ (top) andϒ (bottom) acceptances as a function ofpT, in the full detector (barrel
and endcap,|η|< 2.4, full line) and in the barrel alone (|η|< 0.8, dashed line).
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Figure 6.2. ϒ reconstruction efficiency (left) and purity (right) as a function of the PbPb charged
particle rapidity density,d Nch/dη|η=0.

layer towards the primary vertex, using two-dimensional parametrisation in the transverse
and longitudinal planes. The final fit of trajectories is performed with a Kalman-fitter.
The efficiency of a given muon pair is:εpair (p, η)= εtrack1 × εtrack2 × εvertex. The
dependence of theϒ reconstruction efficiency on the event multiplicity was obtained from
a full geant simulation usingϒ signal dimuon embedded inhijing PbPb events. Figure6.2
shows theϒ efficiency and purity (where purity is defined as the ratio of trueϒ reconstructed
over allϒ reconstructed) as a function of charged-particle multiplicity. In the central barrel,
the dimuon reconstruction efficiency is above∼ 80% for all multiplicities, whereas the
purity decreases slightly withd Nch/dη but stays also above 80% even at multiplicities as
high asd Nch/dη|η=0 = 6500. If (at least) one of the muons is detected in the endcaps, the
efficiency and purity drop due to stronger reconstruction cuts. Nonetheless, for the maximum
d Nch/dη|η=0 ≈ 2500 multiplicities expected in central PbPb at LHC, the efficiency (purity)
remains above 65% (90%) even including the endcaps.



CMS Physics Technical Design Report, Volume II: Physics Performance 1171

)
2

 (GeV/cµµM
2 2.5 3 3.5 4 4.5

2
/0

.0
25

 G
eV

/c
ev

t
N

60

70

80

90

100

110

120

130

140

310×
ψJ/

’ψ
+-N

--N++N×-2+-N

)
2

 (GeV/cµµM
8.5 9 9.5 10 10.5 11

2
/0

.0
25

 G
eV

/c
ev

t
N

35000

40000

45000

50000

55000

Υ

’Υ
’’Υ--N++N×-2+-N

+-N

)
2

 (GeV/cµµM
2 2.5 3 3.5 4 4.5

2
/0

.0
25

 G
eV

/c
ev

t
N

0

20

40

60

80

100

120

140

310×

Total

ψJ/

’ψ

h-h
h-c

h-b
c-b,c-c,b-b

)
2

 (GeV/cµµM
8.5 9 9.5 10 10.5 11

2
/0

.0
25

 G
eV

/c
ev

t
N

0

10000

20000

30000

40000

50000 Total Υ
’Υ

’’Υ

h-h

h-c
h-b

c-b,c-c,b-b

Figure 6.3. Dimuon mass distributions measured within|η|< 2.4 for PbPb events with
d Nch/dη|η=0 = 5000 in theJ/ψ (left) andϒ (right) mass regions. The main contributions of
the background are shown in the top panels (h, c,b stand forπ + K , charm, bottom decay muons
resp.), while the bottom panels also show the like-sign pairs (combinatorial background).

If we only consider muon pairs in the central barrel,|η|< 0.8, the dimuon mass
resolution is∼54 MeV/c2 at theϒ mass, as obtained from a Gaussian fit of the reconstructed
µµminv distribution (using a detailed MC simulation but without background). In the full
pseudorapidity range, the dimuon mass resolution amounts to∼1%: 35 MeV/c2 at theJ/ψ
mass, and 86 MeV/c2 at theϒ mass. These dimuon mass resolutions (the best among the
LHC experiments) allow for a clean separation of the different quarkonia states. These values
are used to smear the dimuon mass distribution in the fast MC studies.

6.1.3. Results

About 5× 107 PbPb collisions were simulated. Muons passing the acceptance tables are
combined to form pairs and each pair is weighted according to the trigger and reconstruction
efficiencies (dependent on the momentum,η, purity and event multiplicity). Their invariant
mass is calculated and smeared as described in the previous section. The obtained dimuon
mass distributions are then scaled to 0.5 nb−1, corresponding to the PbPb luminosity
integrated in one month with average luminosityL = 0.4 · 1027 cm−2 s−1 and 50% machine
operation efficiency. Figure6.3 shows the resulting opposite-sign mass distributions, for
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Figure 6.4. Signal dimuon mass distributions after background subtraction in theJ/ψ (left) and
ϒ (right) mass regions expected after one month of PbPb running. Top panels ford Nch/dη|η=0 =

5000 and|η|< 2.4 (“worst” case conditions); bottom panels ford Nch/dη|η=0 = 2500 and|η|<
0.8 (“best” measurement conditions).

thehigh multiplicity case,d Nch/dη|η=0 = 5000 and full acceptance(η < 2.4). The different
quarkonia resonances appear on top of a continuum due to several combinatorial background
sources, the main ones being identified in the upper plots (h, c andb stand forπ + K , charm
and bottom decay muons, respectively). Since the CMS trigger and acceptance conditions
treat opposite-sign and like-sign muon pairs in the same way, the uncorrelated background
can be subtracted using the like-sign pairs:NSig

= N+−
− 2

√
N++ N−−, shown also in the

bottom panels of Fig.6.3.
Figure 6.4 shows thesignal dimuon mass distributions, after background subtraction,

for two different scenarios:d Nch/dη|η=0 = 5000,|η|< 2.4 (“worst” case conditions); and
d Nch/dη|η=0 = 2500, |η|< 0.8 (“best” case). Except for theψ

′

, all quarkonia states are
clearly visible. The corresponding signal-to-background ratios and yields (counted within 1σ

of the resonance peaks) are collected in the Table6.1for one month of PbPb running.

6.1.4. Conclusions

With its very broad muon acceptance and precise tracking, CMS will provide significant
contributions to heavy ion physics at the LHC. Studies of quarkonium production in PbPb
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Table 6.1. Signal-to-background ratios and expected quarkonia yields in one month of PbPb
running (0.5 nb−1 integrated luminosity) for two multiplicity scenarios and twoη windows.

d Nch/dη|η=0,1η S/B N(J/ψ) S/B N(ϒ) N(ϒ ′) N(ϒ ′′)

2500,|η|< 2.4 1.2 180 000 0.12 25 000 7300 4400
2500,|η|< 0.8 4.5 11 600 0.97 6400
5000,|η|< 2.4 0.6 140 000 0.07 20/000 5900 3500
5000,|η|< 0.8 2.75 12 600 0.52 6000

collisions at
√

sN N = 5.5 TeV, will provide crucial information on the thermodynamical state
of QCD medium formed in these collisions, through the expected step-wise “melting” pattern
of the different QQ states due to colour screening. These results will also be sensitive
to modifications of the low-x nuclear parton distribution functions, as expected in case of
gluon saturation.

CMS can reconstruct the charmonium and bottomonium resonances, via their dimuon
decay channel, with high efficiencies (∼80%), good purity (∼90%) and a very good dimuon
mass resolution (54 MeV/c2 at theϒ mass), when both muons are detected in the central
barrel (|η|< 0.8), even in the case of exceptionally high multiplicities (d Nch/dη|η=0 ≈ 5000).
When considering the full pseudorapidity region (|η|< 2.4), the mass resolution becomes
∼86 MeV/c2 at theϒ , and 35 MeV/c2 at the J/ψ , with ∼ 50% dimuon reconstruction
efficiencies. Theϒ states can be measured all the way down topT = 0 GeV/c with acceptances
as large as 40%, while the lower rest mass of theJ/ψ state and the large amount of material
in the calorimeters absorbs “low” energy decay muons and prevents from measuringJ/ψ ’s
below pT ≈ 4 GeV/c. At high pT (above∼12 GeV/c for the J/ψ and∼4 GeV/c for theϒ)
the dimuon acceptance flattens out at 15%.

The large aperture of the muon detectors and the precise tracking result in a very good
separation between theQQ states in the dimuon mass distributions, and in relatively high
statistics and good signal to background ratios (S/B ≈ 1(5), S/B ≈ 0.1(1) for J/ψ and
ϒ resp. in the full (central) rapidity range). After one month of PbPb running(0.5 nb−1)

we should collect∼180 000J/ψ and ∼25 000ϒ dimuon, enough to compare central and
peripheral PbPb collisions, and to carry out some differential studies (d N/dy, d N/dpT)
which will surely contribute significantly to clarify the physics mechanisms behind the
production (and “destruction”) of quarkonia states in nucleus-nucleus collisions at the LHC.
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Part II. CMS Physics Reach

Chapter 7. Physics of Strong Interactions

7.1. QCD and jet physics

7.1.1. Introduction

With the start-up of LHC, a new domain of energy will be explored and an extrapolation of
our current knowledge in the form of the Standard Model may not be sufficient to describe
the new measurements. Even in a first data-taking phase with a rather low luminosity, studies
of jet physics in the framework of quantum chromodynamics (QCD) will allow to check our
current theory against the new data.

Figure 7.1 presents the decomposition of the total jet cross section into the partonic
processes forpp̄ collisions at the Tevatron andpp collisions at the LHC in dependence of
the scaling variablexT = 2pT/

√
s, and illustrates the differences in cross section contributions

of the PDFs compared to measurements possible today. In Fig.7.2 the expected statistical
uncertainties on differential cross sections for all rapidities are presented for a pilot run with
0.1 fb−1 and for a first physics run with 10 fb−1. Trigger pre-scales are taken into account. The
figure demonstrates that already in the pilot run high statistics will be available up to 1.5 TeV
of transverse jet energy.

On the one hand, the measured data have to be corrected for detector effects using fully
simulated events. Also, an energy calibration has to be performed on the reconstructed jets
which ideally is extracted from data as well, but can also be done employing Monte-Carlo
methods. On the other hand, for the theory predictions, which are most precise with respect
to the hard parton-parton scattering amplitudes, effects of soft physics modelled in the form
of parton showers and hadronisation models with subsequent decays have to be taken into
account. Once this is done, parameters of the current theory can be cross-checked or improved
in precision by comparing the measured hadronic final state with the corrected theoretical
predictions.

7.1.2. Jet algorithms

In order to re-establish a link between the observed particles that appear as collimated streams
of hadrons in the detector and the hard process, algorithms are defined to group particles that
are supposed to come from the same hard parton into jets. The required ingredients of such
a jet algorithm are a distance measure to define the separation between objects, a procedure
how to decide when objects are to be combined and a recombination scheme explaining how
to combine objects. In addition, it has to be specified how the list of input objects has been
determined.

Two principal types of algorithms are in common use: Cone type algorithms [174] that
traditionally have been employed in hadron-hadron collisions where objects are clustered
together that are close in angle around a high-energetic seed, and clustering algorithms where
iteratively objects are combined that have the smallest distance of all pairwise combinations
possible. The latter have predominantly been used ine+e− ande± p collisions, first in the form
of the Jade algorithm [175, 176] and nowadays askT algorithm [177].

Both algorithms applied in this study use an angular distance measure based on
the azimuthal angle8 and, instead of the pseudo-rapidityη, the true rapidityy = 0.5
ln((E + pz)/(E − pz)) which has become an established standard in recent publications
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Figure 7.1. Decomposition of the total jet cross section into the partonic processes forpp̄
collisions at the Tevatron (left) andpp collisions at the LHC (right). The fractional contributions
are shown versus the scaling variablexT = 2pT/

√
s.

/GeV
T

p
0 500 1000 1500 2000 2500 3000 3500 4000

fbG
eV

T
dp

σd

-410

-310

-210

-110

1
10

210

310

410

510

610

710

810

GeV
0.1 events=

GeV
fb=1

T
dp

σd⇒

-1L = 0.1 fb∫

/GeV
T

p
0 500 1000 1500 2000 2500 3000 3500 4000

fbG
eV

T
dp

σd

-410

-310

-210

-110

1
10

210

310

410

510

610

710

810

GeV
10 events=

GeV
fb=1

T
dp

σd⇒

-1L = 10 fb∫

Figure 7.2. Expected statistical uncertainties on differential cross sections for all rapidities; left:
for a pilot run with 0.1 fb−1, and right: for a physics run with 10 fb−1. The central cross section
values are taken from a leading-order calculation in dependence of the transverse momenta of the
hard interaction.

[178, 179]. The distance between two objectsi and j hence reads

1Ri j =

√
(1i j8)2 + (1i j y)2. (7.1)

In addition, the most frequently used recombination scheme, the E scheme, implying a
simple four-momentum addition, is employed in both cases.

Two types of jet algorithms are used here. The main results have been achieved with
the kT algorithm defined below, some cross checks have been performed with the midpoint
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cone algorithm:

1. Iterative clustering-type: InclusivekT algorithm [180] with

• Distances are evaluated according to the1R scheme, i.e.di j = min(p2
T,i , p2

T, j )
1R2

i j

D2

with Ri j as in Eq.7.1

• Jet resolution parameterD = 1.0

2. Cone-type: Midpoint cone algorithm [181, 182] with:

• Cone radiusR = 0.7, all objects within a cone have to fulfillRic 6 R with c labelling
the four-vector of the current cone.

• Overlap thresholdfmerge= 0.50, i.e. overlapping cone jets are merged when they
share more than 50% of the energy in the less energetic cone

• Search-cone radius fractionfsearch= 0.5, i.e. the first step to find the stable cones
(before any splitting/merging is done) is performed with a smaller radius off ∗R

search

Concerning thekT algorithm, a jet resolution parameter ofD = 1.0 is, from a theoretical
point of view, best comparable to a cone algorithm withR = 0.7. In order to reduce the
sensitivity to the underlying event, it is advantageous to reduce the jet resolution parameterD
or the cone radiusR, respectively.

Note that primarily due to the limited choice of available jet energy calibrations the
definition of the midpoint algorithm above has been selected. It does not exactly correspond
to the definition given in [181] but to a modified one [182] that is in use by the CDF
collaboration [178]. There have been indications that this algorithm leads to an infrared
sensitive behaviour [183], so it is recommended to use the original definition of the midpoint
algorithm without extra search cone radius.

7.1.3. Trigger scheme, event selection and phase space

The level one (L1) and the high level triggers (HLT) required for this analysis are the single-
jet triggers which are described in more detail in Section E.4.3.2. QCD jet production has, by
several orders of magnitude, the largest cross section, but in contrast to most other analyses
QCD jet events are the signal here. Therefore, the sole other selection requirement for this
study demands all jets to have a transverse momentum larger than 50 GeV. The available
phase space is then subdivided into 17 ranges in transverse momentumpT and five ranges in
rapidity y, where the focus is mostly on the central region up to 2.5 in rapidity.

7.1.4. Input data

The analysed events were generated withpythia [184] and subsequently subjected to
the full geant-4 based CMS detector simulation and reconstruction programs. Following
the analysis setup presented in the Introduction7.1.1, four classes of input objects to the jet
algorithms have been considered: The initial partons of the hard interaction, partons after
parton shower (partonic final state, PFS), all stable particles of the hadronic final state (HFS)
other than muons or neutrinos and calorimeter towers. The calorimeter towers fulfilling the
requirementsE > 0.8 GeV andET > 0.5 GeV were subjected to the same jet algorithms as the
generator particles. If necessary, a matching of generator and calorimeter jets was performed
by looking for the pairs closest to each other in distanced =

√
(18)2 + (1η)2.
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7.1.5. Jet energy calibration

The jet energy calibration has been performed with a MC calibration method implying
calibration factors that are applied on a jet by jet basis to the calorimeter jets depending
on pseudo-rapidityη and transverse momentumpT. The alternative data based technique
of gamma-jet calibration, where jet transverse energies are measured against recoiling high
energetic photons could not yet be employed for this study.

7.1.6. NLO calculation

In order to compare to theoretical predictions of perturbative QCD, calculations of at least
next-to-leading order (NLO) precision are required. Here, the programcloset++ [185] is
employed for the NLO calculation. However, since precise computations in NLO are very
time consuming, a more efficient set-up in the form of the fastNLO project [186] is used
which allows the fast rederivation of the considered cross section for arbitrary input PDFs and
αS values. This is done by separating the PDF dependency from the hard matrix element
calculation by interpolating the PDFs between fixed support points in fractional proton
momentumx so that the PDF dependency can be evaluated a posteriori from one complete
calculation.

Note that neitherpythia nor closet++ contain electroweak corrections which may
change highpT cross sections from 1 TeV onwards by up to 30% [187]. Insofar this study
is consistent, but before comparing to real data this has to be taken into account.

7.1.7. Experimental and theoretical uncertainties

From the experience at the Tevatron [178, 188, 189], it is known that the jet energy scale
with an uncertainty of 3% represents by far the dominant source of uncertainty for highpT jet
cross sections. Similarly, PDF uncertainties lead to the dominant uncertainty of the jet cross
sections from the theoretical side.

According to CMS studies the jet energy scale in this analysis has been varied by±3%
in order to estimate the impact on the cross section determination. Figure7.3presents on the
left hand side the corresponding relative experimental uncertainty on the jet cross section for
three regions in rapidity. Starting at about 15% at lowpT it rises up to about 50% at highpT

for central rapidity. In the two non-central rapidity regions the uncertainties are of comparable
size below about 1 TeV of transverse momentum, but get considerably larger for higherpT.
In general, a similar behaviour as expected from Tevatron results is observed.

By evaluating the cross section calculation for the error set of the CTEQ6M [12] PDFs
the ensuing theoretical uncertainty as shown in fig.7.3on the right hand side could be derived.
It is of the same order of magnitude as the energy scale uncertainty and rises from about 5%
for low transverse momenta with a minimum of 3% at≈ 200 GeV up to + 65% and−30% at
the highest transverse momenta for central rapidity.

7.1.8. Summary and outlook

The dominant experimental and theoretical uncertainties on the differential inclusive cross
sections of jets with high transverse momentum ranging from 80 GeV up to 4000 GeV have
been investigated. A variation of±3% in the jet energy scale results in an uncertainty of the
derived jet cross sections of 15% at low transverse momenta, increasing up to about 50% at
the highestpT for central rapidity. The theoretical uncertainty due to the parton density
functions of the proton has been found to be of the same order of magnitude and rises from
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the statistical uncertainty. On the right hand side, the relative uncertainties due to an evaluation of
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about 5% for low transverse momenta with a minimum of 3% at≈ 200 GeV up to + 65%
and −30% at the highest transverse momenta. For higher rapidities both uncertainties are
considerably larger. The results shown have been derived with thekT jet algorithm, similar
values were obtained with the midpoint cone algorithm.

For transverse momenta below about 500 GeV further sources of uncertainties may
give significant contributions to the total uncertainty, e.g. corrections due to pile-up, the
underlying event and multiple interactions or hadronisation. Theoretical contributions due
to scale variations are of the order of 5% (10% for transverse momenta larger than 3 GeV) for
rapidities y below 1.5. Above a rapidity of 1.5 they might be larger especially at the edge of
the phase space. In addition, contributions due toαS and electroweak corrections have to be
included before comparing to real data.

In the future, it will be possible to run simultaneous fits ofαS and the parton density
functions, especially the gluon density at highx, to the data. To be less sensitive to the
jet energy scale other jet related quantities, e.g. jet rates, will be considered. By including
other processes into the fit procedure, like W/Z production as a luminosity measure or Drell–
Yan reactions to fix the lowx gluon density, powerful combined PDF fits to the data of one
experiment will become possible.

7.2. Underlying event studies

7.2.1. Definition of the physics process and status of the art

The “Underlying Event” (UE) in a hard scattering process is everything accompanying an
event but the hard scattering component of the collision. A CDF analysis [190, 191] showed
that the density of particles in the UE of jet events is about a factor of two larger than the
density of particles in a typical Minimum Bias (MB) collision. At the LHC the difference
might be even larger.
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Hard scattering collider events have a distinct topology and one can use the topological
structure of the collision to define regions of theη−φ space that are sensitive to the UE
components of the interaction. By comparing different processes such as high transverse
momentum jets, “back-to-back” dijet production, or Drell–Yan, one can partially isolate the
various components contributing to the UE.

Multiple parton interaction (MPI) models [192], extending the QCD perturbative picture
to the soft regime, turn out to be particularly adequate to describe the physics of the UE. In the
framework of these models one can regard the observed differences between the UE in a hard
scattering process and a MB collision as the effect of the increased probability of partonic
interactions for small impact parameter hadron-hadron collisions: one hard scattering implies
a small impact parameter collision which makes it more likely that an additional parton-parton
interaction will occur. Also, a hard scattering promotes initial and final state gluon radiation
which inevitably contributes to the UE.

Examples of MPI models are implemented in the general purpose simulation programs
pythia [69], jimmy [193], and sherpa [194]. Other successful descriptions of UE and MB
at hadron colliders are achieved by alternative approaches likephojet [195], which rely on
both perturbative QCD and the Dual Parton Models (DPM). The purely phenomenological
description available inherwig [196] provides a very useful reference of a model not
implementing multiple interactions.

The QCD models considered in this study are different settings, called tunes, of relevant
parameters inherwig andpythia 6.2. One of thepythia tunes is the ATLAS tune [197] and
the other (PY Tunes DW) is a tune by R. Field which is similar topythia Tune A [198]. All
these tunes use the CTEQ5L parton distribution functions. Details of the settings are given in
reference [199].

Both Tune A and Tune DW fit the CDF Run 1 and Run 2 UE data [190, 191]. Tune DW
also fits the CDF Run 1Z-boson transverse momentum distribution [200]. Both Tune A and
Tune DW use the same multiple parton interaction energy dependence parameter PARP(90)
= 0.25, while the ATLAS tune uses the default value of 0.16.

The analyses summarised in this section are described in detail in reference [199].

7.2.2. Underlying event observables discussed for charged jet events

Charged jets are constructed from the charged particles using a simple clustering algorithm
and then the direction of the leading charged particle jet is used to isolate regions ofη−φ

space that are sensitive to the UE. As illustrated in Fig.7.4, the direction of the leading
charged particle jet, chgjet1, is used to define correlations in the azimuthal angle,1φ. The
angle1φ = φ−φchgjet1 is the relative azimuthal angle between a charged particle and the
direction of chgjet1. The “transverse” region is almost perpendicular to the plane of the hard
2-to-2 scattering and is therefore very sensitive to the UE. We restrict ourselves to charged
particles in the central region|η|< 1 and consider twopT thresholds, the nominal CMS cut
pT > 0.9 GeV/c and a lower threshold withpT > 0.5 GeV/c.

Figure7.5 shows the QCD Monte Carlo models predictions for the average density of
charged particles,d Nchg/dηdφ, and the average chargedPTsum density,d PTsum/dηdφ,
respectively, in the “transverse” region for|η|< 1 with pT > 0.5 GeV/c andpT > 0.9 GeV/c
versus the transverse momentum of the leading charged particle jet. The charged particle
density is constructed by dividing the average number of charged particles per event by the
area inη−φ space (in this case 4π/3). The chargedPTsum density is the averagescalar pT

sum of charged particles per event divided by the area inη−φ space.
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Figure 7.4. Illustration of correlations in azimuthal angleφ relative to the direction of the leading
charged particle jet (R = 0.7) in the event, chgjet1. The angle1φ = φ−φchgjet1 is the relative
azimuthal angle between charged particles and the direction of chgjet1. The “transverse” region
is defined by 60◦ < |1φ|< 120◦ and|η|< 1. We examine charged particles in the range|η|< 1
with pT > 0.5 GeV/c or pT > 0.9 GeV/c.

A

B

C

D

Figure 7.5. QCD Monte Carlo models predictions for charged particle jet production at 14 TeV.
Left: Average density of charged particles,d Nchg/dηdφ, with |η|< 1 in the “transverse” region
versus the transverse momentum of the leading charged particle jet forpT > 0.5 GeV/c (A )
and pT > 0.9 GeV/c(B). Right: Average chargedPTsum density,d PTsum/dηdφ, with |η|< 1
in the “transverse” region versus the transverse momentum of the leading charged particle jet for
pT > 0.5 GeV/c (C ) andpT > 0.9 GeV/c (D ). The QCD models areherwig and twopythia6.2
tunes described in the text.
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Due to the multiple parton interactions thepythia tunes rise rapidly and then reach an
approximately flat “plateau” region. At very highPT (chgjet1) they begin to rise again due to
initial and final state radiation which increases as theQ2 scale of the hard scattering increases.
herwig has considerably fewer particles in the “transverse” region and predicts a steady rise
resulting from initial and final state radiation. The ATLAS tune predicts a larger charged
particle density thanpythia Tune DW for pT > 0.5 GeV/c. However, the ATLAS tune and
Tune DW have similar charged particle densities forpT > 0.9 GeV/c. This is because the
ATLAS tune has a “softer” charged particlepT distribution than Tune DW.

7.2.3. Feasibility studies

Here we concentrate on the UE measurement that will be performed in nominal CMS
conditions at low luminosity [199]. All the studies presented in this section have
been obtained applying thegeant-4 based simulation and reconstruction chain of the
CMS experiment.

Events corresponding to Drell–Yan dimuon pairs and leading QCD processes with
superimposed low luminosity pile-up have been generated withpythia 6.2 in different p̂T

regions. The relevantpythia 6.2 parameters adopted by CMS in simulation production are
documented in [201]. The triggers used to collect Jet and Drell–Yan samples are described in
reference [76].

Charged track reconstruction uses the Combinatorial Track Finder [202]. The default
algorithm allows to reconstruct tracks withpT above 0.9 GeV/c. However, the same algorithm
can be used in special conditions (with reduced thresholds for the seeds) achieving reasonable
performances down to 0.5 GeV/c [199]. For η|< 1, a reconstruction efficiency better than
90% and a fake rate below 1% are quoted for charged tracks withpT above 0.7 GeV/c.

7.2.3.1. The underlying event as observed in charged jet events.The track-based
measurement for the scale of the leading interaction allows to keep an acceptable resolution
for jet energies below 20 GeV, where the calorimetric measurement is dominated by large
systematic uncertainties.

In principle MB could be studied from any data selection, getting rid of the leading
pp interaction and performing the reconstruction of all the primary vertices from all the
other piled-uppp interactions. However, this methodology turns out to be challenging as
the resolution on the position of thepp vertices degrades when lowering the totalpT of
the associated charged tracks. In this study an MB trigger is defined requiring at least a
calorimetric jet of pT > 20 GeV/c. In order to combine the measurements performed at
different leading charged jet scales, on top of the MB trigger, two additional triggers based on
the pT of the leading high level trigger jet are adopted:pT > 60 GeV/c andpT > 120 GeV/c,
which will be referred to as JET60 and JET120. Jets are reconstructed with an iterative cone
algorithm of radius 0.5 in the pseudorapidity-azimuth space.

Tracks arising from the piled-up interactions are suppressed requiring the extrapolated
coordinate along the beam axis to be inside 1 mm with respect to the primary vertex associated
to the leading charged jet. The selection of thepp interaction with the highestpT charged
jet tends to create a small bias on the MB sample, reducing the statistics available at very
low PT (chgjet1).

The definition of the main UE observables have been introduced in Section7.2.2. The
density of charged particles,dNchg/dηdφ, and the chargedPTsum density,dPTsum/dηdφ,
with pT > 0.9 GeV/c and|η|< 1 in the “transverse” region are reported in Fig.7.6. Bins of
2 GeV/c are used up toPT (chgjet1)= 20 GeV/c and bins of 10 GeV/c above.
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Figure 7.6. Charged jet production at 14 TeV. Charged tracks with|η|< 1 in the “transverse”
region. Density of charged particles,d Nchg/dηdφ(A) and PTsum density,d PTsum/dηdφ(B),
with pT > 0.9 GeV/c versus the transverse momentum of the leading charged particle jet.
Ratio between density of charged particles withpT > 0.9 GeV/c and pT > 0.5 GeV/c(C)
and ratio betweenPTsum density with pT > 0.9 GeV/c and pT > 0.5 GeV/c(D) versus the
transverse momentum of the leading charged particle jet. Data from different triggers are
superimposed:(circles)= MinimumBias; (squares)= JET60; (triangles)= JET120. The lines
show the generator level distributions; the points with error bars correspond to the raw
(uncorrected) reconstruction level distributions.

The shapes of uncorrected reconstruction level distributions basically agree with the
corresponding generator level ones. The difference in absolute scale (about -20% for both
dNchg/dηdφ anddPTsum/dηdφ) turns out to be compatible with charged track inefficiencies
and fake rates. Further details on these systematic effects, including the calibration and
resolution of the leading charged jet have been studied in [199].

Figure7.6 shows also the ratio between the observables forpT > 0.9 GeV/c and pT >

0.5 GeV/c in the “transverse” region. These ratios, which are sensitive to the differences
between the models and/or to the choice of the tuning for a given model, are also nicely
free from the systematic effects enumerated above, and basically do not need to be corrected
when comparing to the corresponding generator level observables.

7.2.3.2. The underlying event as observed in Drell–Yan muon-pair production.Drell–Yan
muon pair production provides an excellent way to study the UE. Here one studies the
outgoing charged particles (excluding theµ+µ− pair) as a function of the muon-pair invariant
mass. After removing the muon-pair everything else is the UE. As for the charged jet
production, we restrict ourselves to charged particles in the central region|η|< 1 and consider
the two pT thresholdspT > 0.5 GeV/c andpT > 0.9 GeV/c.
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Figure 7.7. Muon-pair production at 14 TeV with two isolated muons. Density of
charged particles,dNchg/dηdφ(le f t), PTsum density, dPTsum/dηdφ(r ight), with pT >

0.9 GeV/c and |η|< 1 versus the muon-pair invariant mass. (fullcircles) correspond to the
generator level distributions; (empty circles) correspond to the raw (uncorrected) reconstruction
level distributions.

Single muon and muon-pair CMS triggers ensure very high efficiencies for the studied
process. The relative mass shift and the corresponding resolution of the reconstructed muon-
pair are studied in detail in Ref. [199]. Tracks arising from the piled-up interactions are
suppressed requiring the extrapolated coordinate along the beam axis to be inside 1 mm with
respect to the primary vertex associated to the leading muons.

In our study, we require “isolated muons”, not to have charged tracks withpT >

0.9 GeV/c in a cone of radius R=
√
(1φ)2 + (1η)2 = 0.3 in the azimuth-pseudorapidity

space centred along the direction of the muon. Selecting isolated muons turns out to be
essential to reduce the QCD background to negligible levels forpT > 15 GeV/c, while
keeping an efficiency of 76.9% for Drell–Yan muon-pairs in the samepT region.

The charge particle density,dNchg/dηdφ, and the chargedPTsumdensity,dPTsum/dηdφ
with pT > 0.9 GeV/c and|η|< 1 in muon-pair production with isolated muons versus the
muon-pair invariant mass are shown in Fig.7.7. Correlations between isolation and UE
activity have been studied in Refs. [64, 199].

7.2.4. Conclusions

Predictions on the amount of activity in UE at the LHC based on extrapolations from the
lower energy data differ greatly. In this study we have demonstrated the feasibility of reference
UE measurements at CMS under nominal conditions, assessing our capability to distinguish
between the predictions of different models. The UE is studied by examining charged particles
in the “transverse” region in charged particle jet production and in the central region of
Drell–Yan muon-pair production (after removing the muon-pair).

7.3. Physics of b-quarks and hadrons

7.3.1. Inclusive b-quark production

7.3.1.1. Introduction. At the LHC new opportunities to improve our understanding of the
physics ofb quarks will become available because of the high statistics data samples and
the high centre-of-mass energy. A study [203] has been performed to investigate methods in
CMS of identifyingb jets (b “tagging”) in an inclusive sample of events containing jets and at



1184 CMS Collaboration

least one muon. Here we present the capability to measure the inclusiveb quark production
cross section as a function of theB-hadron transverse momentum and pseudorapidity. An
important result of our study is an estimate for theB-hadronpT range reachable at LHC.

Inclusive b-quark production has been studied at other proton and electron colliders.
The observed shapes of distributions and correlations are reasonably well explained by
perturbative QCD. However, the observed cross-sections at the Tevatron (Run I) are larger
than QCD predictions [204–211] which is confirmed by Run II data. Similar effects are
observed inγp collisions at HERA [212–218] and inγ γ interactions at LEP [219, 220].

The agreement between experiment and theory has improved due to more precise parton
density functions and proper estimates of fragmentation effects [221–226]. But the agreement
is not complete and the improvement of the phenomenological description is required using
also experimental input.

7.3.1.2. Analysis. This study of the CMS capability to measure the inclusiveb production
is based on full detector simulation. The generated events are passed through thegeant4
simulation of CMS. Pile-up corresponding to low-luminosity LHC running conditions
(L= 2× 1033 cm−2 s−1) is also generated.

7.3.1.2.1 Event selection.About 4 million signal and background events were processed,
mainly with high transverse momentum of the partons (pT > 50 GeV/c). Samples of QCD jets
were used. Jets in those samples cover the full geometrical acceptance in pseudorapidity of the
tracking detector,|η|< 2.4. The measurement of the differential cross sections is studied for
B-hadrons ofpT > 50 GeV/c and within the fiducial volume of|η|< 2.4. First, the events
are required to pass the Level-1 (L1) trigger selection for the single muon trigger stream
which accepts events with muons havingpT > 14 GeV/c. The most energeticB-hadron inside
the phase space defined above is selected. The trigger efficiency is flat as a function of the
B-hadron pseudorapidity within the Level-1 trigger acceptance of|η|< 2.1. It increases with
transverse momentum of theB-particle. The average Level-1 trigger efficiency corresponds to
the expected value of the branching fractions for the semi-leptonicb quark andc quark decays,
about 19% [54]. At Level-1, the single muon trigger is used. At the High Level Trigger (HLT)
we require the “muon +b-jet” trigger, fired by non-isolated muons withpT > 19 GeV/c and
by jets withET > 50 GeV/c, |η|< 2.4 and compatible withb tagging.

The event selection requires ab-tagged jet in the fiducial volume to be present in
the event.B tagging is based on inclusive secondary vertex reconstruction in jets [157].
The tagging algorithms combine several topological and kinematic secondary vertex related
variables into a single tagging variable to discriminate between jets originating fromb quarks
and those from light quarks and gluons.

To measure differential cross sections for inclusiveB-particle production as a function
of its transverse momentumpT and pseudorapidityη, dσ/dpT and dσ/d|η|, we select as
the reconstructedB-particle candidate the most energeticb tagged jet. Good correspondence
between the generatedB-particle and the reconstructedb-tagged jet is observed. The
corresponding pT and pseudorapidity relative resolutions are shown in Fig.7.8 for
B-particles withpT > 170 GeV/c. The resolutions are 13% and 6% forpT and pseudorapidity,
respectively.

The efficiency of theb tagging by secondary vertices in jets is shown in Fig.7.9 as
function of theB-particle transverse momentum and pseudorapidity. Theb tagging efficiency
is defined with respect to events passing the Level-1 trigger and with a single muon of
pT > 19 GeV/c selected. The efficiency decreases with increasing transverse momentum,
while being rather flat as function of pseudorapidity. The slow degradation for larger
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Figure 7.8. Relative resolution, (Reconstructed− True)/True, for pT and pseudorapidity of
b tagged jets in CMS.
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Figure 7.9. Theb tagging efficiency versuspT and pseudorapidity of the generatedB-particle.

transverse momenta is caused by the worsening of the tracking resolution with
increasing pT, an increased track multiplicity from fragmentation and more difficult
pattern recognition in dense jets. The averageb tagging efficiency is 65% in the
barrel region, while the efficiency is about 10 % less for the endcap region. The
muon plusb-jet cross-channel trigger has a 4.3 Hz rate for the signal and a 6.1 Hz
total event rate [203]. This trigger rate corresponds to a low-luminosity LHC run at
L= 2× 1033 cm−2 s−1.

To measure the cross section one needs to know the number of selected events, the
integrated luminosity, the event sample purity (signal fraction) and the signal efficiency.
The signal fraction can be determined from the simulated prediction of the background
contribution to the selected event sample. In order to rely less on the absolute prediction
for the background one can extract the signal fraction using the prediction of the signal
and background shapes for some sensitive variables. A fit to the data distribution using the
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Figure 7.10. Fit of the muonpT spectrum with respect to the closestb tagged jet. The sample
of generated QCD events with “pT-hat” parameter in the range 230< p̂T < 300 GeV/c is tested.
The contributions of tagged muons fromb events (dashed curve),c events (dot-dashed curve) and
light quark events (dotted curve) as defined by the fit are shown. The solid curve is the sum of the
three contributions.

simulated shapes for the signal and background is performed. To do so we apply a lepton tag
by selecting inclusive muons.

7.3.1.2.2 Muon tag.Muons are reconstructed in the muon chambers, matched to the inner
tracker information and refitted using both subdetectors information. This provides the most
precise muon track measurement. Each reconstructed muon is associated to the most energetic
b tagged jet. The muon must be closer to thisb tagged jet than to any other jet in the event.
Otherwise the event is discarded.

In most cases the tagged muon is inside theb jet. The average efficiency of associating
the muon with theb tagged jet is 75%.

7.3.1.2.3 Results.We calculate the transverse momentum of the muon with respect to the
b-jet axis which effectively discriminates betweenb events and background. The slopes of the
pT spectra are very different and this is exploited in the fit of the selected events to determine
the fractions of the muon sources in the sample.

Figure7.10shows an example of the fit of the distribution of the muonpT with respect
to the closest jet, using the expected shapes for the muons fromb events, charm events and
light quark events. The normalisation of the three contributions are free parameters in the
fit. The events in this plot are from a sample of QCD events generated with thepythia

“ pT-” parameter in the range 230< p̂T < 300 GeV/c. In the fit, the shapes of the distributions
were fixed using an independent QCD sample generated with 170< p̂T < 230 GeV/c. The fit
results as well as the Monte Carlo input are quoted in Table7.1. The event fractions are well
reproduced within statistical errors. In the actual experiment the shapes will be verified using
data at different selection stages. Also the background shape will be derived from the data
itself by applying an anti-tag selection (b-suppressed event sample).

In Table7.2theb purity,cc and light quark event fractions for the different QCD samples
are shown. Theb purity decreases from about 70% down to 55% from lowpT events to the
high transverse momentum events. The expected number ofbb events after event selection
is quoted for 10 fb−1 of integrated luminosity. For the phase space ofpT > 50 GeV/c and
|η|< 2.4 the event selection will allow for ab event statistics of about 16 million events. We
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Table 7.1. Results of the fit to the distribution of the transverse momentum of the muon with
respect to the nearestb tagged jet. The number of beauty, charm and light quark events in the
Monte Carlo input are compared to the fit result.

MC input,
230< p̂T < 300 GeV/c Fit result

Nbb̄ 5250 5222± 501
Ncc̄ 2388 2050± 728
Nuds 1740 1778± 341

Table 7.2.B purity and expected number of events after final event selection. The expected number
of bb events is quoted for 10 fb−1 of integrated luminosity.

p̂T GeVc NQCD
generated bb purity, % cc fraction, % uds fraction, % Nbb

expected

50–80 198993 66 32 2 1.4 M
80–120 294986 66 32 2 6.1 M
120–170 291982 72 26 2 5.1 M
170–230 355978 71 26 3 2.4 M
230–300 389978 73 24 3 0.9 M
300–380 283983 70 25 5 0.3 M
380–470 191989 68 27 5 88 k
470–600 190987 64 29 7 34 k
600–800 94996 60 31 9 10 k
800–1000 89999 60 30 10 2.0 k
1000–1400 89998 55 31 14 0.5 k

conclude that forB-hadrons apT range up to 1.5 TeV/c will be accessible with the CMS
detector at the LHC.

The background contribution fromt t events has been estimated from a sample of one
million simulated events including all decay modes. The total number oft t events passing the
selection amounts to 104 thousand events for 10 fb−1 of integrated luminosity, corresponding
on average to a less than 1% background contribution. Thet t background becomes more
pronounced for the highpT part of the inclusiveB spectrum. In the regionpT > 500 GeV/c
it amounts to 2.4%.

The total event selection efficiency is about 5%. By correcting for the semi-leptonic
branching ratio ofb quarks andc quarks it amounts to about 25% on average. It turns out that
the total efficiency is almost independent of transverse momentum and angle of theB-particle.
Therefore the measurement of the differential cross section is less affected by systematic
uncertainties due to bin-by-bin efficiency corrections.

7.3.1.2.4 Systematics Uncertainties.Several potential sources for systematic uncertainties
are considered and their impact on the observed cross section is detailed in Table7.3. The
largest uncertainty arises from the 3% error on the jet energy scale (see Appendix B) which
leads to a cross section error of 12% atET > 50 GeV/c. Other important uncertainties arise
from the event-selection procedure and the Monte Carlo modelling of the detector response,
including the lepton identification and the detector resolution on the energy and angular
variables which identify the fiducial volume. The effect of these systematic uncertainties is
estimated by varying the corresponding cuts and repeating the fits for the newly selected
event samples. It results in an uncertainty of 6%. The expectedb-tag systematics for 10fb−1

integrated luminosity is 5% [7]. The luminosity uncertainty is also 5% [7].
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Table 7.3. Sources of systematic uncertainty in % on the inclusiveb production cross
section measurement. The total systematic uncertainty is calculated by adding all contributions
in quadrature.

Source uncertainty, %

jet energy scale 12
event selection 6
B tagging 5
luminosity 5
trigger 3
muon Br 2.6
misalignment 2
muon efficiency 1
t t background 0.7
fragmentation 9
total 18
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Figure 7.11. The statistical uncertainty for the cross section measurement (triangles), systematic
(squares) uncertainty and total (dots) uncertainty as function of theb tagged jet transverse
momentum with respect to the beam line. Total uncertainty comprises the statistical and systematic
uncertainties added in quadrature.

The trigger efficiency will be determined from the data themselves. We estimate its
uncertainty from Monte Carlo studies to be 3.0%. The experimental uncertainties on the
semi-leptonic branching ratio of b quarks [54] is also propagated to the measurement. The
impact of the detector misalignment on the CMSb tagging performance has been investigated
in [157]. The effect has been found to be small(2%). The muon detection efficiency can
be determined with better than 1% precision [7]. The t t background subtraction uncertainty
is conservatively taken as absolute value of the expectedt t contribution to the considered
phase space.

A large contribution is expected from the fragmentation modelling. We estimate the
magnitude of the effect from the DØ b-jet production measurement at Tevatron [211]. This
uncertainty propagates to the cross section as a 9% effect independent of jetET.

The estimated statistical, systematic and total uncertainty as function of theb tagged jet
transverse momentum with respect to the beam line is shown in Fig.7.11.
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7.3.1.3. Conclusion. The event selection for inclusiveb production measurement at CMS
will allow to study b production mechanisms on an event sample of 16 millionb events
for 10 fb−1 of integrated luminosity. Theb purity of the selected events varies as function
of the transverse momentum in a range from 70% to 55%. Our estimate shows that with the
CMS detector we can reach 1.5 TeV/c as the highest measured transverse momentum ofB
hadrons.

7.3.2. Study of Bc hadrons

7.3.2.1. Introduction. The Bc meson is the ground state of thebc system, which is doubly
heavy flavoured. This unique character provides a window for studying heavy-quark dynamics
that is very different from the one of quarkonium. The experimental study ofBc will help
us to understand heavy quark dynamics and to test the spin symmetry derived in non-
relativistic quantum chromodynamics (NRQCD) [227–236]. Bc mesons have been observed
at the Fermilab Tevatron collider by the CDF collaboration through the decay channel
Bc → J/ψ `ν [237]. The mass and lifetime are measured to be [238] M( Bc)= 6.40±

0.39(stat)± 0.13(sys) GeV/c2 andτ (Bc) = 0.46+0.18
−0.16 ± 0.03(sys)ps, in agreement with the

non-relativistic potential model [239–241] and other approaches [242–244].
Because of the higher colliding energy, the production cross section at the LHC is about

a factor of 16 [231] larger than at the Tevatron. As also the LHC luminosity will be higher,
CMS has the potential to collect much moreBc mesons than the Tevatron experiments do.
We propose to study theBc meson throughBc → J/ψ π , J/ψ → µ+µ−. The goal is to
measure the mass and lifetime, and to compare the results with theoretical predictions which
do have large uncertainties at the moment. More details on the analysis can be found in
reference [245].

7.3.2.2. Monte Carlo data samples.A large amount of Monte Carlo data were produced
to study the feasibility for CMS to measure theBc mass and lifetime with the first fb−1.
There are two dedicatedBc generators, one is calledbiceps, developed at ITP, Beijing, by
Changet al. [231, 236], and the other is developed at IHEP, Protvino, by Berezhnoyet al.
[239, 240]. Both packages are based on perturbative QCD, and have been integrated into the
simub package [130]. pythia [246] can also generateBc events, but it takes much more CPU
time than the dedicated ones. For comparison, thepT distribution ofBc mesons, generated by
pythia, biceps and the Protvino package (named Gouz in the plot), are shown in Fig.7.12.
One can see that the Protvino package produces higherpT, while pythia agrees withbiceps.
In order to save CPU time,biceps is used to generateBc events. During generation, only
events were retained which contain within|η|< 2 a Bc with pT > 10 GeV/c, together with a
muon ofpT > 4 GeV/c within |η|< 2.2. After the kinematic cuts, the cross section multiplied
by the branching ratio is 1.78 pb. 52,000Bc events were produced, corresponding to 29.2 fb−1

of integrated luminosity.
Important background sources areJ/ψ mesons from decays of otherB hadrons and

prompt J/ψ mesons. Because of their large cross sections also QCD jets, in particular
bb → µ+µ−X, cc → µ+µ−X, as well asW + jets andZ + jets have to be considered.

B hadrons that decay intoJ/ψ were generated withpythia6.228 with kinematic cuts
similar to Bc production, and promptJ/ψ events were generated bypythia6.324, where the
colour-octet contribution is included.

The full CMS detector simulation and reconstruction was applied to the generated
samples. The fast simulation packagefamos was also used to produce theBc events, B
hadrons, promptJ/ψ andcc → µ+µ−X (Table7.4).
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Figure 7.12. Comparison ofpT distributions of Bc mesons for the generatorbiceps, Gouz
andpythia.

Table 7.4.The cross section multiplied by the branching ratio after kinematic cuts and the number
of events produced forB hadrons and promptJ/ψ andcc → µ+µ− X.

channel σ · Br.(pb) N events

B0 70.3 740,000
B+ 70.7 740,000
Bs 14.8 190,000
3b 19.4 200,000
promptJ/ψ 240.3 500,000
cc → µ+µ− X 1690 210,000

Samples corresponding to 10 fb−1 of B hadrons, 2 fb−1 of prompt J/ψ and 0.12 fb−1

of cc → µ+µ− X events were produced for the analysis. Additional background samples of
about 950,000 QCD, 880,000W + jets, 710,000Z + jets and 100,000bb → µ+µ−X events
were used.

7.3.2.3. Selection. Signal events should have ab-jet, ac-jet and aBc meson which decays
into a J/ψ and a pion, with the subsequentJ/ψ → µ+µ− decay. The selection starts from
2 muon tracks. ThepT of both muons should be larger than 4 GeV/c and the absolute value
of η less than 2.2. The two muons should have different charge and share the same vertex. To
form a J/ψ candidate the invariant mass of the muons should be in a window between 3.0
and 3.2 GeV/c2. An additional track must be found at the same vertex of theJ/ψ which is
inconsistent with a muon or an electron. ThepT of it should be larger than 2 GeV/c and the
absolute value ofη less than 2.4.

The decay lengthLxy, the proper decay lengthL P DL
xy and the error of the decay lengthσxy

are calculated from theJ/ψ vertex and the primary vertex in thexy-plane. The resolution of
the proper decay length is 25µm. It is found that the resolution is almost independent of the
proper decay length. In order to suppress the prompt backgrounds, the second vertex has to be
displaced from the primary one. We requireLxy/σxy > 2.5 andL P DL

xy > 60µm. In addition,
the condition cosθsp> 0.8 is applied whereθsp is the opening angle between the second
vertex (pointing from the primary vertex) and the reconstructedBc momentum. Finally, the
reconstructedBc candidate must be in a mass window between 6.25 and 6.55 GeV/c2.
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Table 7.5.Estimated number of signal and background events for 1 fb−1.

Bc B+ Bs B0 promptJ/ψ 3b cc bb QCD

120± 11 0.7± 0.2 0.1 0.9± 0.3 0.1 0.1 0.01 0.01 0.7± 0.1

The number ofBc and background events for 1 fb−1 after the selection are listed in
Table7.5. The total number of background events was estimated to be 2.6± 0.4, mainly from
B hadron decays intoJ/ψ . So far tagging of theb jet is not used in the analysis.

Because of the high cross section, the number of produced QCD Monte Carlo events is
not sufficient to directly determine the QCD background which is therefore estimated in three
steps [245]. At first the efficiency to select two muons is obtained directly from the QCD
sample, then the efficiency to reconstruct two muons into aJ/ψ candidate is calculated from
thecc → µ+µ−X sample, and finally the efficiency for theJ/ψ candidate to fake aBc meson
is obtained from the promptJ/ψ sample. The probability of a QCD event to pass the selection
cuts is then approximated as the product of the above three efficiencies. In this way, the total
number of QCD background for 1 fb−1 is estimated to be 0.7 events.

This study which is aimed at the first fb−1 collected with the CMS detector assumes that
in this initial phase the dimuon trigger threshold can be set at values such that the applied
cut of pT > 4 GeV/c on both muons does not introduce a significant inefficiency at trigger
level. In case the available trigger bandwidth will prohibit this, more sophisticated High Level
Trigger algorithms like aJ/ψ mass window could be invoked to restore the trigger efficiency.
A detailed study is underway.

7.3.2.4. Mass and lifetime fitting.A kinematic fit was applied to the selected events imposing
a J/ψ mass constraint and forcing the two muon tracks as well as the pion track to share the
same vertex. After the kinematic fit the invariant mass of theJ/ψ – pion system is shown in
Fig. 7.13. A Gaussian fit provides a mean value of 6406 MeV/c2, close to the input of 6400
MeV/c2, and a mass resolution of 22 MeV/c2. The number of signal events in the plot for
1 fb−1 is 120. Backgrounds fromB hadrons and promptJ/ψ are included in the plot, while
other backgrounds are neglected here.

A binned likelihood fit was done on the proper decay length distribution of the selected
Bc events with the likelihood defined asL =

∏
P(ni , µi ). P(ni , µi ) denotes the Poisson

distribution withni events observed andµi events predicted in thei -th bin:

µ= N · ε(x) · exp(−x/cτ)⊗ G(x, σ )

Here x represents the proper decay length,N and cτ are the parameters to be fitted and
G(x, σ ) is a Gaussian smearing function withσ fixed to 25µm which is the resolution of the
proper decay length. The efficiencyε(x) is obtained from the largeBc sample.

The result of the fit iscτ = 148.8± 13.1µm which is consistent with the used input
value of 150µm. The distribution of the proper decay length together with the fit result is
shown in Fig.7.13.

7.3.2.5. Systematic uncertainty.The influence of imperfect detector alignment which is
of particular importance at the beginning of the CMS experiment on the track and vertex
reconstruction has been studied in [99, 140]. It will affect the study ofBc in three ways: the
momentum scale of muons and pions, the mass resolution and finally the vertex precision.
Taking the scale uncertainty to be1(1/pT)= 0.0005/GeV/c, the resulting uncertainties on
the Bc mass is 11 MeV/c2 and 0.2µm oncτ .
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Figure 7.13. Left: The invariant mass of theJ/ψ and pion candidate for the selectedBc.
Right: TheBc proper decay length distribution. Both plots correspond to 1 fb−1.

The effect of the muon momentum resolution was estimated following [99] and muon
pT-values of 10,100 and 1000 GeV/c were studied for differentη. The1pT to be smeared
for a muon track fromBc was extrapolated from itspT andη according to [99]. The resulting
Bc mass uncertainty is 10 MeV/c2, and 0.8µm oncτ . The error from the vertex uncertainty
was determined according to140causing an uncertainty oncτ of 2.4µm.

The uncertainty on the efficiency as function of the proper decay length origins from the
limited Monte Carlo statistics. By subtracting

√
N events from the sample (N = 3600 events),

new efficiencies were calculated and the fit was repeated. The observed difference of 0.1µm
oncτ is taken as systematic uncertainty.

The theoretical uncertainty was estimated from Fig.7.12 which shows the pT

distributions from different generator packages. TheBc events, generated bybiceps, were
reweighted to agree with the Gouz distribution and the analysis was repeated. The difference
oncτ was found to be 1.5µm which is taken as the error from this source.

To check the sensitivity on the cuts, the muon and pionpT cuts were changed by one
standard deviation of their resolution, about 1.5% depending onη. Other cuts like on cosθsp

and on the proper decay length were changed by 10%. The resulting mass uncertainty is
0.1 MeV/c2 and 0.2µm oncτ .

In total the systematic uncertainties on the mass and oncτ are estimated to be
14.9 MeV/c2 and 3.0µm, respectively.

7.3.2.6. Conclusion. With the first fb−1 of data CMS is expected to measure theBc

mass with an uncertainty of 22.0(stat.)± 14.9(syst.)MeV/c2 and cτ with 13.1(stat.)±
3.0(syst.) µm, corresponding to a lifetime uncertainty of 0.044( f i t )± 0.010(syst.)ps. About
120 B+

c → J/ψπ+, with J/ψ → µ+µ−, events would be observed. At the moment, the
theoretical calculation is at the leading order without the colour-octet contribution. Therefore,
the uncertainties on the total cross section and thepT distribution are large. In the real
data analysis,J/ψ+ one track withJ/ψ → µ+µ− will be selected as a control sample,
B+

→ J/ψK + will be used to estimate the efficiency, and the side band of theJ/ψ peak
will be used to estimate the background toBc.
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7.4. Diffraction and forward physics

7.4.1. Introduction

This section outlines the diffractive and forward physics that CMS can do – together with the
TOTEM experiment. The CMS and TOTEM detectors involved are presented in Chapter 7 of
Volume 1 of the CMS Physics TDR [7].

The combined phase space coverage of the two experiments makes it possible to study
many physics subjects in diffractive interactions – from QCD and the investigation of the
low-x structure of the proton to the production of SM and MSSM Higgs bosons. Diffractive
events are characterised by the fact that the incoming proton(s) emerge from the interaction
intact, or excited into a low mass state, with only a small energy loss. Diffractive processes
with proton energy losses up to a few per cent are dominated by the exchange of an object
with vacuum quantum numbers, the so called Pomeron, now understood in terms of partons
from the proton. For larger energy losses, mesonic exchanges – Reggeons and pions –
become important. The topology of diffractive events is characterised by a gap in the rapidity
distribution of final-state hadrons due to the lack of colour of the exchanged object.

Events with a fast proton in the final state can also originate from the exchange of a
photon. In particular, forward tagging one leading proton allows the selection of photon-
proton events with known photon energy; likewise, tagging two leading protons gives access
to photon-photon interactions of well known centre-of-mass energy.

Triggering of diffractive/forward events is discussed in [247] and in Appendix E.3. More
details on the work presented here can be found in [248].

7.4.2. The interest of diffractive interactions

The study of hard diffraction has been pioneered by the UA8 experiment at CERN [249].
There have been major advances in this field recently, largely driven by the study of diffraction
at HERA and the Tevatron. The essential results are discussed in [250] and can be summarised
as follows:

• Many aspects of hard diffractive processes are well understood in QCD: the presence of a
hard scale allows the use of perturbative techniques and thus to formulate the dynamics in
terms of quarks and gluons.

• A key to this success are factorisation theorems in electron-proton scattering, which render
part of the dynamics accessible to calculation in perturbation theory. The remaining non-
perturbative quantities are the so-called diffractive parton distribution functions (dPDFs)
and generalised (or “skewed”) parton distributions (GPDs). They can be extracted from
measurements and contain specific information about small-x partons in the proton that can
only be obtained in diffractive processes.
Diffractive parton densities are determined from inclusive diffractive processes and can be
interpreted as conditional probabilities to find a parton in the proton when the final state of
the process contains a fast proton of given four-momentum. Generalised parton distributions
can be accessed in exclusive diffractive processes; they quantify correlations between parton
momenta in the proton. Theirt-dependence is sensitive to the distribution of partons in the
transverse plane.

• To describe hard diffractive hadron-hadron collisions is more challenging since factorisation
is broken by rescattering between spectator partons. These soft re-interactions can produce
additional final-state particles which fill the would-be rapidity gap. When such additional
particles are produced, a very fast proton can no longer appear in the final state because of
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energy conservation. The effect is often quantified in terms of the so called “gap survival
probability”. These rescattering effects are of interest in their own right because of their
intimate relation with multiple scattering effects, which at LHC energies are expected to be
crucial for understanding the structure of events in hard collisions.
The dynamics of rescattering and multi-gap events is still not completely understood.
The available data can be described in terms of an effective, non-linear Pomeron
trajectory [251]; its variation with energy would be a consequence of multi-Pomeron
exchange effects [252]. Other models, also testable at the LHC have been proposed (see
e.g. [253] and references therein). These topics can be pursued in more detail with the
CMS-TOTEM data at the LHC.

• A fascinating link has emerged between diffraction and the physics of heavy-ion collisions
through the concept of saturation, which offers a new window on QCD dynamics in the
regime of high parton densities.

• Perhaps unexpectedly, the production of a SM or MSSM Higgs boson in diffractivepp
collisions is drawing more and more attention as a clean channel to study the properties
of a light Higgs boson or even to discover it. The central exclusive reaction,pp→ pHp,
appears particularly promising.

7.4.3. A survey of the accessible diffractive/forward processes

The accessible physics is a function of the integrated luminosity. We assume standard LHC
optics with β∗

= 0.5 m unless stated otherwise. We recall that, in this case, the TOTEM
Roman Pots (RP) at 220 m from the CMS interaction point have coverage for 0.02< ξ < 0.2,
whereξ is the proton fractional momentum loss. Near-beam detectors at 420 m from the
interaction point, currently also being considered [254], would cover 0.002< ξ < 0.02.

Low-luminosity (∼ 1028–1030 cm−2 s−1) studies could profit from running with
β∗ > 0.5 m, where theξ coverage of the 220 m RPs would be wider and thet resolution
would improve because of the lower transverse momentum spread of the beam.

7.4.3.1. Inclusive single diffraction and double Pomeron exchange at low luminosity.At
modest instantaneous luminosities, up to 1032 cm−2 s−1, inclusive single diffractive (SD)
events,pp→ pX, as well as inclusive double-Pomeron exchange (DPE) events,pp→ pXp,
can be studied by requiring the presence of one or two rapidity gaps in the event. In the
ξ range given above, the scattered proton can be detected and the kinematics of the events
fully measured.

The inclusive SD and DPE cross sections, as well as theirMX dependence, even in the
absence of a hard scale, are important quantities to measure at the LHC. HereMX indicates
the mass of the systemX. These cross sections amount to approximately 15% and 1% of
the total proton-proton cross section, respectively; their energy dependence is a fundamental
parameter of (non-perturbative) QCD. In addition, since diffractive events constitute a major
fraction of the pile-up events, their measurement is mandatory to be able to properly simulate
and understand high-luminosity data, where, at instantaneous luminosities of 1034 cm−2s−1,
approximately 35 pile-up events are superimposed, on average, to any event.

7.4.3.2. SD and DPE production of dijets, vector bosons and heavy quarks.The study of SD
and DPE events in which the diffractively excited state includes high-ET jets, heavy quarks
or vector bosons opens up the possibility of accessing dPDFs and GPDs. The comparison of
the DPE and SD rates for these processes may also give information on the hard diffractive
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factorisation breaking at LHC (see Section7.4.2). A few examples of these processes are
given here.

Production of dijets. The measurement of the reactionpp→ pX j j ( j indicates a jet) has
been used for the first time by CDF to measure the diffractive structure function in antiproton-
proton collisions [255]. A similar measurement is possible at LHC with wider kinematic
coverage (CDF:ξ > 0.035) and larger minimum jetET. For ET > 45 GeV, of the order of
108 events per fb−1 can be expected.

Production of heavy quarks. Inclusive DPE production oft t pairs has been studied in the
case in which the final state contains one muon and four jets (i.e. with one top quark decaying
to b plus lepton and neutrino, and the other to three jets). The analysis required the detection
of both final-state protons. The expected number of events is of order 1− 100 for 10 fb−1,
depending on the theoretical model assumed.

SD and DPE production ofB-mesons has also been looked at, withB → J/ψX and
J/ψ → µ+µ−. Here the number of expected events is much larger, of the order of a few
events per 10 fb−1 in the DPE case and thousands in the SD case.

Inclusive DPE production of W bosons.Inclusive DPE production ofW bosons,pp→

pXW p, is also sensitive to the dPDFs of the proton and is a relatively abundant process that
can be studied at instantaneous luminosities where pile-up is small. In these conditions, the
requirement that two final state protons be measured in the 220 m RPs suppresses both the
QCD background and the inclusiveW production. Several thousand events withW → eν
or W → µν are expected, after cuts, for an integrated luminosity of 1 fb−1. This process,
in conjunction with SD production ofW bosons, can be used to study hard diffractive
factorisation breaking using the LHC data alone, as mentioned above.

7.4.3.3. SM and MSSM central exclusive Higgs production.As the delivered luminosity
reaches tens of fb−1, the central exclusive production process (DPE) becomes a tool to
search for new physics, delivering signal to background ratios of order 0.1–1 for Standard
Model (SM) Higgs production [256] and more than an order of magnitude larger for certain
supersymmetric (MSSM) scenarios.

By central exclusive, we refer to the processpp→ pφp, where there are large rapidity
gaps between the outgoing protons and the decay products ofφ. There are three primary
reasons why this process is attractive. Firstly, if the outgoing protons remain intact and
scatter through small angles, then, under some general assumptions, the central systemφ

is produced in theJZ = 0, C and P even state. Secondly, the mass of the central system can be
determined very accurately from a measurement of the transverse and longitudinal momentum
components of the outgoing protons alone. This means an accurate determination of the mass
irrespective of the decay mode of the centrally produced particle. Thirdly, the process delivers
excellent signal to background ratios, due to the combination of theJZ = 0 selection rules,
the mass resolution, and the simplicity of the event in the central detectors. An additional
attractive property of central exclusive production is its sensitivity to CP violating effects in
the couplings of the objectφ to gluons.

The left panel of Fig.7.14shows the cross section times the branching ratio for central
exclusive production of a Standard Model Higgs, withH → bb andH → W W, as a function
of the Higgs mass for different theoretical approaches. Thebb mode is particularly interesting
for masses close to the current exclusion limit. The right panel of Fig.7.14 shows the
acceptance assuming various combinations of RPs at 220 m and near-beam detectors at
420 m. Both protons can be detected in the 220 m stations only for Higgs masses larger
than 280 GeV/c2; this reflects theξ range for which the 220 m RPs have acceptance,
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Figure 7.14. Left: The cross section for the exclusive production of the Higgs boson as a function
of the Higgs boson mass forH → bb andH → W W. The different curves were obtained with the
generators Exhume1.3 [259], DPEMC2.4 [260] and EDDE1.2 [261]. Right: Acceptance for the
420 m detectors alone and for the combination of the 220 m and 420 m detectors as a function of
the Higgs boson mass.

0.02< ξ < 0.2 (the mass of the centrally produced Higgs is related to theξ via M2
H = ξ1ξ2s,

with ξ1, ξ2 the fractional momentum losses of the two protons). However, asymmetric events
with one proton at lowξ and another at largeξ can be detected by the combination of the
220 m and 420 m detectors (0.002< ξ < 0.02).

Central exclusive production is generally an attractive way of searching for any new
particles that couple strongly to glue. An example studied in [257] is the scenario in which the
gluino is the lightest supersymmetric particle. In such models, there should exist a spectrum of
gluino-gluino bound states which can be produced in the central exclusive channel. Likewise,
central exclusive production of radions, the fields introduced in the Randall–Sundrum model
of five-dimensional quantum gravity, has been studied [258].

H → bb. The analysis is based on the requirement of two back-to-back centralb-tagged jets
in addition to the detection of both final-state protons yielding a mass of the central system
consistent with that calculated from the protons alone. The event yield is very low, about 2–4
events per 30 fb−1 after all cuts, depending on the model. The non-resonant continuumb-jet
background is largely suppressed by theJZ = 0 rule. The residual background, mostly due to
dijet production (gg→ dijets) and diffractivegg→ bb production, is a function of the mass
resolution, which is about 1.6% for the ‘420 + 420’ combination and 5.6% for the ‘220 + 420’
combination (for MH = 120 GeV/c2). The number of expected background events is of
order 10 for 30 fb−1.

H → WW. In this case, the suppression of the background does not rely primarily on the
mass resolution of the RPs. There are three main categories ofW W events. Events in which
at least one of theW bosons decays to an electron or a muon are the simplest, and pass
the Level-1 trigger thanks to the high-pT final-state lepton. This holds also if one of theW
bosons decays into a tau, which subsequently decays leptonically. The four-jet mode occurs
approximately half of the time; here, however, the RP information is necessary already at
Level-1. The expected event yields range between 1 and 7 events for 30 fb−1, depending on
the mass. Irreducible backgrounds are small and controllable.
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MSSM Higgs. Double proton tagging is especially beneficial in the MSSM case. Theb-jet
channel is very important in the ‘intense coupling regime’ of MSSM (Mh ≈ MA ≈ MH ≈

100 GeV/c2) [262]: couplings of the Higgs togg, W W∗, Z Z∗ are strongly suppressed,
making the discovery challenging by conventional means. Rates for central exclusive
production of the two scalar (0+) MSSM Higgs bosons (h, H ) are more than a factor 10
larger than for the SM Higgs. The enhancement forH → bb is by orders of magnitude
in the Mh-max scenario forMH ≈ 180–250 GeV/c2; likewise for h → bb andh → ττ for
Mh ≈ 90–130 GeV/c2 [263]. In the smallαeff scenario,h → bb andh → ττ can be heavily
suppressed for large tanβ and for Mh ≈ 120 GeV/c2 [263], whereash → W W may be
enhanced by up to a factor 4 compared to the SM predictions. Also, the pseudo-scalar (0−)
Higgs boson (A) is practically not produced in the central exclusive channel, yielding a clean
separation of the scalar and pseudo-scalar Higgs bosons, impossible in conventional channels.
The good missing mass resolution allows to resolveh, H and, if enough statistics is available,
measure their widths. This makes central exclusive production a possible discovery channel.
Central exclusive production is also interesting in the ‘3-way mixing’ scenario of CP-violating
MSSM [264]: here the 3 neutral Higgs bosons are nearly degenerate, mix strongly and have
masses close to 120 GeV/c2.

Central exclusive production, with its good mass resolution via the scattered protons,
may allow disentangling the Higgs bosons by studying the production lineshape. Explicit
CP-violation in the Higgs sector causes an asymmetry in the azimuthal distributions of tagged
protons (via the interference of P-even and P-odd amplitudes) – a measurement unique at
the LHC [262, 265].

7.4.3.4. High-energy photon interactions.A significant fraction of events at the LHC
involves photon interactions at energies above the electroweak scale [266]. The protons
radiating the photon often survive the collision intact and are scattered at angles comparable
to the beam angular divergence. Detection of such events at the LHC will open up a
new field of high-energy photon physics, which is briefly outlined below. By requiring the
detection of one or two forward protons like in diffractive interactions, photon-photon and
photon-proton interactions can be selected. The photon fluxes, and the effective luminosities
of photon-photon and photon-proton collisions are well known [267, 268]. The average
proton energy loss is larger and the proton scattering angle smaller in photon exchanges
than for the diffractive case. This can be used to establish relative contributions of these
two processes.

Two-photon exclusive production of W and Z boson pairs.The cross section for the
production of W pairs via photon-photon interactions,pp→ ppW W, is slightly above
100 fb; in almost half of these events both forward protons are produced within the acceptance
of the TOTEM RPs. About 100 events per 10 fb−1 with leptonicW decays can be detected
in CMS. This allows a precise study of the gauge couplings, in particular of theγ γW W
coupling. The expected sensitivity to anomalous quartic gauge couplings (QGCs) will surpass
the LEP and Tevatron limits by orders of magnitude. A deviation from the Standard Model
predictions would also allow a clean detection of anomalousW W production as predicted
e.g. by A. White’s theory of the supercritical Pomeron [269]. Two-photon production ofZ
pairs,pp→ ppZ Z, is not allowed at the SM tree level, but yields similar sensitivities to the
anomalous QGCs in this channel.

Two-photon exclusive production of pairs of SUSY particles.The cross sections for
production of pairs of charginos, sleptons and charged Higgs bosons via photon-photon
fusion at the LHC decrease rapidly with the masses of these particles [269]. This limits the
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scope of SUSY searches to particle masses below 150–200 GeV/c2. However, the very clean
environment of this reaction makes it attractive compared to other production mechanisms;
the final state typically consists of two opposite-sign leptons and of missingpT. The main
background is due to the exclusive production ofW pairs discussed above.

Two-photon production of doubly charged Higgs bosons (appearing in GUTs) is strongly
enhanced, and leads to exclusive final states with two pairs of same-sign leptons.

Two-photon lepton pair production. Exclusive production of lepton pairs – a purely QED
process at low|t | – may serve for calibration of thepp luminosity; it may also be used for
calibration of the momentum measurement of the scattered proton. Thousands of exclusive
muon pairs are expected to be reconstructed in CMS for an integrated luminosity of 1fb−1.
The striking signature of extremely small muon acoplanarity angles of less than about 10 mrad
may be exploited already at the trigger level.

Single W and single top photoproduction.The cross section for singleW photoproduction,
pp→ pW j X, reaches almost 100 pb. This process can be therefore studied already at low
luminosity. It also provides a means to study rescattering effects [268]. At higher luminosities,
studies of high massW j states will be possible; forW j invariant masses above 1 TeV, tens
of events are expected to be detected in CMS (and tagged by TOTEM) per 10 fb−1. This will
allow to search for, as an example, an anomalous triple gauge couplingγW W. This process
is the main background in the search for anomalous photoproduction of single top.

Associated WH and top pair photoproduction. The associated photoproduction of
a SM Higgs boson and aW boson has a cross section of about 20 fb for Higgs
mass below 180 GeV/c2. About 50% of the forward protons are tagged by TOTEM,
and events with leptonicW decay can be triggered efficiently in CMS. The cross
section for photoproduction of top pairs is slightly above 1 pb. Top pair production
is the main background forW H production, and in the photoproduction case the
signal-to-background ratio for photoproduction ofW H pairs is superior to the one in
inclusive production.

7.4.3.5. Drell–Yan. The study of forward production of low mass Drell–Yan lepton pairs
at the LHC provides a unique opportunity to directly access low-x partons in the proton.
In this process, the lepton pair originates from the annihilation of a quark-anti-quark pair
whose fractional momenta,x1 and x2, are related to the dilepton mass,M , and rapidity,y,
through

M2
= sx1x2; x1,2 =

M
√

s
exp±y, (7.2)

with
√

s = 14 TeV, the centre-of-mass energy of the colliding protons. In order to access
low x, a large imbalance in fractional momenta is required, boosting the lepton pair to large
rapidities.

The CASTOR calorimeter will cover the pseudorapidity range 5.3< η < 6.6,
corresponding to Bjorken-x values down to 10−7. With CASTOR alone, it may be possible to
obtain a crude estimate of the dilepton mass. With the additional information provided by the
T2 tracker, one can enhance the signal to background ratio by requiring tracks in association to
the electromagnetic energy deposits. As T2 will measure both the azimuthal and polar angles
of the tracks, a much more accurate measurement of the opening angle (and therefore of the
dilepton mass) and a two-dimensional study inM2 andx will become possible.
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7.4.3.6. Validation of cosmic-ray generators.The correct simulation of the interaction of
primary cosmic rays in the PeV energy range with the atmosphere is a key tool in the
study of cosmic rays. Unfortunately, the available generators differ significantly in their
predictions for the energy flow, multiplicity, hadronic energy fraction etc., in particular at
high rapidities. These models can be tested at the LHC: a 100 PeV fixed-target collision in
air corresponds to the centre-of-mass energy of app collision at the LHC. Several generators
were used to simulate inelastic and diffractive collisions at CMS:QGSjet [271], sibyll [272],
DPMJet [273], neXus [271]. There are significant differences in the predictions, notably in
the region covered by CASTOR, T1 and T2. A measurement of these features with CASTOR,
T1 and T2 may thus be used to validate/tune these generators.

7.5. Physics with heavy ions

7.5.1. High-density QCD: heavy-ion physics

Quantum Chromodynamics (QCD) is the only existing quantum field theory within the
Standard Model, whose collective behaviour, phase diagram and phase transitions, are
accessible to study in the laboratory. High-energy nucleus-nucleus collisions offer the only
experimental means known so far to concentrate a significant amount of energy (O(10 TeV) at
the LHC) in a “large” volume (O(100 fm3) at thermalisation times ofτ0 ≈ 1fm/c), allowing
the study the many-body dynamics of strongly interacting matter. The programme of high-
energy heavy-ion physics addresses several key open questions of the strong interaction:

• Deconfinement and chiral symmetry restoration. Lattice QCD calculations predict a
new form of matter at energy densities aboveε ≈ 1 GeV/fm3 consisting of an extended
volume of deconfined and bare-mass quarks and gluons: the Quark Gluon Plasma
(QGP) [274]. The scrutiny of this new state of matter (equation-of-state, order of the
phase transition, . . . ) promises to shed light on fundamental questions such as the nature
of confinement, the mechanism of mass generation (chiral symmetry breaking, structure of
the QCD vacuum) and hadronisation, that still evade a thorough theoretical description due
to their highly non-perturbative nature.

• Non-linear parton evolution at small-x. At high energies, hadrons consist of a very dense
system of gluons with small (Bjorken) parton fractional momentax = pparton/phadron.
At low-x, the probability to emit an extra gluon is large∼ αSln(1/x) and non-linear
gluon-gluon fusion processes start to dominate the parton evolution in the hadronic wave
functions. Whereas at values ofx & 10−3, the parton evolution withQ2 (or ln(1/x)) is
described by the usual DGLAP (or BFKL) equations, at lower values ofx and around
Q2

s ∼3GeV2/c2, such a saturated configuration is theoretically described in terms of the
“Colour Glass Condensate” (CGC) picture [275]. Since the nonlinear growth of the gluon
density depends on the transverse size of the system, the effects of gluon saturation are
expected to set in earlier (at higherx) for heavy nuclei than for free nucleons.

In addition, the study of heavy-ion collisions has interesting connections to other research
areas such as:

• Early Universe cosmology.The quark-hadron phase transition took place some 10µs after
the Big-Bang and was the most important event taking place in the Universe between the
electro-weak (or SUSY) transition (τ ∼ 10−10 s) and Big Bang nucleosynthesis (BBN, at
τ ∼ 200 s). Depending on the order of the QCD phase transition, several cosmological
implications such as the formation of strangelets and cold dark-matter (WIMP) clumps or
baryon fluctuations leading to inhomogeneous nucleosynthesis, have been postulated [276].
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• High-energy cosmic-ray physics.The energy and mass of cosmic particles with energies
above 1014 eV can only be measured via the ground-based detection of “extended air
showers” (EAS) generated in upper-atmosphere interactions of cosmic rays (protons and
ions up to Fe) with air (N,O nuclei). The interpretation of the EAS (and the related
astro-particle phenomena) relies heavily on the accurate modelling of hadronic multi-
particle production in proton-nucleus (p+N, p+O) and nucleus-nucleus (He+N, N+N, Fe+N)
collisions in the TeV range. Direct measurements at LHC are needed in order to calibrate
and tune the EAS models and correctly extrapolate their predictions to the highest cosmic-
ray energies measured (∼ 1020 eV).

• Gauge/String duality. Theoretical calculations based on the AdS/CFT correspondence
permit to obtain results in strongly coupled (g2Nc � 1) gauge theories (QCD-like: SUSY
N = 4 Yang-Mills) in terms of a dual gravity theory. Recent applications of this formalism
have allowed, for the first time, to compute finite temperature QCD transport coefficients
(such as the ratio of the QGP viscosity over entropy density,η/s) experimentally accessible,
from black hole thermodynamics calculations [277].

7.5.2. Hard probes of QCD matter at LHC

Nucleus-nucleus collisions at the LHC offer a unique opportunity for studying strongly
interacting matter at values of energy and particle densities never reached before. The factor
of 30 increase in energy between RHIC and the LHC (

√
sN N = 5.5 TeV for PbPb) leads to

copious production of hard QCD probes: high-pT hadrons, jets, quarkonia, direct photons,
etc., arising from parton-parton scatterings with large squared momentum transfer,Q2. Such
perturbative processes take place at time scalesτ ≈ 1/pT . 0.1 fm/c, and involve primary
partons with fractional momenta of orderx ∼ 10−3(10−5) at central (forward) rapidities. The
produced hard probes are, thus, sensitive to initial-state modifications of the low-x parton
distribution functions, as well as to final-state effects while propagating through the bulk
matter formed in the collision.

The contribution of CMS to the heavy-ion physics programme at LHC is extremely
competent based on a number of unique experimental capabilities including:

(i) Very large acceptance at midrapidity (|η|< 2.5, full φ) for layered detection of charged
hadrons (with the best momentum resolution for charged tracks at LHC) and neutral
hadrons as well as muons, electrons, and photons over a wide range ofpT.

(ii) The best mass resolution of any LHC detector for quarkonia (J/ψ , ϒ) measurements
leading to clean separation of the various states, improved signal over background, and
large reconstructed yields.

(iii) Complete electromagnetic and hadronic calorimetry since day-1 for full jet triggering and
reconstruction over|η|< 3 and1φ = 2π with a large statistical significance for single
jet and jet+X channels (X = jet, γ , Z), and for full b- and c- jet identification, allowing
detailed studies of “jet quenching” phenomena.

(iv) Unparalleled forward physics (low-x QCD) capabilities thanks to the forward hadronic
calorimeter HF (3< |η|< 5), CASTOR-TOTEM (5.5< |η|< 6.6), and Zero-Degree-
Calorimeter (|η|>8.1 for neutrals) detector systems.

(v) A DAQ system capable of delivering almost every PbPb event to the High Level Trigger
allowing maximum flexibility to select rare probes at the highest multiplicities expected at
the LHC.

Among the various perturbative probes accessible to measurement, we focus on
this report on the quarkonia detection via theµ+µ− decay channel. Other experimental
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capabilities, in the hard (notably jet reconstruction in the heavy-ion environment), soft (hadron
multiplicities, elliptic flow . . . ), and low-x (e.g. quarkonia photoproduction in electromagnetic
PbPb interactions) sectors will be discussed in detail in CMS Physics TDR addendum for
Heavy Ions.”

7.5.3. Gluon saturation and QGP colour screening via Quarkonia

The production of heavy-quarks at LHC proceeds mainly via gluon-gluon fusion processes
and, as such, is sensitive to nuclear modifications of the gluon density at low-x. At

√
sN N =

5.5 TeV, the average fraction of the nucleon momentum carried by the interacting parton
producing aJ/ψ at mid (forward) rapidity is〈x〉 ≈ 3 · 10−3(10−5). Such a kinematical domain
is well in the regime where gluon saturation effects and departures from linearQ2 (DGLAP)
and ln(1/x) (BFKL) evolutions should be observable. In addition, the final-state formation
of QQ bound states is expected to be suppressed in a deconfined medium due to colour
screening of the heavy-quark potential. Recent finite-temperature lattice QCD calculations
exhibit a substantial reduction of the heavy-quark internal energyUQQ̄, with increasing
temperature. The ground-state charmonium state (J/ψ) has been found to dissolve slightly
below 2·Tcri t ≈ 330 MeV, whereas much higher dissociation temperatures,Tdiss ≈ 4 · Tcri t

reachable at LHC, are needed to dissociate theϒ . Although J/ψ suppression has been
indeed observed in central A+A collisions both at CERN-SPS and RHIC energies, competing
mechanisms to colour deconfinement (hadronic co-movers interactions and charm quark
recombination) have been proposed to explain the observed cross-sections. At variance with
charmonia states, the study of the much heavier bottomonia spectroscopy accessible at LHC
is free from the distorting hadronic and coalescence contributions, and is directly sensitive to
the temperature conditions of the produced partonic medium.

CMS has focused on the quarkonia detection through their decays to muon pairs. The
good muon momentum resolution translates in anϒ mass resolution ofσ = 54 MeV/c2 (in
the central barrel region|η|< 0.8), the best of all the LHC detectors. This good resolution
provides a clean separation between the members of theϒ family with a consequent
improvement in the signal to background ratio, even in head-on PbPb collisions with particle
multiplicities as large asNch/dη|η=0 = 5000. The expected signal/background ratios are
S/B ≈ 1(5), S/B ≈ 0.1(1) for J/ψ and ϒ respectively in the full (|η|< 0.8) rapidity
range. In the absence of initial- or final-state medium effects, production cross sections of
Bµµσ = 50 mb and 300µb respectively will be measured in minimum bias PbPb collisions.
The expected reconstructed yields for both charmonium and bottomonium resonances after
background subtraction, in one-month data taking (with 50% overall efficiency) and nominal
PbPb luminosity (0.5 nb−1), areO(1.5 · 105), O(2 · 104) respectively. These statistics will
allow detailed quantitative studies of quarkonia production as a function ofpT, rapidity
and/or centrality. Any departure from the expected “vacuum” cross-sections will provide
valuable information on the initial-state modifications of the nuclear parton (especially, gluon)
distribution functions, as well as on the thermodynamical state of the produced medium from
the predicted “melting” pattern of different quarkonia states due to colour screening.
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Chapter 8. Physics of Top Quarks

8.1. Selection oftt events and measurement of the cross sections

8.1.1. Introduction

The goal of top physics at the LHC is to characterise the properties of this heaviest fermion
of the Standard Model by measuring observables in its production and decay exploiting all
possible decay channels. Important examples are the production cross section and the mass
and spin properties of the top quark.

Most of the top quarks at the LHC will be produced ast t pairs. Thet t production cross
section is estimated to be 830 pb [278] at NLO and the dominant production mechanisms are
gluon-gluon fusion (≈ 90%) and quark-anti-quark annihilation (≈10%). Within the Standard
Model the top quark decays almost exclusively to aW boson and ab quark. The decays of the
t t system are then classified according to the decays of theW+W− system as dileptonic, semi-
leptonic or fully hadronic. TheW can decay into leptons,e−ν̄e, µ

−ν̄µ, τ
−ν̄τ , or into quarks,

ud̄′, cs̄′, where the charge conjugate is implicit. Neglecting QCD corrections, branching
fractions of 9/81 (11.1%) for the dileptonic, 36/81 (44.4%) for the semi-leptonic and 36/81
(44.4%) for the fully hadronic decay channel are obtained.

For our studies we usepythia for the simulation of signal and background events. As it
includes spin correlation int t production also samples generated withTopReX are used for
signal events.

8.1.2. Dileptonic channel

8.1.2.1. Event selection for1 fb−1. The very clean signature of this channel combined with
a high signal-to-background ratio makes it possible to selectt t-events with simple kinematic
cuts. The selection is therefore suitable for the expected early performance of the CMS
detector and will allow to establish the signal as well as to measure the top mass at an early
stage of the experiment.

For an integrated luminosity of 1fb−1 about 54000 signal events are expected according to
the leading-order estimate ofpythia. The main backgrounds with a final state mimicking the
signal areZ, W W, W Z and Z Z production accompanied by jets. Furthermore, events from
semi-leptonic and fully-hadronic top-quark pair production with misidentified leptons and
leptons from b-quark jets eventually constitute the dominating background. Here, dilepton
events with W bosons decaying intoτ -leptons are considered signal events if theτ lepton
decays leptonically. Details of the analysis can be found in Reference [279].

Events are required to pass the Level-1 and High Level Trigger, in particular the single
and dilepton subtriggers. In addition to trigger criteria, events must contain at least two jets and
two oppositely charged leptons. Electrons are identified using an electron likelihood method
combining various electromagnetic shower variables and track-to-supercluster-matching
criteria. After this pre-selection about 15000 signal events are left in a 1fb−1 data set with
a signal over background ratio ofS/B = 1/10. The most important background at this stage
consists ofZ + jets production with an accepted cross section of about 120 pb and a similar
final state.

Isolation criteria reduce the contribution from misidentified leptons and leptons from
b-jets. For a lepton candidate no other track or calorimeter hits amounting to 10% or more of
the leptonpT are allowed in a cone of1R< 0.2. Two charged leptons are then chosen with
a discriminant based on the likelihood ratio in case of an electron, the energy deposited in a
cone of1R = 0.2 around the lepton axis and thepT of the lepton.
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Figure 8.1. Left: Invariant mass of the two lepton candidates indicating the cut window to remove
Z + jets events. Right: Most likely top mass after selection for 1fb−1.

Both b-jets are selected with a discriminator based on the jetpT, the invariant mass of
tracks inside the jet and the output of the combined b-tagging algorithm [157]. Using this
scheme the correct jets and leptons of the signal are selected for more than 90% of the events,
if they could be reconstructed. It has been shown in reference [157] that, during thefirst data
taking phasesof the LHC, the degradation in b-tagging performance is still acceptable. This
implies that the b-tagging results presented here remain essentially correct.

Figure8.1shows the invariant mass of the two lepton candidates. TheZ mass peak of the
invariant mass distribution of two same type leptons is used to remove the contamination due
to Z + jets events. As a further improvement a cut on theb-tag discriminator is applied to the
two selected jets.

The non-dileptont t events usually contain more jets with apT greater than 30 GeV/c
but do not contain two highpT leptons. The second lepton candidate is considerably softer
than the corresponding lepton from the signal decay channel. So a cut on the lower transverse
momentum lepton is imposed withpT > 20 GeV/c. The two neutrinos in the decay of the
W bosons lead to significant missing transverse energyEmiss

T whereas the decay ofZ bosons
into electrons or muons does not generateEmiss

T . The cutEmiss
T > 40 GeV further improves the

signal to background ratio. At this stage about 1800 signal events are left with a signal over
background ratio ofS/B = 7.3/1.

The kinematics of thet t dilepton events yield an underconstrained equation system due to
the two undetected neutrinos in the final state. However if, all other kinematic quantities have
been measured it is possible to make a fit imposingmW and assuming a top mass parameter
in the range of 100 to 300 GeV/c2. A weight can then be assigned to the different solutions
obtained [279]. Figure8.1 shows the distribution of the most likely top mass for signal and
background events in the range 100 GeV/c2 <mt < 300 GeV/c2.

The event topology of most of the background events passing the previous cuts does
not satisfy the dilepton kinematical constraints. Therefore considering only candidates which
give a mass estimate in the range of 100 to 300 GeV/c2 further reduces the background and
raises the signal over background ratio to aboutS : B = 12 : 1. The remaining background
essentially contains only non-dileptont t events. In a dataset equivalent to 1fb−1, 657 signal
events are selected with an overall efficiency of 1.2%.
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We conclude that a measurement of thet t cross section and the top mass (see
Section8.2.1) in the dileptonic channel will be possible already with a modest amount of
luminosity [279].

8.1.2.2. Event selection for higher luminosities.The trigger is based on the presence of one
muon or electron which covers with high efficiency all the possible final states in this channel.
The selection of events in this channel then requires after trigger selection the presence of just
two oppositely charged leptons withET > 20 GeV within pseudorapidity ranges of±2.4 and
±2.5 for muons and electrons respectively. Details are available in [279].

The reconstruction efficiency is good for both for muons and electrons. More than 97%
of the generated muons are correctly reconstructed in the considered range, as well as 90% of
the electrons, withpT above 20 GeV/c [279]. An electron is considered isolated if the total
uncorrectedET of the jets within a cone1R6 0.3, minus the leptonET, is less than 30% of
the leptonET. In a similar way a muon is considered isolated, if the sum of thepT of all the
tracks present in a cone of1R6 0.3 minuspT of the muon is less than 2 GeV/c. Candidate
events must haveEmiss

T > 40 GeV. The analysis requires at least two jets with uncorrected
ET > 20 GeV detected within|η|< 2.5, where a jet is defined as a fixed-cone cluster with a
cone size ofR = 0.5. Jets produced by electrons are discarded before applying the previous
selection by removing those which have an electromagnetic supercluster within1R = 0.2
with a ratio between the electromagnetic energy of that supercluster and the uncorrected jet
energy above 0.75.

b-tagging techniques based on the explicit reconstruction of a secondary vertex in a
jet [157] are used to further suppress backgrounds in which no jets from b-quarks are present.
The dominant backgrounds to dileptont t events are those which have real leptons, realEmiss

T
and jets originating from initial or final state radiation, arising mainly from dibosons (W W,
W Z, andZ Z) + jets production, and also from top quark decays, either from the semi-leptonic
channel or from tau decays producing leptons. This kind of backgrounds are expected to
be determined using MC simulation. Instrumental backgrounds, are characterised in general
by their large cross sections but not having realEmiss

T , among them are:Z + jets, Drell–
Yan (Z/γ ? → `+`−) production, “fake” leptons inW → `ν + jet events where a jet is falsely
reconstructed as a lepton candidate. In principle it is harder to estimate their contribution to
the final sample using MC simulation.

After this selection an efficiency close to 5% is obtained, with a very high rejection of all
the backgrounds considered at the level of 10−3 : 1 or better, as shown in Table8.1. A S/B
value of 5.5 is obtained, the main background being the one arising from the dilepton channel
itself in which at least one of theW decays intoτντ and with a subsequent leptonic tau decay.

Different sources of systematic uncertainties have been identified that affect event
selection and background determination and thus the cross section measurement. Detailed
studies [279] of these sources have been done based mainly on the results of the
studies performed in [7] and [201]. Among the most important experimental sources are
uncertainties on the jet energy scale and the b-tag efficiency. The impact of theoretical
and phenomenological uncertainties such as those on hadron fragmentation and PDF have
been studied using samples generated with differentpythia parameters and simulated and
reconstructed with the CMS fast simulation and reconstruction program. The uncertainty
in the cross section coming from the luminosity estimation was taken as 3% as expected
for 10 fb−1 integrated luminosity. As the non-t t background is small it does not contribute
significantly to the uncertainty. The results are summarised in Table8.2 and lead to an
estimated total error on thet t cross section measured in the dileptonic channel using electrons
and muons of1σt t/σt t = 11%(syst) ±0.9%(stat) ±3%(luminosi ty).
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Table 8.1.Cumulative effect of the different selection criteria applied to the simulatedt t dilepton
sample (electrons and muons) and simulated backgrounds. The column denoted asτ corresponds
to t t̄ dilepton sample in which at least oneW decays into aτ lepton. The numbers correspond to
LO accepted cross sections in pb.

Signal τ W W W Z Z Z Z+ jets othert t̄

Before selection 24.3 30.4 7.74 0.89 0.11 3912 438
Level-1 + HLT 19.4 15.1 4.4 0.37 0.07 657 92
2 jetsET > 20 GeV 11.5 9.8 0.6 0.012 0.006 23.9 73.1
Emiss

T > 40 GeV 9.6 8.1 0.5 0.01 0.003 5.8 53.6
Two opp. charged leptons 3.2 0.42 0.04 0.001 0.001 1.17 0.12
b-tag of two highestET jets 1.12 0.15 0.002 ∼ 10−4

∼ 10−5 < 0.01 0.05

Table 8.2.Uncertainties in thet t dilepton cross section determination for 10 fb−1.

Effect 1σt t̄ dil e/µ/σt t̄ dil e/µ

Jet Energy Scale 3.6%
b-tag efficiency 3.8%
Lepton reconstruction 1.6%
Emiss

T 1.1%
ISR and FSR 2.5%
Pile-Up 3.6%
Underlying Event 4.1%
Heavy quark fragmentation 5.1%
PDF uncertainties 5.2%
Statistical uncertainty 0.9%
Integrated luminosity 3%

8.1.2.3. Top decays to tau leptons.In this section studies performed to select events withτ

leptons in the final state are presented. We consider here dileptonict t decays with one tau
lepton decaying into hadrons in the final statet t → bbτντ`ν`, (`= e, µ). The measurement
of the ratioB R(t t → `τ + X)/B R(t t → ``+ X) will allow to set new limits on the presence
of non-standard physics in top decays. Furthermore, this channel is a source of background
for Supersymmetry and Higgs searches, as well as for the other dileptonic top channels.

Tau candidates are selected and identified following the method of the MSSM Higgs and
HLT analyses [280], adapting the different selection criteria to the momentum range in which
tau candidates are expected to be produced in top decays [279]. The hadronic tau identification
efficiency obtained in the dilepton samples is about 30% using this method as can be seen in
Fig. 8.2.

Event selection proceeds in a similar way as in Section8.1.2.2but only one isolated
lepton (electron or muon) is allowed. One isolated tau candidate separated from the isolated
lepton has to be present, and the isolated lepton and the tau candidate must have opposite
charges. The effect of these selections are described in detail for thet t sample in Table8.3.
b-tag for the two accompanying jets is also required. An efficiency close to 2% is obtained,
with a very high rejection of all the backgrounds considered. AS/B value close to 1 is
obtained, the main background being the one arising from thet t semi-leptonic channel. The
majority of the systematic uncertainties are described in Section8.1.2.2. There is another
systematic uncertainty intrinsic to this analysis due to theτ reconstruction and identification.
Based on preliminary studies, we assigned a 12% uncertainty to theτ reconstruction and
identification. Statistical uncertainty in the cross section determination is about 1.3% for an
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Figure 8.2. Reconstruction efficiency of tau candidates as a function ofpT andη. Errors are
statistical only.

Table 8.3.Cumulative effect of the different selection criteria applied to the simulatedt t sample.
Numbers correspond to LO accepted cross sections.

Cut Efficiency times cross sections (pb)

t t (signal) t t (other dilepton) t t (semi-leptonic) t t (hadronic)

Before selection 15.62 38.94 218.88 218.88
Trigger 8.61 25.40 85.90 2.08
2 jets 6.97 18.90 80.08 2.04
> 1 Iso lepton 4.27 13.11 34.93 0.11
Emiss

T > 40 GeV 3.58 10.89 26.41 0.05
1 lepton 3.48 6.73 25.24 0.04
τ cand. with opp. Q 0.75 0.20 0.75 0.001
b-tagging 0.29 0.07 0.30 0.0005

integrated luminosity of 10 fb−1 . Then the relative uncertainty in the estimation of the cross
section is given by1σt t dil τ,eµ/σt t dil τ,eµ = 16%(syst) ±1.3%(stat) ±3%(luminosi ty).

8.1.3. Semi-leptonic channel

The semi-leptonict t decay has a final state topology of four hadronic jets of which two
originate from a b-quark, an isolated lepton and missing transverse momentum. In this section,
we consider the measurement of the cross section of the semi-leptonict t production where
the lepton is a muon [281].

Both the Level-1 and the High-Level Trigger selection criteria are applied on the
simulated events, resulting in the efficiencies shown in Table8.4. The single-muon trigger
stream was used. The jets are reconstructed from the combined electromagnetic and hadronic
calorimeter energy deposits and clustered with the Iterative Cone algorithm using an opening
angle of1R = 0.5. A transverse energy threshold of 0.5 GeV is applied on the input objects
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Table 8.4.Overview of the selection criteria applied. The expectedS/B values take into account
the respective Leading-Order cross-sections of the processes.

Semi-lept. Other
t t t t W + 4j Wbb + 2j Wbb + 3j S/B

Before selection 365k 1962k 82.5k 109.5k 22.5k 5.9
L1 + HLTTrigger 62.2% 5.30% 24.1% 8.35% 8.29% 7.8
Four jetsET > 30 GeV 25.4% 1.01% 4.1% 1.48% 3.37% 9.9

plepton
T > 20 GeV/c 24.8% 0.97% 3.9% 1.41% 3.14% 10.3

b-tag criteria 6.5% 0.24% 0.064% 0.52% 0.79% 25.4
Kinematic fit 6.3% 0.23% 0.059% 0.48% 0.72% 26.7

Selected cross section (pb) 5.21 1.10 0.10 0.08 0.05 26.7
ScaledL= 1 fb−1 5211 1084 104 82 50 26.7

before clustering. Optimisation of the parameter settings of the clustering algorithms are
considered in [282]. Only the jets in the vicinity of the primary vertex are considered in
the analyses, rejecting in general those jets with a small transverse momentum. The energy
scale of the reconstructed jets is calibrated using the methods described in [283]. Among the
list of muon candidates identified flavour, the muon originating directly from theW boson
decay is selected following the procedure described in [284]. The transverse momentum
components of the unobserved neutrino are estimated via the missing transverse momentum
which balances the vectorial sum of the energy deposits in the calorimeter above the transverse
energy threshold mentioned.

The event selection consists of a series of sequential cuts on kinematic or topological
variables. The event is required to have at least four jets after applying the primary vertex
constraint with a calibrated transverse energy,ET, exceeding 30 GeV and within a pseudo-
rapidity in the range of the tracker,|η|< 2.4. If more than four jets match this criterion, the
four leading jets are selected as those with the highestET. Of these four jets, two have to
beb-tagged according to the method applying a combinedb-tag variable described in [281,
285, 286]. The selected lepton is required to be within the tracker acceptance and to have a
transverse momentum larger than 20 GeV/c.

After classifying two of the four reconstructed jets as b-quark and the other two as light
quark jets, only two jet combinations remain to reconstruct the hadronically-decaying top. A
kinematic fit [167] was applied on the reconstructed event for both jet combinations forcing
the reconstructedW boson mass to its precisely known value. Before applying the kinematic
fit the energy scale of the light quark jets is corrected for an overall bias in the reconstructed
W boson mass. Following the method described in [287] after the event selection mentioned
above, an inclusive jet energy scale correction of−9.7% was obtained and applied to light
quark jet candidates. The event is finally selected if the fit converged for at least one of the
combinations.

The selection efficiency for the signal events is estimated to be 6.28± 0.04%. The
fraction of t t signal events in the selected sample of inclusivet t decays is estimated to
be 82.8± 0.2%. The signal-to-background ratio after the event selection is 26.7, where all
t t decay channels are considered as signal. Hence the systematic effect of the background
contribution is minor. It is shown in [281] that after the event selection topological observables
will not help much in differentiating between signal and background. The cross section is
therefore estimated from counting events. The statistical uncertainty on the estimated cross
section is 1.2%, 0.6% and 0.4% for integrated luminosities of 1 fb−1, 5 fb−1 and 10 fb−1,
respectively.
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Table 8.5.Overview of the systematic uncertainties on the cross section.

1σ̂t t̄(µ)/σ̂t t̄(µ)

1 fb−1 5 fb−1 10 fb−1

Simulation samples (εsim) 0.6%
Simulation samples (Fsim) 0.2%
Pile-Up (30% On-Off) 3.2%
Underlying Event 0.8%
Jet Energy Scale (light quarks) (2%) 1.6%
Jet Energy Scale (heavy quarks) (2%) 1.6%
Radiation (3QC D, Q2

0) 2.6%
Fragmentation (Lund b,σq) 1.0%
b-tagging (5%) 7.0%
Parton Density Functions 3.4%
Background level 0.9%
Integrated luminosity 10% 5% 3%
Statistical Uncertainty 1.2% 0.6% 0.4%
Total Systematic Uncertainty 13.6% 10.5% 9.7%
Total Uncertainty 13.7% 10.5% 9.7%

Systematic effects are introduced only on the signal events, changing the efficiency of
the event selection. Similar effects on the background samples should be a second order
effect on the inferred cross section. For the theoretical or phenomenological uncertainties
the prescription of [201] was used as described in [281]. The list of systematic uncertainties is
shown in Table8.5. The dominant systematic effects are b-tagging, and in the early stage the
uncertainty on the integrated luminosity. For an extended discussion on the studied systematic
effects we refer to [281]. As a consequence of the kinematic fit, the uncertainty on both the
light- and heavy-quark jet energy scale results in a limited systematic uncertainty, of about
1.6%.

The total relative systematic uncertainty on the cross section is 10.5% which can be
compared to a relative statistical uncertainty of 0.6% at 5 fb−1. The total uncertainty of 10.5%
scales with the integrated luminosity as shown in Fig.8.3. In this plot it is assumed that the
uncertainty on the determination of the integrated luminosity scale as the inverse square root
of the integrated luminosity. At an integrated luminosity of about 5 fb−1 the total uncertainty
is dominated by the uncertainty on theb-tagging performance. For the uncertainty on the
b-tagging efficiency a conservative 5% is taken according to [286] although the Tevatron
experience shows that a value of 2% can be reached [288, 289].

8.1.4. Fully hadronic channel

The fully hadronic final state, characterised by a six-jets topologyt t → W Wbb → qqqqbb,
has the largest branching fraction (46%), and kinematics that can be fully reconstructed.
However, this channel is affected by a large background from QCD multi-jet production,
which makes the isolation of the signal rather challenging, and internal jet-parton permutation
uncertainties. Improvements in the signal-to-background ratio are possible by requiring
the presence ofb-quark jets and by selecting central and very high-energy kinematic
configurations which are expected for jets arising from the decay of a massive object like
the top quark. A specific multi-jet trigger which usesb-tagging information has been devised
for this analysis and an optimised selection has been applied. The analysis is described in
detail in [279].
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Figure 8.3. Statistical and total uncertainty on the inferred cross section of the processpp→

t t → bqq̄bµνµ as a function of the integrated luminosity.

The signal sample consists of 500000 inclusivet t events, from which a sub-sample of
230000 fully hadronict t events is extracted. The background consists of 1.5 million multi-
jet events (QCD) generated with 50< p̂T < 470 GeV/c, where thep̂T symbol indicates the
transverse momentum of the most energetic parton of the hard scattering before the final-state
radiation processes.

8.1.4.1. Trigger pre-selection and event selection.The trigger pre-selection uses the
inclusive jet trigger envisaged in [76] and a special inclusiveb-jet trigger [290]. The inclusive
b-jet trigger combines in the first stage theb-tagging requirement with an inclusive jet
trigger which applies tunedET thresholds of 350 GeV for single jets, 150 GeV for 3-jet and
55 GeV for 4-jet topologies; then ab-tagging based on pixel and regional track and vertex
reconstruction is performed on the two most energetic jets. The trigger requires either multiple
jets in the event or ab-tagged jet among the two highest-ET jets. After the trigger pre-selection
the QCD rate is reduced to 23 Hz, the signal efficiency is 16.8% and the signal to background
ratio, S/B, amounts to 1/300.

The selection is designed to optimise the statistical significanceS/
√

S+ B for an
integrated luminosity ofL= 1 fb−1. The first step of the selection requires a topology of
66 N jet 6 8. For a jet to be counted, the jet pseudorapidity must satisfy|η|< 2.4 and its
transverse energy must be greater than 30 GeV. Event shape variables, potentially able to
separate the signal from the background are then taken into account. The useful ones are
centrality, aplanarity and non-leading jet total transverse energy obtained removing the two
most energetic jets (

∑
3 ET) of which distributions are shown in Fig.8.4. After the selection

b-tagging is applied to the surviving samples oft t fully hadronic and QCD events. Selection
criteria of at least oneb-jet and twob-jets are considered.

Table8.6 summarises the selection applied in cascade. The signal-to-background ratio
amounts to 1/17 and 1/9 for the 1 and 2b-tag samples,respectively, and resulting in signal
efficiencies of 3.8% and 2.7%.

The signal efficiency relative to the total inclusivet t sample, to be used in the calculation
of the totalt t production cross section, becomes 2.3% (1.6%), respectively for the 1 (2) b-tag
requirement. The estimated statistical uncertainty on the cross section is reported in Table8.7.
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Figure 8.4. Distributions of centrality, aplanarity and
∑

3 ET for t t and QCD events (normalised
to the same area).

Table 8.6. t t fully hadronic and QCD effective cross sections, signal-to-background ratio,
statistical significance for 1 fb−1 and signal efficiency at each step of the selection.

Selection Requirement σε [pb] σεQCD [pb] S/B S/
√

S+ B ε (%)

Before Selection (pythia LO) 225 25M 1/105 0.04 100
Trigger HLT multi-jet+b-jet 38 11600 1/300 11.1 16.8
Event 66 N jet 6 8 35 7900 1/225 12.4 15.5

ET > 30 GeV 15 930 1/60 15.4 6.6
centrality> 0.68 9.9 324 1/33 17.1 4.4
aplanarity> 0.024 9.0 251 1/28 17.7 4.0∑

3 ET > 148 GeV 9.0 229 1/25 18.4 4.0

b-tagging 1 b-tag 8.6 148 1/17 21.7 3.8
2 b-tag 6.0 54 1/9 24.1 2.7

Table 8.7. Number of t t and QCD events,t t efficiency, absolute and relative statistical
uncertainties expected on the cross section measurement for an integrated luminosity of 1fb−1.

Requirement L= 1 fb−1

t t events QCD eventsε (%) (1σ)stat [pb] (1σ/σ)stat(%)

1 b-tag 11500 148000 2.3 17 3.5
2 b-tag 8000 54000 1.6 15 3.0

Sources of systematic uncertainty are studied as described in detail in [201] and [7].
From the experience of CDF and DØ experiments at Tevatron [291], one of the dominating
systematic uncertainties arises from jet energy scale. The systematic uncertainty related
with the trigger selection is calculated considering contributions from b-tagging and jet
energy scale. Table8.8 summarises the contributions to the total uncertainty on the cross
section, which combined lead to a relative uncertainty of1σ/σ = 3%(stat)+ 20%(syst)+
5%(luminosi ty).

8.1.4.2. Event selection based on neural net.A more refined selection is based on a neural
net exploiting the same variables considered so far. Such approach is attempted in order to
investigate the possibility of improving theS/B ratio and/or the efficiency. The previous
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Table 8.8.Contributions to the systematic uncertainty on thet t cross section measurement in the
fully hadronic channel (cut based approach).

1σ/σ(%)

HLT 5.9
Pile Up 10.0
Underlying Event 4.1
Fragmentation 1.9
PDF 4.2
IS/FS Radiation 7.9
Jet Energy Scale 11.2
b-tagging 2.0
Background 5.0
Integrated Luminosity 5.0

Figure 8.5. Left: distribution of the neural net output fort t and QCD. Right: signal-to-background
ratio as function of the signal efficiency. For comparison the result of the cut-based selection is
also shown.

selection, called “cut-based", could represent a more conservative approach for the first LHC
analyses.

The most effective neural network configuration studied is applied to thet t and QCD
events satisfying the topology request of 66 N jet 6 8 (jet pseudorapidity|η|< 2.4) after a
cut on jet transverse energy ofET > 25 GeV and consists of 6 input nodes:ET of the first and
sixth jet with the jets ordered in increasingET, centrality, aplanarity,

∑
3 ET and sphericity.

The performance of the neural net is shown in Fig.8.5which compares the output distributions
for signal and QCD background. TheS/B ratio as a function of thet t efficiency is also shown.
With respect to the cut-based selection, the request for a neural net output> 0.77 improves
theS/B ratio from 1/25 to 1/10 with same efficiency of about 4%.

As done after the cut-based selection, ab-tagging is applied to the surviving samples of
t t fully hadronic and QCD events, and selection criteria of at least oneb-jet and twob-jets
are considered. Improved signal-to-background ratio, amounting to 1/7 (1/3) respectively for
1 (2) b-tag samples, can be achieved using the neural net keeping the same signal efficiencies
of 3.8% (2.7%). This means an estimated relative statistical uncertainty on the cross section
of 2.3% (2.0%), with the same expected number oft t events for an integrated luminosity of
L= 1 fb−1.
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8.2. Measurement of the top quark mass

8.2.1. Dileptonic events

The dilepton channel benefits of a clean signature and a large signal-to-background ratio even
though the presence of two neutrinos prevents a direct reconstruction of the top-quark mass.
However, the event kinematic retains a large sensitivity to the top mass which can be exploited
in various ways. The method presented here is discussed in more detail in [279].

The six unmeasured kinematic quantities corresponding to the momentum components
of the two neutrinos are reduced by assuming momentum balance in the transverse plane, by
imposing themW constraint and by requiring both top-quark masses to be equal. The event
kinematics can then be written as a fourth order polynomial with the top mass as a parameter.
For each candidate event we step through top mass values in the range 100 GeV/c26mt 6
300 GeV/c2 in 1 GeV/c2 steps and weight the kinematic solutions, including their fourfold
ambiguity, with the Standard Model expectations of the neutrino momentum spectrum. For
each event the most likely solution, i.e. the solution with the highest weight, is retained. The
mass distribution of these most likely solutions is shown in Fig.8.1 for 1fb−1. The figure
shows a clear mass peak at the expected value for the fully-simulated and reconstructed events.
A Gaussian fit to the signal in a range corresponding to 40% of the maximum yieldsmt =

178.5± 1.5 GeV/c2 for an input top mass of 175 GeV/c2, where the uncertainty is statistical.
With 10 fb−1 the statistical uncertainty will be reduced to 0.5 GeV/c2. The background is
small and essentially flat and does not affect the mass determination significantly.

The main systematic effects are due to the assumptions used to reduce the complexity
of the kinematic equation system and to detector effects. The dominating systematic effect in
the first category is the uncertainty on the initial and final-state radiation which changes the
amount of transverse momentum of thet t-system and the kinematic constraints. This results
in an uncertainty on the top mass of1mt = 0.3 GeV/c2 [201]. The zero width approximation
for both theW bosons and the top quarks in the equation system gives rise to another shift of
about 0.1 GeV/c2.

The expected uncertainty on the jet energy scale for the early data amounts to 15%,
independent of the jetpT, which corresponds to an uncertainty of1mt = 4.2 GeV/c2 for
the first 1 fb−1 of integrated luminosity. This uncertainty is reduced to 2.9 GeV/c2 with an
improved calibration in 1–10 fb−1 based on photons and jets, especially jets fromW-boson
decays in semi-leptonic and fully-hadronict t events. Further improvement in the knowledge
of the jet energy scale after 10 fb−1 are expected to reduce this uncertainty to about 1 GeV/c2.

In conclusion, the kinematic reconstruction of the dilepton channel will allow an early
measurement of the top-quark mass. Assuming that the goal for a precise jet energy scale
determination forb-quarks can be achieved the expected precision on the top mass in this
channel with 10 fb−1 is1mt = 0.5 GeV/c2(stat)± 1.1 GeV/c2(sys).

8.2.2. Semi-leptonic events

The semi-leptonict t decay is traditionally called thegolden channelfor measuring the top-
quark mass. A measurement based on advanced analysis tools is described in detail in [292].
The event reconstruction and initial event selection follows the one of Section8.1.3. For
the event to be selected, exactly two out of the four leading jets areb-tagged and the other
two need to be anti-b-tagged. The four leading jets should not overlap in order to reduce
ambiguities in the jet energy scale calibration procedure. The efficiency of each sequential cut
is shown in Table8.9.
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Table 8.9.Overview of the selection criteria applied after the lepton cutplepton
T > 20 GeV/c in

Table8.4.

Signal Othert t̄ W + 4j Wbb + 2j Wbb + 3j S/B

Before selection 365k 1962k 82.5k 109.5k 22.5k 0.032
b-tag criteria 5.5% 0.21% 0.052% 0.47% 0.70% 3.73
No jet overlap 3.0% 0.11% 0.027% 0.25% 0.44% 3.87

Pχ2-cut 20% 1.4% 0.039% 0.0097 0.061 0.07 5.3
Psign-cut 80% 1.2% 0.025% 0.0085 0.052 0.05 6.8
Pcomb-cut 50% 0.7% 0.013% 0.0036 0.013 0. 8.2

ScaledL= 1 fb−1 588 64 6 2 0 8.2

The amount of events produced via a differentt t decay channel in the selected event
sample is reduced by a likelihood-ratio method combining three kinematic observables
resulting in a variableLsign which is transformed into a probabilityPsign for the selected
event to be a semi-leptonic muont t event. An extra sequential cut is applied by requiring this
probability Psign to exceed 80%.

Among the four reconstructed jets, three have to be chosen to form the hadronic decaying
top quark. The efficiency and purity of this selection was significantly enhanced by applying
a second likelihood ratio method combining the information from several sensitive variables.
The jet combination with the largestLcombvalue is taken as the best pairing. TheLcombvalue
is transformed into a probabilityPcomb for the chosen combination to be the correct one. The
event probabilityPcomb is used in the event selection where events are selected if their value
for Pcombexceeds 60%, increasing the purity of the selected jet pairings to 81.6% in the mass
window of 25 GeV/c2 around the expectedmt of about 175 GeV/c2.

For each jet combination a kinematic fit was applied as described which imposes the W-
boson mass for the hadronically-decaying W boson in the event [167]. Only jet combinations
are considered with a probability of the kinematic fit calculated from itsχ2/nd f exceeding
20%. For some events none of the jet combinations fulfill this criterium, therefore reducing the
total event selection efficiency. The fraction of fully hadronict t events selected is negligible
(less than 0.05 events expected at 1 fb−1). From this we conclude that the also influence of
QCD produced jet events is minor.

When estimatingmt from the selected event sample by a simple Gaussian fit in a range
of 20 GeV/c2 in both directions around the modal bin, a value of 176.5± 0.65 GeV/c2

is obtained before applying the kinematic fit and 172.2± 0.48 GeV/c2 after applying the
kinematic fit, for an input value of 175 GeV/c2. The errors reflect the statistical precision
of the available Monte Carlo signal sample. The top quark mass after the kinematic fit is
shown in Fig.8.6.

Rather than developingmt estimators on samples of events, an event-by-event likelihood
approach is used to estimatemt from the fitted kinematics of the three jets of the hadronically
decaying top quark. The uncertainty onmt for each event is determined from the covariance
matrices of the kinematic fit. This uncertainty can either be assumed Gaussian or the fullmt

range can be explicitly scanned with the kinematic fit.
To obtain information about the true value ofMt we convolute the reconstructed

resolution function or ideogram with the theoretical expected probability density function
P(mt |Mt ) in the reconstruction space

Li (Mt )=

∫
P({p j }|mt ) · P(mt |Mt ) dmt (8.1)
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Figure 8.6. Left: Distribution of the mass of the hadronic decaying top quark for the selected
events after applying the kinematic fit. Right: Estimated shift inM Full I deo

t versus a relative shift
α applied on the inclusive heavy quark jet energy scale.

where one integrates over the kinematic relevant range ofmt to obtain a likelihood function
Li (Mt ) for each eventi . Several contributions are added in the expected densityP(mt |Mt ): a
Breit–Wigner shape for the correct jet combinationsS(mt |Mt ), a parameterised combinatorial
background contributionBcomb(mt ) and a parameterised background contributionBproc(mt ).
This results in a function

P(mt |Mt )= Psign · [ Pcomb· S(mt |Mt )

+ (1− Pcomb) · Bcomb(mt )] + (1− Psign) · Bback(mt ) (8.2)

where each contribution is weighted according to the probabilities extracted from the observed
event. After combining the likelihoodsLi (Mt ) from all selected events, a maximum likelihood
method is applied to obtain the best value for the estimatorM̂ t .

The linearity of the estimators have been checked and the slopes are found to be
compatible with unity. The width of the pull distribution of the top quark mass estimators
M̂ t are found to be 0.82 forM̂ f i t

t (simple fit on reconstructed mass spectrum), 1.04 for
M̂ Par Ideo

t (convolution with the parameterised ideogram) and 1.02 forM̂ Full I deo
t (convolution

with the full scanned ideogram). The resulting top quark mass for the estimatorM̂ f i t
t

applied on the simulated events samples with a generated top quark mass of 175 GeV/c2 is
174.16± 0.59 GeV/c2, hence reflecting a bias of−0.84 GeV/c2. For the convolution method
this is 170.65± 0.54 GeV/c2 and 172.42± 0.31 GeV/c2 for respectively theM̂ Par Ideo

t and
the M̂ Full I deo

t estimator. Figure8.7 illustrates the results.
Several systematic effects introduce an uncertainty on the top quark mass estimator.

They originate from our understanding of the detector performance, the robustness of
the reconstructed objects, for example jets, and the general description of the proton
collisions in the simulation. A full description can be found in [292]. The estimation of the
systematic uncertainties follows that of the cross section measurement in Section8.1.3. We
conservatively conclude that a total precision on the top quark mass of 1.9 GeV/c2 can be
reached with 10 fb−1 of data. The uncertainty is dominated by systematic effects like pile-up
collisions and the knowledge of the jet energy scale ofb-quark jets (see Fig.8.6).

After achieving a better understanding of the accelerator settings and the detector
performance, however, the total uncertainty will decrease. Our understanding of the
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underlying event model will improve in the future significantly when new tuning data become
available. The magnitude of pile-up collisions could be monitored to the level of 10%. To
take into account the overlap between the pile-up and the jet energy scale uncertainty, the
systematic shift due to a 10% variation in the pile-up collisions is divided by two. The
uncertainty on the energy scale of b-quark jets can be extrapolated to about 1.5% after a
better understanding of the detector performance and with the application of advanced tools
like energy flow algorithms or selecting jets only in well understood regions in the detector.
The measurement of the b-tag efficiency [286] is dominated by systematic uncertainties
of radiation effects. The experience at the Tevatron collider [288, 289] illustrates that an
uncertainty of 2% could be reached.

Table8.10summarises and combines the extrapolated systematic uncertainties on each
of the top quark mass estimators. The uncertainty on the inferred top quark mass of about
1.2 GeV/c2 is dominated by the uncertainty on the energy scale of theb-quark jets. This
relative uncertainty is taken to be 1.5% which defines a goal for the performance of jet
calibration methods.

8.2.3. Fully hadronic events

The selection described in Section8.1.4.1, including the demand for the twob-tags, forms
the basis for a selection of fully hadronict t events suitable for a kinematic top-mass
reconstruction. An additional cut on the two leading jets, 100 GeV/c< pT < 300 GeV/c, is
effective against background from mis-reconstructed events and combinatorial background.

The six partons inpp→ t t → bW+b̄W−
→ bq1q̄′

1b̄q2q̄′

2 are matched to six reconstructed
jets by picking the matching which minimises the sum of the angular separation between
reconstructed jet and matched parton. Only jets satisfying our initial jet-definition,pT >

30 GeV/c and|η|< 2.4, as employed in the selection, are taken into account in the matching
process. Based on the amount of the angular separation three disjunctive classes of signal
events are defined: good (36%), half-good (45%) and bad jet-parton-matching (19%). The first
class being the events where all six partons are matched well by jets, the second class where
only the three partons from one top are matched well by jets. The reason for the mismatch
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Table 8.10.Overview of all uncertainty components on the top quark mass estimators, extrapolated
to a better understanding of both the proton collisions at the LHC and the detector performance.

Standard Selection

Gaussian Fit Gaussian Ideogram Full Scan Ideogram
1mt 1mt 1mt

(GeV/c2) (GeV/c2) (GeV/c2)

Pile-Up (5%) 0.32 0.23 0.21
Underlying Event 0.50 0.35 0.25
Jet Energy Scale (1.5%) 2.90 1.05 0.96
Radiation (λQC D, Q2

0) 0.80 0.27 0.22
Fragmentation (Lund b,σq) 0.40 0.40 0.30
b-tagging (2%) 0.80 0.20 0.18
Background 0.30 0.25 0.25
Parton Density Functions 0.12 0.10 0.08
Total Systematical uncertainty 3.21 1.27 1.13
Statistical Uncertainty (10 fb−1) 0.32 0.36 0.21
Total Uncertainty 3.23 1.32 1.15

Table 8.11.Distribution of the different signal event classes after jet-pairing and top-choice in the
t t fully hadronic channel. The label column indicates whether the class is considered signal- or
background-like.

reconstruction pairing [pb] top-choice [pb] label

good correct 0.62 (35%) always correct 0.62(35%) sig.
wrong 0.26 (14%) always wrong 0.26(14%) bkg.

half-good correct 0.46 (25%) correct 0.33(18%) sig.
wrong 0.13(7%) bkg.

wrong 0.26(15%) always wrong 0.26(15%) bkg.
bad always wrong 0.20 (11%) always correct 0.20(11%) bkg.

can be traced to parton-level properties, like high|η| and low pT, described in more detail
in [279].

In order to perform the correct jet pairing, a likelihood variable is constructed from
the following event observables: (a) average of the twoW-boson masses, (b) difference
of the two W-boson masses, (c) sum of the inter-jet angles of theW-boson candidates
6 (q1q̄′

1)+ 6 (q2q̄′

2), (d) difference of the two top-quark masses, (e) sum of the inter-jet angles
of the top quark candidates6 (bq1)+ 6 (bq̄′

1)+ 6 (q1q̄′

1)+ 6 (b̄q2)+ 6 (b̄q̄′

2)+ 6 (q2q̄′

2), (f) angle
between the direction of the two top-quark candidates. Their distributions are shown in [279].
Taking for each event the pairing with the highest likelihood value yields pairing efficiencies
of 71% for the good and 64% for the half-good jet-parton-matching.

Only one top per event is chosen for the kinematic mass determination, the choice is
once again based on a likelihood variable constructed from the following event observables:
(a) pT of the softest of the three jets of each top-quark candidate (b) mass of theW
boson as reconstructed in top decay (c) sum of the inter-jet angles of jets from top decay,
6 (bi qi )+ 6 (bi q̄′

i )+ 6 (qi q̄′

i ). Taking the top with the larger likelihood value yields a 72%
efficiency, far greater than the 50% efficiency of a random choice.

The differentiation of the selected signal events into the now six classes is summarised
in Table8.11, where the six classes are being mapped onto two labels, indicating whether the
events are considered signal- or background-like.
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Figure 8.8. Invariant mass distribution of the reconstructed and rescaled, chosen top for both
signal classes with a Gaussian fit to the peak.

Table 8.12.Summary of the systematics for the top-mass determination with fully hadronic events.

1mt (GeV/c2)

Pile Up 0.4
Underlying Event 0.6
PDF 1.4
IS/FS Radiation 2.3
Fragmentation 0.9
Jet Energy Scale 2.3
b-Tagging 0.3
Background 2.0

With all the pieces in place a kinematic reconstruction of the top quarks is straightforward
and the resulting invariant mass distribution of the chosen top, with the paired non-b-jets
rescaled such that they yield theW-mass, is shown in Figure8.8.

As expected the signal-like events form a narrow peak, while the wrongly-reconstructed
events have a far broader shape. Fitting a Gaussian to the peak of the invariant mass
distributions with a fit range corresponding to 0.4 of the peak maximum, as shown in Fig.8.8
serves as a simple mass estimator. The extracted top-mass ismt = 175.0± 0.6(stat.)±
4.2(syst.)GeV/c2 for an input top-mass of 175 GeV/c2 and an integrated luminosity of
L= 1 fb−1.

Already with this amount of data the statistical error becomes negligible compared to
the systematic uncertainties which are summarised in Table8.12. One of the big systematic
uncertainties is the QCD background. TheS/B in the displayed mass window of Fig.8.8
is about 2/3, although not shown since the currently available number of simulated events
does not allow a determination of the QCD background shape and of the uncertainty it
introduces into the top-mass determination. Experience from CDF at the Tevatron [293, 294]
indicates that this uncertainty can be understood at the∼2 GeV/c2 level, when using data for
background estimation.
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8.2.4. Top quark mass from J/ψ final states

8.2.4.1. Introduction. At the LHC the measurement of the top quark mass via direct
reconstruction will soon be limited by systematic errors. It is expected that the most severe
systematic contributions will be linked to the modelling of the hadronic environment and
the knowledge of the jet energies. It would be particularly desirable, therefore, to consider
methods for the extraction ofmt from the data which could reduce the contribution from
these uncertainties considerably. An alternative method, which is making use of exclusiveb
decays in semi-leptonic top-pair events with the presence of aJ/ψ decaying into an electron
or muon pair was proposed in [295, 296].

The top quark mass is determined by its correlation with the invariant mass of the
reconstructedJ/ψ and the lepton from the W decay coming from the same top decay,
mJ/ψ l . The correlation is present because the reconstruction of theJ/ψ gives an accurate
measurement of theb quark flight direction and its momentum thanks to the relatively high
mass of the meson. Moreover, this measure is expected to have an excellent resolution because
of the very clean experimental reconstruction of the lepton three-vectors. Details on the
analysis presented here can be found in [297].

8.2.4.2. Event generation and selection.Signal events are generated using theTopReX

generator [44] and consist oft t events where the presence of at least oneJ/ψ in the final
state from the hadronisation ofb-quarks is required. No distinction is made about the origin
of the J/ψ ; therefore the same samples also contains combinatorial background where the
J/ψ is coming from ab quark produced together with aW boson decaying hadronically.
Five samples corresponding to five different top masses are generated with a statistics of
200K events each. The event hadronisation and the description of the underlying event and
the minimum bias is realised withpythia 6.227 [24].

All the signal samples are passed through full detector simulation (orca) [10] with a
simulation of the minimum bias corresponding to high luminosity data taking. Indeed, the
statistics is expected to be so low that the use of high luminosity data must be considered.
The same signal samples, and several millions more for studies on systematics, are passed
through the fast simulation of the detector (famos) [11]. The shape of the variables used in
the selections are fully compatible in both scenarios.

The studied physics backgrounds are generated with thealpgen [161] generator and
includeW + jets,Zbb+ jets,Wbb+ jets. In these cases the samples are not biased by requiring
an explicitJ/ψ in the final state, therefore the separation from the signal is studied on the basis
of cuts not involving the search for aJ/ψ and the contribution of the resulting background
is then rescaled taking into account the proper branching fractions. The selection, in terms of
signal efficiency, is also cross-checked againstt t + jets signal generated withalpgen, and is
found to be consistent.

The main difficulty of the analysis comes from the extremely low branching ratio for at t
event to give a final state with a leptonicJ/ψ . This can be written as:

B R(t t → (Wb)(Wb)→ (Xb)(`ν J/ψX)) = 2 · B R(W → `ν)

· B R(b(→ X)→ B±,0, Bs, Bbaryon → J/ψX) · B R(J/ψ → ``) (8.3)

where charge conjugation is implicit,` indicates either an electron or a muon, and having
assumed aB R(t → Wb) of 1. Replacing the branching ratios with up-to-date numbers [54]
one gets for the global branching ratio the value 5.5 · 10−4 that, in terms of event yield
and assuming a cross section forpp→ t t of 830 pb, makes approximately 4500 events per
10 fb−1. This number does not include neither the trigger and selection efficiency, nor the
efficiency for the correct pairing of theJ/ψ to the correct lepton from theW decay.
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Table 8.13.Selection performance on signal and expected backgrounds. The first column indicates
the channel and its final state, the second the predicted cross section, where the branching ratio for
producing at least aJ/ψ into leptons from either ab jet or a light jet is accounted for, the third
the trigger efficiency, the fourth the selection efficiency, the fifth the expected number of events
in 10 fb−1, the sixth the classification of the contribution as signal (S), physics background (B) or
combinatorial background (C).

Channel BR.σ (fb) εtr ig (%) εsel (%) Events in 10 fb−1 Class

t t → (b → J/ψ)`ν− b`ν 107 93.9 15.7± 0.4 158 S+C
t t → (b → J/ψ)`ν− bτν 53 61.1 11.0± 0.8 36 S
t t → (b → J/ψ)`ν− bqq 320 55.3 10.9± 0.3 193 S
t t → (b → J/ψ)τν− b`ν 53 61.1 10.6± 0.8 34 C
t t → (b → J/ψ)τν− bτν 27 14.2 2.8± 1.2 1 B
t t → (b → J/ψ)τν− bqq 160 7.9 1.5± 0.5 2 B
t t → (b → J/ψ)qq− b`ν 320 55.3 10.7± 0.3 190 C
t t → (b → J/ψ)qq− bτν 160 7.9 1.5± 0.5 2 B
t t → (b → J/ψ)qq− bqq 959 0.1 0.2± 0.5 0 B
W + N jets, N > 1 → J/ψX 394 55.3 2.1± 0.1 43 B
Wbb+ jets→ J/ψX 196 55.3 1.6± 0.1 16 B
Zbb+ jets→ J/ψX 23 93.9 9.4± 0.1 20 B
bb → J/ψX 1.3 · 109 < 2 · 10−8 < 1 < 2.6 B

Events are triggered using the inclusive lepton trigger with thresholds described in [76].
The efficiency for triggering signal events is reported in Table8.13 and is included in
all numbers presented here. In events passing the trigger thresholds aJ/ψ is searched
for by looking for same-flavour, opposite-sign leptons with invariant mass in the range
[2.8,3.2] GeV/c2 and forming an angle greater than 2 and lower than 35 degrees. No isolation
requirements must be imposed on these leptons. The efficiency for reconstructing aJ/ψ
at this stage is (0.386± 0.007) and (0.114± 0.004) for the muon and electron channels,
respectively. It is limited by the low momenta of the leptons and because they are produced
inside a jet, making the reconstruction more difficult, particularly for electrons.

If a J/ψ is found in an event, the isolated lepton with the highestpT and higher than
20 GeV/c is considered as the lepton candidate from theW decay. The isolation discriminant
is defined as the sum of the energies in the electromagnetic and hadronic calorimeters in a
cone of opening angle1R = 0.3 around the lepton candidate. The selection requires that the
isolation energy is less than 15 GeV for electrons and less than 20 GeV for muons.

We define as background all contributions from processes not resulting in the decay chain
t → Wb→ `ν J/ψX. We call physics background the contribution from processes other than
t t (semi)leptonic and as combinatorial background the irreducible part oft t (semi)leptonic
where theJ/ψ is wrongly associated to the lepton not coming from theW in the same top
decay. Any physics background needs to mimic a final state with the presence of aJ/ψ and
an isolated and energetic lepton. The obvious candidates are bosons in association with jets. It
is important to distinguish betweenb jets and light jets, which produceJ/ψ at very different
rates, suppressing the contribution of processes with light jets very much. To remove these
contributions the total scalar sum of the transverse jet momenta is required to be greater than
100 GeV/c. This cut is not applied if two isolated leptons are found, in order to preserve
dileptonict t events. If the flavour of the two leptons is the same, an explicit cut to remove the
presence of leptonicZ is made, vetoing events where the invariant mass of the two leptons
is between 85 and 97 GeV/c2. To further reduce soft background the cut on the transverse
momentum of the isolated lepton is brought to 40 GeV/c, making the analysis less sensitive
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Figure 8.9. Three-lepton mass distribution formt = 175 GeV/c2 at generator level (left) and after
detector simulation and reconstruction (right). In the pictures the components coming from correct
and wrong lepton pairing - from both combinatorial and physics backgrounds - are shown.

also to systematic effects involving soft QCD. Table8.13presents, in terms of predicted cross
sections, efficiencies and events yields per 10 fb−1, the performance of the analysis.

8.2.4.3. Reconstruction ofmJ/ψ` and statistical performance.In order to estimate the correct
invariant massJ/ψ-lepton it would be necessary to efficiently discriminate between right
pairings, where both particles are coming from the decay of the same top, and from wrong
pairings where, int t events, they come from the two different top decays. In the present
analysis, in order to increase the available statistics, we propose not to attempt any separation
of the combinatorial but, instead, to use the full distribution containing both signal and
background.

Figure8.9 shows the three-lepton invariant mass int t events at generator level without
selection and at full reconstruction after the selection described in the previous section. The
distribution of the components of signal and background fromt t are shown, where the Monte
Carlo truth is used to judge when the correct pairing is made. No equivalent distribution
can be done for non-t t backgrounds since noJ/ψ is present in those samples. To take this
into account the pure background shape is scaled up according to the extra contribution of
non t t background (Table8.13), in the hypothesis that the shape of the two samples are the
same. Uncertainty in the background description will then be translated into a systematic
contribution on the measurement.

The observable most sensitive to the top mass is the position of the maximum of the
three-lepton mass distribution. It is determined via a fit of the full shape with a polynomial
function of fourth degree. The range chosen for the fit is centred around the maximum and
goes from 20 to 120 GeV/c2. The error on the maximum of the fitted polynomial is determined
by propagating the errors on the fitted coefficients and taking into account their correlation.
As a cross check, an alternative way of fitting the signal with a Gaussian was tried. In
this case the background is first subtracted on a bin-by-bin basis making use of an average
background distribution determined by using all the simulated samples. The results obtained
are comparable.

The fitted maxima are expected to be correlated to the input value of the top mass. This
correlation is proven and fitted by a line (Fig.8.10). The two results at fast and full simulation
are in impressive agreement. The correlation curves can be used to estimate the expected
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top mass at full simulation. Right: expected statistical error on the top quark mass as a function of
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statistical error on the top mass as a function of the available amount of data. This is done by
using the number of events expected according to Table8.13, and the result is presented in
Fig.8.10. From the figure it can be concluded that the measurement of the top quark mass with
this analysis can become, on the statistical footing, competitive already with other analyses’
total error after the first years of data taking. Moreover the measurement is expected to be
dominated by systematic errors in the long range, as explained in the next section.

8.2.4.4. Systematic errors.The sources of systematic errors can be divided into two main
categories: theoretical and experimental. The former include the description of the hard
process and the modelling of radiation, fragmentation and the underlying event in the
simulation, whereas the latter includes all experimental sources coming from an imperfect
detector description. The sources analysed in what follows are considered as uncorrelated and
the corresponding resulting errors on the top mass are summed in quadrature to form the total
systematic error. To evaluate the effect of various sources the guidelines described in [201]
and in Appendix B are followed.

With the exception of the PDF description, for each of the other sources of theoretical
uncertainty and for each change in the simulation parameters an independent signal generation
with TopReX and pythia has been performed, with statistics of a few 100K events each,
and fast simulated. The variations on the resulting top masses are considered as systematics:
when the mass difference with respect to the reference sample is smaller than the associated
statistical error, this is conservatively quoted as the systematic error.

For all the experimental sources, smearings and shifts on the observed objects (leptons
and jets) are applied after reconstruction and before selection in a consistent way. The
observed difference on the top mass is taken as an estimation of the associated systematic
uncertainty.

Table 8.14 presents the systematic breakdown on the top mass. The systematics error
is dominated by theoretical sources, which are the ones affected by the larger statistical
uncertainties, quoted here as systematics.

Putting together the systematic and the statistical error one can conclude that, with maybe
exception for the first year of data taking, this measurement will be dominated by systematics,
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Table 8.14.Systematic error breakdown. For each source either the maximum variation from a
reference sample or the resulting statistical error on the difference is quoted as a systematic error.

Source δmt (GeV/c2)

3QC D 0.31
Q 2 0.56
Scale definition 0.71
b-quark fragmentation 0.51
Light jet fragmentation 0.46
Minimum bias/Underlying event 0.64
Proton PDF 0.28

Total theoretical 1.37
Electron E scale 0.21
Muon p scale 0.38
Electron E resolution 0.19
Muon p resolution 0.12
Jet E scale 0.05
Jet E resolution 0.05
Background knowledge 0.21
Total experimental 0.54
Total systematic 1.47

in turn dominated by our poor understanding of the theoretical sources. A total error on the
top mass below 2 GeV/c2 can be in reach from the first 20 fb−1 already. The present result
suggests an uncertainty of 1.5 GeV/c2 with full statistics, but this number is fully dominated
by the theory systematics. A precision much better than this is not out of reach since, by
the time this measurement will be made, the analysis will be hopefully repeated at (N)NLO
and our understanding of the dominating systematics, for instance the minimum bias and
the underlying event, will be drastically improved. More dedicated reconstruction techniques
and more sophisticated analyses will considerably improve the statistical treatment of the
information.

This analysis reduces to a minimum those systematics which are expected to dominate in
more traditional estimations of the top mass, especially the ones from direct reconstruction,
like the jet energy scale and the knowledge of the b-tagging.

8.2.5. Summary of top mass determinations

Measuring the mass of the top quark in different channels allows for a combination of
the individual results [298]. As the statistical component in the total uncertainty onmt in
each channel is negligible, the correlation between the systematic uncertainties must be
determined. The dominant uncertainty arises from the knowledge of the energy scale of
b-quark jets, a component which is assumed to be fully correlated between decay channels.
This uncertainty can however be subdivided in several components: detector understanding,
clustering algorithms, related to the modelling ofb- and light-quark fragmentation and decay
and, finally, the statistical precision of the data-based estimates of theb-jet energy scale
differentiated versus the pseudo-rapidity and the transverse momentum of the observed jet.

The measurement from theJ/ψ final states is however limited by other, mainly
theoretical, sources of systematic uncertainties. Therefore a reduction of the uncertainty on
mt is expected when combining the direct measurements with the measurement from theJ/ψ
final states. The knowledge of the top quark mass can be improved by developing alternative
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methods which do not rely on theb-jet energy scale [299, 300]. Accounting for these future
improvements an uncertainty of 1 GeV/c2 on the top quark mass is feasible. The combination
can be performed by applying techniques described in [301, 302].

8.3. Spin correlation in top-quark pair production

8.3.1. Introduction

Because of its large width of 1.4 GeV/c2 the top quark decays before either hadronisation,
governed by the scale3QC D, or depolarisation, governed by the scale32

QC D/mt , can take
place. This unique feature is used to investigate the spin of the top quark; such investigation is
not possible in the case of light quarks, where the spin information is diluted by hadronisation.
Moreover, the top quark spin-flip time is much larger than its lifetime and the probability of
a spin flip due to emission of one or several gluons via chromomagnetic dipole-transition is
very small.

The angular distribution of a daughter particle in top quark decays can be written
as [303–305]

1

0

d0

d cosθi
=

1

2
(1 +κi cosθi ), (8.4)

where the decay angleθi is defined as the angle between the direction of motion of the
daughter particlei and the chosen spin quantisation axis. As gluon fusion is the dominant
production mechanism at the LHC there is no well defined spin axis in the initial state. This
leads to a choice of the helicity basis along the top quark momenta in the partonic centre-
of-mass frame. The spin-analyser qualityκ of the top quark daughter particle is defined as
the degree to which the daughter particle is correlated with the top-quark spin. The analysis
presented here is based on the semi-leptonict t decay channel with electrons or muons, which
is considered to be the signal. Alternatively, the dileptonict t decay channel can also be
considered. Theκ values for the daughter particles used in this analysis [306], lepton,b quark
and the lower energy quark fromW decay, are 1,−0.41 and 0.51, respectively.

The spin correlation in the semi-leptonict t decay channel can be measured in terms of a
double differential lepton and quark angular distribution, which, neglecting higher order QCD
corrections, is given by

1

N

d2N

d cosθl d cosθq
=

1

4
(1−Aκlκq cosθl cosθq). (8.5)

Here, using the helicity basis the lepton and quark anglesθl andθq are obtained by measuring
the angle between the decay particle momentum in its parent top quark rest frame and the
parent top quark momentum in thet t quark pair rest frame. The correlation coefficient

A=
N|| − NX

N|| + NX
=

N(tL t̄L + tRt̄R)− N(tL t̄R + tRt̄L)

N(tL t̄L + tRt̄R)+ N(tL t̄R + tRt̄L)
, (8.6)

whereN|| and NX give the number of events with parallel and anti-parallel top quark spins,
respectively. Two angle combinations are considered:θl versusθb andθl versusθq(lower energy);
in the following description these two combinations are denoted asb− tl − t andq − tl − t .

8.3.2. Simulation of tt with spin correlation

A t t sample of 3.1 · 106 events containing 9.1 · 105 semi-leptonic signal events was generated
with pythia [24] and reconstructed usingorca. As pythia does not include spin correlations



1224 CMS Collaboration

)
b-tθcos(

-1
-0.5

0
0.5

1
)l-t

θ
cos(

-1
-0.5

0
0.5

1
10000

11000

12000

13000

14000

a)   l - t  vs  b - t

)
q-tθcos(

-1
-0.5

0
0.5

1
)l-t

θ
cos(

-1
-0.5

0
0.5

1
10000

11000

12000

13000

14000

b)   l - t  vs  q - t

Figure 8.11. Double differential angular distributions obtained from the “analysis” sample, see
text.

the events are weighted according to Equation (8.5) with A= 0.32 [44] and appropriate
values ofκ. Then, this data sample is subdivided into two sub-samples: one is regarded as
the “reference” sub-sample (1.61M events), used for determination of the selection efficiency
and backgrounds. The other is regarded as the “analysis” sub-sample (1.50M events), used
for the measurement ofA. This sample provides 436K signal events. The double differential
angular distributions obtained from the “analysis” sample are presented in Figure8.11.

The distributions in Figure8.11 are fitted according to Equation (8.5). The results are
Ab−t l−t = 0.321± 0.011(stat.) and Aq−t l−t = 0.319± 0.009(stat.) which are statistically
compatible with the input value ofA= 0.32.

8.3.3. Online and offline event selection

The Level 1 and High Level Triggers select events with a single isolated electron or muon;
the trigger efficiency is 55%.

The following requirements are applied in the offline selection: missing transverse energy
Emiss

T > 20 GeV; at least one isolated lepton with|η|< 2.5, electron withpT > 27 GeV/c
or muon with pT > 20 GeV/c; at least four jets withpT > 30 GeV/c and|η|< 2.5. Jets are
reconstructed with a cone algorithm with1R = 0.5. At least two jets must beb-jets where
the tagging efficiency is 66% forb quarks int t events. This selection results in an overall
efficiency of 12%.

The reconstruction of two top quarks includes the following requirements: Two jets that
are notb-tagged and have an invariant mass in the range 50–135 GeV/c2, consistent with the
W mass, are found. Ab-tag jet which combined with the above reconstructedW gives an
invariant mass in the range 130–250 GeV/c2, consistent with thet mass. In addition to the
top quark reconstructed above, another top quark is required based on the otherb-tag jet plus
lepton and missing energy combination. The neutrino components are determined by fitting
the missing energy components, constrained withW andt quark masses. The azimuthal angle
between the two top quarks is required to be greater than 2 rad. This selection results in an
overall efficiency of 5% (Table8.15).

A measure of the selection quality can be obtained by comparing the generated and
reconstructed momentum directions expressed in terms of the cosine of the angles defined
above. Figure8.12presents the differences between the generated and reconstructed cosines
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Table 8.15.The physics processes considered for signal and background. The number of selected
events for the non-t t processes are scaled to the samet t sample luminosity.

Process Simulated eventsσ (pb) Efficiency Selected events

t t (signal) 436K 246 5.0 · 10−2 21589
t t (background) 1.07M 584 4.0 · 10−3 4236
W W+ jets 310K 188 4.5 · 10−5 15
W + jets( p̂T = 20−400 GeV/c) 2.06M 43K 3.4 · 10−6 260
Wbt semi-leptonic decay 328K 63.1 1.3 · 10−3 144
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Figure 8.12. Selection quality: Difference between the generated and reconstructed cosine of the
analysis angles in theb− ll − t andq − ll − t systems.

of the b− ll − t andq − ll − t systems. Quantifying this selection qualityQ as the ratio of
the number of events in the four central bins to all bins, one obtains:Qb−tl−t = 52% and
Qq−tl−t = 45%.

The signal-to-background ratio is 4.5. The main background, detailed in Table8.15, is t t
production with decays different from those treated as the signal. It amounts to 88% of the
total background and is used to model the shape of the total background.

8.3.4. Estimation of correlation coefficient

In order to correct for the selection efficiency, an efficiency (6× 6) matrix is determined by
taking the ratio of the reconstructed double differential angular distribution to the generated
one, using the “reference” sample. The final double differential angular distribution is
obtained by subtracting, bin-by-bin, the background obtained from the “reference” sample
from the total sample of signal plus background obtained from the “analysis” sample. The
resulting distributions are corrected for the selection efficiency, Figure8.13, and fitted using
Equation (8.5).

The correlation coefficients obtained from the fit are:

Ab−t l−t = 0.375± 0.100(stat),

Aq−t l−t = 0.346± 0.079(stat).

These results agree, within statistical uncertainties, with those obtained from the
generated events of Figure8.11.
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Figure 8.13. Background-subtracted and efficiency-corrected double-differential distribution of
the cosine of the analysis angles in theb− ll − t andq − ll − t systems.

The following sources of systematic uncertainties have been evaluated. The choice of
the Parton Distribution Function in modellingt t production affects the number oft t events
produced via gluon fusion and that via quark-anti-quark annihilation. The relative variation
in A, determined usingTopReX with different PDFs (CTEQ6M, MRST2003), is found
to be 4%.

The mass of the top quark affects the result of the kinematic fit and the selection. The
nominalmt = 175 GeV/c2 is varied by±5 GeV/c2 [54] usingTopReX. The variation inA is
found to be negligible.

The uncertainty on thet t cross section affects the shape of the final angular distribution
after background subtraction; varyingσ(t t) by 10% results in 1% relative variation in
correlation coefficients.

The uncertainty due tob-tagging efficiency is evaluated by varying theb-identification
discriminant cut. The corresponding relative variation inAb−t l−t is −20%, and inAq−t l−t it
is +6.5%/− 8.3%.

The jet energy scale uncertainty is evaluated by varying the jetPT. The relative variations
in Ab−t l−t andAq−t l−t are found to be +7.7%/−14%.

Uncertainties in the initial and final state radiation, quark fragmentation, underlying event
and pile up rate could result in an underestimation of the number of non-t t jets (not originating
from top decays). This possible underestimation of jet multiplicity is estimated to be 8%.
To estimate the corresponding uncertainty inA, 10% additional jets per event are generated
while processing the data sample. These jets are simulated randomly according to theη and
pT distributions of non-t t jets, obtained from thet t Monte Carlo. The relative variations in
Ab−t l−t andAq−t l−t are found to be−6.3% and−5.3%, respectively.

Summing up the systematic uncertainties and using the statistical uncertainties estimated
for 10 fb−1 of integrated luminosity, the results are:

Ab−t l−t = 0.375± 0.027(stat.)+0.055
−0.096(syst.),

Aq−t l−t = 0.346± 0.021(stat.)+0.026
−0.055(syst.).

In summary, the correlation coefficient of top quark spins int t production is measured
with a total relative uncertainty (dominated by systematic uncertainties) of 27% forAb−t l−t

and of 17% forAq−t l−t .
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Figure 8.14. Feynman diagrams for the three channels of single top production.

8.4. Single top quark production

8.4.1. Introduction

The single top production cross section at the LHC is known at NLO level for the
tree production mechanisms (see Fig.8.14, which are classified by the virtuality of the
W-boson involved as:t-channel (q2

W < 0), s-channel (q2
W > 0), and associatedtW production

(q2
W = M2

W) [307–309]. In all cases, the most dangerous background comes fromt t process.
Other dangerous backgrounds are multi-jet QCD and W+jets events, but such background is
reduced substantially by considering only leptonic decays of theW±-bosons from top-quark
decays.

All results presented in this Section were done for 10/fb−1 of integrated luminosity.

8.4.1.1. Details on the signal and background simulation.Two generators,SingleTop [310]
(based on theCompHEP package [43]) and TopReX [44] were used to generate events
for all three single-top production processes. The background processes, namely,Wbb,
Wbb+ j , and W + 2 j were generated withCompHEP, TopReX, MadGraph [81], and
alpgen [161] programs as indicated in the Table8.16. The hard process events containing
all needed information were passed topythia 6.227 [24] for showering, hadronisation and
decays of unstable particles. Thet t and W + jets background events were generated with
the samepythia version. All simulations were done withMt = 175 GeV/c2 and Mb =

4.7–4.8 GeV/c2, proper considerations of the spin correlations, and the finiteW-boson and
t-quark widths. The list of the signal and background process cross sections as well as
generators used are given in the Table8.16. Both the full simulation chain (oscar [18] and
orca [10]) and a fast simulation (famos [11]) were used.

8.4.1.2. Reconstruction algorithms and triggers.Muons are reconstructed by using the
standard algorithm combining tracker and muon chamber information as described in [311];
tracker and calorimeter isolation cuts are applied as described in [312]. The electrons are
reconstructed by the standard algorithm combining tracker and ECAL information, see [313].
The jets are reconstructed by the Iterative Cone algorithm with the cone size of 0.5, see [314];
for the calibration both the Monte Carlo (in the t-channel analysis) and theγ + jets (in thetW-
ands-channel) methods are used, see [315]. For b-tagging a probability algorithm based on
the impact parameter of the tracks is used, as described in [316].
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Table 8.16.Cross section values (including branching ratio and kinematic cuts) and generators for
the signal and background processes (here`= e, µ, τ ). Different generator-level cuts are applied.

Process σ× BR, pb generator Process σ× BR, pb generator

t-ch. (W → µν) 18 (NLO) SingleTop Wbb (W → `ν) 100 (LO) TopReX

t-ch. (W → `ν) 81.7 (NLO) TopReX Wbb+ jets (W → µ) 32.4 (LO) MadGraph

s-ch. (W → `ν) 3.3 (NLO) TopReX W + 2 j (W → µν) 987 (LO) CompHEP

tW (2 W → `ν) 6.7 (NLO) TopReX W + 2 j (W → `ν) 2500 (LO) alpgen

tW (1 W → `ν) 33.3 (NLO) TopReX Z/γ ∗(→ µ+µ−)bb 116 (LO) CompHEP

t t̄ (inclusive) 833 (NLO) pythia

Thetransverse missing energyis reconstructed as follows:

E
Emiss

T = −

(∑
EPµ

T +
∑

EEtower
T +

∑
( EEcalib

T,jet)−
∑

( EEraw
T,jet)

)
(8.7)

whereEtower
T is the sum of transverse energy of towers,Ecalib

T,jet (Eraw
T,jet) is the transverse energy of

calibrated (uncalibrated) jets. For the final states with one isolated lepton the neutrino (Emiss
T )

longitudinal component,Pz,ν , is extracted from the quadratic equation:

M2
W = 2

(
Eµ
√

P2
z, ν + (Emiss

T )2 − EPT, µ · E
Emiss

T − Pz, µPz, ν

)
(8.8)

This equation has two solutions:

P(1,2)
z, ν =

APz, µ ±
√
1

P2
T, µ

, where A =
M2

W

2
+ EPT, µ · E

Emiss
T ,

1= E2
µ(A

2
− (Emiss

T )2P2
T,µ) (8.9)

Among the two solutions of Equation (8.8) the minimal value of|Pz,ν | is used forW-boson
momentum reconstruction.

About 30% of the events have negative1 values due to the finite detector resolution and
to the presence of extra missing energy. In this case fort-channel analysis the parameterMW

in Equation (8.9) is increased until1 becomes zero. Using this value ofMW, Pz,ν is calculated
from Equation (8.9). For thetW ands-channels analyses, only the real part ofPz,ν is used for
further analysis.

Thetransverse mass of theW-bosonis defined as

MW
T =

√
2(PT,µEmiss

T − EPT, µ · EEmiss
T ). (8.10)

Thesum of the transverse momentum vectorsof all reconstructed objects

E6T ≡ EPT, ` + EEmiss
T +

∑
EET, jet, (8.11)

is found to be very effective for signal/background separation.
The “jet charge” (Q j ) is defined as the sum of the charges of the tracks inside the jet

cone, weighted over the projections of the track momenta along the jet axis.
Thelepton isolationcriterion used is to sum thepT of all the tracks in a cone of1R< 0.2

around the lepton track, and to reject the event if this sum is greater than 5% of the leptonpT.
The present study is based on leptonic decay channels (eνe orµνµ) of theW-boson. The

signal is triggered by the trigger on leptons. The HLTpT thresholds from the CMS DAQ-
TDR [76] are assumed: 19 GeV/c (29 GeV/c) for the single muon (electron); with|ηµ|6 2.1
and|ηe|6 2.4.
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8.4.1.3. The contribution from multi-jet backgrounds.A special treatment is required for
QCD events with jets, due to the huge cross section. The currently available samples have
very small statistics and typically no events remain after the application of pre-selection
cuts. Therefore, in order to estimate the impact of the QCD-background the cuts are applied
separately, assuming they are uncorrelated.

For t-channel study these cuts are: (a) one isolated muon (pT > 19 GeV/c); (b) Emiss
T >

40 GeV and only two jets; oneB-jet and one light forward jet. It was found a satisfactory
suppression of the multi-jet events as compared to other background process (NQCD/Nbckg =

6924/(8.9× 104)= 0.078 (see [317]) and the QCD-background was not considered in the
analysis of thet- ands-channel single top production.

More detailed investigation of this problem was done fortW-channel [318]. The selection
cuts are arranged into cut groups whose efficiencies are estimated with the Monte Carlo
samples. The product of efficiencies is an indicator of the total efficiency.

Three cut groups are used in the dileptonic channel: lepton,Emiss
T , jet. The same procedure

is applied on signal sample to find the ratio of total efficiency to the product of efficiencies.
The ratio is used to correct the product of efficiencies found in multi-jet sample and the result
is 5.6 events. Four cut groups are used in the semi-leptonic channel: jets, leptons, kinematics
and finally signal region and b tagging. The b tagging requirement is taken out from jets
group to have reasonable statistics for the efficiency measurement. By comparing the product
of efficiencies with total efficiency of applying cut groups in series, the cut groups are found
to be anti-correlated which would result in an over-estimate of the yield. The result of 508
events is kept to be conservative [318].

8.4.1.4. Systematic uncertainties.The following sources of systematic uncertainty are
common for all three channels: (i) thetheoretical errors to the total rates of the signal is
1th ≈ 4%, rising to 10% fortW. The uncertainties in the background events are assumed to
be: 5% fort t [45], 17% forWbb j , 7% forW + jets, 5% forW j j [319], and 5% forWbb. (ii)
the jet energy scale (JES) uncertainty:using a calibration method based ont t events [320],
the JES uncertainty after 10 fb−1 integrated luminosity is expected to be±5% (±2.5%) for
jets with pT ≈ 20 GeV/c (pT > 50 GeV/c). In the region between 20 and 50 GeV/c a linear
dependence is assumed. (iii)b-tagging identification uncertainty: of ±4% on the overall
selection efficiencies is expected on theb-tagging efficiencies [157]. (iv) the luminosity
uncertainty, expected to be 5% [321].

8.4.2. Selection and cross section: t-channel

The final state int-channel includes one isolated muon, missing energy (neutrino), one or
two jets fromb-quarks (Bjet), and one “forward” hadronic jet. A specific feature of single top
events is production of a light jet in the forward/backward direction (see Figs.8.15) providing
an additional possibility for background suppression. The additionalb-quark is produced with
small transverse momentum, making the reconstruction of the associated low-pT jet and its
b-tagging very difficult. Therefore, int-channel analysis [317] it is required to have only
two hadronic jets in the final state. In this case, the most important background contribution
arises fromt t production and fromW±-boson production in association with heavy quarks
(Wbb+ jet) or light quark jets (W + jets).

8.4.2.1. Analysis of the fully simulated events.The selection requires the presence of only
one isolated muon withpT > 19 GeV/c and|ηµ|< 2.1 (HLT selection). Then, it is required:
(i) Emiss

T > 40 GeV; and (ii) at least two hadronic uncalibrated jets, withpT > 20 GeV/c. For
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Figure 8.15. The distributions of pseudorapidity (η) of the light jet (left), and of| E6T| (right).

Table 8.17.Number of events (t-channel) and cumulative efficiencies for each cut used in the
analysis oft-channel single top production. The symbol “pTB × pT j × Emiss

T ” means: pTB >

35 GeV/c, pT j > 40 GeV/c, |η j |> 2.5, Emiss
T > 40 GeV.

signal t t Wbb j W j W j j

N(events) at 10 fb−1 1.8× 105 8.33× 106 3.24× 105 9.7× 107 9.9× 105

isolated muon 0.73 0.14 0.52 0.16 0.81
pTB × pT j × Emiss

T 0.036 6.4× 10−3 3.4× 10−3 9× 10−6 3× 10−3

veto on 3rd jet 0.021 5.8× 10−4 1.6× 10−3 4× 10−6 1.1× 10−3

0.0<6T < 43.5 GeV 0.018 4.1× 10−4 1.2× 10−3 4× 10−6 6.8× 10−4

50< MW∗

T < 120 0.015 2.2× 10−4 9.6× 10−4 1× 10−6 5.4× 10−4

110< Mrec(bW)∗ < 210 0.013 1.4× 10−4 5.8× 10−4 0 4.1× 10−4

Number of events 2389 1188 195 0 402

∗in GeV/c2

further analysis the following additional requirements are: at least one of the selected jets
should have theb-tag: the second (light) jet should be in the forward region; only two jets
(calibrated) withpcalib

T > 35 GeV and no other hadronic jets withpcalib
T > 35 GeV/c (jet veto).

The garcon program [63] is used for the final optimisations of the cuts. The signal-over-
background ratio times significance is chosen as an optimisation criterion. Finally, the optimal
cut values found are:

• muon: pT(µ) > 19.0 GeV/c and|η(µ)|< 2.1 andEmiss
T > 40.0 GeV;

• b-jet: pT > 35.0 GeV/c, |η|< 2.5 and Discriminator> 2.4;

• the light forward:pT > 40.0 GeV/c and|η|> 2.5;

• | E6T| cut window: (0.0, 43.5) GeV; 50< MW
T < 120 GeV/c2;

• the reconstructed top mass window: 110 GeV/c2 < Mrec(bW) < 210 GeV/c2.

The efficiencies of these cuts and the resulting number of events are given in the
Table8.17. The resulting signal-to-background ratio and the significance are:NS/NB = 1.34
and Sstat = NS/

√
NS + NB = 37.0. The final distribution of the reconstructed top mass is

shown in Figure8.16. The cuts provide a satisfactory background suppression.
The systematic uncertainties (see Section8.4.1.4) evaluated for 10 fb−1 are given in

Table8.18. In summary, the statistical error is 2.7%, the total systematic error excluding the
5% luminosity uncertainty is 8%, resulting in a total error of 10%.
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Figure 8.16. The distribution on the reconstructed top mass, for signal only (left) and with
background included (right).

Table 8.18.Number of selected events (t-channel) at 10 fb−1 with uncertainties due to different
sources.1Nsyst represents the theoretical, JES andb-tagging uncertainties.1Nstat is expected
statistical uncertainty.

sample selected 1Nth JES 1Nb−tag 1Nsyst 1Nstat

t-channel 2389 96 71 96 153 49
t t 1188 59 73 48 105 34
Wbb j 195 33 6 8 35 14
W j j 402 20 0 16 26 20

8.4.3. Selection and cross section: tW-channel

The pp→ tW process contains twoW-bosons and ab-quark in the final state. In this study
only leptonic decays of theW’s are considered. The nominal final states are`+`−Emiss

T b
and `±Emiss

T bjj for the dileptonic and semi-leptonic modes, respectively. The dominant
background arises fromt t production. Other backgrounds aret- and s-channel single top
production,Wbb, W + jets,W W+ jets, and to a lesser extent QCD multi-jet background.

8.4.3.1. Jet quality requirements and extra jet reduction.The most significant difference
betweentW events andt t events is the number of jets in the final state. However, most of the
time there are also additional jets due to the underlying event, pile-up or calorimeter noise.
These “extra jets” were identified and excluded from the counting by consideration of five
jet quality variables (see [318]). It was found that the most discriminating variables areEmax

T
(the maximum towerET in a cone of 0.5) andNtrack (the number of associated tracks). A
Fisher discriminant [322] (F) is constructed from the jet quality variables to separate real jets
from extra jets. Each jet is classified valueF into one of three categories: good (F <−0.5),
loose (|F |< 0.5) and bad (F > 0.5) jets. This method yields 84.3% efficiency on true jets
and rejects 86.9% of extra jets. Only “good” jets and “loose” jets are used in pre-selection
and event reconstruction. The jet multiplicity after the extra jet reduction in semi-leptonic
channels reveals that the number of good jets peaks at the 2 and 3 jet bins for signal events,
and at the 3 and 4 jet bins fort t backgrounds.

8.4.3.2. Event selection and reconstruction.The kinematic cuts used for this study are
presented in Table8.19and Table8.20. For the semi-leptonic channel, two non-b-like jets with
m j j < 115 GeV/c2 are used for reconstruction of theW-boson (that decays hadronically). In
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Table 8.19.Kinematic cuts used in the dileptonic channel. The final electron and muon should
have the opposite charges.

Leptons Jets

|η(e)|< 2.4, |η(µ)|< 2.1 leading jet:|η|< 2.4, pT > 60 GeV/c, disc> 0
pT(e, µ) > 20 GeV/c at most one extra jet
no other lepton withpT > 5 GeV/c No other jets withpT > 20 GeV/c

Missing ET: Emiss
T > 20 GeV

Table 8.20.Kinematic cuts used in the semi-leptonic channel. The presence of a good fourth jet
would veto the whole event.

Leptons

pT(e) > 30 GeV/c, pT(µ) > 20 GeV/c, |η(e)|< 2.4, |η(µ)|< 2.1
no other leptonpT > 10 GeV/c

Jets(after removing all bad quality jets)

b-like jet: good quality, disc>2, |η|< 2.5, pT > 35 GeV/c
non-b-like jet: good quality,|η|< 3.0, disc<0 if |η|< 2.5, pT > 35 GeV/c
Jet counting: oneb-like jet and 2 non-b-like jets
Jet veto: no other “good” or “loose” jets withpT > 20 GeV/c and|η|< 3

Missing ET : Emiss
T > 40 GeV

events with a 4th jet that survives jet veto cuts, it is required that the invariant mass of the 4th
jet with any of the selected non-b-like jets must be outside a window ofMW ± 20 GeV/c2.
For the leptonic decays of theW-boson it is required thatMW

T < 120 GeV/c2.
To find the correct pairing ofb-jet and reconstructedW-boson (coming from top decay)

the following variables were used: thepT of (b, W) systems; the separation of theb-jet
with each of theW in (η, φ) space; the “charges” of jets (see Section8.4.1.2) and W-
bosons (see Ref. [318] for details). A Fisher discriminant based on these variables is used
for discriminating leptonic top events from hadronic top events. A cut of 0.56 is optimal in
separating these 2 types of events, and 72% of the events are correctly paired.

To further enhance the signal to background ratio the following “global” cuts are applied:

• pT of the reconstructedtW system:| E6(t + W)|< 60 GeV/c.
• Scalar sum of transverse energiesHT: HT < 850 GeV.
• Reconstructed top quark mass: 110 GeV/c2 <m(t) < 230 GeV/c2.
• pT of the reconstructed top quark: 20 GeV/c< pT(t) < 200 GeV/c.

8.4.3.3. Efficiencies and expected yields.The efficiencies estimated with Monte Carlo
samples are converted to the effective cross sections by multiplying the production cross
sections of each process. The effective cross sections, as well as the expected yields with
10 fb−1 of data for all signal and background samples, are shown in Table8.21and8.22. The
signal to background ratio is found to be 0.37 for dileptonic channel and 0.18 for semi-leptonic
channel.

8.4.3.4. The ratio method.Theratio methodis developed to reduce systematic uncertainties
related to the dominantt t background. We define at t-rich control region and use ratio of
efficiencies to estimate the yield oft t in the signal region. The kinematics oftW andt t are
similar sotW is present in the control region, therefore the ratio of efficiencies fortW is also
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Table 8.21.Summary of cross section times branching ratio times efficiencies at each stage of the
analysis for the dileptonic channel. All values are in picobarns The last row is the expected number
of events for 10 fb−1. Multi-jet background has been estimated separately (see Section8.4.1.3).
When only a limit on the number of events is stated, this is due to MC statistics.

tW dil. t t dil. t t oth. WW dil. WW oth. t ch. lept.

Production 6.667 92.222 737.778 11.111 88.889 81.667
HLT 4.865 74.090 346.151 7.674 27.259 41.409
2 ` 1.944 25.150 21.012 2.574 0.226 2.309
Lepton pT 0.675 7.919 0.703 0.543 0.012 0.098
6 1 extra jet 0.459 6.574 0.664 0.416 0.010 0.067
Jet pT, η 0.307 5.234 0.556 0.339 0.004 0.033
>1b-jet 0.184 3.864 0.379 0.017 0.000 0.018
Emiss

T > 20 0.170 3.640 0.349 0.017 0.000 0.016
6 2 jet 0.150 2.734 0.221 0.015 0.000 0.012
Final select. 0.057 0.145 0.000 0.006 0.000 0.000
Expected events 567 1450 6 55 61 6 10 6 20

Table 8.22.Summary of cross section times branching ratio times efficiencies at each stage of the
analysis for the semi-leptonic channel. All values are in picobarns. The last row is the expected
number of events for 10 fb−1.

tW t t t ch. s ch. Wbb W2j W3j W4j Multi-jet

Total cross section 60 833 245 10 300 7500 2166 522 9.73× 109

HLT 18.9 263.9 39.5 1.52 34.0 1006 300 73 1.86× 105

Presel. & isolation 9.05 179.4 12.0 0.54 2.15 52 35 12 1325
jet & lepton pT, jet veto 1.28 18.5 1.31 0.046 0.061 0.60 4.9 1.0 4.23
b-tagging 0.669 6.13 0.476 0.013 0.016 0.10 0.99 0.26 0.85
kinematic cuts 0.223 0.999 0.047 0.002 0.003 0.017 0.101 0.008 0.105
Signal box cuts 0.170 0.771 0.035 0.001 0.001 0.013 0.054 0.008 0.051
Events in 10 fb−1 1699 7709 351 14 10 130 539 80 508

used. The signal and background yield is determined by the following equations:

S=
Rt t̄ (Ns − No

s )− (Nc − No
c )

Rt t̄ − RtW
, (8.12)

B =
(Nc − No

c )− RtW(Ns − No
s )

Rt t̄ − RtW
+ No

s . (8.13)

HereRx is the ratio of efficienciesRx = εx(control region)/εx(signal region) forx = t t̄, tW;
Ns (Nc) is total number of events in the signal (control) region;No

s (No
c ) is the estimated

number of non-t t background events in the signal (control) region. WithS measured with
2 regions and the ratio method, the cross section can be found byS/εL.

For the ratio method to work it is important to find a control region with similar
kinematics except with one more jet. It is expected that systematic uncertainties from PDF,
JES and b tagging cancel to a large extent, while the luminosity uncertainty drops out for
the t t background. The lepton selection and jet quality requirements in the control region are
identical to the signal region. The differences are outlined below.

Dileptonic. A second jet is required withpT = 20–80 GeV/c, |η|< 2.4 and b-tagged
(disc> 0). No other jets withpT > 20 GeV/c are allowed. The background region is found
to be filled by 97.9% dileptonict t , 0.4% othert t decays, 1.6% dileptonictW, and 0.1% for
leptonic t channel single top while WW+jets yield is negligible.
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Table 8.23.Summary of uncertainties of cross section measurement.

Source Uncertainty ∆σ/σ(dilept.) ∆σ/σ(semi-lept.)

Statistical uncertainty — 8.8% 7.5%
Integrated luminosity 5% 5.4% 7.8%
t t cross-section 9% negligible negligible
t-channel cross-section 5% negligible 0.8%
W+jets cross-section 10% not applicable 3.1%
WW+jets cross-section 10% 1% not applicable
Jet energy scale 5%–2.5% 19.7% 9.4%
b tagging efficiency 4%–5% 8.7% 3.6%
PDF 1σ +4%/−6.0% 1.6%
Pileup 30% 6.1 % 10.3%
MC statistics — 9.9% 15.2%
Total uncertainty ±23.9%(syst.) ±16.8%(syst.)

± 9.9%(MC) ±15.2%(MC)

Semi-leptonic.It requires 2 jets withpT > 30, 2 more jets withpT > 20, and no bad jets with
pT > 20. It is required that one of the 2 high-pT jets is b-tagged (disc> 2), and that both
low-pT jets be not tagged (disc< 0). Theb− W pairing is done in the same way, with a 72%
correct pairing. It is found that thet t purity in the control region is 93.9%. The non-t t events
are mainly composed of W+jets (2.8%),tW (2.0%) andt-channel single top (1.2%). The ratio
of efficiencies are found to beRtW = 0.319 andRt t̄ = 3.31.

8.4.3.5. Systematic uncertainties.

• Theoretical uncertainties.The t t cross section does not show up in the ratio method. The
effect is 0.8% fort-channel single top and 3.1% forW+jets. It is found to be negligible for
other background.

• Pileup amount. A difference of 30% between normal pileup and no pileup is used as an
estimate of the systematic uncertainty, as was done in [201] for the dileptonict t studies.

Dileptonic mode.The analysis is found to be rather sensitive to the pileup, as the relative
shift of the “measured” cross section is +20.4% for no pileup, and−16.2% for double pileup,
while is the difference between the check sample and the reference sample 4.6% (which has
purely statistical origin). The value of 6.1% is used as the systematic uncertainty.

Semi-leptonic mode.The extracted cross section varies by +35% for no pileup and−63%
for double pile-up so a systematic uncertainty of 10.3% is obtained. The results for both
channels are shown in Table8.23.

The results from the ratio method were used in the significance calculation. In addition, the
uncertainty on the background expectation, evaluated for dileptonic (1B/B = ±9.6%) and
semi-leptonic (1B/B = +3.6%/− 4.4%), was taken into account. The resulting significance
is 4.2 for the dileptonic channel and 5.1 for the semi-leptonic channel. Combining the two
channels gives a total significance of 6.4.

8.4.4. Selection and cross section: s-channel

The present analysis of thes-channel single top production is based on leptonic channels,
i.e. the top is identified and reconstructed by its semi-leptonic decays into`νb final states,
with `= e, µ. For this study, a fast simulation of the CMS detector withfamos was used,
see [317, 318] for details.
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Table 8.24.Efficiencies of the pre-selection cuts, with respect to the initial number of events.
For all process (except oft t̄) the finalW decays into charged lepton (`= e, µ, τ ) and neutrino.
“HLT” includes the 1µ, 1e ande× j triggers.Nev is the number of events surviving these cuts
(the uncertainties are only those due to the limited Monte Carlo statistics).

Cut s-ch. t-ch. t t Wbb̄ Wt (1 W → lν)

“HLT” 37 .5± 0.2% 42.5± 0.1% 30.1± 0.1% 29.4± 0.1% 46.5± 0.1%
Isolation 33.7± 0.2% 39.0± 0.1% 21.7± 0.1% 28.2± 0.1% 42.3± 0.1%
Emiss

T cut 27.3± 0.2% 31.9± 0.1% 17.4± 0.1% 22.6± 0.1% 34.4± 0.1%
MW

T cut 23.2± 0.2% 26.3± 0.1% 13.6± 0.1% 18.4± 0.1% 29.2± 0.1%
N j > 2 j 11.9± 0.1% 11.5± 0.1% 11.9± 0.1% 0.88± 0.03% 18.5± 0.1%
N j = 2 j 8.9± 0.1% 8.2± 0.1% 1.84± 0.04% 0.76± 0.03% 7.09± 0.05%
b-tag 3.07± 0.07% 0.72± 0.02% 0.28± 0.02% 0.14± 0.01% 0.34± 0.01%
Nev 1010± 10 5880± 70 23300± 200 1400± 35 1150± 40

The signal events are triggered by the single lepton triggers. Since this production mode
suffers from low statistics, one could envisage the introduction of a combined triggere× jet,
with threshold 19 GeV/c for the electron (in order to make the electronic sample more
coherent with the muonic sample) and 45 GeV/c for the jet. This value has been chosen to be
the same as the threshold for theτ -jet in the already existinge× τ − jet trigger.

8.4.4.1. Pre-selection.The pre-selection criteria are as follows:

• The event has to fire at least one of the previously described triggers (including the proposed
e× j ).

• The event must contain one isolated lepton (µ or e) with pT > 19 GeV/c and |η|6 2.1
(6 2.4) for muons (electrons) and no other lepton above 10 GeV/c.

• Exactly two uncalibrated jets must havepT > 30 GeV/c and|η|6 2.5 and no other jet has
to be present withpT > 20 GeV/c.

• Both jets should have a positive b-tagging discriminator value.

• The event should haveEmiss
T > 30 GeV.

• The transverse mass of theW-bosonMW
T should be less than 100 GeV/c2.

Details on the effect of the pre-selection cuts are given in Table8.24. Note, that as in
Section8.4.2, the multi-jet QCD contribution is neglected.

8.4.4.2. Genetic algorithm analysis.The following observables have been chosen in order to
further discriminate between signal and background after pre-selection: (i) the jetb-tagging
discriminants; (ii) the calibrated jet transverse momenta; (iii) the mass of the reconstructed
top; (iv) |6(t, b̄)|; (v) the scalar sum of the transverse momenta of all the reconstructed
objects. The reconstructed top quark is formed by the reconstructedW and one of the two
b-jets, chosen according to the value of the “jet charge” (Q j , see Section8.4.1.2). Since in
top decays theW and the originalb quark have opposite sign of the charge, the jet withQ j

“most opposite” to theW is used for top reconstruction, leading to a probability of 67% to
identify the correct pairing.

The cuts on these variables are optimised by means of thegarcon program [63]. The
surviving events after these cuts are shown in cascade in Table8.25. With this selection, after
an integrated luminosity of 10 fb−1 one gets:NS/NB ≈ 0.13.
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Table 8.25.Final cuts and their efficiencies, with respect to the preselected samples, for the signal
and the main backgrounds. Fors- andt-channel andWbb̄ samples the finalW-boson decays into
lepton (e, µ, τ ) and neutrino.t t̄ samples includes allW-boson decay modes.

Cut s-channel t-channel t t Wbb̄

b-tag(j1)> 0.4, b-tag(j2)> 0.1 85% 75% 78% 85%
pT( j1) > 50 GeV/c, pT( j2) > 50 GeV/c 68% 53% 70% 37%
120< M(lνb) < 220 GeV/c2 52% 34% 46% 26%
25< pT(lνb) < 160 GeV/c 48% 32% 43% 26%
6T < 20 GeV/c 35% 15% 10.6% 12.5%
HT < 340 GeV/c 27% 10.7% 5.4% 11.1%
number of surviving events 273± 4 630± 14 1260± 60 155± 12

Table 8.26.Number of selected events after 10 fb−1 and systematic uncertainties.

sample selected 1σ JES b-tag Mtop PDF ISR/FSR

S: s-channel 273 — ±3 ±11 ±1.5 ±2 ±1.5
B: t-channel 630 ±25 ±8 ±25 — — —
B: t t̄ 1260 ±63 ±75 ±50 — — —
B: Wbb̄ 155 ±8 ±7 ±6 — — —

8.4.4.3. Systematic uncertainties.In addition to systematics described in Section8.4.1.4the
following sources of systematic uncertainty are considered:

• Top mass.The variation ofmt within ±2 GeV/c2 around top massmt = 175 GeV/c2 leads
to the relative systematic error on the selection efficiencyσ

mt
syst=0.5% for thes-channel

single top.
• Parton Distribution Functions. To extract the dependence on the PDF uncertainty, two

different PDF sets were used: CTEQ61and CTEQ6M [12]. The result isσPDF
syst =0.7%.

• Initial/Final State Radiation Modelling. The model parameters were varied in the ranges
3QCD=0.25± 0.1 GeV andQ2

max from 0.25 to 4ŝ (see [201]). The extreme values of the
efficiencies are taken as systematic error:σ rad

syst= 0.5%.

8.4.4.4. Background normalisation.The t t̄ events in Table8.26 are, in 41% of the cases,
t t̄ → l +νbl−ν̄b̄ events with a lepton missed, and in the remain casest t̄ → l +νbqq̄′b̄ events
with two jets missed (t t̄ → qq̄′bqq̄′b̄ events give a negligible contribution). These two
categories of events are very differently affected by the Jet Energy Scale variation. In general,
any variation going in the direction of more jets gives a better rejection of thet t̄ → l +νbqq̄′b̄
component with respect to the signal, while thet t̄ → l +νbl−ν̄b̄ events, having two quarks, are
affected almost in the same way as the signal.

• t t̄ → `± + X enriched control sample.In this case the difference with respect to
Section8.4.4.1 is the request of three jets instead of two and only the muon channel
is used. The selection efficiency fort t̄ → `± events is found to be 1.08%. The ratio
Rc1 between the efficiencies in the main sample and in this control sample isRc1 =

0.0149, whose variations under JES and b-tagging efficiency systematic shifts are1Rc1 =

±0.0015(JES)± 0.0003 (b-tag).
• t t̄ → `+`− + X enriched control sample.This sample is obtained by the same selection as in

Section 8.4.4.1, but two leptons with different flavours with the opposite sign are required.
The selection efficiency fort t̄ → 2l events is found to be 0.822%. The ratioRc2 between
the efficiencies in the main sample and in this control sample isRc2 = 0.0681, whose
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variations under JES and b-tagging efficiency systematic shifts are1Rc2 = ±0.0010(JES)
± 0.0004 (b-tag).

8.4.4.5. Results. The number of the selected signal (NS) and background (NB) events and
their estimated uncertainties are listed in Table8.26. The cross section is extracted as

σ =
Ntot − b0

− Rc1(Nc1 − b0
c1)− Rc2(Nc2 − b0

c2)

εL
, (8.14)

whereb0 is the sum of the non-top backgrounds in the main sample,Nc1 andNc2 are the total
events selected in the two control regions, andb0

c1 andb0
c2 are their contamination by non-top

backgrounds, single top and othert t̄ decays. The statistical error is evaluated to be 18%. The
total systematic uncertainty is 31%, where the largest contribution arises from the effect of the
JES uncertainty, on thet t single lepton background. The use of “Energy Flow” techniques,
including the charged tracks information, is expected to significantly reduce this uncertainty.
The total error, including also the 5% luminosity uncertainty, is 36%.

8.4.5. Conclusion

Selection strategies have been proposed for all the three single top production modes, and their
effectiveness is shown, taking into account the expected statistics after 10 fb−1. All analyses
will be systematics dominated. For thes-channel andtW-associated cases, control samples
have been proposed in order to constrain the dominantt t background.

The resulting signal-to-background ratio and the significance for thet-channel are:
NS/NB = 1.34 and Sstat = NS/

√
NS + NB = 37.0, with a statistical error of 2.7%, and a

systematic error excluding the 5% luminosity uncertainty of 8%, resulting in a total error of
10%. FortW-channel we expect to reach the significance of 4.2 (5.1) for the dilepton (semi-
leptonic) channel, increasing to 6.4 after combining the two channels. The total uncertainty is
±23.9%(syst.)±9.9%(MC) for dilepton and±16.8%(syst.)±15.2%(MC) for semi-leptonic
channels. The total systematic uncertainty for thes-channel is 31%. The total error, including
also the 5% luminosity uncertainty, is 36%.

8.5. Search for flavour changing neutral currents in top decays

8.5.1. Introduction

The study of Flavour Changing Neutral Current (FCNC) interactions plays an important role
in testing the Standard Model (SM) and probing new physics beyond it. The top quark is
regarded to be more sensitive to new physics than other fermions, due to its mass close to the
electroweak scale. Owing to the GIM mechanism of the SM, top quark FCNC interactions are
absent at tree level and extremely small at loop level.

In recent years a lot of work has been done to explore the top quark FCNC
couplings. On the theoretical side, various FCNC top quark decays and top-charm associated
production at high energy colliders were extensively studied in the SM [323, 324], the
Minimal Supersymmetric Standard Model (MSSM) [325–328] and other new physics
models [329–333]. In models beyond the SM the top quark FCNC branching fractions may be
significantly enhanced. Thus searching for top quark FCNC is a potentially powerful probe of
new physics. The CDF and DØ collaborations have reported interesting bounds on the FCNC
top quark decays [334–336]. The SM expectations for such top quark FCNC processes are far
below the detectable level but the MSSM can enhance them by several orders of magnitude
to make them potentially accessible at future collider experiments [337–339]. The theoretical
branching ratios and the experimental limits are summarised in Table8.27. Details of this
analysis can be found in [340].
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Table 8.27. Theoretical branching ratios of FCNC top quark decays in various models and
experimental limits.

Decay SM two-Higgs SUSY withR Exotic Quarks Exper. Limits (95% CL)

t → gq 5× 10−11
∼10−5

∼10−3
∼5× 10−4 < 0.29 (CDF+TH)

t → γq 5× 10−13
∼10−7

∼10−5
∼ 10−5 < 0.0059 (HERA)

t → Zq ∼10−13
∼10−6

∼ 10−4
∼ 10−2 < 0.14 (LEP-2)

8.5.2. Signal and background generation

Both thet → γq and thet → Z0q decay channels are investigated. The channelt → gq is not
studied because of its very high background. Thet t signal is generated withTopReX [44],
while pythia [184] is used for modelling of quark and gluon hadronisation. Thet t pair is
generated through gluon-gluon and quark-anti-quark annihilation, with subsequent SM decay
for one top (t → Wb) and FCNC decay of the other. Only leptonic decay channels ofZ andW
bosons are studied, where the lepton could be eithere orµ. Hadronic Z/W decays as well as
decays to tau leptons are not considered because of the large QCD background. On generator
level both top quarks are produced on-shell, with a mass ofmt = 175 GeV/c2, including the
effects of spin-state correlations on final decay products (γq, Z0q, Wb). Both ISR and FSR
are simulated with CTEQ5L PDFs. The generated events are passed through the full detector
simulation and digitisation, taking into account low luminosity pile-up.

Several SM processes contributing as background are studied:t t production, single top
quark production (t-channel),ZW+ jets, W W+ jets, Z Z + jets, W + jets, Z + jets, Zbb̄ and
QCD multi-jet production.

8.5.3. Selection strategies

The t → γq channel is well identified by a high-energy isolated photon accompanying the
FCNC top decay. One b-tagged jet and a light jet are also used to distinguish from the standard
t t̄ decays. For the FCNCt → γq channel our main selection cuts are: (a) single electron
or single muon’ trigger criteria at Level-1 and HLT levels; (b) one isolatede± (with pT >

30 GeV/c) or µ± (with pT > 20 GeV/c), and missing transverse energyEmiss
T > 25 GeV,

forming a transverse invariant massMT(bW) < 120 GeV/c2; (c) only one jet compatible
with b-jet with pT > 40 GeV/c, that in combination with theW candidate gives an invariant
mass in the range between 110 GeV/c2 and 220 GeV/c2; (d) one single isolated photon with
pT > 50 GeV/c; (e) one light-jet (not compatible with b-jet) withpT > 50 GeV/c; (f) an
invariant mass obtained from the combination of the photon and the light jet that lies in the
range between 150 GeV/c2 and 200 GeV/c2; (g) the transverse momentum of the photon +
light-jet system recoiling against the transverse momentum of the SM-decaying top quark
satisfying cosφ(t t) <−0.95.

The total efficiency for the signal isε = 0.021± 0.002. Only the SM backgroundst t and
EW single top (t-channel) contribute to the accepted background, with 54± 7 background
events accepted for a luminosity of 10 fb−1. The uncertainties are statistical only.

Adopting a factorisation method, QCD background is proven to be not dangerous for
the analysis: A set of independent cuts (hard jets, isolated hard lepton, isolated hard photon,
b-tagging) is applied to both QCD andt t background and the efficiencies for single cuts are
assumed to factorise. The b-tagging efficiency and the mistagging are 30% and 0.5%. The
number of surviving QCD events for this pre-selection is found to be 42 for a luminosity
of 10 fb−1, and the efficiency on thet t sample amounts to 2.5%. Assuming that after these
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Figure 8.17. Branching Ratios of a FCNC signal detectable at the 5 sigma level as a function of
the integrated luminosity, for theqγ (left) andq Z (right) channels, shown with (solid line) and
without (dashed line) systematic uncertainties.

cuts the further efficiency for the QCD backgrounds andt t is the same, leads to expect' 1
background events.

For the FCNCt → Z0q channel our main selection cuts are: (a) ‘double electron or
double muon’ trigger criteria at Level-1 and HLT levels; (b) two isolatede± (each withpT >

20 GeV/c) orµ±(each withpT > 10 GeV/c), having an invariant mass±10 GeV/c2 around
the nominalZ0 mass; (c) third lepton (e with pT > 20 GeV/c or µ with pT > 15 GeV/c),
which, in combination with the missing transverse energy (Emiss

T > 20 GeV) have a transverse
mass less than 120 GeV/c2; (d) only one jet compatible withb jet with pT > 40 GeV/c;
(e) invariant mass of candidateW andb jet in the range [110–220] GeV/c2; (f) one light-
jet (not compatible withb jet) with pT > 30 GeV/c (g) an invariant mass obtained from
the combination of the Z and the light jet that lies in the range between 110 GeV/c2 and
220 GeV/c2; (h) the transverse momentum of the Z + light-jet system recoiling against the
transverse momentum of the SM-decaying top quark satisfying cosφ(t t) < 0.

The total efficiency for the signal isε = 0.041± 0.002. A total of 1± 1 background
events are accepted for a luminosity of 10 fb−1. The SM backgroundt t → (νlb)(νlb) is the
only background that gives a significant contribution. The uncertainties are statistical only.

8.5.4. Sensitivity estimation

For the FCNC sensitivity estimation, it is assumed that new physics is observed when the
signal significance is 5 at least. When dealing with a small number of background (B) events
with respect to signal ones (S), an appropriate definition of significance is [49]:

S12 = 2
(√

B + S−
√

B
)
. (8.15)

S12 defines the probability (in number of sigmas) that a background with expected valueB
fluctuates above observed number of eventsS+ B with Poisson statistics. The number of
signal events for thet → Zq andt → γq channel can be expressed as:

S(t → Zq)= 2× B R(t → Zq)× Br (W → lν)× Br (Z → ll )× σ(t t̄)× L × ε(t → Zq)

S(t → γq)= 2× B R(t → γq)× Br (W → lν)× σ(t t̄)× L × ε(t → γq) (8.16)

where L = 10 fb−1, σ(t t̄)= 833 pb, B R(W → lν)= 0.2136, B R(Z → ll )= 0.0673
(l = e, µ), ε selection efficiency for the signal. From these formulae, the FCNC branching
ratios B R(t → Zq) and B R(t → γq) can be calculated for a given significance levelS12.
Without the inclusion of systematic uncertainties, the sensitivity for a significance level
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Table 8.28.Effects of systematic uncertainties on the five-sigma observable FCNC branching
ratios induced by different sources of systematic uncertainty. The last row indicates the smallest
five-sigma observable FCNC branching ratios for 10 fb−1 of integrated luminosity including all
sources of systematic uncertainty.

t → Zq (×10−4) t → γq (×10−4)

B R(stat) 11.4 5.7
jet energy scale +0.4 +0.6
b jet mistagging +0.2 +1.8
light jet antitagging +0.5 +0.9
lepton energy scale +2.4 +0.5
σ(t t) +0.1 +0.5
MC statistics in B +2.4 +1.3
MC statistics in S +0.7 +0.5
Luminosity +0.1 +0.5
B R(total) 14.9 8.4

of S12 = 5 is B R(t → Zq)= 11.4× 10−4 and B R(t → γq)= 5.7× 10−4, also shown in
Figure8.17.

The sources of systematic uncertainty are divided into two groups: those related to
detector effects and those related to theoretical issues. For both kind of sources, the impact
on the selection efficiency and the surviving number of background events is evaluated.
Experimental effects considered here include: (a) the lepton energy scale uncertainty,
accounted for with relative increase/decrease of the reconstructed photon and electron four-
momenta by±0.005; (b) the jet energy scale uncertainty, expected to lie in the range from
±5% at pT = 20 GeV/c to ±2.5% at pT > 50 GeV/c, and totally correlated to missing
energy uncertainty (assumed to be±5%, [320]); (c) b-tagging uncertainty (4% after 10 fb−1

integrated luminosity [285]), that is studied by assuming a non-b-tagged jet is actually a
b-tagged jet 4% of the time; (d) uncertainty in anti-tagging b-jet instead of non-b ones (4%
after 10 fb−1 integrated luminosity), simulated by assuming a b-tagged jet is a non-b-tagged
jet with the same probability.

The impact of the single sources of systematic uncertainty is detailed in Table8.28.
Experimental sources of systematic uncertainties, such as the control of the lepton energy
scale and of the b-tagging procedure are expected to be the most significant. The statistical
uncertainty on the prediction of the background level of this analysis has a large contribution
to the global systematic uncertainty. Refined techniques for the background estimation will
reduce this uncertainty once data will be available.

Including all systematic uncertainties, the smallest detectable FCNC branching ratios,
for a five-sigma sensitivity and 10 fb−1 of luminosity, areBR(t → Zq)= 14.9× 10−4 and
B R(t → γq)= 8.4× 10−4. Under the assumption that the selection efficiency is unaffected
by moderate instantaneous luminosity increases (i.e., pile-up), the decrease in the upper limit
on the branching fraction with increasing luminosity can be evaluated in a straightforward
way. Figure8.17shows the branching ratio for both channels as a function of the integrated
luminosity. An improvement in the branching ratio limits by a factor of 2 is expected for a
luminosity increase by a factor of 5.
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Chapter 9. Electroweak Physics

9.1. Production of W and Z bosons

9.1.1. Introduction

The reactionspp→ W + X andpp→ Z + X with subsequent leptonic decays of the massive
electroweak vector bosons,W → `ν and Z → `+`−, have a large cross section and are
theoretically well understood. Cross sections above 10 nb (1 nb) are expected at the LHC
for the W → `ν (Z → `+`−) channel in the fiducial region of the CMS detector. Hence
these reactions are useful for many purposes, including a precise luminosity monitor, a high-
statistics detector calibration tool and to demonstrate the performance of the CMS experiment.
These reactions will be among the first to be measured at the LHC.

Here we discuss prospects for precise measurements of the reactionspp→ Z + X
and pp→ W + X at the LHC using the decays of the gauge bosons into electrons and
muons. Studies have been performed based on Monte Carlo samples generated withpythia

including realistic detector simulation and addressing the most relevant systematic effects.
The potentially most dangerous background in these analyses consists of QCD events
with leptons from hadron decays or tracks misidentified as leptons. However, these lepton
candidates are associated to jets and can be largely suppressed using isolation algorithms.

Robust criteria are developed which allow for a low-background event selection which is
rather insensitive to detector inhomogeneities. This robust selection is considered as especially
useful for the CMS startup phase. The results show that a determination of theW andZ rates
with an experimental precision on the percent level is feasible already in the early phase of
the experiment.

9.1.2. W/Z into electrons

The process pp→ ZX and pp→ WX with subsequent decay ofZ andW into electrons is
studied using the full CMS detector simulation and analysis scheme. The aim is to define
some baseline selection which is suppressing background to a very small level and detector
inhomogeneities can be controlled. This selection can thus be considered as especially useful
for the CMS startup phase. Details can be found in [341].

Electron (positron) candidates are selected with the following criteria [313]:

• The minimalET of the electromagnetic cluster has to be larger than 20 GeV with|ηcluster|<

1.4 for barrel electron candidates and 1.6< |ηcluster|< 2.4 for endcap electron candidates.
• The cluster should be consistent with the shower shape expected for electromagnetic

showers. The spread of the electromagnetic shower along theη direction is rather insensitive
to bremsstrahlung, thus allowing a good separation of signal and background shower
shapes. Therefore it is required that the spread of the electromagnetic shower inη with
respect toη of the supercluster,σηη, is smaller than 0.01.

• The energy deposit in the associated hadron calorimeter cluster should be very small. For
this selection the ratioEHad/EEM has to be smaller than 0.05.

• In order to be identified as an electron, a reconstructed track has to be matched with the
cluster such that1R< 0.15 (where1R =

√
1φ2 +1η2). Furthermore, it is required that

the ratio of the cluster energy and the track momentum,E/P, is larger than 0.9 and that
|1/E − 1/P|< 0.02.

• Finally, it is required that the electron candidate is isolated. The transverse momentum sum
of all other tracks found within a cone radius1R of 0.35 divided by the electron candidate
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Figure 9.1. Left: Reconstructed and generatedZ mass distribution with all cuts. Right: Generated
rapidity distribution for all Z candidates and for those where both electrons were generated
within the geometrical acceptance of the electromagnetic calorimeter. For comparison, the rapidity
distribution of the finally acceptedZ events is already shown here.

transverse supercluster energy has to be smaller than 0.2. Only tracks with a transverse
momentum above 1.5 GeV/c and with at least four hits in the central tracker which are
close to the interaction vertex are considered.

9.1.2.1. pp→ Z → eeX Selection. We analyse events where one e+e− pair consistent with
the Z mass is found (if more than two electrons pass the selection criteria, only those two
with the highest transverse momenta are considered). The generated and reconstructed mass
distribution are shown in Figure9.1 (left). For now, the “electron” clusters are not corrected
for bremsstrahlung within the tracker and the reconstructedZ peak is found to be about 1 GeV
lower than the generated one.

Using this selection, the rapidity distribution of the acceptedZ events is shown in Fig.9.1
(right). In addition, the rapidity distribution of the potentially accepted Z bosons, separated for
the three cases where both decay electrons are within the acceptance of the barrel calorimeter
(BB) |ηBB|< 1.4, both within the endcaps (EE) 1.6< |ηEE|< 2.4 or one within the barrel and
the other one in the endcaps (EB) are also shown. In the case that both generated electrons are
in the barrel, aZ detection efficiency of about 60% is reached.

Here the electron efficiency is defined by the ratio of reconstructed electrons from
acceptedZ events to the number of electrons from generatedZ events, where the generated
electrons fulfilled the condition|ηe

gen|< 1.4. Fig. 9.2 (left) shows the efficiency distribution
for all supermodules folded such that the localφ angle for all odd supermodules goes from
0–20 degrees and for all even supermodules from 20–40 degrees.

The efficiency drop of about 10% between the supermodules is clearly visible with
the available sample ofZ events corresponding to roughly 0.2 fb−1. Similar inefficiencies
were found in theη direction at supermodule boundaries. From the analysis of the
reconstruction efficiency as function of the phi angle, we get an efficiency of 27.1%± 0.4% (if
the inter-supermodule regions are excluded) while the average over the whole phi range is
26.5± 0.4%.

The averageZ efficiency, when both electrons are generated and reconstructed in
the barrel calorimeter, is found to be 57.3± 0.2% (where the uncertainties are from
the finite number of Monte Carlo events). Half the efficiency loss is caused by the
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Figure 9.2. Left: The electron reconstruction efficiency in Z→ e+e− events as a function ofφ, all
even and odd numbered supermodules are folded such that the odd (even) numbered supermodules
always cover localφ angles from 0 to 20 degrees and from 20 to 40 degrees respectively. The
dotted line corresponds to the average efficiency 57.3± 0.2% over the wholeφ range and the
solid lines correspond to the average efficiency 58.4± 0.2% with the gap regions excluded. Right:
Generated (solid line) and reconstructed (dashed line) transverseW mass. TheW transverse mass
is reconstructed from the electron four-momentum and the missing transverse energy. In this plot,
only events with no reconstructed jet above 20 GeV transverse energy are included.

shower-shape requirement, and another quarter by the energy-momentum matching
requirement. If events, where at least one electron is reconstructed within the gaps, are
removed, the average efficiency is found to be 58.4± 0.2%. Assuming that the produced
electrons must be homogeneous inφ and that the effects from geometrical gaps can be
monitored with some reasonable statistics, it should be straightforward to correct for the
detector gaps. Already with the available statistics used for this study, the corrections for
the efficiency loss in the gaps can certainly be determined with a relative accuracy smaller
than about 25%. This number is estimated from comparing the minimal efficiency in the gap
and the efficiency in the non-gap regions.

We conclude that already with a few 100 000 reconstructedZ events, collected at the
early stage of the experiment, an efficiency determination with a systematic accuracy of better
than 1–2% should be possible. Obviously, with the much larger statistics of a few millionZ
events, these uncertainties can be further reduced. Once data from the CMS detector becomes
available, these cuts can be applied on one electron and varied on the other electron to compare
the selection efficiency in data and Monte Carlo simulation. This can be used to further
improve the detector simulation and to better access systematic uncertainties.

9.1.2.2. pp→ W → eνX Selection. In order to pass the W→ eν selection, events must
have exactly one electron candidate in the barrel fulfilling the requirements described above,
and missing transverse energy associated with the neutrino: a cut on the transverse mass of
the eν system is applied. The transverse massmT is defined as follows:

mT =

√
2p(e)T p(ν)T (1− cos1φ) (9.1)

where p(e,ν)T is the (reconstructed) transverse momentum of the electron and the neutrino
respectively and1φ is the azimuthal angle between the electron and the neutrino.
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The missing transverse energy can be determined in several ways, for example:

1. From the vector sum of all clusters in the calorimeter.
2. From the vector sum of hard objects only.

In the electromagnetic calorimeter, the electron transverse energy can be measured
accurately. However, the reconstructed transverse missing energy shows a significant bias.

Suspecting that low energy objects (randomly distributed across the detector) are
responsible for this bias, we follow the second approach: We select reconstructed jets with
a transverse energy above 20 GeV and absolute pseudorapidity less than 2.4 and reconstruct
the missing transverse energy only from these jets and the electron. Here we use uncalibrated
jets, i.e. whenever we refer to the jet energy we mean raw jet energy.

To study this possibility in more detail, we split our sample into events without jets (as
defined in the previous paragraph) and events with one or more jets. Note that in the case of
zero accepted jets, only the electron is used to calculate the neutrino transverse energy which
is then very close to the electron transverse energy (pointing into opposite directions inφ).
The transverse mass is equal to twice the electron transverse energy in this case.

No systematic bias is found with this method and the mean value is close to zero. We thus
use this method to reconstruct the neutrino transverse energy. The reconstructedW transverse
mass is shown in Fig.9.2(right). For the purpose of this analysis and the counting of resonant
W events, we require the transverse mass to lie in the interval 60 to 100 GeV/c2.

We consider two sources of systematic uncertainties here: The uncertainty due to
inhomogeneities in the detector geometry and the uncertainty related to the jet veto. We expect
that the uncertainty from the reconstruction efficiency as function of the electron azimuthal
angle for the efficiency correction will be similar as for theZ selection.

To address the effect of the scale uncertainty of the absolute calibration on the jet
definition, we investigated the changes in the selection efficiency when moving the threshold
transverse energy for the jet definition. It follows that for a cut on the transverse jet energy at
20 GeV, the efficiency slope is roughly 0.1% (absolute) per GeV, corresponding to a relative
uncertainty of about 0.25% per GeV.

Assuming a jet energy scale uncertainty of 15% at the LHC startup we obtain an efficiency
uncertainty of 0.75% relative. For 5% uncertainty in the jet energy scale expected after the
final detector calibration), this value reduces to 0.25%.

The efficiency change due to the jet veto can also be estimated directly from Z→ e+e−

events (applying a jet veto to these events). In the future, this can be done directly from the
data recorded with the CMS detector. Thus with the expected large data samples of Z→ e+e−,
remaining differences between data and Monte Carlo can be studied and corrected with very
small uncertainties.

9.1.3. W/Z into muons

Simple sets of cuts can be used in CMS to select large statistics samples ofZ → µµ and
W → µν events with high purity. They are described in detail in Ref. [342] and summarised
here.

The Z → µµ selection criteria have been chosen to minimise uncertainties from the
muon chamber response and from the matching between the inner tracker and the muon
spectrometer. The basic idea is to accept events in which one of the muons is reconstructed
as an isolated track in the central tracker detector, even if no associated track in the muon
spectrometer is present. This results in a more uniform efficiency as a function of the pseudo-
rapidity, as observed in Fig.9.3 (left). From the kinematics point of view only muons with
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Figure 9.3. Left: Muon efficiency as a function of pseudo-rapidity in the selectedZ → µµ

sample. Two cases are considered: a selection using only muons reconstructed in the muon
chambers (dashed histogram) and the selection described in the text (solid histogram), which also
accepts isolated tracks in the inner tracker. For this test, no HLT trigger criteria have been applied.
Right: HLT efficiency on the selectedZ → µµ sample as a function of the pseudorapidity of one
of the muons. All but the HLT trigger criteria have been applied. The regions at|η| ≈ 0.25 and
|η| ≈ 0.8, with a slightly lower trigger efficiency, are visible. The fraction of events triggered by
dimuon and single-muon triggers are also shown.

pT > 20 GeV and pseudorapidity|ηµ|< 2.0 are considered in the present analysis. A dimuon
mass window of±30Z = 7.5 GeV around the reconstructed Z mass is used. Figure9.3
(right) shows the efficiency of the HLT criteria on the selected sample as a function of
the muon pseudo-rapidity. One can clearly observe two regions with smaller efficiency,
around|η| ≈ 0.25 and|η| ≈ 0.8, where transitions between two muon wheels take place. The
efficiency is dominated by the dimuon component, which represents a unique tool to study
the performance of the single-muon subtrigger, which is of relevance for other selections, like
W → µν.

Even if the rate ofW → µν events is expected to be larger than theZ → µµ rate by
an order of magnitude, the experimental context is more demanding due to a lower trigger
efficiency, only moderate transverse missing energy in the event, the absence of a precise mass
constraint and a full dependence on tracker and muon spectrometer behaviours. This will lead
to larger experimental uncertainties, which can be studied with theZ → µµ data samples. The
selection ofW → µν events uses the sameη cut but a higherpT threshold, 25 GeV, due to the
higher threshold for the single-muon trigger. Figure9.4 shows the transverse invariant mass
distribution of the muon-Emiss

T system inW → µν events, compared to QCD expectations.
Systematic uncertainties in the determination ofZ → µµ andW → µν acceptances are

summarised in Tables9.1and9.2. The various sources of uncertainties are discussed in detail
in Ref. [342]. Most of them are evaluated for a CMS detector calibrated with 1 fb−1. The
experimental components are well under control in the case of theZ → µµ selection, with the
limited knowledge on the track efficiency as the dominant source. In theW → µν case, many
of them contribute at a similar level, withEmiss

T providing the largest uncertainty. Concerning
theoretical sources, the bosonpT uncertainties are the dominant contribution. They are
estimated from a comparison between LO and NLO CMS simulations using MC@NLO as
event generator [343], as shown in Fig.9.5.

The results of the study can be summarised in terms of cross section measurement
accuracies, for 1 fb−1 of integrated luminosity, as follows:1σ/σ(pp→ Z + X →

µµ+ X)= 0.13 (stat)± 2.3 (syst.)± 10 (lumi)% and1σ/σ(pp→ W + X → µν + X)=

0.04 (stat.)± 3.3 (syst.)± 10 (lumi)%, where luminosity represents the dominant
uncertainty which will eventually decrease to 5% with more integrated luminosity.
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Table 9.1.Relative systematic uncertainties on the acceptance for theZ → µµ sample.

Source Uncertainty (%)

Tracker efficiency 1
Magnetic field knowledge 0.03
Tracker alignment 0.14
Trigger efficiency 0.2
Jet energy scale uncertainties 0.35
Pile-up effects 0.30
Underlying event 0.21
Total exp. 1.1
PDF choice (CTEQ61 sets) 0.7
ISR treatment 0.18
pT effects (LO to NLO) 1.83
Total PDF/ISR/NLO 2.0
Total 2.3

QCD backgrounds seem to be under control, even if final checks with data will be necessary
to determine the level of background with more precision.

Therefore, rates within the fiducial volume of the detector can be determined with high
accuracy, even for the first stages of the LHC (≈ 2.3% for Z → µµ and≈ 3.3% forW → µν).
These uncertainties will be significantly reduced with the use of the next generation of NLO
Monte Carlos and final detector calibrations, and allow these reactions to be used to determine
the luminosity.

9.1.4. Parton distribution functions and parton luminosities

The production of inclusiveW andZ events is theoretically well understood and the couplings
to quarks and leptons have been measured with accuracies of 1% or better. Thus, it follows
from the previous sections that a precise counting ofW → eν, µν andZ → ee, µµ events is
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Table 9.2.Relative systematic uncertainties on the acceptance for theW → µν sample.

Source Uncertainty (%)

Tracker efficiency 0.5
Muon efficiency 1
Magnetic field knowledge 0.05
Tracker alignment 0.84
Trigger efficiency 1.0
Transverse missing energy 1.33
Pile-up effects 0.32
Underlying event 0.24
Total exp. 2.2
PDF choice (CTEQ61 sets) 0.9
ISR treatment 0.24
pT effects (LO to NLO) 2.29
Total PDF/ISR/NLO 2.5
Total 3.3
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Figure 9.5. Left: Comparison between LO and NLO predictions for the muonpT distribution
in Z → µµ selected events. Both histograms have been normalised to the total number of
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MZ − 60Z < Mµµ < MZ + 60Z Right: Comparison between LO and NLO predictions for the
muon pT distribution in W → µν selected events. Both histograms have been normalised to
the total number of events generated in the fiducial volume:|ηµ|< 2.5.

equivalent to a precise measurement of the quantity∫
q,q̄ partons

dx1 dx2 σqq̄→W,Z × L pp × P DF(x1, x2, Q2), (9.2)

whereL pp is the LHC integrated luminosity,σqq̄→W,Z is the cross section for inclusiveW or
Z production at the partonic level andP DF(x1, x2, Q2) denotes the probability to produce
quarks and anti-quarks with proton fractionsx1 and x2 at a scaleQ2. The prospect studies
of Ref. [342], summarised in Table9.3, show that uncertainties on the parton distribution
functions (PDF) have a relatively small influence on the experimental acceptance for the rates,
but a large effect on the global rate expectations.

We conclude from Table9.3 that a comparison between theory and experiment with
a 6–7% accuracy is possible. This comparison provides a measurement of the integrated
luminosity L pp with a similar level of precision. The small theoretical uncertainties
on the experimentally measured rate (from the acceptance uncertainty) allow precise
measurements of cross section ratios, such asσ(pp→ Z Z + X)/σ (pp→ Z + X), in which
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Table 9.3.Estimated uncertainties in the rate and in the acceptance for thepp→ Z + X → µµ+ X
and pp→ W + X → µν + X processes. The global rate is referred to the fiducial volumes used in
Ref. [342], which include a pseudorapidity cut of|ηµ|< 2.5.

Z → µµ W → µν

Global rate uncertainty (%) +5.8
−7.9

+5.6
−7.4

Acceptance uncertainty (%) +0.4
−0.7

+0.6
−0.9

PDF and luminosity uncertainties cancel. Current studies within theoretical and experimental
communities [344] aim to a further reduction of uncertainties associated to PDFs. Finally,
PDF validity tests and further reductions in the acceptance uncertainty (below the percent
level) will require dedicated studies of the lepton rapidity distributions observed in data, like
those suggested in Ref. [345].

9.2. Muon pairs from the Drell–Yan process

9.2.1. Introduction

In the Standard Model, the production of lepton pairs in hadron-hadron collisions, the
Drell–Yan (DY) process [346], is described bys-channel exchange of photons orZ bosons.
The parton cross section in the lepton-pair centre-of-mass system has the form:

dσ

d�
=
α2

4s
[ A0(1 + cos2 θ)+ A1 cosθ ] (9.3)

whereσ =
4πα2

3s A0 and AFB =
3
8

A1
A0

are the total cross section and the forward-backward
asymmetry, andθ is angle of lepton in the dilepton rest frame with respect to the quark
direction. The termsA0 and A1 are fully determined by the electroweak couplings of the
initial- and final-state fermions. At theZ peak theZ exchange is dominating and the
interference term is vanishing. At higher energies both photon andZ exchange contribute
and the large value of the forward-backward asymmetry is due to the interference between
the neutral currents. Fermion-pair production above theZ pole is a rich search field for
new phenomena at present and future high energy colliders. The differential cross section is
sensitive to manifestation of new physics from a multi-TeV scale by adding new amplitudes or
through their interference with the neutral currents of the SM. At hadron colliders the parton
cross sections are folded with the parton density functions (PDF):pp→ l1l2

d2σ

dMll dy
[ pp→ l1l2 + X] ≈

∑
i j

(
fi /p(x1) f j/p(x2)+ (i ↔ j )

)
σ̂ (9.4)

whereσ̂ is the cross section for the partonic subprocessi j → l1l2, Mll =
√
τs =

√
ŝ the mass

of the lepton-pair system,y the rapidity of the lepton pair,x1 =
√
τey andx2 =

√
τe−y the

parton momentum fractions, andfi /p( p̄)(xi ) the probability to find a partoni with momentum
fractionxi in the proton.

The total cross section and the forward-backward asymmetry are function of observables
which are well measured experimentally for final states containinge+e− or µ+µ−: the
invariant mass and the rapidity of the final-state lepton pair. This allows to reconstruct the
centre-of-mass energy of the initial partons, even if their flavours are unknown. For a (x1> x2)
pair of partons we have 4 combinations ofup-or down-type quarks initiating the interaction:
uū, ūu,dd̄, d̄d. In pp collisions the anti-quarks come always from the sea and the quarks can
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Table 9.4.x1 andx2 for different masses and rapidities.

y 0 2 4 0 2 4 0 2 4

M = 91.2 GeV/c2 M = 200 GeV/c2 M = 1000 GeV/c2

x1 0.0065 0.0481 0.3557 0.0143 0.1056 0.7800 0.0714 0.5278 -
x2 0.0065 0.0009 0.0001 0.0143 0.0019 0.0003 0.0714 0.0097 -

have valence or sea origin. Thex-range probed depends on the mass and rapidity of the lepton
pair as shown in Table9.4.

The results presented here extend the studies for the LHC SM workshop (see [158] and
references therein), using more data and the CMS full detector simulation and reconstruction.
More details can be found in [347].

9.2.2. Cross section measurements

Simulation of Drell–Yan events in proton-proton collisions at 14 TeV centre-of-mass energy is
performed withpythia 6.217 using the CTEQ5L parton distribution functions. The possible
contributions from higher-order terms in the dimuon production cross section are taken into
account by using aK factor of 1.3 as calculated with the programphozprms [348]. Eleven
samples of 10 000 events each with different cut-off values on the dimuon invariant mass are
generated:Minv > 0.2,0.5,1,1.5,2,2.5,3,3.5,4,4.5,5 TeV/c2. Only events with at least
two muons in the pseudorapidity range|η|6 2.5, with transverse momentumpT > 7 GeV/c
are preselected. No cuts on isolation of muons are made at the pre-selection stage. The total
efficiency for dimuon pre-selection,ε, is about 87% for a mass of 1 TeV/c2 and 96% for
a mass of 5 TeV/c2. To simulate the detector geometry, materials and particle propagation
inside the detector, thegeant 4-based simulation of the CMS detector is used.

The trigger simulation is based on the on-line reconstruction algorithms. Events are
selected by the single- and double-muon triggers. This means that at least one muon
candidate is within pseudorapidity region|η|6 2.1. The total efficiency of triggering
including reconstruction and trigger selection efficiency is 98% at 1 TeV. There is significant
decrease in trigger efficiency after applying calorimeter isolation cuts (down by 15%). The
tracker isolation practically does not affect the trigger efficiency. Thus the additional cuts on
calorimeter and tracker isolation of muon tracks are not applied in this analysis.

The off-line muon reconstruction algorithm is applied only to events which have passed
trigger selection. At the off-line level two muons inside the CMS acceptance|η|6 2.4 are
required. The overall efficiency of the full reconstruction procedure taking into account trigger
and off-line reconstruction inefficiency is between 97% and 93% for a mass range of 0.2 to
5 TeV/c2, as shown in Fig.9.6 (left). In the case of an ideal detector the mass resolution
smearing for fully-reconstructed events is between 1.8% and 6% for the same mass range,
Fig. 9.6 (right). The effect of misalignment on the mass resolution varies from 1.1% up to
2.3% (1.3%) for theFirst Data (Long Term) scenarios at theZ and from 5% up to 25% (6%)
for 3 TeV/c2.

The cross sections of Drell–Yan production for the simulated CMS runs are shown in
Table9.5. The non-reducible backgrounds considered are vector boson pair productionZ Z,
W Z, W W, t t production etc. The simulation and pre-selection of background events is done
with the same cuts as for the signal above. In the SM the expected leading-order cross
section of these events is negligible in comparison with the Drell–Yan one, see Table9.5.
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Figure 9.6. Left: dimuon reconstruction efficiency, and right: invariant mass resolution; both as
function of the invariant mass cut.

Table 9.5.Leading-order cross sections of Drell–Yan, preselected Drell–Yan, dibosons (Z Z, ZW,
W W) andt t events in fb. The CTEQ5L parton distributions are used.

Mµ+µ− ,TeV/c2 > 1.0 > 1.5 > 2.0 > 2.5 > 3.0 > 4.0

Drell–Yan 6.61 1.04 2.39· 10−1 6.53· 10−2 1.97· 10−2 2.09· 10−3

Pre-sel. D-Y 5.77 9.53· 10−1 2.24· 10−1 6.14· 10−2 1.87· 10−2 2.00· 10−3

Dibosons 2.59· 10−4 1.51· 10−4 5.6 · 10−5 2.26· 10−5 9.06· 10−6 1.66· 10−6

t t 2.88· 10−4 2.58· 10−4 1.55· 10−4 7.02· 10−5 2.93· 10−5 3.65· 10−6

Table 9.6.Relative errors of the Drell–Yan muon pairs cross section measurements in the fiducial
volume.

Mµ+µ− , Detector Statistical Statistical Statistical Theor. Syst.
TeV/c2 smearing 1 fb−1 10 fb−1 100 fb−1

> 0.2 8 ·10−4 0.025 0.008 0.0026 0.058
> 0.5 0.0014 0.11 0.035 0.011 0.037
> 1.0 0.0049 0.37 0.11 0.037 0.063
> 2.0 0.017 0.56 0.18 0.097
> 3.0 0.029 0.64 0.134

Theττ background (fromτ decaying toµ and neutrinos) is 0.8% at the Z pole and 0.7%
for masses above 1 TeV/c2. The background from Drell–Yan production ofqq̄ pairs (mostly
semi-leptonic b or c decays) is 0.3% at the Z pole without applying any isolation cuts and
below 0.1% for masses above 1 TeV/c2. The other background sources are negligible. If the
need arises they can be further suppressed by acoplanarity and isolation cuts in the tracker.

The main experimental systematic effects in the cross section measurement arise from the
total muon inefficiency and momentum resolution. The latter is very important at high mass
as smearing from lower masses from the steeply falling Drell–Yan spectrum can contaminate
the high mass measurements, especially if the tails of the momentum resolution are not
under control. The main sources of systematic uncertainties on the momentum resolution
come from the alignment of the muon chambers and the central tracker, both at start-up and
high luminosity.

The statistical errors for 1, 10 and 100 fb−1 runs, the systematic uncertainty due to
smearing in the detector and from theory side are given in Table9.6. The modification of
the measured cross section due to uncertainty of the mass resolution does not exceed 2.9%
which is reached for a mass of 3 TeV/c2, see Table9.6. This has been estimated by applying
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an additional smearing to the dimuon mass (see [99,347]). The misalignment does not affect
the efficiency of dimuon reconstruction for any masses [99]. Taking into account the trigger
efficiency changes from 98.5% to 97% for masses from 0.2 to 5 TeV/c2, very conservatively
we may assign half of this change with mass, i.e., 0.75%, as a systematic uncertainty.

An important ingredient in the cross section measurement is the precise determination
of the luminosity. A promising possibility is to go directly to the parton luminosity [345] by
using theW±(Z) production of single (pair) leptons. New estimates show that in this way the

systematic error onσ highQ2

DY relativeto σZ can be reduced to≈ 5–12% [349].
On the theory side we consider several sources of systematic uncertainties. Higher order

QCD corrections are often taken into account withK -factor of 1.3 as calculated with the
programphozprms [348]. It is expected that the total value of additional NNLO contributions
does not exceed 8% .

A full-scale analysis of experimental data (comparison data with theory, taking into
account acceptance corrections for precise measurement ofσ and AFB at large centre-of-
mass energieŝs) requires good knowledge of the different types of genuine electroweak
(EW) radiative corrections to the DY process: vertex, propagator, EW boxes. A complete
one-loop parton cross section calculation has been included in [158] and confirmed in [350].
The EW corrections change the cross section by 10–20%. The calculation [105] of the weak
radiative corrections to the Drell–Yan processes due to additional heavy bosons contributions
shows that these corrections are about 2.9% to 9.7% for mass region between 0.2 TeV/c2 and
5 TeV/c2.

The phenomenological origin of PDF gives one additional systematic error. First of
all, estimates of cross section obtained by using different sets of structure functions do not
give exactly the same values. The results vary within±7% for Mll > 1 TeV/c2. The internal
PDF uncertainties are estimated using the LHAPDF library [95,351]. The PDF-dependence
of the acceptance efficiency is estimated by using the PDF sets CTEQ5L, CTEQ6L and
MRST2001E. The changes in the acceptance efficiency are up to 0.5%. The ambiguity in
the acceptance efficiency due to internal PDF uncertainties is larger, but less than 1.4% for
any mass region.

The summary of the estimated systematic uncertainties as function of the dilepton mass
is given in Fig.9.7. The CMS experiment has excellent potential to measure the cross section
for dimuon pairs up to the highest masses that will be accessible at the LHC, and to test the
Standard Model up to very high momentum transfers in a new and unexplored energy range.
Current uncertainties from theory are larger than the experimental uncertainties. The statistical
errors will dominate for invariant masses larger than 2 TeV/c2 even for 100 fb−1.

9.2.3. Prospects on the measurement of the forward-backward asymmetry

To measure the forward-backward asymmetry we need the original quark and anti-quark
directions of the initiating partons, but these are not known in the case ofpp experiments,
where the initial state is symmetric. In Ref. [96,112] it is shown that it is possible to
approximate the quark direction with the boost direction of the dimuon system with respect to
the beam axis. This is due to the fact that the valence quarks have on average larger momentum
than the sea anti-quarks, and therefore the dimuon boost direction approximates the quark
direction. The most unambiguous tagging occurs for large dimuon rapidity.

The approximation of the original quark direction forpp collisions leads to a flattening
out of the original asymmetry (≈ 0.61 for Drell–Yan events) by a factor of almost 2. However,
using multi-dimensional fits [111] or reweighting techniques depending on the mistag and
acceptance which are under development, we can measure the original asymmetry.
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Figure 9.7. Size of the EW corrections and the cross section uncertainties from PDFs, hard process
scale and detector understanding as a function of the dimuon invariant mass cut.

The accuracy of asymmetry measurements depends on:

• statistical uncertainty which grows with rising mass cut value, as the number of events for
integrated luminosity of e.g.

∫
Ldt = 100 fb−1 decreases with mass;

• systematic uncertainty from the variation of the mistag probabilities for various PDF sets,
typically below 10%.

We expect the systematic uncertainty to dominate the statistical one for integrated
luminosity of

∫
Ldt = 100 fb−1 and dimuon masses around 500 GeV/c2, while the statistical

one to be more important for dimuon mass cuts above 1000 GeV/c2.

9.3. Determination of the W mass

9.3.1. Introduction

The precise measurement of the mass of theW boson constitutes an important consistency
check of the Standard Model and, together with the top quark mass, is sensitive to
supersymmetric corrections. Such a precision measurement of theW mass at the LHC
becomes feasible because a huge sample of data available at the LHC will guarantee
a nearly negligible statistical uncertainty and a good control of the systematic effects.
Extrapolating from traditional approaches based on the reconstruction of the transverse mass

mT =

√
2pl

T pνT(1− cos(pl
T, pνT)) in leptonic W decays, the most relevant contributions to

the systematic uncertainties come from the lepton energy or momentum scale, the lepton
energy or momentum resolution, the modelling of the system recoiling against theW boson,
the parton distribution functions, theW intrinsic width, from radiative decays and from
backgrounds. To accomplish a competitive measurement of theW boson mass, new strategies
must be considered [352]. The most promising one consists in predicting the distribution
of experimental observables sensitive to theW mass, such as the transverse momentum
of the charged lepton (pl

T) and the transverse mass of the boson from the corresponding
distribution measured inZ boson decays into two charged leptons. The concept of transverse
mass measurement can be applied toZ boson events by regarding one of the reconstructed
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leptons as missing energy. The theoretical description of both decays is very similar and the
resulting distributions in transverse mass are comparable for a wide range in kinematics.

The advantage of this approach, conceptually discussed in [353], is that most of the
experimental and theoretical uncertainties, being common betweenW and Z, cancel in the
comparison, leading to a global reduction of the systematic uncertainty. The drawback is
a larger statistical uncertainty due to the smaller production rate ofZ bosons decaying
to charged leptons. Yet a statistical precision of order 10 MeV/c2 and 30 MeV/c2 for an
integrated luminosity of 10 fb−1 and 1 fb−1 respectively is anticipated. In order not to be
limited by statistics, the analyses are performed using large data samples produced with
the fast simulation of the CMS experiment [11]. Smaller samples of fully simulated events
are used for cross checks.

Two different ways to relateZ to W boson events are considered. One is based on the
comparison of the same experimental observables inW- and Z-events scaled to the boson
masses. The sensitivity of this method, which can take advantage of the precision calculation
of the theoretical ratio of theW and Z boson differential production cross-sections, is fully
addressed in the analysis of transverse energy distribution of the electrons fromW → eν
decays. An alternative approach considered in the analysis ofW → µν events consists of
predictingW boson distributions fromZ-events by means of kinematic transformations of
measuredZ events, parameterised as a function of the boson masses and widths. This more
phenomenological approach is exploited in the analysis of the transverse mass distributions,
and relies less on the theoretical prediction of the bosonpT.

9.3.2. Event selections

In order to obtain a clean signal ofW → lν decays, events that passed the High Level Trigger
(HLT) for single leptons are required to satisfy the following selection cuts: one isolated muon
with pT > 25 GeV/c within the pseudo-rapidity region|η|< 2.3 or one isolated electron
with pT > 25 GeV/c and within |η|< 2.4; missing transverse energyEmiss

T > 25 GeV; no
jets in the event withpT jet > 30 GeV/c; the transverse momentum of the system recoiling
againstW has to be lower than 20 GeV/c, measured from the leptonpT and the missing
transverse energy.

The difference in minimumpT of the charged lepton is determined by the single lepton
trigger threshold. The last two selection cuts are intended to selectW bosons produced with
a small transverse momentum. The selection efficiency is about 15% for the electron channel
and 25% for the muon channel, with a background at the percent level, dominated by leptonic
Z decays with one lepton outside the acceptance, as shown in Fig.9.8.

Z events used to predict theW distribution are also selected from the sample of events
passing the HLT for single leptons.Z candidates contain a pair of identified charged leptons
consistent with theZ mass hypothesis [352]. One of the two leptons, randomly chosen, is
removed from the event to mimic aW decay. The same selections discussed above are then
applied, with the cut values on the lepton quantities (minimum leptonpT and event missing
transverse energy) scaled by the ratioMZ/MW. This choice is intended to minimise kinematic
and acceptance differences inZ andW events and thus the theoretical uncertainties implied
by the above mentioned approaches.

9.3.3. W→ eν

The analysis strategy is based on the prediction of the experimental distribution of the electron
transverse energy inW events scaled to the boson mass from the corresponding distribution
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measured forZ bosons decaying intoe+e− pairs, along with the theoretical ratio between the
W andZ cross-sections, calculated at a fixed perturbative order. Ideally, the differential cross
section for theW boson can be predicted from the one measured forZ boson by scaling the
lepton transverse momenta with the boson masses,plept,Z

T = MZ/MW plept,W
T , as:

dσW

dplept,W
T


pred

=
MZ

MW
R(X)

dσ Z

dplept,Z
T

(
plept,Z

T =
MZ

MW
plept,W

T

)
meas

, (9.5)

where R(X)=
dσW

dXW /
dσ Z

dXZ is the ratio, deduced from theoretical calculations, between the

differential cross sections in terms of the scaled variableXV
=

plept,V
T
MV

, with V = W, Z. The
parameterMW can be extracted by fitting this prediction to the distribution forW events
observed in the experiment. In practice, additional corrections toR(X) are needed to account
for the acceptance toZ and W events and for the experimental resolution. This calls for
a detailed understanding of the detector response by means of Monte Carlo simulations
compared to control samples. Clearly, the definition ofR(X) is the most critical aspect and
must include both detector effects and theoretical predictions.

The results for 1 fb−1 of integrated luminosity using the technique just described are
shown in Fig.9.9. The statistical precision of the method is determined from the resulting
χ2 distribution. The evaluation of the systematic uncertainties affecting the measurement of
the W mass is performed by determining the distortions implied by the different systematic
effects mentioned above. The effects of instrumental origin have been studied by fixingR(X)
to the theoretical prediction exactly describing the samples of generated events (i.e. an exact
knowledge of the theory is assumed) and by introducing distortions and biases in the detector
response. The resulting shift inMW is assumed as the systematic uncertainty associated to
the effect. The detector response to electrons, the largest source of systematic uncertainty
of instrumental origin with this method, can be determined with the required precision from
Z → eeevents.

The prediction of the lepton transverse spectrum is plagued by large radiative QCD
corrections. Yet, in the method adopted, large cancellations occur andR(X) can be reliably
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Figure 9.9. Comparison of the scaled electronET spectra forZ (dots) andW boson (line) events
(left) andχ2 dependence onMW (right) for 1 fb−1 of integrated luminosity.

predicted. The uncertainty related to the missing orders in the perturbative expansion can
be quantified by the dependence of the available NLO prediction on the choice of the
renormalisation and factorisation scales. A conservative figure of 30 MeV/c2 for the mass
uncertainty is deduced. This will become the dominant error at 10 fb−1. Yet the reduction of
this error by extending the calculation one order higher inαS is technically feasible [353].

9.3.4. W→ µν

As a complementary method, the transverse mass distribution of W events in the muon
channel is modelled from Z→ µ+µ− events by a kinematic transformation. In the rest frame
of the Z boson, the lepton momenta are scaled such that their invariant mass distribution
represents that of theW boson [352]. After removing one randomly chosen muon to mimic a
neutrino, the whole system is boosted back into the detector frame, thus obtaining a template
for the expected distribution ofW events, which depends on theW and Z boson masses
and widths as parameters. By iterating the procedure for different W boson masses, the best
agreement with the observed transverse mass distribution inW events is determined using
a χ2 criterion. In practice, weighting factors take into account unavoidable differences
between theW andZ samples, such as the acceptance for the second lepton, photon radiation,
and differences inη and pT of W andZ bosons. Thus perfect agreement of the distributions
at the nominalW mass and for the simulated detector is ensured, while systematic effects are
studied by introducing distortions of experimental or theoretical origin. The resulting shifts in
the extractedW mass are taken as the related systematic uncertainties.

The dominant systematic error arises from scale and resolution uncertainties in the
missing energy determined from the calorimeters. These can be controlled by using theZ
sample, where the bosonpT can be measured from the two charged leptons, as is shown in
Fig. 9.10. The observed differences of 2% on the scale and 5% on the resolution are taken as
the systematic uncertainties.

9.3.5. Expected precision and systematic uncertainties

The expected size of various detector effects for the early detector operation, after the
analysis of an initial integrated luminosity of 1 fb−1, and for a better detector understanding
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Figure 9.10. Left: x-component of the calibrated missing transverse energy in the calorimeters
using the reconstructed muonpT in Z events, as a function of the transverseW boson momentum
at generator level. The slope of a fitted straight line is 0.98. Right: Difference between the
reconstructed missing energy in the calorimeters and the measured muonpT in Z events (red/grey
line) or theW bosonpT at generator level (black dashed line). The RMS of the distribution is
8.15 GeV for Z events and 8.65 GeV for W events.

expected after employing an integrated luminosity of 10 fb−1, is shown in Table9.7 for the
scaledpT-lepton method applied to the electron channel, and for the muon channel using the
transformation method.

The measurements of theW mass by means ofW → eν andW → µν decays are largely
independent. Common experimental uncertainties arise from the systematics involving the
missing transverse energy in the calorimeters.

Based on the estimated systematic errors, it is clear that the scaledpT -lepton method
suffers less from experimental systematic errors than the transformation method. If systematic
uncertainties arising from the theoretical prediction of the transverse momenta of theZ
and W bosons can be brought to a level of≈ 10 MeV/c2, the scaledpT -lepton method is
clearly the first choice. Using the scaledpT-lepton method in the muon channel leads to a
better statistical precision of 30 MeV/c2 for 1 fb−1 due to the higher acceptance for muons
compared to electrons. The total instrumental uncertainty of thepT-lepton method applied to
the muon channel is estimated from the findings in the electron channel and amounts to about
25 MeV/c2 for the initial measurement with an integrated luminosity of 1 fb−1. Uncertainties
due to the recoil modelling are fully correlated with the electron channel. The component of
the experimental error in common with the electrons amounts to about 20 MeV/c2. Clearly,
all theoretical uncertainties are of similar size and also correlated between the electron and
muon channels.

The transformation method has the advantage of providing templates for observables
in W events from measured observables inZ events. In particular, the measurement of the
transverse momentum ofZ bosons and the cross checks on the modelling of the missing
energy are of vital importance to quantify systematic uncertainties.

The combination of the electron and muon channels brings the statistical uncertainty
to a final precision of better than 10 MeV/c2 for an integrated luminosity of 10 fb−1, and a
systematic uncertainty of instrumental origin below 20 MeV/c2 should be within reach.
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Table 9.7. Expected systematic uncertainties onMW for the scaledET -lepton method with
electrons (upper part) and for theZ transformation method applied to the muon channel (lower
part). The first column lists the systematic effect considered, the second and third columns show
the assumed detector uncertainty for an initial integrated luminosity of 1 fb−1 and the resulting
uncertainty onMW. The last two columns show the extrapolation to an integrated luminosity of
10 fb−1, when the detector understanding is assumed to have significantly improved.

Source of uncertainty uncertainty1MW[MeV/c2] uncertainty 1MW [ MeV/c2]

with 1 fb−1 with 10 fb−1

scaled lepton-pT method applied to W→ eν
statistics 40 15
background 10% 10 2% 2
electron energy scale 0.25% 10 0.05% 2
scale linearity 0.00006/ GeV 30 <0.00002/ GeV <10
energy resolution 8% 5 3% 2
MET scale 2% 15 <1.5% <10
MET resolution 5% 9 <2.5% < 5
recoil system 2% 15 <1.5% <10
total instrumental 40 <20
PDF uncertainties 20 <10
0W 15 <15
pW

T 30 30 (or NNLO)

transformation method applied to W→ µν

statistics 40 15
background 10% 4 2% negligible
momentum scale 0.1% 14 <0.1% <10
1/pT resolution 10% 30 <3% <10
acceptance definition η-resol. 19 < ση <10
calorimeterEmiss

T , scale 2% 38 61% <20
calorimeterEmiss

T , resolution 5% 30 <3% <18
detector alignment 12 − negligible
total instrumental 64 <30
PDF uncertainties ≈20 <10
0W 10 < 10

9.4. Multi-boson production

9.4.1. Introduction

The study of multiple gauge-boson production at the TeV scale constitutes a unique
opportunity to test the Standard Model of Electroweak interactions at the highest possible
energies. The production ofW±Z0 and W±γ events at the LHC probes the triple gauge-
boson couplings and therefore the non-Abelian gauge symmetry of the Standard Model. On
the other hand, no neutral gauge-boson couplings exist in the Standard Model, thus anomalies
in Z0Z0 and Z0γ production, hinting at larges-channel contributions, could be the first
indirect manifestation of New Physics. In the following, the selections ofW±Z0 and Z0Z0

events are described, their signal-over-background ratio discussed and the outlook for an
early measurement of multiple gauge-boson production is assessed. Further details are given
in Ref. [354].

The multi-lepton final states of multiple gauge-boson production are an important
background in the search for New Physics, in particular Supersymmetry. A sound
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understanding of their production process is therefore needed in the first phase of LHC data-
taking before any discovery can be claimed. In particular,Z0Z0 production is an irreducible
background to the most-coveted discovery at the LHC: the Standard Model Higgs boson. Its
early measurement is therefore important.

The cross sections for multiple gauge-boson production at the LHC are of about 50 pb for
theW±Z0 channel and 20 pb for theZ0Z0 channel [158]. These large cross sections and the
clean signature of fully-leptonic final states makeW±Z0 andZ0Z0 production observable in
the early LHC data. Final states where the gauge bosons decay into electrons and muons are
considered:e±e+e−,µ±e+e−, e±µ+µ− andµ±µ+µ− for W±Z0 production ande+e−e+e− for
the Z0Z0 channel. The competing background processes are the Standard Model production
of gauge bosons and top quarks, which also yield leptonic final states.

9.4.2. Signal definition and modelling

Both theW±Z0 and Z0Z0 analyses focus on on-shell gauge bosons. On-shell production
of the W±Z0 final state proceeds mainly through thes-channel, involving aW W Z triple
gauge-boson coupling. Additional contributions from theW±γ ∗ final state through aW Wγ
coupling are effectively suppressed by constraining the mass of the observed lepton pair to
be compatible with aZ0 boson. Thepythia Monte Carlo generator [24] is used to model
W±Z0 production and subsequent decay into fully-leptonic final states. Gauge-boson decays
into tau leptons are also included. These tau leptons are left free to decay into either leptons
or hadrons.

Four-electron final-states can originate fromZ0Z0 production as well as via eitherZ0γ ∗

or γ ∗γ ∗ production. The requirement of on-shell boson is enforced by considering only
electron-positron pairs with a mass between 70 and 110 GeV/c2. The pythia Monte Carlo
is used to generate events of this process, with the additional requirement that the electrons
have a rapidity|η|< 2.7 and a transverse momentumpT > 5 GeV/c. Of all generated events,
72% are classified asZ0Z0 signal while 26% are ascribed to theZ0γ ∗ process and 2% to
theγ ∗γ ∗ process.

Taking into account the branching fraction into leptons,B, and the kinematic
requirements,εK I N , the relevant NLO cross sections using themcfm [56] Monte Carlo are:

σN L O ×B× εK I N (pp→ W+Z0
→ `+`+`−)= 1034 fb

σN L O ×B× εK I N (pp→ W−Z0
→ `−`+`−)= 630 fb

σN L O ×B× εK I N (pp→ Z0Z0
→ e+e−e+e−)= 18.7 fb

The NLO corrections correspond tok-factors of 1.9 and 1.4 forW±Z0 andZ0Z0 production,
respectively. The NNLO box-diagram contribution toZ0Z0 production is not taken into
account.

Three-lepton final-states fromW±Z0 and Z0Z0 production are collected with high
efficiency by the Level-1 and HLT electron and muon triggers. The Level-1 and HLT
efficiencies for events retained by the selections discussed below is 100% [76].

9.4.3. Background processes

The background to the selection ofW±Z0 and Z0Z0 events comprises other processes with
multiple leptons in the final states, some of which might be due to fake signals. The most
copious sources of multiple leptons at the LHC aret t andZ0bb production. The cross section
of these processes is large: 830 pb and 1492 pb, respectively, as calculated withmcfm at NLO.
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These processes may have two leptons in the final states from leptonic decays of theW
bosons arising fromt → Wbdecays or of theZ0 boson, respectively. The other leptons can be
produced in the direct or cascade decays of theb quarks. TheZ0bb process is modelled with
theCompHEP Monte Carlo generator [43,355] and thet t process with theTopReX Monte
Carlo program [44]. In addition, the special case in which four electrons are produced int t
events is considered in detail and modelled withpythia. Contributions fromWt andZcc to
the selected samples are negligible.

Events fromZ0Z0 production also constitute a background to theW±Z0 selection.
Events from the Z0γ ∗ and γ ∗γ ∗ processes are a background for both theW±Z0

andZ0Z0 analyses.

9.4.4. W±Z0 selection

Events with three charged leptons, either electrons or muons, withpT > 10 GeV/c and
|η|< 2.5, are considered by theW±Z0 selection. All possibleZ0-boson candidates from
same-flavours opposite-charge lepton pairs are formed. Events are retained if the mass of
the Z0 candidate is within 20 GeV/c2 of the Z0-boson mass,mZ . These criteria effectively
suppressZ0 decays into tau leptons. The background fromZ0Z0 final states is reduced by
rejecting events with a secondZ0 candidate with a mass within 40 GeV/c2 of mZ . The
remaining lepton is associated to theW±-boson decay; its transverse momentum must be
larger than 20 GeV. This criterion results in lower efficiencies for theW± boson decays in tau
leptons. The highest-pTlepton associated to theZ0 boson must satisfypT > 15 GeV/c. If the
event contains more than three leptons, the lepton with highestpT is chosen as originating
from theW±. The signal efficiency after these cuts is 9.2% while thet t , e+e−bb andµ+µ−bb
efficiencies are 0.7%, 0.4% and 0.6%, respectively.

Leptons from the decay ofb quarks in the background processes are produced in a
higher-multiplicity environment and isolation criteria suppress the background contamination.
Electrons associated to the W± boson must have no other charged track withpT > 2 GeV/c
within a 1R = 0.3 cone around their direction. All muon candidates must have an energy
measured in the calorimeters within a1R = 0.3 cone around their direction smaller than
5 GeV and the sum of thepT of tracks within a1R = 0.25 cone smaller than 2 GeV/c.
The significance of the lepton impact parameter in the plane transverse to the beam,SI P ,
discriminates against leptons from heavy-quark decays. This variable is defined as the ratio
between the measured impact parameter and its uncertainty and is required to satisfySI P < 3.
The signal efficiency after these cuts is 7.3% while thet t , e+e−bb andµ+µ−bb efficiencies
are 0.07%, 0.008% and 0.03%, respectively.

The t t and Z0 bb final states are associated with one or more hard jets and their
contribution is reduced by removing events containing at least a jet withET > 25 GeV. Only
jets outside cones of1R = 0.3 around the three leptons are considered. The reconstructed
mass of theZ0 boson is required to be within 10 GeV/c2 of mZ , leading to the total efficiencies
presented in Table9.8.

9.4.5. Z0Z0 selection

The Z0Z0 selection is based on events with four electrons, identified from superclusters in
the electromagnetic calorimeter matched with a charged track. The transverse momenta of
the electron candidates, ordered from the largest to the smallest, have to be above 30 GeV/c,
20 GeV/c, 15 GeV/c and 10 GeV/c, respectively. This cut suppresses the contribution from
the Z0γ ∗ andγ ∗γ ∗ final states and reduces by 30% and 60% thet t andZ0bb backgrounds,
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Table 9.8.Yield of theW± Z0 selection for an integrated luminosity of 1fb−1. Signal efficiencies
include gauge-boson decays into tau leptons.

e±e+e− µ±e+e− e±µ+µ− µ±µ+µ− Total Efficiency

W± Z0
→ `±`+`− 14.8 26.9 28.1 27.0 96.8 6.1%

Z0Z0 0.63 1.54 1.50 1.51 5.18 4.7%
t t 0.93 1.55 – 0.31 2.79 0.02%
µ+µ−bb – – 6.54 4.9 11.4 0.005%
e+e−bb 1.21 1.82 – – 3.03 0.005%

Table 9.9.Yield of the Z0Z0 selection for integrated luminosities of 1 fb−1 and 10 fb−1. The last
row indicates the signal significance, which include systematic effects.

Efficiency Nevents/1 fb−1 Nevents/10 fb−1

Z0Z0 38% 7.1 71.1
Z0γ ∗ 4.5% 0.16 1.60
Z0bb 0.07% 0.08 0.84
t t 0.06% 0.12 1.22
SL 4.8 13.1

respectively. Leptons fromb quarks decays in thet t and Z0bb background processes are
produced in association with hadrons. Their contribution is reduced by requiring the electrons
to be isolated: the ratio between the energy deposited in the hadronic and the electromagnetic
calorimeters must be below 8%; no more than two other charged track withpT > 2 GeV/c
must be within a1R = 0.3 cone around the electron;6i (pi

T − ET)i /ET < 0.34, whereET

is the transverse energy of the electron candidate and the sum runs on all tracks with
pT > 2 GeV/c within a1R = 0.3 cone around the electron.

Electron-positron pairs are combined to formZ0 candidates. Pairs with reconstructed
masses between 50 and 120 GeV/c2 are retained. Of the two possibleZ0Z0 pairings, the one
where theZ0 candidate masses are closest tomZ is chosen. This pairing is correct for almost
all events with two on-shellZ0 bosons. For 2.5% of the events, more than four electrons
are present and only theZ0Z0 pairing which contains the highest-pT electron is retained.
Table9.9presents the signal and background selection efficiencies.

9.4.6. Systematic uncertainties

For the first 1 fb−1 of integrated luminosity, the total systematic uncertainties on theW±Z0

and Z0Z0 cross section measurements are 17.4% and 12.9%, respectively. These figures
include a 10% uncertainties on the determination of the integrated luminosity.

The most important sources of systematic uncertainties are lepton identification and
isolation, and background subtraction. A 2% uncertainty on the efficiency of each lepton
propagates to an uncertainty on the cross section between 2.6% and 7.8%, according to the
channel. Background subtraction dominates theW±Z0 systematics with an uncertainty of
12%, while it accounts for a 1.3% uncertainty in theZ0Z0 channel. An additional uncertainties
of 5% on the jet energy scale affects theW±Z0 channel, while an uncertainty of 1% on the
trigger efficiency affects both channels.

The significance of the observation of theW±Z0 and Z0Z0 signals in the first 1 fb−1 is
not sensitive to the luminosity uncertainty. It is affected by all other sources of systematic
uncertainty listed above, with a total effect of 14.8% and 14.2% on the two channels,
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Figure 9.11. Left: Distribution of the mass of theZ0 candidates for events retained by the
W± Z0 selection, for an integrated luminosity of 1 fb−1. Right: Distribution of the mass of the
Z0 candidates, two entries per event, retained by theZ0Z0 selection, for an integrated luminosity
of 10 fb−1.

respectively. These uncertainties include additional PDF and QCD uncertainties in the
Monte Carlo modelling, contributing 3.7% and 6.4% for theW±Z0 and Z0Z0 selections,
respectively.

9.4.7. Results

Figure9.11left presents the mass distribution of theZ0 candidates in theW±Z0 channel for
an integrated luminosity of 1fb−1 before the last requirement of a±10 GeV/c2 window is
applied. A large signal-over-background ratio is observed, as shown in Table9.8.

Figure9.11right shows the mass distribution of theZ0 candidates, two entries per event,
selected by theZ0Z0 selection for an integrated luminosity of 10 fb−1. Table9.9 lists the
selection yield for 1 fb−1 and 10 fb−1. The selection results into an almost background-free
signal sample, which will constitute a valuable input to assess the background in the search
for the Higgs boson.

Both theW±Z0 andZ0Z0 final states can be selected with high purity. A significance of
12.8 and 4.8, respectively, is expected in the first 1 fb−1 of integrated luminosity, including
systematic uncertainties. TheW±Z0 channel can be observed with a significance of 5,
including systematic effects, in an integrated luminosity of 150 pb−1.

This study of multiple gauge-boson production and couplings at the LHC will be
extended to include theW±γ and Z0γ channels, as well as the other flavours ofZ0Z0

fully-leptonic decays.
In conclusion, the large signal-over-background ratios achieved by theW±Z0 andZ0Z0

selections suggest that early observation of these channels will take place at the LHC start up.
In addition, precise investigations of triple gauge-boson couplings will be possible with the
first 10 fb−1 of LHC data.
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Chapter 10. Standard Model Higgs Bosons

10.1. Introduction

The Higgs mechanism is a cornerstone of the Standard Model (SM) and its supersymmetric
extensions. The introduction of the fundamental Higgs field [356–359] renders the standard
electroweak theory weakly interacting up to high energy scales without violating the unitarity
bounds of scattering amplitudes [360–363]. Due to spontaneous symmetry breaking in the
Higgs sector the electroweak gauge bosonsW, Z as well as the fermions acquire masses
through the interaction with the Higgs fields. Since the gauge symmetry, though hidden, is
still preserved, the theory of electroweak interactions is renormalisable [364–368]. In the
Standard Model one weak isospin Higgs doublet is introduced and leads to the existence
of one elementary Higgs particle after electroweak symmetry breaking. The Higgs couplings
to the electroweak gauge bosons and all fermions grow with their masses. The only unknown
parameter of the Higgs boson itself is the value of its massMH . Once this is known, all
production and decay properties of the SM Higgs boson will be fixed [20, 369, 370 ]. The
search for the Higgs boson is a crucial endeavour for establishing the standard formulation of
the electroweak theory.

Although the Higgs mass cannot be predicted in the Standard Model, there are several
constraints deduced from consistency conditions on the model [371–381]. Upper bounds can
be derived from the requirement that the Standard Model can be extended up to a scale3,
before perturbation theory breaks down and new non-perturbative phenomena dominate the
predictions of the theory. If the SM is required to be weakly interacting up to the scale of
grand unified theories (GUTs), which is ofO(1016 GeV), the Higgs mass has to be less than
∼ 190 GeV/c2. For a minimal cut-off3∼ 1TeV/c2 a universal upper bound of∼700 GeV/c2

can be obtained from renormalisation group analyses [371–378] and lattice simulations of the
SM Higgs sector [379–381]. This issue can be rephrased by stating that the Higgs sector has
to be trivial, if the cut-off is extended to arbitrary magnitudes. Triviality means the absence of
Higgs self-interactions.

If the top quark mass is large, the Higgs self-coupling can become negative and the
Higgs potential deeply negative, thus rendering the SM vacuum unstable. The negative
contribution of the top quark, however, can be compensated by a positive contribution due
to the Higgs self-interaction, which is proportional to the Higgs mass. For a given top mass
mt = 175 GeV/c2 a lower bound of∼ 60 GeV/c2 can be obtained for the Higgs mass, if the
SM remains weakly interacting up to scales3∼ 1TeV/c2. For3∼ MGUT this lower bound
is enhanced toMH & 130 GeV/c2. However, the assumption that the vacuum is metastable,
with a lifetime larger than the age of the Universe, decreases these lower bounds significantly
for 3∼ 1TeV/c2, but only slightly for3∼ MGUT [378].

The direct search in the LEP2 experiments via the processe+e−
→ Z H yields a lower

bound of 114.4 GeV/c2 on the Higgs mass [62]. After LEP2 the search for the SM Higgs
particle is continued at the Tevatron for Higgs masses up to∼130 GeV/c2 [382 ] and the
LHC for Higgs masses up to the theoretical upper limit [383, 384].

The Higgs decay modes can be divided into two different mass ranges. ForMH .
135 GeV/c2 the Higgs boson mainly decays intobb̄ and τ+τ− pairs with branching ratios
of about 85% and 8% respectively (see Fig.10.1, right plot). The decay modes intocc̄ and
gluon pairs, with the latter mediated by top and bottom quark loops, accumulate a branching
ratio of up to about 10%, but do not play a relevant role at the LHC. The QCD corrections to
the Higgs decays into quarks are known up to three-loop order [385–391] and the electroweak
corrections up to NLO [392–395]. The latter are also valid for leptonic decay modes. One of
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Figure 10.1. Left plot: total decay width (in GeV/c2) of the SM Higgs boson as a function of
its mass. Right plot: Branching ratios of the dominant decay modes of the SM Higgs particle. All
relevant higher-order corrections are taken into account.

the most important Higgs decays in this mass range at the LHC is the decay into photon pairs,
which is mediated byW, top and bottom quark loops. It reaches a branching fraction of up to
2× 10−3. The NLO QCD [396–402] and electroweak [403–405] corrections are known. They
are small in the Higgs mass range relevant for the LHC.

For Higgs masses above 135 GeV/c2 the main decay modes are those intoW W and
Z Z pairs, where one of the vector bosons is off-shell below the corresponding kinematical
threshold. These decay modes dominate over the decay intot t̄ pairs, the branching ratio of
which does not exceed∼ 20% as can be inferred from Fig.10.1(right plot). The electroweak
corrections to theW W, Z Z decays are of moderate size [392, 393, 406, 407]. The total decay
width of the Higgs boson, shown in Fig.10.1 (left plot), does not exceed about 1 GeV/c2

below theW W threshold. For very large Higgs masses the total decay width grows up to the
order of the Higgs mass itself so that the interpretation of the Higgs boson as a resonance
becomes questionable. This Higgs mass range coincides with the upper bound of the Higgs
mass from triviality.

The dominant Higgs production mechanism at the LHC will be the gluon-fusion process
[408]

pp→ gg→ H ,

which provides the largest production cross section for the whole Higgs mass range of interest.
This process is mediated by top and bottom quark loops (Fig.10.2a). Due to the large size of
the top Yukawa couplings and the gluon densities gluon fusion comprises the dominant Higgs
boson production mechanism for the whole Higgs mass range.

The QCD corrections to the top and bottom quark loops have been known a long time
including the full Higgs and quark mass dependences [409–411]. They increase the total
cross section by 50–100%. The limit of very heavy top quarks provides an approximation
within ∼10% for all Higgs masses [20,369,370,409–412]. In this limit the NLO QCD
corrections have been calculated before [409–411,413–416] and recently the NNLO QCD
corrections [417–420] with the latter increasing the total cross section further by∼ 20%. A
full massive NNLO calculation is not available, so that the NNLO results can only be trusted
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Figure 10.2. Typical diagrams for all relevant Higgs boson production mechanisms at leading
order: (a) gluon fusion, (b) vector boson fusion, (c) Higgs-strahlung, (d) Higgs bremsstrahlung off
top quarks.

for small and intermediate Higgs masses. The approximate NNLO results have been improved
by a soft-gluon resummation at the next-to-next-to-leading log (NNLL) level, which yields
another increase of the total cross section by∼ 10% [421]. Electroweak corrections have been
computed, too, and turn out to be small [403,422–425]. The theoretical uncertainties of the
total cross section can be estimated as∼ 20% at NNLO due to the residual scale dependence,
the uncertainties of the parton densities and due to neglected quark mass effects.

At LO the Higgs boson does not acquire any transverse momentum in the gluon fusion
process, so that Higgs bosons with non-vanishing transverse momentum can only be produced
in the gluon fusion process, if an additional gluon is radiated. This contribution is part of
the real NLO corrections to the total gluon fusion cross section. The LOpT distribution of
the Higgs boson is known including the full quark mass dependence [426,427]. The NLO
corrections, however, are only known in the heavy quark limit, so that they can only be
trusted for small and moderate Higgs masses andpT [428–443]. In this limit a NLL soft gluon
resummation has been performed [433–443], which has recently been extended to the NNLL
level [444–448] thus yielding a reliable description of the smallpT range. It should be noted
that these results are only reliable, if the top quark loops provide the dominant contribution
and pT is not too large. In the regions where the NLO and resummed results are valid the
theoretical uncertainties have been reduced toO(20%).

For large Higgs masses theW andZ boson-fusion processes [449–451] (see Fig.10.2b)

pp→ qq → qq+ W W/Z Z → qq H

become competitive. These processes are relevant in the intermediate Higgs mass range, too,
since the additional forward jets offer the opportunity to reduce the background processes
significantly. Since at NLO there is no colour exchange between the two quark lines, the
NLO QCD corrections can be derived from the NLO corrections to deep inelastic lepton-
nucleon scattering. They turn out to beO(10%) for the total cross section [20,369,370,452].
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Figure 10.3. Higgs production cross sections at the LHC for the various production mechanisms
as a function of the Higgs mass. The full QCD-corrected results for the gluon fusiongg→ H ,
vector-boson fusionqq → V V qq→ Hqq, vector-boson bremsstrahlungqq̄ → V∗

→ HV and
associated productiongg,qq̄ → Htt̄ are shown.

Quite recently the NLO corrections to the differential cross sections have been computed, too,
resulting in modifications of the relevant distributions by up to∼ 30% [453]. The residual
uncertainties are ofO(5%).

In the intermediate mass rangeMH . 2MZ Higgs-strahlung offW, Z gauge bosons
[454,455] (see Fig.10.2c)

pp→ qq̄ → Z∗/W∗
→ H + Z/W

provides alternative signatures for the Higgs boson search. Since only the initial state quarks
are strongly interacting at LO, the NLO QCD corrections can be inferred from the Drell–Yan
process. They increase the total cross section byO(30%) [20,369,370,456]. Recently this
calculation has been extended up to NNLO [457]. The NNLO corrections are small. Moreover,
the full electroweak corrections have been obtained in Ref. [458] resulting in a decrease of
the total cross sections by 5–10%. The total theoretical uncertainty is ofO(5%).

Higgs radiation off top quarks (see Fig.10.2d)

pp→ qq̄/gg→ Htt̄

plays a significant role for smaller Higgs masses below∼150 GeV/c2. The LO cross section
has been computed a long time ago [459–463]. During the last years the full NLO QCD
corrections have been calculated resulting in a moderate increase of the total cross section
by ∼ 20% at the LHC [162,464,465]. These results confirm former estimates based on an
effective Higgs approximation [466]. The effects on the relevant parts of final state particle
distribution shapes are of moderate size, i.e.O(10%), too, so that former experimental
analyses are not expected to alter much due to these results. All SM Higgs production cross
sections including NLO QCD corrections are shown in Fig.10.3.

In the following Standard Model Higgs boson analyses the NLO cross sections and
branching ratios for the Higgs boson calculated with the programshdecay [41], higlu [40],
vv2h, v2hv andhqq [20] are used, as well as the NLO cross sections for the background
processes, when available.
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10.2. Higgs boson channels

10.2.1. Inclusive Higgs boson production withH → ZZ(∗) → e + e−µ+µ−

10.2.1.1. Introduction. The H→ ZZ(∗) → 4` channel has a very clean signature with
relatively small backgrounds and is therefore an important discovery channel for the Higgs
boson for a large range of masses. This channel is also important for the measurement of the
mass and width of the Higgs boson.

A detailed description of the analysis can be found in [467].

10.2.1.2. Event generation.All Monte Carlo event samples used in the analysis were
generated using thepythia [69] event generator, except for the Zbb (e+e−bb andµ+µ−bb)
background samples which were generated withCompHEP [355].

Higgs-boson production was simulated through leading order gluon-gluon scattering and
vector-boson fusion. Monte Carlo samples were produced for 18 values of the Higgs boson
massmH ranging from 115 GeV/c2 to 200 GeV/c2 in 10 GeV/c2 steps, and from 200 GeV/c2

to 600 GeV/c2 in 50 GeV/c2 steps.
Three background processes which yield the same signature of two electrons and two

muons in the final state, with significant cross-section times branching ratio, are considered:

1. qq/gg→ t t → W+W−bb →e+e−µ+µ−.
2. qq/gg→ Zbb → e+e−µ+µ−.
3. qq → ZZ?/γ ? → e+e−µ+µ−.

For thet t and Zbb backgrounds, no restrictions are applied on b decays prior to the pre-
selection. Only events with|ηb|< 2.5 were generated for the Zbb background. For the Zbb
and ZZ?/γ ? backgrounds,mγ ? is required to be greater 5 GeV/c2.

For the ZZ?/γ ? background, only thet-channel production through qq fusion is
simulated. In order to account for contributions from all NLO diagrams and from the NNLO
gluon fusion (gg→ ZZ?/γ ?), all events are re-weighted at analysis level with anm4`

dependent K-factor, calculated [51][468] usingmcfm.
The potential background contribution from Zcc →e+e−µ+µ− was also investigated

using fully simulated events and was shown to be negligible.
For all Monte Carlo samples, a pre-selection is applied at generator level with the

following requirements:

1. Final state contains e+e−µ+µ− .
2. pT(e) > 5 GeV/c and|η(e)|< 2.5 for both electrons.
3. pT(µ) > 3 GeV/c and|η(µ)|< 2.4 for both muons.

The cross-section times branching ratio and the cross-section times branching ratio times
pre-selection efficiency, are shown for the signal as a function ofmH in Fig. 10.4. The NLO
cross-section and the cross-section times branching ratio times pre-selection efficiency are
shown for each background process in Table10.1.

10.2.1.3. Online selection.Events selected by the dimuon or the dielectron triggers are
considered. This choice follows from the presence of an on-shell Z-boson in most events. The
additional use of single-electron and single-muon triggers does not increase the significance
of the results.

The efficiencies of the Level-1 and High Level Triggers are shown for the signal as a
function ofmH in Fig. 10.5. The corresponding trigger efficiencies for background processes
are shown in Table10.2.
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Figure 10.4. Cross-section times branching ratio, and cross-section times branching ratio times
pre-selection efficiency for H→ ZZ (?)

→ 2e2µ.

Table 10.1.NLO cross-section and the cross-section times branching ratio times pre-selection
efficiency for the three background process.

Process σNLO (pb) σNLO × BR× ε (fb)

t t → W+W−bb →e+e−µ+µ− 840 744
e+e−bb → e+e−µ+µ− 276 262
µ+µ−bb → e+e−µ+µ− 279 128
ZZ?γ ? → e+e−µ+µ− 28.9 37.0
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Figure 10.5. Efficiency of the Level-1 and High Level Triggers for the Higgs signal. Monte Carlo
Statistical uncertainties are shown.

Table 10.2.Efficiency of the Level-1 and High Level Triggers for each of the three background
processes. Monte Carlo Statistical uncertainties are shown.

t t Zbb ZZ∗/γ ∗

Level-1 Trigger efficiency (%) 95.1± 0.1 92.3± 0.1 97.9± 0.2
HLT efficiency (%) 39.9± 0.1 65.8± 0.1 89.6± 0.4
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10.2.1.4. Offline event selection.Offline reconstruction of electrons and muons is performed
using standard algorithms. It is required that four leptons of type e+e−µ+µ− are reconstructed.

The two largest backgrounds after the HLT,t t and Zbb, are reducible, since unlike the
Higgs signal, two of the leptons will be associated with b-jets and will therefore be displaced
relative to the primary vertex and will not be isolated. These two considerations can be used
to powerfully cut against these processes, whereas the ZZ?/γ ? background is irreducible by
such means. Kinematic cuts are then applied, which further reduce all three backgrounds.

Vertex and Impact Parameter.Three criteria are applied:

1. The transverse distance of theµ+µ− vertex from the beam line is required to be less than
0.011 cm.

2. The three-dimensional distance between theµ+µ− vertex and the e+e− vertex is required
to be less than 0.06 cm.

3. The transverse impact parameter significance of all leptons required to be less than 7.

For events passing this selection, the primary vertex is reconstructed by performing a
fit to the tracks of the four reconstructed leptons. The lepton tracks are then refitted using
the reconstructed vertex position as an additional point, in order to obtain a more accurate
measurement of the momentum at the primary vertex.

Isolation. A cut is applied on the sum of thepT of reconstructed tracks withpT >0.9 GeV/c
and at least five hits, which satisfy the following conditions:

1. The track lies within the region defined by the sum of cones of size1 R = 0.25 around
each of the four leptons and lies outside veto cones of size1 R = 0.015 around each
lepton.

2. The track is consistent with originating from the reconstructed primary vertex to within
|1z|< 0.2cm, where1z is the difference between thez position of the point of closest
approach of the track to the reconstructed vertex, and thez position of the reconstructed
vertex.

Kinematic Cuts. The following kinematic cuts are applied:

1. Lower thresholds on the transverse momenta of each of the four reconstructed leptons.
2. Upper and lower thresholds on the invariant masses of the reconstructed e+e− andµ+µ−

pairs.
3. Upper and lower thresholds on the invariant mass of the four reconstructed leptons.

These kinematic thresholds, together with the threshold on6pT for tracker isolation are
optimised simultaneously usingminuit, such that the log-likelihood ratio:

SL =

√
2 ln Q, where Q =

(
1 +

NS

NB

)NS+NB

e−NS (10.1)

is maximised. The optimisation is performed separately for each Higgs mass.

10.2.1.5. Results.Tables10.3 and 10.4 show the production cross-section, cross-section
times branching ratio, cross-section times branching ratio times pre-selection efficiency and
the cross-section times branching ratio times efficiency after each stage of the online and
offline event selection, for Higgs masses of 140 GeV/c2 and 200 GeV/c2, respectively. Values
are shown for signal and for each of the three background processes. For all values ofmH , the
background after all selections is strongly dominated by ZZ∗/γ ∗. For lowmH t t and Zbb each
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Table 10.3.Production cross-section (NLO), cross-section times branching ratio, cross-section
times branching ratio times pre-selection efficiency and cross-section times branching ratio times
efficiency after each stage of the online and offline event selection, formH = 140 GeV/c2, for
signal and backgrounds. All values in fb, except for expected number of events. Uncertainties are
statistical only.

Signal t t Zbb ZZ∗/γ ∗

Production cross-section (NLO) 33.6× 103 840× 103 555× 103 28.9× 103

σ× BR(4 lepton final state) 11.6 - - 367.5
Pre-selection:σ× BR ×ε 3.29± 0.04 743± 2 390± 1 37.0± 0.4
Level-1 trigger 3.24± 0.04 707± 2 360± 1 36.3± 0.4
High Level trigger 2.91± 0.03 282± 1 237± 1 32.5± 0.4
e+e−µ+µ− reconstructed 2.23± 0.03 130± 1 141± 1 24.1± 0.3
Vertex and impact parameter cuts 2.01± 0.03 18.9± 0.3 18.4± 0.2 21.5± 0.3
Isolation cuts 1.83± 0.03 1.34± 0.07 5.8± 0.1 20.0± 0.3
Lepton pT cuts 1.61± 0.03 0.40± 0.04 0.56± 0.03 17.6± 0.3
Z mass window cuts 1.35± 0.02 0.20± 0.03 0.23± 0.02 13.8± 0.3
Higgs mass window cuts 1.17± 0.02 0.02± 0.01 0.025± 0.007 0.15± 0.03
Expected events for

∫
L= 10 fb−1 11.7± 0.2 0.2± 0.1 0.25± 0.07 1.5± 0.3

Table 10.4.Production cross-section (NLO), cross-section times branching ratio, cross-section
times branching ratio times pre-selection efficiency and cross-section times branching ratio times
efficiency after each stage of the online and offline event selection, formH = 200 GeV/c2, for
signal and backgrounds. All values in fb, except for expected number of events. Uncertainties are
statistical only.

Signal t t Zbb ZZ∗/γ ∗

Production cross-section (NLO) 17.9× 103 840× 103 555× 103 28.9× 103

σ× BR(4 lepton final state) 23.8 - - 367.5
Pre-selection:σ× BR ×ε 7.39± 0.09 743± 2 390± 1 37.0± 0.4
Level-1 trigger 7.36± 0.09 707± 2 360± 1 36.3± 0.4
High Level trigger 6.82± 0.08 282± 1 237± 1 32.5± 0.4
e+e−µ+µ− reconstructed 5.51± 0.07 130± 1 141± 1 24.1± 0.3
Vertex and impact parameter cuts 5.03± 0.07 18.9± 0.3 18.4± 0.2 21.5± 0.3
Isolation cuts 4.92± 0.07 5.1± 0.1 12.3± 0.2 21.3± 0.3
Lepton pT cuts 4.78± 0.07 1.93± 0.09 1.78± 0.06 18.7± 0.3
Z mass window cuts 4.45± 0.07 0.15± 0.03 0.12± 0.02 14.4± 0.3
Higgs mass window cuts 3.64± 0.06 0.006± 0.005 0.006± 0.003 1.61± 0.09
Expected events for

∫
L= 10 fb−1 36.4± 0.6 0.06± 0.05 0.06± 0.03 16.1± 0.9

contribute around 10-15% to the total residual background, whereas formH > 200 GeV/c2,
ZZ∗/γ ∗ constitutes more than 99%.

Figure10.6shows the invariant mass of the four reconstructed leptons before and after
the application of the offline selection, for signal events formH = 140 GeV/c2 (left) andmH =

200 GeV/c2 (right), and for the three background processes.
Figure 10.7 shows the final cross-section times branching ratio times efficiency for

selected events, for signal and background, as a function of the Higgs boson mass. The number
of expected events passing all selections for 10 fb−1 of integrated luminosity is shown in
Table10.5for several values of the Higgs boson mass.

Significance.Figure 10.8 shows theScP significance after all selection cuts for integrated
luminosities of 10 fb−1 and 30 fb−1, with and without the systematic uncertainty on the
background estimation taken into account. The background systematic uncertainty will be
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Figure 10.6. Invariant mass of the four reconstructed leptons before (top) and after (bottom)
the application of the offline selection, for signal events formH = 140GeV/c2 (left) andmH =

200GeV/c2 (right), and for the three background processes.
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Figure 10.7. Cross-section times branching ratio times efficiency after all selections.

Table 10.5.Expected number of events from signal and background processes after all selections
for an integrated luminosity of 10 fb−1.

mH (GeV/c2) 120 130 140 150 160 170 180 200 250 300 400 500

N signal for 10 fb−1 1.9 4.6 11.7 14.1 7.8 3.8 8.7 36.4 29.1 19.4 18.0 9.6
N back for 10 fb−1 1.5 0.6 2.0 2.1 2.0 2.9 4.0 16.2 13.6 4.1 3.7 2.6
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discussed in Section10.2.1.6. Figure10.9shows the integrated luminosity required to obtain
a significance of 5σ using the H→ ZZ(∗) → 2e2µ channel alone, with and without the
background systematic uncertainty. It can be seen that a significance of 5σ can be achieved
with less than 30 fb−1 of integrated luminosity for a Higgs boson with mass in the range
1306mH 6 500 GeV/c2, excluding a gap of about 15 GeV/c2 close tomH/170 GeV/c2 for
which close to 100 fb−1 is required. If the Higgs boson mass lies in the range 1906mH 6
400 GeV/c2, 5σ significance can be attained with less than 8 fb−1 of integrated luminosity.
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Figure 10.10. Number of expected events for signal and background for an integrated luminosity
corresponding to a discovery significance of 5σ , for Higgs boson masses of 140 and 200 GeV/c2.
The results of a simulated experiment are also shown to illustrate the statistical power of the
analysis and the determination of the background normalisation from data.

10.2.1.6. Evaluation of background from data.The background normalisation can be
estimated from data by using the sidebands in the reconstructed four-lepton invariant
mass distribution. Figure10.10 shows the number of expected events from the signal
and background Monte Carlo simulations for an integrated luminosity corresponding to a
discovery significance of 5σ , for Higgs boson masses of 140 and 200 GeV/c2: 9.2 and
5.8 fb−1, respectively. Figure10.10also shows the results of a simulated experiments with
these luminosities.

The number of background events measured from the data within the signal region,
N I N

Data, is calculated as:

N I N
Data = αMC NOUT

Data , where αMC =
N I N

MC

NOUT
MC

. (10.2)

NOUT
Data is the number observed events lying outside the signal region andαMC is the ratio of

the number of background events inside the signal region (N I N
MC) to outside the signal region

(NOUT
MC ), as determined from the background Monte Carlos.

The uncertainty on the number of background events in the signal region measured using
this method is given by:

1B =1BStat⊕1BT heory, where 1BStat = α

√
NOUT

Data .

1BStat provides the dominant contribution to the uncertainty. TakingNOUT
Data as the expected

number of events outside the signal region for an integrated luminosity corresponding to
5σ significance, the value1BStat varies between 2% and 13% formH <200 GeV/c2 and
increases to around 30% for highmH where the statistics in the sidebands are low.

1BT heory is the theoretical uncertainty on the shape of them4` distribution for the ZZ∗/γ ∗

background. The value is taken from [51], which takes into account PDF and QCD scale
uncertainties in the ZZ∗/γ ∗ production cross-section at NLO, and varies between 0.5 and
4.5% for the range Higgs boson masses considered.

10.2.1.7. Measurement of the properties of the Higgs boson.The H→ ZZ(∗) → 4` channel
can be used to evaluate the mass, width and production cross-section of the Higgs boson.

Mass Measurement.The statistical uncertainty on the Higgs boson mass measurement is
given by1stat= σGauss/

√
NS, whereσGauss is the measured Gaussian width of the four
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Figure 10.11. Measured width of the Higgs boson mass peak, obtained from a Gaussian fit to the
peak, as a function of the true Higgs mass. The true width from theory is also shown.

Table 10.6. Statistical uncertainty on the measurement of the mass, width and production
cross-section of the Higgs boson.

mH (GeV/c2) 115 120 130 140 150 160 170 180 190

1Stat(mH )(%) 0.722 0.512 0.335 0.206 0.193 0.256 0.388 0.27 0.134
1Stat(0H )(%) - - - - - - - 54.8 17.6
1Stat(σH )(%) 75 55.6 28.6 18.2 16.5 23.1 39.2 23.7 11.5
mH (GeV/c2) 200 250 300 350 400 450 500 550 600
1Stat(mH )(%) 0.145 0.207 0.328 0.408 0.588 0.896 1.25 1.62 2.43
1Stat(0H )(%) 14.4 7.38 8.2 5.43 5.8 5.91 6.52 6.61 8.36
1Stat(σH )(%) 11.5 13 14.4 13.8 14.9 18 21.2 25.9 32.3

lepton invariant mass peak from the signal Monte Carlo andNS is the expected number of
signal events passing all selections. The value, as a fraction of the true mass, is shown in
Table10.6, for an integrated luminosity and 30 fb−1, as a function ofmH .

Width Measurement. Figure 10.11 shows the measured width of the Higgs boson mass
peak, obtained from the Gaussian fit, as a function ofmH . The true width from theory0H

is also shown. The measured width is a convolution of the natural width and the experimental
resolution. It can be seen that formH less than around 200 GeV/c2, the measured width is
completely dominated by the experimental resolution. The statistical uncertainty on the width
measurement is given by1stat= σGauss/

√
2NS, whereσGauss is the measured Gaussian

width of the peak andNS is the expected number of signal events passing all selections.
The value, as a fraction of the true width, is shown in Table10.6, for an integrated luminosity
and 30 fb−1, as a function ofmH . The direct measurement the Higgs boson width is possible
with 1stat< 30% formH > 200 GeV/c2.

Production Cross-Section Measurement.The Higgs boson production cross-section can be
determined from the number of observed eventsNobs after all selections, given the efficiency
ε of the event selection and the integrated luminosityL:

σ =
Nobs

Lε
.
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The total uncertainty on the cross-section measurement is given by:

1σ 2
=1stat2 +1syst2 +1L2 +1B2

where1stat, 1syst, 1L and1 B are the statistical uncertainty, the systematic uncertainty
from the event selection, the uncertainty on the luminosity measurement and the background
systematic uncertainty, respectively.

The statistical uncertainty1stat is shown in Table10.6 for an integrated luminosity
30 fb−1, as a function ofmH .

The total systematic uncertainty arising from the offline reconstruction and event
selection can be summarised as:

1syst2 = 21ε2
e + 21ε2

µ +1ε2
iso

where1εe is the uncertainty in the reconstruction efficiency for electrons, estimated to be
around 1% per electron [469], 1εµ is the uncertainty in the muon reconstruction efficiency,
which has been shown to be measurable to be better than 1% per muon [51], and1εiso

is the uncertainty in the efficiency of the isolation cut, estimated in the H→ ZZ(∗) → 4µ
analysis [51] to be around 2% per event. This gives a total uncertainly1syst= 3%.

The uncertainty on the measurement of the LHC luminosity1L is expected to be around
3% at the 30 fb−1. The background uncertainty1B is discussed in Section10.2.1.6.

10.2.2. Inclusive Higgs boson production withH → WW∗
→ 2`2ν

The Higgs H→ WW(∗)
→ 2`2ν decay into two Ws and subsequently into two leptons

(H → WW → `ν`ν) is the discovery channel for Higgs boson masses between 2mW and
2mZ [470]. In this mass range, the Higgs to WW branching ratio is close to one, leading to
large number of events. The signature of this decay is characterised by two leptons and missing
energy. However, since no narrow mass peak can be reconstructed, good understanding of the
background together with a high signal to background ratio is needed. The most important
backgrounds, which give similar signature as the signal (i.e. two leptons and missing energy),
are the continuum WW production and the tt̄ production. To reduce these backgrounds, one
has to require a small opening angle between the leptons in the transverse plane and apply a
jet veto.

A detailed description of the analysis can be found in [471].

10.2.2.1. Signal and background generation.The signal samples were generated using
pythia. The two major Higgs production modes for the mass range studied, gluon and vector
boson fusion were generated. The pt(H) spectrum predicted bypythia was reweighted to the
mc@nlo prediction, defining pt dependent k-factors, as proposed in [472].

For the backgrounds, continuum vector boson production (WW, ZZ, WZ) was generated
usingpythia. The pt(WW) spectrum was reweighted using the same technique than for the
signal. A NLO cross section of respectively 16 pb, 50 pb and 114 pb was taken for ZZ, WZ and
WW. WW production via gluon box diagram, ggWW, was generated using a parton Monte
Carlo provided by N. Kauer and linked topythia for the parton shower [70]. Top production
(tt̄ and tWb) was generated usingTopReX. NLO cross sections of respectively 840 pb and
33.4 pb were used for tt̄ and tWb [473].

10.2.2.2. Signal reconstruction.The signal signature is characterised by two leptons in the
final state with opposite charge, missing energy and no jet. The leptons, either electrons or
muons, are required to have pt > 20 GeV/c and|η|< 2.
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Muons candidates are asked to be isolated: The energy left in the calorimeters around the
muon candidate within a1R = 0.3 cone must be smaller than 5 GeV and the sum of the pt of
the tracks within a1R = 0.25 cone around the muon candidate must be smaller than 2 GeV.

Electrons candidates are reconstructed combining tracks and ECAL clusters. They must
fulfill in addition the following identification requirements:

• The electron must deposit small energy in the HCAL: Ehcal/Eecal< 0.05?

• The electron track and cluster must be precisely matched:
in direction: |ηtrack− ηSC corr|< 0.005 and |φtrack prop−φSC|< 0.0243 in magnitude:
E/p> 0.8 and|1/E− 1/p|< 0.02

The electron candidate must be also isolated by requiring,
∑

trackspt(track)/Et(SC) <
0.05, where the sum runs on all the tracks (excluding electron) which have:

• 1RSC−track< 0.2 (at vertex);

• ptrack
t > 0.9 GeV/c;

• |ztrack− zelectron|< 0.2 cm.

Finally a cut on the impact parameter significance in the transverse plane is applied in
order to reduce the bb̄ background. Each lepton is required to haveσIP < 3 whereσIP is the
impact parameter significance. The two leptons are also required to come from the same vertex
by asking|zlep1− zlep2|< 0.2 cm.

With this lepton selection, the contribution of reducible backgrounds like W+jet where
one jet is misidentified as a lepton or bb̄ is expected to be less than 5 fb after all cuts applied.

Missing energy is reconstructed by summing the raw energy of all ECAL and HCAL
towers, and correcting for muons. Since a jet veto is applied in the signal selection, further
correction on the missing energy did not bring a significant improvement.

Jets are reconstructed using a Cone algorithm of size1R = 0.5 and requiring its
component calorimeter towers to have Etow

T > 0.5 GeV and Etow > 0.8 GeV. Since jets are
reconstructed to be vetoed, no energy calibration was applied. For the events studied,
ET(jet)≈ (1.5− 2) · ET(raw). To veto electrons and Bremsstrahlung photons, the jets are also
required to be away from the leptons (1Rjet−lepton> 0.5).

For jets with a raw energy between 15 and 20 GeV an additional cut on their track content
was applied in order to reduce the contamination from fake jets coming from the underlying
event. For this, the so-called alpha parameter is defined, as the ratio of the sum of pt of tracks
from the signal vertex inside the jet over the transverse jet energy in the calorimeter. For a
perfect detector, the alpha parameter of a jet would be around 0.66, as in mean two third of a
jet are charged particles. This ratio is smeared and reduced by the detector energy resolution
and not 100% efficiency of the charged particle reconstruction in the tracker. In a fake jet,
the sum of pt of tracks from the signal vertex inside the fake jet is small, leading to an alpha
parameter around zero.

Alpha is determined using only tracks that are ‘inside’ the jet, i.e. with1Rtrack−jet < 0.5
and coming from the event vertex44, fulfilling |ztrk − zvtx|< 0.4 cm. Finally, these tracks
should have more than 5 hits andpt > 2 GeV/c. Alpha is then defined as alpha=

∑
pt(tracks)
ET(jet) .

If its raw energy lies between 15 and 20 GeV a jet is then required to haveα > 0.2 to be kept.

43 Whereφtrack propis the track angle propagated in the magnetic field up to the ECAL cluster position.
44 The event vertex is defined as the mean z position of the two leptons.



1276 CMS Collaboration

]
2

 [GeV/cHm
120 140 160 180 200

H
LT

+
L1

 T
rig

ge
r 

E
ffi

ci
en

cy

0

0.2

0.4

0.6

0.8

1

νlν l→ WW→H

Events with 2 good leptons

µEvents where W decays into e or 

All events
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10.2.2.3. Event selection and results.Events are first required to pass globally the Level-1
trigger and at least one of the following HLT triggers: single electron, double electron, single
muon or double muon trigger.

Figure10.12shows the Level-1 trigger efficiency (blue dashed curve) and the combined
L1+HLT trigger efficiencies (red dotted curve) as a function of the Higgs mass. To estimate
the numbers of ‘useful events’ rejected by the trigger it is interesting to look at the trigger
efficiency on events having exactly two leptons which fulfill the lepton selection cuts defined
before. This is shown by the solid black curve on Fig.10.12. In this case, the trigger efficiency
is higher than 95% on the full mass range and is around 100% forµµ final state, whereas for
ee final state it is around 96%.

Then each event has to contain exactly two opposite charge leptons with pt >20 GeV/c
and |η|< 2 passing the cuts described before. The following kinematic selections were
applied:

• Emiss
t >50 GeV

• φ`` < 45◦ (angle between the leptons in the transverse plane)
• 12 GeV/c2 <m`` < 40 GeV/c2 (the invariant mass of the two leptons)
• no jet with Eraw

t > 15 GeV and|η|< 2.5
• 30 GeV/c< p`max

t < 55 GeV/c (lepton with the maximal pt)
• p`min

t > 25 GeV/c (lepton with the minimal pt).

These cuts were optimised for a Higgs mass of 165 GeV/c2. The expected number of
events for the signal for three different Higgs masses and the different backgrounds in fb are
given in Table10.7. The first column shows the signal times branching ratio for the different
processes, the second one shows the number of events passing the trigger requirement, the
third one the number of events with two opposite charge leptons passing the lepton selection
cuts and the last one the number of events after all selection cuts are applied. Figure10.13,
left shows theφ`` distribution for the signal plotted on the top of the sum of all background
when all selection cuts are applied except the one onφ``.
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Table 10.7.The expected number of events for the signal for three different Higgs masses and
the different backgrounds given in fb. The first column shows the number of expected events after
HLT requirement, the second one after having found two opposite charge leptons and the last one
the number of events after all selection cuts are applied.

Reaction pp→ X σNLO × BR L1 + HLT 2 leptons All cuts

`= e, µ, τ pb Expected event rate in fb
H → WW → ``, mH = 160 GeV/c2 2.34 1353 (58%) 359 (27%) 42 (12%)
H → WW → ``, mH = 165 GeV/c2 2.36 1390 (59%) 393 (28%) 46 (12%)
H → WW → ``, mH = 170 GeV/c2 2.26 1350 (60%) 376 (28%) 33 (8.8%)
qq→ WW → `` 11.7 6040 (52%) 1400 (23%) 12 (0.9%)
gg→ WW → `` 0.48 286 (60%) 73 (26%) 3.7 (5.1%)
tt → WWbb→ `` 86.2 57400 (67%) 15700 (27%) 9.8 (0.06%)
tWb → WWb(b)→ `` 3.4 2320 (68%) 676 (29%) 1.4 (0.2%)
ZW → ``` 1.6 1062 (66%) 247 (23%) 0.50 (0.2%)
ZZ → ``, νν 1.5 485 (32%) 163 (34%) 0.35 (0.2%)
Sum backgrounds 105 67600 (64%) 18300 (27%) 28 (0.2%)

10.2.2.4. Background normalisation and systematics.The following procedure for
background normalisation is proposed.

• Top background normalisation.Two procedures are proposed. A first possibility is to
define a sample with the same lepton and missing energy cuts as for the signal selection
but requiring two b-tagged jets with Et > 20 GeV. A second possibility is to apply the
same kinematic cuts on the leptons and require two additional jets with respectively
Eraw

T > 50 GeV and Eraw
T > 30 GeV. In this case, only eµ final states are considered in order

to avoid a contamination from Drell–Yan. Both methods are expected to give an error of
about 16% on tt̄ estimate for a luminosity of 5 fb−1.

• WW background normalisation.A normalisation region can be defined for WW by keeping
the same cuts than the signal but requiringφ`` < 140 and m̀` > 60 GeV/c2. Moreover
only opposite flavour leptons are considered in order to reduce the Drell–Yan and WZ
contribution. A systematic error of about 17% is expected with a luminosity of 5 fb−1,
dominated by statistical uncertainty. Figure10.13right shows theφ`` distribution for the
different process in this normalisation region.

• WZ background normalisation.WZ can be normalised by keeping the same signal cut and
requiring an additional lepton in the final state. The cuts onφ`` and m̀` are removed. An
accuracy of about 20% is expected on this background with 5 fb−1.

• ggWW and tWb normalisation.The contribution of these backgrounds will be estimated
using Monte Carlo prediction, since they represent only a small fraction of signal events.
The error on ggWW is about 30% whereas the one on tWb is about 22%, both largely
dominated by theoretical errors.

Taking into account the sum of the different backgrounds, an overall error of 13% is
found on the total background. These results are calculated for a luminosity of 5 fb−1. For
luminosities of 1,2 and 10 fb−1, the total systematic errors scale to 19%, 16% and 11%
respectively. Table10.8show the signal to background ratio for the different Higgs masses
together with the luminosity needed for a 5σ discovery, with and without the inclusion of
background uncertainties. For Higgs masses of 120–140 GeV/c2 and 190–200 GeV/c2, the
background errors are too high to get a significant signal.

Figure10.14shows the signal to background ratio (left) and the luminosity needed for a
5σ discovery (right) as a function of the Higgs mass. A signal of more than 5σ significance
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Table 10.8. The signal to background ratio for the different Higgs masses together with the
luminosity needed for a 5σ discovery, with and without the inclusion of background uncertainties.
Also the statistical errors due to the restricted Monte Carlo statistics are taken into account.

mH [GeV] S/B Significance for 5 fb−1 Ldisc [fb] Ldisc [fb]

no bkg syst with bkg syst no bkg syst with bkg syst

150 0.61 6.6 4.0 3.0 8.2
160 1.51 14 7.7 0.58 1.1
165 1.66 15 8.3 0.50 0.90
170 1.19 11 6.3 0.88 1.7
180 0.65 6.7 3.7 2.7 7.3

could be already observed with a luminosity of 7 fb−1 for a Higgs mass between 150 and
180 GeV/c2. For a Higgs mass of 165 GeV/c2 the luminosity needed for a 5σ discovery is
expected to be less than 1 fb−1.

10.2.2.5. Selection optimisation forMH in the 130–150GeV/c2 mass range with e+e−νν

final state. A dedicated optimisation for thee+e−νν final state in the mass range of 1306
MH 6 150 GeV/c2 has been performed [474]. The largest significance is searched assuming
a known MH. The latest developments in detailed electron reconstruction are used and allow
a good rejection of the W + jets background which is characterised by the misidentification
of a jet as an electron. New kinematical variables have been designed to reduce the W+jets
background as well as the contribution from Drell–Yan events with recoiling jets (Z+jets).
For instance, in the signal, the two electrons tend to be close to each other, and the dielectron
system is essentially emitted in the central region. On the contrary, in the Z + jets background,
the dielectron pair is emitted uniformly inη, and the electrons candidates in the W + jets
backgrounds are well separated. Other selection criteria relying on the absence of a true source
of missing transverse energy in the Z + jets events have been introduced: in the events where
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the missing transverse energy is mis-measured, it is usually in the same direction as the leading
jet. Similarly, the imbalance of the missing energy and the dilepton system in the transverse
plane is exploited.

Both W + jets and Z+jets backgrounds are thus explicitly reduced to a manageable level.
Fig. 10.15(left) shows the reconstructed WW transverse mass for the 140 GeV Higgs signal
selection with 10 fb−1. Figure 10.15 (right) shows the signal significance as function of
the Standard Model Higgs mass for the integrated luminosity of 30 fb−1 with and without
systematics taken into account. A 3σ observation is possible for Higgs masses from 135 GeV.
A 5σ discovery is reached with 60 fb−1.

10.2.3. The vector boson fusion production withH → ττ → `+ τ jet + Emiss
T

In the early parton level simulation studies [475, 476] and fast detector simulation studies of
ATLAS and CMS [477] it was shown that the Higgs boson production in the vector boson
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fusion qq→ qqH (qqH or VBF) and decay intoτ lepton pair could be the discovery channel
with ∼30 fb−1. The cross section measurement of qqH, H→ ττ, WW, γ γ channels will
significantly extend the possibility of the Higgs boson coupling measurement [478,479] and
provide the possibility of the indirect measurement of the light Higgs boson width [478]. In
the MSSM the qqH(h), H(h)→ ττ channel could be discovered in the largest region of the
MA − tanβ parameter plane [475,480]. The forward jet tagging and the central jet veto are
the key selections of the VBF Higgs boson channels. The study of the observability of the
VBF Higgs boson production and H→ ττ → `+ jet decay with the full detector simulation is
presented in the following. A detailed description of the analysis can be found in [481].

10.2.3.1. Signal and background generation and pre-selections.The signal events were
generated usingpythia for four different values of the Higgs boson mass: 115, 125, 135
and 145 GeV/c2. The Higgs boson was forced to decay to twoτ leptons with oneτ
decaying to leptons and the otherτ to hadrons. Thetauola package was used to simulate
theτ polarisation.

For background events, following processes are considered:

QCD 2τ+2/3 j
The QCD production of 2τ+2jet and +3jet events with the invariant mass of two
τ leptons, Mττ > 70 GeV/c2, was generated usingalpgen with CTEQ5L PDF. Given the
limit of the detector acceptance and requirements in the course of the event reconstruction, all
jets were required to satisfy pTj > 20 GeV,|ηj |< 5.0 and|1Rjj |> 0.5. Further pre-selections
were applied on the two highest pT jets (j1 and j2) reflecting the offline VBF selection cuts:
|1ηj1j2|> 4.0, Mj1j2 > 600 GeV/c2. Then the events 2τ+2j and 2τ+3j were added together
with the MLM prescription inpythia to avoid double counting of the jets. Thetauola pack-
age was used inpythia to force oneτ lepton to decay leptonically and the other hadronically.

Electro Weak (EW) production of 2τ+2 j
The EW production of twoτ ’s with Mττ > 70 GeV/c2 and two jets in the final state was
generated usingMadGraph with CTEQ5L PDF. Soft pre-selections were applied during
generation withMadGraph on the kinematics of the jets: pTj > 20 GeV/c and Mjj >

500 GeV/c2. Further pre-selection cuts were applied on jets andτ ’s given the limit of the
detector acceptance and requirements of the event reconstruction:|ηj |< 5.2, |1Rjj |> 0.5,
|1Rττ |> 0.4. The showering and hadronisation of theMadGraph parton level events were
carried out usingpythia where all decay modes of theτ lepton were open.

W + jets
The W + 3j and W + 4j events with W→ µν decays were generated usingalpgen with
CTEQ5M PDF. In addition to the kinematical cuts on jets used for the QCD Z + jets production
described above, further pre-selections were made based on the lepton properties with|η`|< 3
and pT` > 10 GeV/c. The MLM prescription was applied inpythia.

t t̄ → WbWb
The t̄t background was generated usingpythia, TopReX, alpgen, CompHEP and
MadGraph. All leptonic W decays were included and no kinematical pre-selection
was applied.

10.2.3.2. Event reconstruction and selection.Events are triggered at Level 1 by the single
isolated e, singleµ and combined e-τ triggers. At the High Level the following triggers are
used: the single isolated e, singleµ, combined e-τ and combinedµ-τ triggers.
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In the off-line analysis the electron and muon candidates were selected and for the
electron candidates three additional requirements are applied: E/p> 0.9, tracker isolation,
(
∑trk

0.01<1R<0.2 p)/E< 0.05, and ET of the hottest HCAL tower, EHtow
T < 2 GeV. The highest

pT off-line lepton candidate with pT >15 GeV/c is then selected. The lepton track is used
to identify tracks originating from the signal vertex. The tracks are used for the electron
isolation,τ tagging and in central jet veto. A track is associated to the signal vertex if its
z impact parameter lies within|1z|< 0.2 cm from that of the lepton track.

Theτ -jet identification is seeded from the L1/HLT τ candidates. A jet is formed around
each candidate which does not coincide with the identified electron, and the jet is passed
through a series ofτ -tagging criteria. Theτ tagging used in HLT (Ref. [76]) has been
adapted to offline use with parameters Rm = 0.1, Rs = 0.07, Ri = 0.45, pltr

T = 6 GeV/c and
pi

T = 1 GeV/c. The charge of theτ -jet is required to be opposite of the lepton charge, and
EHtow

T > 2 GeV is required if the jet coincides with any of the electron candidates. A further
cut is applied on the transverse energy of theτ -jet, ET >30 GeV.

The jets from the VBF process are identified as the two highest ET calorimeter jets with
ETj > 40 GeV, excluding the electron and theτ -jet. The jets are required to satisfy:|ηj |< 4.5,
ηj1 × ηj2 < 0,1ηj1j2 > 4.5,1φj1j2 < 2.2, and the invariant mass, Mj1j2 > 1 TeV. The jets after
these selections will be referred to as tagging jets.

A cut is applied on the transverse mass of the lepton-Emiss
T system, MT(lep, Emiss

T ) <

40 GeV, in order to reject backgrounds with W→ `ν decays.
The central jet veto was applied. An event is vetoed if there is an additional jet (j3) with

Eraw
Tj3 > 10 GeV in the rapidity gap between the two tagging jets, satisfying the following:

• (ηmin + 0.5) < ηj3 < (ηmax− 0.5)
whereηmin andηmax correspond to the tagging jets which has smaller and larger value ofη

respectively.
• αj3 =

∑
pTtrk/Eraw

Tj3 > 0.1
where pTtrk is the pT of the track originating from the signal vertex, which lie within the 0.5
cone around the jet axis, and Eraw

Tj3 is the raw ET of the jet measured in the calorimeter.

αj3 is defined for each additional jet, and the one which satisfies the first criteria and has the
highestαj3 is considered for the veto.

The invariant mass of the two reconstructedτ ’s is calculated as described in the MSSM
H(A)→ ττ analysis (Section 5.2) using the collinear approximation of the visible part ofτ ’s
and neutrinos. The Emiss

T is reconstructed by summing the ET of the calorimeter towers and
the muon candidates, and applying the jet energy corrections (Type 1 Emiss

T ). The events were
accepted if Eν1,ν2 > 0.

10.2.3.3. Expected number of events.The efficiency of each reconstruction and selection
step and the cumulative cross section expected at the LHC are given in Table10.9. The total
selection efficiencies are, 0.32%, 0.34%, 0.42%, 0.39%, for the signal events with the Higgs
boson masses, MH = 115, 125, 135 and 145 GeV/c2 respectively.

For the W+3/4j background, the efficiencies of some selection cuts have been obtained
from factorisation of cuts. The trigger and the lepton identification are carried out as other
samples, and the remaining steps are carried out in two uncorrelated parallel streams – A:
VBF and MT(lep, Emiss

T ) cuts, B: central jet veto,τ tagging and mass calculation – after pre-
selections of forward jets andτ -jet candidates.

10.2.3.4. Reconstructed mass and fit.The distribution of the invariant mass of two
reconstructedτ ’s for different samples is shown in Fig.10.16, where the signal sample with
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Table 10.9.Cumulative cross sections in fb after successive selection cuts. The efficiency (%) of
each cut is listed inside the brackets. The entry, “valid mass”, corresponds to the fraction remained
after the calculation of the diτ mass when some events are lost due to the negative reconstructed
neutrino energies. For the W + 3/4j samples, efficiencies are obtained from factorisation of cuts
and theτ -jet ID efficiency includes the pT cut, and the number of events at 30 fb−1 (indicated by∗)
is calculated for all leptonic decay modes of W.

cross section,σ [fb] (% from previous cut)

signal background

Selection MH = 135 EW2τ+2j QCDττ+2/3j W + 3/4j tt̄ →WbWb

Startingσ 82.38 299. 1615. 14.45×10 3 86×10 3

Level-1 46.50 (56.5) 179.8 (60.1) 543.8 (33.7) 9186. (63.6) 71.39×10 3 (83.0)
L1+HLT 24.60 (52.9) 58.81 (32.7) 201.3 (37.0) 6610. (71.9) 55.42×10 3 (77.6)
lepton ID 23.34 (94.9) 50.67 (86.2) 187.4 (93.1) 6549. (99.1) 54.08×10 3 (97.6)
lepton pT 23.16 (99.3) 49.13 (97.0) 185.6 (99.0) 6543. (99.9) 53.54×10 3 (99.0)
τ -jet ID 8.276 (35.7) 10.49 (21.3) 39.64 (21.4) (0.21) 5.056×10 3 (9.4)
τ -jet pT 6.422 (77.6) 7.360 (70.2) 24.25 (61.2) - 3.215×10 3 (63.6)
Valid mass 4.461 (69.5) 4.232 (57.5) 14.49 (59.8) (17.4) 848.6 (26.4)
VBF cuts 0.545 (12.2) 0.391 (9.2) 1.666 (11.5) (11.0) 2.738 (0.3)
MT(lep,Emiss

T ) 0.423 (77.6) 0.322 (82.4) 1.382 (83.0) (30.5) 0.942 (34.4)
Central Jet Veto 0.344 (81.3) 0.230 (71.4) 0.555 (39.7) (28.9) 0.224 (23.8)
N events at 30 fb−1 10.3 6.9 16.6 1.5∗ 6.7

 / ndf 2χ  1.062 / 16
p0        0.624± 1.436 
p1        4.3± 140.7 
p2        3.68± 12.82 

]2 [GeV/cττM
0 50 100 150 200 250

2
) 

/ 5
G

eV
/c

-1
N

ev
ts

 (
30

fb

0

1

2

3

4

5
 / ndf 2χ  1.062 / 16

p0        0.624± 1.436 
p1        4.3± 140.7 
p2        3.68± 12.82 

)
2

Signal (135GeV/c
+jetsτEW/QCD 2

ttbar W+jets
Fit to Signal

)τ 2→* (γFit to Z/
Fit to ttbar W+jets
Sum of fits

Figure 10.16. The invariant mass of two reconstructedτ ’s. The number of entries in each
histogram is normalised to the expected number of events at an integrated luminosity of 30 fb−1.

the Higgs boson mass, MH = 135 GeV/c2 is used. A Gaussian function is used to fit the
signal distribution, a Breit–Wigner function for the 2τ+jets background from EW and QCD
processes, and a second order polynomial for the reducible background from W+jets and tt̄
events. The Higgs boson mass resolution is 9.1%.
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Table 10.10.The production cross section and significance of the expected number of signal
events within the optimum mass window for each of the four different simulated masses of the
Higgs boson.

MH [ GeV] 115 125 135 145

Productionσ [fb] 4.65×10 3 4.30×10 3 3.98×10 3 3.70×10 3

σ× BR(H → ττ → l j ) [fb] 157.3 112.9 82.38 45.37
NS at 30 fb−1 10.5 7.8 7.9 3.6
NB at 30 fb−1 3.7 2.2 1.8 1.4
Significance at 30 fb−1 (σB = 7.8%) 3.97 3.67 3.94 2.18
Significance at 60 fb−1 (σB = 5.9%) 5.67 5.26 5.64 3.19

10.2.3.5. Signal significance.The significance is calculated using a window with a fixed
width of 40 GeV/c2, which slides in 5 GeV/c2 steps. An optimum window position which
maximises the significance is chosen for each of the four different masses of Higgs boson.
The numbers of signal and background events within the window, NS and NB, are estimated
from the fits to individual samples. The method ScP (Ref. [79]) is used for calculating the
significance, including the systematic uncertainty of 7.8% for 30 fb−1 and 5.9% for 60 fb−1.
The results are summarised in Table10.10.

It is envisaged that the shapes of the two background distributions will be extracted
experimentally from the LHC data in a region unaffected by the signal contribution, using
some relaxation of selection cuts. Since the number of background events in the signal
region will be estimated using real data, the fitting procedure is the only contribution to the
uncertainty in the significance estimate. The fit uncertainty has been evaluated by performing
MC trials, randomly generating a mass distribution from the original fit functions and
re-fitting the distribution at each trial. With the data, the Higgs boson mass will be estimated
by repeating the fitting procedure for different mass hypotheses and finding the value where
theχ2 of the fit is minimised.

10.2.4. Searching for standard model Higgs via vector boson fusion in
H → W+W−

→ `±ν j j with mH from 120 to 250GeV/c2

The signal topology of Higgs boson with H→ W+W−
→ `ν j j via vector boson fusion

has been shown as a good potential discovery channel for the medium-high mass range
(mH > 300 GeV/c2). The final state is characterised as two forward jets, two central jets
from W hadronic decay, and one high pT lepton and missing transverse energy (Emiss

T ) from
the W leptonic decay. Extending the use of this channel to the low mass range (mH <

300 GeV/c2) makes valuable physics analysis possible and is complementary to the Higgs
boson search using H→ W+W−

→ `ν`ν, especially for 160<mH < 180 GeV/c2, where
H → ZZ∗ branching ratio is highly suppressed due to the opening of H→ W+W− decay with
two on-shell W bosons.

The result of this section shows that in the Higgs boson mass range between 140
and 200 GeV/c2, a significance of∼ 5 σ can be achieved with integrated luminosity of
30 fb−1. Major backgrounds include tt̄ + jets, W + t̄b(t̄b), W + jets, Z+jets, WW/WZ/ZZ + jets,
and QCD events. For WW + jets, the QCD and Electroweak (EW) processes are generated
separately. A detailed description of the analysis can be found in [482].

10.2.4.1. Event selection strategy.Major difficulties concerning the low mass Higgs analysis
using`νjj final state include: many background processes of very large cross section have one
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Figure 10.17.Multiple jet selection efficiency (requiring at least 4 jets in an event) as a function of
jet ET threshold. The efficiency is normalised to the rate with jet ET threshold of 16 GeV for each
sample. The physics channels include: tt̄ + jets (solid square), W + 3jets (open circle), W + 4jets
(solid triangle), and VBF Higgs with mH = 170 GeV/c2 (open square).

lepton and multiple jets in the final states; simulating the requisite huge number of background
events is both a computing and analysis challenge; hard selection cuts and heavy exploitation
of physics signal characteristics are necessary to suppress backgrounds and enhance the
statistical significance of the signal, which can lead to large systematic uncertainties; the
relatively low Higgs boson mass domain limits the application of high jet ET thresholds that
would normally be used to suppress backgrounds, in contrast to the situation at high mass;
low Emiss

T and low ET jets affect the resolution of Higgs mass. To meet these challenges, a
robust reconstruction and selection strategy is developed.

Low pT objects are ignored (e.g. leptons with pT < 10 GeV/c and jets with ET < 25 GeV).
The jet ET threshold is chosen around 25 GeV where there is a stable signal to background
ratio (S/B), so that the systematic uncertainty of jet energy scale is minimised (Fig.10.17).
Due to a number of soft jets in the central detector region, the hadronic W reconstruction looks
for a dijet mass with the smallest deviation from the true W boson mass. The extra jet veto
after forward jet tagging and hadronic W reconstruction is applied. Two schemes are studied:
full extra jet veto (Nextra< 1) and loose extra jet veto (Nextra< 2). The full extra jet veto is
very powerful in reducing the tt̄ + jets and W + jets background.

The selection chain is divided into two major steps: basic selection (Table10.11) and
optimised selection. This strategy helps optimise the selection cuts and factorise the selection
efficiency to evaluate the systematic uncertainty and QCD background efficiency.

The optimised selection for mH > 160 GeV/c2 (mH < 160 GeV/c2) includes 3 steps:

• EFH
T > 45(40)GeV, EFL

T > 35(30)GeV, 1η > 4.2, and mjj > 1000 GeV/c2. EFH
T (EFL

T ) is
the high (low) jet ET threshold for forward jets.

• ECH
T > 30 GeV, ECL

T >25 GeV,1mW<20 GeV/c2 (30<mW<90 GeV/c2), and Nextra<1.
ECH

T (ECL
T ) is the high (low) jet ET threshold for central jets that are used for hadronic-W

reconstruction.
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Table 10.11.Summary of basic event selection cuts.

Selection Configuration

Lepton selection calorimeter-based e/µ isolation
30< pT < 120 GeV/c
1R`,j > 0.5

Jet selection Njet> 4 jets with ET > 25 GeV
Emiss

T > 30 GeV
Forward jet tagging ET > 30 GeV

η1 · η2 < 0
|η1 − η2|> 3.8
mjj > 800 GeV/c2

Hadronic-W 1mW < 25 GeV/c2 (mH > 160 GeV/c2)
30<mW < 90 GeV/c2 (mH < 160 GeV/c2)
select dijet with the least1mW

Leptonic-W using lepton and Emiss
T

select Leptonic-W candidates of
smaller1R(Leptonic− W,Hadronic− W)

Table 10.12.Cross section (fb) of the signal and background in optimised selection with mH >

160 GeV/c2 for full extra jet veto.

Channels Basic Selection Step 1 Step 2 Step 3

VBF Higgs (mH = 160) 16.15 9.531 4.580 2.989
VBF Higgs (mH = 170) 15.99 9.814 4.828 3.006
VBF Higgs (mH = 180) 16.28 9.916 4.711 2.738
VBF Higgs (mH = 190) 14.16 9.363 4.294 2.340
VBF Higgs (mH = 200) 13.78 8.626 4.341 1.983
VBF Higgs (mH = 210) 13.43 8.211 4.080 1.571
VBF Higgs (mH = 220) 13.35 8.227 4.128 1.259
VBF Higgs (mH = 250) 10.71 6.900 3.426 0.810
tt̄ + jets 1494.2 626.5 16.751 1.232
WW + jets (QCD) 9.27 1.265 0.422 < 0.008
WW + jets (EW) 7.88 9.683 4.454 < 0.0277
ZZ + jets 1.00 0.269 0.0245 < 0.001
ZW + jets 7.23 2.335 0.223 < 0.001
W + tb̄(̄tb) 92.8 35.21 4.427 < 0.05787
W + 4j (W → e/µ/τ + ν) 1110.8 583.0 72.066 0.323
Z + 4j (Z → ee/µµ) 82.3 3.713 0.141 0.0104
Z + 3j (Z → ee/µµ) 72.4 2.313 0.233 < 0.0067
Sum of Background 3579.7 1492.5 167.38 1.565

• Emiss
T (qqWW) < 40 GeV,1R(lepton,Hadronic-W)< 2.0, and1R(Leptonic-W, Hadronic-

W) < 1.0. Emiss
T (qqWW) is the Emiss

T of qqWW system that includes reconstructed Higgs
boson and two forward jets.

The efficiency of basic selection and three steps of optimised selection is summarised in
Table10.12and10.13for mH > 160 GeV/c2 and mH < 160 GeV/c2 respectively. Loose extra
jet veto with tightening cuts: mjj > 1200 GeV/c2 and1R(lepton,Hadronic-W)<1.6, gives a
conservative result.

The reconstructed Higgs boson mass distributions for signal plus background and
background are shown in Fig.10.18 for MH = 160 GeV/c2 (left) and MH = 170 GeV/c2

(right) for 60 fb−1.
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Table 10.13. Cross section (fb) of signal and background in optimised selection with
mH < 160 GeV/c2 for full extra jet veto.

Channels Basic Selection Step 1 Step 2 Step 3

VBF Higgs (mH = 120) 1.28 0.951 0.363 0.231
VBF Higgs (mH = 130) 4.03 3.004 1.125 0.664
VBF Higgs (mH = 140) 7.12 5.520 2.369 1.656
VBF Higgs (mH = 150) 11.01 8.345 3.505 2.317
tt̄ + jets 1483.0 859.5 20.94 0.493
WW + jets (QCD) 9.70 4.215 0.422 < 0.004
WW + jets (EW) 7.94 11.21 5.395 < 0.0277
ZZ + jets 0.96 0.465 0.0979 < 0.001
ZW + jets 7.45 3.781 0.334 < 0.01
W + tb̄(̄tb) 101.5 54.37 6.799 < 0.0289
W + 4j (W → e/µ/τ + ν) 1110.7 778.5 118.9 0.667
Z + 4j (Z → ee/µµ) 81.3 4.700 0.152 0.00522
Z + 3j (Z → ee/µµ) 70.0 3.160 0.353 < 0.01333
Sum of Background 3630.6 2066.5 267.2 1.164
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Figure 10.18. The Higgs boson mass reconstruction of signal plus background (blue/grey) and
background (black) for MH = 160 GeV/c2 (left) and MH = 170 GeV/c2 (right).

The overall QCD multi-jet contamination is estimated with the factorisation of the
selections as 2-5 events for an upper limit with 60 fb−1, which causes possible 2-4% increase
of background, which has almost no change in the significance.

10.2.4.2. Detector systematic uncertainties and control.Several calorimeter level systematic
uncertainties have significant impact on this channel including: jet energy scale and resolution,
Emiss

T scale and resolution, and calorimeter-based lepton isolation cut. Their impacts on the rate
of signal (S), background (B) and S/B are summarised in Table.10.14. The total detector level
systematic uncertainty is about 16% in the absolute rate of background in the final result.
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Table 10.14.Systematic Uncertainties due to Jet and Emiss
T .

Source S B S/B

Jet energy scale 10.6% 14.5% 5.2%
Jet energy resolution 0.1% 2.0% 2.0%
Emiss

T 2.5% 1.2% 1.7%
Lepton isolation 1.4% 1.3% 0.5%
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Figure 10.19.The signal significance for 30 fb−1. The high (low) curves correspond to full (loose)
extra jet veto.

The data driven technique is able to significantly reduce the detector level systematic
uncertainties. For example, the largest uncertainty comes from the selection efficiency with
respect to lowest jet ET threshold. The event rate of the background near this threshold can be
measured from data and used to tune the MC prediction, which leaves much less uncertainty
due to the systematic bias of jet energy scale. Ignoring the uncertainty in the rate for from
lowest jet ET threshold, the uncertainty of jet energy scale only causes about 5.5% error in
the rest of the selection chain which immediately reduces the total detector level systematic
uncertainty down to 10% level.

10.2.4.3. Discovery potential.The signal significance for 30 fb−1 after optimised selection
cuts is shown in Fig.10.19for the Higgs boson masses between 120 and 250 GeV/c2. The
background systematic uncertainty of 16% as discussed in the previous section is included.

10.2.5. Vector boson fusion production withH → γ γ

A detailed description of the analysis can be found in [483].

10.2.5.1. Signal and background generation and simulation.The Higgs boson production
from the vector boson fusion qq→ qqH and H→ γ γ decay was generated bypythia for the
Higgs boson masses, MH = 115, 120, 130, 140 and 150 GeV/c2.
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Table 10.15.Cross sections of different types of background.

Background process Cross section (pb)

QCD hadronic jets 2.8∗10 7

Gluon fusion 83
Drell–Yan 4.1× 103

γ γ + 2jets, QCD 47.24
γ γ + 2jets, EW 0.33
γ + 3jets, QCD 5970
γ + 3jets, EW 5.15

The backgrounds considered are:

• QCD multi-jet production, where an electromagnetic energy deposit results from the decay
of neutral hadrons (especially isolatedπ0s) in a jet. It was generated bypythia with
p̂T > 50 GeV/c.

• Drell–Yan e−e+ production (generated withpythia) which could mimic photons when
correspondent electron tracks will not be assigned to the clusters in the ECAL during the
reconstruction.

• Diphoton production from the gluon fusion (box diagram) when two additional jets from
the initial state radiation are presented in the event. It was generated bypythia with
p̂T > 20 GeV/c.

• QCD and Electro Weak (EW) pp→ γ γ + 2 jets process generated withCompHEP.
• QCD and EW pp→ γ + 3 jets generated withCompHEP.

Table10.15shows the cross sections of different types of backgrounds.

Generator level pre-selections for QCD multi-jet background.Selection based on the
generated particles was devised, aimed at selecting events which could produce in the detector
two electromagnetic showers consistent with isolated photons. In order to apply cuts on the
invariant mass of the two candidates an attempt to estimate lower and upper limits to the
energy of the candidates that will be reconstructed after the simulation was done.

The idea of this pre-selection, is to pick up events that will give rise to energy depositions
in ECAL large enough and isolated enough to be important for this analysis. Pre-selection
algorithm is getting all particles which might deposit electromagnetic energy in ECAL, and
looking around each particle in a narrow cone, to find another, may be less energetic particles
which will make deposits in ECAL as well, and will potentially be reconstructed as one
cluster. In addition to that, a very loose tracker isolation was applied: three charged particles
were required in a cone1R = 0.2 around the “cluster candidate”, described above, per one
“cluster candidate”, and no more than 6 per two first most energetic candidates.

After that some other cuts were applied for the “cluster candidates” as well,pT >

37.5 GeV/c for most energetic one andpT > 22.5 GeV/c for the second most energetic one.
The invariant mass of the first most energetic and second most energetic “cluster candidates”
should be more than 90 GeV/c2 for the purpose of this analysis.

Generator level pre-selections forγ + 3jets and γγ + 2jets backgrounds.At CompHEP
partonic level event generation the following cuts were applied:

• pγT > 20 GeV/c
• p j

T > 20 GeV/c
• 1Ri j > 0.4
• at least one pair of jets must exist with the jets in the opposite hemispheres with the rapidity

gap greater than 3.5.
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Table 10.16.Number of generated and simulated events for different types of background.

Background Number of Rejection with Number of Lintg

process generated events pre-selections simulated events (fb−1)

QCD multi-jets 31.2× 10 9 6048 4.5M ∼ 1
Gluon fusion 2.25× 10 6 2 1M ∼ 52
Drell–Yan e+ e − 1.0× 10 6 1 1M 0.25
γ γ + 2jets, QCD 0.5× 10 6 2.56 200k 6
γ γ + 2jets, EW 41× 10 3 1 41k 120
γ + 3jets, QCD 0.3× 10 6 7.8 40k 0.05

The CTEQ5L PDF set was used; the factorisation and renormalisation scales were set to
50 GeV. Hadronisation was done bypythia and the same pre-selections were applied as it was
described above for QCD multi-jet background. Rejection factors ofpythia pre-selections are
2.5 forγ γ + 2jets dataset and 7.8 forγ + 3jets dataset.

The signal and background events passed the full detector simulation and digitisation
with pile-up for luminosity 2× 1033 cm−2 s−1. The numbers of generated and fully simulated
events are shown in Table10.16for different types of background. In the last column the
corresponding equivalent integrated luminosity is shown.

10.2.5.2. Event reconstruction and selection.The events were triggered by the double-
isolated electron trigger at Level 1 and HLT.

Photons are reconstructed with the hybrid algorithm in the ECAL barrel and with the
island algorithm in the ECAL endcap. Both photon candidates had to match Level 1 trigger
photon candidates, such that, the distance R (R=

√
δη2 + δφ2) between the photon candidate

and trigger object be less than 0.5. The transverse energies of the two photon candidates were
required to be greater than 40 GeV and 25 GeV respectively. The fiducial volume in rapidity
was restricted to|η|< 1.4442 in the barrel and 1.566< |η|< 2.5 in the endcap for both
photon candidates.

Three different algorithms were studied for the Higgs boson vertex reconstruction:

• PT balance.The PT balance for charged particle tracks along the reconstructed Higgs boson
direction is defined as PBT = −6PTicosθi , whereθi is the angle between the Higgs boson
and tracki direction in the transverse plane

• Maximal PT . The primary vertex is selected as the vertex with the track of highest PT

• Number of charged particle tracksabove PT cutoff in pixel vertex. The primary vertex is
selected as the vertex with a largest number of tracks.

To compare different vertex reconstruction algorithms, the number of events
reconstructed in a 5 GeV/c2 mass window are determined. The PT balance and Maximal PT
algorithms give exactly the same number of events, while track counting algorithm gives a
few percent less efficiency. The Higgs boson efficiency in 5 GeV/c2 mass window is improved
by 15%.

The photon candidates were required to be isolated in the tracker and calorimeter. The
tracker isolation criteria are based on the number of charged particle tracks with pT greater
than a pT threshold, pthresh

T , calculated in a cone R(R =
√
δη2 + δφ2) around the photon
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candidate. The algorithm contains three parameters:

• The size of the cone R around the photon candidate, wherein the number of charged tracks
is counted.

• The pT threshold, pthresh
T . Only charged particle tracks with pT greater than pthresh

T are
considered in isolation calculations.

• The ‘number of tracks’ threshold Nthresh. If the number of charged particle tracks in cone R
with pT greater than the chosen pthresh

T is greater than Nthresh, then the photon candidate is
considered non-isolated, otherwise isolated.

The jet rejection factor is very sensitive to the ‘number of tracks’ threshold, Nthresh. By
increasing Nthresh from 0 to 1, the Higgs boson signal efficiency is improved by 6–10%, but
the jet rejection factor drops by a factor of∼ 2. Therefore, the parameter Nthreshwas fixed to
zero. The cone size R= 0.30 and pthresh

T = 1.5 GeV/c were used in this study.
The isolation of the photon candidates in the electromagnetic calorimeter is also required.

The isolation criteria is based on the sum of transverse energies deposited in basic clusters in
some cone R (R=

√
δη2 + δφ2) around the photon candidate. The basic clusters that belong to

the photon candidate’s supercluster are not counted as part of the sum. The algorithm contains
four parameters:

• The size of the cone R around the photon candidate wherein the transverse energies
deposited in the basic clusters are summed.

• The transverse energy sum threshold Ethresh
T . If the sum of transverse energies is below this

threshold, the photon candidate is considered isolated, otherwise non-isolated.
• The ratio,r , of the transverse energy sum in all surrounded basic clusters to the transverse

energy of the most energetic super cluster.
• The ratio (H/E) of the energy deposited in the HCAL behind the super-cluster to the energy

of the super-cluster.

There is no strong dependence of the jet rejection factor on the cone size R, though
slightly better rejection factors are empirically obtained for a cone size R= 0.30–0.35. The
cone size R= 0.30 is used in this study. The transverse energy sum thresholds, Ethresh

T , were
chosen to be 1.2 GeV in the barrel and 1.6 GeV in the endcap. Finally, the photon candidate
must pass the cuts:r < 0.01 and H/E<0.1.

Jet tagging was done based on the jets reconstructed with the iterative cone algorithm
using cone size 0.7. The two highest ET jets were chosen and initial selection cuts were
applied:

• Ejet
T > 20 GeV,|η jet|6 4.5,1Rγ jet > 0.5

• 1η jets = |η jet1 − η jet2|> 4.0, η jet1 × η jet2 < 0

Two additional cuts were applied to the already selected two forward jets in order to
reduce the background even more than it was done with forward jet tagging procedure:

• Ejet1
T > 50 GeV, where Ejet1

T is the transverse momentum of the first most energetic forward
jet, selected by forward jet tagging procedure, described above.

• Ejet2
T > 35 GeV, wherep jet2

t is the transverse momentum of the second most energetic
forward jet, selected by forward jet tagging procedure, described above.

• mj1j2 > 500 GeV/c2, where mj1j2 is the invariant mass of the two most energetic forward
jets, selected by forward jet tagging procedure, described above.

• Two photons must in theη region between the two forward jets: min(ηjet1, ηjet2)+ 0.7<
ηγ1,2 <max(ηjet1, ηjet2)− 0.7.
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Table 10.17. The number of signal and background events and signal significance after all
selections within the 5 GeV/c2 mass window around the considered Higgs boson masses for
60 fb−1. The1Nb is the background uncertainty estimated from the side bands.

mH = 115 mH = 120 mH = 130 mH = 140 mH = 150
GeV/c2 GeV/c2 GeV/c2 GeV/c2 GeV/c2

Ns 20.2 21.1 19.1 15.7 11.2
γ+3jets (QCD) 2.7 4.7 3.5 2.0 5.8
γ+3jets (EW) 2.5 2.5 2.5 2.5 2.5
γ γ + 2jets (QCD) 11.2 13.2 9.85 8.9 4.6
γ γ + 2jets (EW) 10 7.0 7.0 11.0 2.0
Drell–Yan 0 0 0 0 0
Nb 26.0 26.2 21.4 28.2 14.9
1Nb 2.8 3.2 2.4 3.0 1.8
S 3.07 3.15 3.21 2.32 2.30

Higgs mass, GeV
110 115 120 125 130 135 140 145 150 155 160

Higgs mass, GeV
110 115 120 125 130 135 140 145 150 155 160
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Figure 10.20. Signal significance for 30 and 60 fb−1.

10.2.5.3. Results.After all selections the contribution of the QCD multi-jet events and
diphoton events from gluon fusion was found to be negligible. Due to the lack of Monte Carlo
statistics only upper limits were estimated conservatively for the contribution from QCD and
EW γ+3 jets backgrounds. Table10.17shows the number of signal and background events
after all selections within 5 GeV/c2 mass window around the considered Higgs boson masses
for 60 fb−1. The1Nb shown in the Table is the background uncertainty estimated from the
side bands around the Higgs boson mass peak.

The signal significance with the background uncertainty taken into account is shown in
Fig. 10.20for 30 and 60 fb−1.

10.2.6. AssociatedWH production withH → WW(∗)
→ 2`2ν

The cross-section for this process exhibits a maximum near the Higgs boson mass of
160–180 GeV/c2 due to the combined behaviour of the production cross-section and the Higgs
boson branching ratio. The intermediate mass region between 120 GeV/c2 and 190 GeV/c2,
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Table 10.18. Background processes considered into the present analysis. The cross-section
includes the decay of W and Z bosons into leptons. The generator and the number of events
processed are also shown together with the corresponding weight for a luminosity of 1 fb−1.

Background Cross-section Generator MC statistic weight (1 fb−1)

WWW(3l±) 4.95 fb CompHEP 10000 5.19× 10−4

WZ(3l±) 1.71 pb pythia 50000 3.46× 10−2

ZZ(4l±) 0.17 pb pythia 50000 3.67× 10−3

tt̄(l +l−bb̄) 90.9 pb TopReX 100000 0.93
Wt(l+l−b) 5.25 pb TopReX 50000 0.11

where the cross-section exceeds 300 fb was investigated using the events containing three
leptons, electrons and muons (including leptonic tau decays), in the final state.

A detailed description of the analysis can be found in [484].

10.2.6.1. Signal and background generation.The Higgs boson with masses of 115, 125,
130, 140, 150, 160, 170, 180 and 190 GeV/c2 has been considered. Events were generated
with pythia for each of the nine Higgs boson masses, without any kinematical cut. W bosons
are forced to decay leptonically (e, µ, τ ).

All Standard-Model processes likely to produce three leptons must be considered as
background for this analysis. This includes events where three leptons are actually produced
in the hard process but also events with a fake or missed lepton. One particular case is the
production of leptons in the semi-leptonic decay of a B meson. In the present analysis, we
considered the production of WWW, WZ, ZZ, tt̄, and Wt. Most of the processes are simulated
with pythia, except for WWW, which is generated withCompHEP, and Wt generated with
TopReX. In all cases,pythia is used for the hadronisation step. Table10.18shows the cross-
section, the generator used and the number of events produced.

10.2.6.2. Selection streams at Level-1 and HLT.The global (cumulative) trigger efficiency
after Level-1 and HLT is found to reach 72% for a 140 GeV/c2 Higgs boson using the full
trigger table. Main contributions come from single and double leptonic (e andµ) triggers
(65%). There is a small contribution from the missing transverse energy trigger (Emiss

T ) and
from combined (eandτ ) and (µ andτ ) triggers, further reduced by the event selection, which
favours multi-leptonic patterns. For this analysis, events are selected by the triggers known to
have the highest impact on the total efficiency: single- and double-electron and muon triggers.
Figure 10.21(a) shows the efficiency for each (exclusive) trigger pattern, given the above
choice of interesting bits.

Details about the efficiency for each type of event (defined from the number of muons,
electrons and taus in the event) are given in Fig.10.21(b). Events containing one or more
muons are more easily retained (efficiency reaches 85% for events with three muons) while
tau events are only marginally selected (efficiency: 12%). Efficiency rises slightly with the
Higgs boson mass, from 58% at 115 GeV/c2 to 74% at 190 GeV/c2.

Table10.19shows the trigger efficiency for each source of background. Efficiency of the
single- and double-electron and muon triggers, varies from 64% to 73%, which is the same
magnitude as the trigger efficiency for signal events. It is 15% (fort t̄) to 5% (for ZZ) less
efficient than the inclusive High-Level trigger.

10.2.6.3. Off-line selection.Electrons and muons are reconstructed using default offline
reconstruction algorithms. For electrons, additional quality cuts are applied: the energy
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Figure 10.21. (a) Trigger efficiency by trigger pattern, for the signal. Efficiency is calculated as
Nx/NH LT , wherex is one of the 24 exclusive trigger classes. “Others” stands for unconsidered
trigger patterns; (b) Trigger efficiency for each class of Monte-Carlo events. Results are given after
Level-1 and after HLT. Efficiency is computed as the ratio between the number of triggered events
and the total number of generated events.

Table 10.19. Trigger efficiency for each source of background. Efficiency at HLT with the
restricted trigger set (e,ee, µ, µµ) used in the present analysis is also shown.

Background Level-1 efficiency HLT efficiencye,ee, µ, µµ HLT efficiency

WWW(3l±) 0.87 0.79 0.73
Wt(l+l−b) 0.88 0.78 0.67
WZ(3l±) 0.8 0.72 0.65
ZZ(4l±) 0.78 0.69 0.64
tt̄(l +l−bb̄) 0.91 0.79 0.65

measured by ECAL and the momentum obtained by the tracker must agree within 50%, and
the ratio of energy measured by HCAL and ECAL must be lower than 0.15. Only leptons
with p`T > 14 GeV/c are retained. A first set of selection criteria is applied to select signal-
like topologies, requiring three and only three leptons, for a total charge of either +1 or−1.
A cut on the distance in the z direction between the points of closest approach of lepton
tracks to the beam is applied to ensure that all of the three leptons are coming from the
same interaction. The two closest (in theη−φ plane) opposite-sign leptons are then assigned
to the Higgs boson decay. The angle between leptons attributed to the Higgs boson can be
used to distinguish signal and background. The acollinearity between two leptons is defined
as the angle between the two leptons, in the space, and their acoplanarity is defined as the
same angle projected onto the transverse plane. Both the acollinearity (θaco< 1.75 rad) and
the acoplanarity (0.1 rad< φaco< 0.75 rad) between the leptons are used, as they provide
complementary information. Leptons required to be isolated in the tracker, i.e. the angle
between the lepton’s track and the closest track with pT above 3 GeV/c must be more
than 0.2.

A jet veto is applied rejecting events with a jet, reconstructed with the iterative cone
algorithm (using cone size of 0.7) with raw ET above 25 GeV in the central region,|η|< 2.1.
An additional B veto is applied, imposing that no single B-jet is reconstructed by the default
combined B-tagalgorithm. This removes low-energy b jets passing the jet veto.
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Table 10.20.Summary of the optimised selection cuts. The cross-section for the signal and
backgrounds, for each step in the selection, is given in fb. An upper limit for theWt andt t̄ cross-
sections is given when no simulated event remains.

Cut Signal (fb) Background (fb)

Id. Type 140 GeV/c2 t t̄ Wt ZW ZZ WWW

0 Level-1 and HLT 12.24 72067 4115.8 1238.4 118.438 3.91
1 Nlept = 3, 6Q` = ±1 3.81 16432.7 680.0 339.4 34.65 1.05
2 Lepton cuts 2.67 5629.1 245.3 245.9 23.53 0.70
3 Angular cuts 0.87 400.6 15.0 18.3 2.29 0.11
4 B veto 0.43 3.85 0.42 9.77 1.19 0.06
5 Jet veto 0.27 < 1.93 0.31 7.26 0.58 0.04
6 Z veto 0.21 < 1.93 0.21 0.40 0.08 0.03
7–9 Topological 0.13 < 1.93 < 0.11 0.06 0.01 0.02

A cut on the invariant mass of any pair of leptons compatible with the Z hypothesis (via
charge flavour and invariant mass constraints,MZ /∈ [65]GeV/c2) is used to reject ZZ and
WZ events. Finally, kinematical cuts are used:p/T >50 GeV/c, MT(W3) > 40 GeV/c2 and∑

Ep`T >40 GeV/c, where
∑

Ep`T is the transverse momentum of the vector sum of momenta
of all three leptons, andMT(W3) is the reconstructed transverse mass of the associated
W boson:

MT(W3)=

√
2∗ pl3

T p/T(1− cos1φl3 p/T
), (10.3)

with pl 3
T being the transverse momentum of the lepton not associated to the Higgs boson,p/T

the missing transverse momentum, and1φl3 p/T
the polar angle between the lepton and the

missing transverse momentum. Optimised cuts are summarised in Table10.20.
The Higgs boson transverse mass is computed from the two chosen leptons and from the

missing transverse momentum:

MT(H)=

√
M ll

T
2

+ 2Ell
T p/T − 2Pll

T p/T cos1φll p/T
, (10.4)

Figure 10.22 shows the distribution of MT(H) for the signal, on top of remaining
background, after all cuts for a Higgs boson mass of 140 GeV/c2 and an integrated luminosity
of 100 fb−1. The cumulated efficiency (including trigger and event selection) depends on the
Higgs boson mass hypothesis. Starting at 0.5% for a mass hypothesis of 115 GeV/c2, the
efficiency rises to a maximum at the “WW resonance” (1.3%). Beyond the WW production
threshold, efficiency drops since W bosons start to be boosted in the Higgs boson frame,
which influences the angular distribution of leptons. Efficiency in that region could certainly
be improved by optimising the analysis for a Higgs boson mass of 190 GeV/c2.

10.2.6.4. Systematic uncertainties.Systematic sources considered in this study are related
to the normalisation of backgrounds, to the reconstruction, the event selection, the luminosity
and the structure functions of protons.

Background will be normalised to signal-free regions of the phase-space. By looking
at the acoplanarity distribution when the angular cuts are not applied, data can be fitted
to a sum of signal and background shapes. For that purpose, the signal is described by a
sigmoid distribution, while the background remains constant. The Monte Carlo distribution
for signal and background are first fitted independently, and the shapes obtained that way are
used to fit data from pseudo-experiments (Figure10.23). The uncertainty on the background
normalisation is then related to the uncertainty on the background level in that fit. The
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Figure 10.22.Reconstructed transverse mass from Equation (10.4) for a 140 GeV/c2 Higgs boson
and an integrated luminosity of 100 fb−1.
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Figure 10.23. Distribution of the acoplanarity for pseudo-experiments, fitted by a signal +
background shape, as described in the text.

uncertainty on the background level is found to be 15% for an integrated luminosity of
100 fb−1, and rises up to 20% for 30 fb−1. That value will be used in the following.

Reconstruction and selection uncertainties arise from the jet veto, the b veto and
lepton reconstruction. Experience from Tevatron tells that a typical 2% uncertainty on lepton
reconstruction efficiency has to be considered, while 5% uncertainty comes from lepton
isolation [485] Since three leptons are present in our analysis, a 12% uncertainty from
lepton reconstruction and selection has been taken. The additional uncertainties from the
jet veto and the b veto will be assumed to be 5% each.
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Figure 10.24. (a) Luminosity needed to obtain a 5σ significance using the likelihood-ratio
method, with systematics only, Monte-Carlo statistical uncertainties only, or with both effects
considered; (b) luminosity needed to exclude a Higgs boson at 95%C.L. if no excess is observed,
using the same method.

To take into account other uncertainties related to the event selection, cuts are varied
within the resolution of the associated quantity. The signal efficiency and background rejection
are found to be stable with respect to such variations. A conservative value of 3% for the
associated uncertainty is considered in the following.

The last uncertainty considered comes from the product of the luminosity and the
proton structure functions, known as the parton luminosity. Considering these two quantities
separately, a 5% uncertainty on the luminosity is assumed, while the uncertainty from the
proton parton distribution function (PDF) is taken to be 4% [486]. This latter uncertainty is
reduced for the process considered, for which the mid-x region (where uncertainties are small)
dominates.

The additional source of systematic uncertainties arising from the limited Monte Carlo
statistics is also considered in the following result. With the likelihood ratio method used in
the analysis, this is done bin per bin in the distributions of signal and background, so that a
single value cannot be quoted. For the time being, this has a large impact on the results, but
this effect will easily be reduced in the future, as more events become available.

10.2.6.5. Signal significance.In order to integrate the effect of systematic uncertainties and
to exploit the discriminative power from the transverse mass distribution, the likelihood-ratio
method (SC L) is used. Figure10.24(a) shows the luminosity needed to obtain a 5σ significance
using this method, with systematics only, with Monte Carlo statistical uncertainties, or with
both effects considered. Figure10.24(b) shows the luminosity needed to exclude a Higgs
boson at 95%C.L. if no excess is observed, using the same method. Less than 50 fb−1 are
required in most of the mass range, while only 20 fb−1 are needed at 170 GeV/c2.

One important motivation for studying this channel is also that it is one of the only
allowed signatures for a fermiophobic Higgs boson model. If the Higgs boson does not couple
to fermions, the usual gluon-fusion diagrams are indeed forbidden, as well asbb̄ decays. A
fermiophobic Higgs boson will present a large cross-section at low mass, as the branching
ratio does not drop down as in the Standard Model. Figure.10.25(a) shows the luminosity
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Figure 10.25. Results obtained using the benchmark fermiophobic model; (a) Luminosity needed
to obtain a 5σ significance using the likelihood-ratio method, with systematics only, Monte-Carlo
statistical uncertainties only, or with both effects considered; (b) luminosity needed to exclude a
Higgs boson at 95%C.L. if no excess is observed, using the same method.

needed to obtain a 5σ significance for a fermiophobic Higgs boson. Compared to Fig.10.24,
the needed luminosity is found to be similar in the most favourable mass region for the
Standard Model (around 170 GeV/c2) and above, but far better results are obtained in the
low mass region. After 100 fb−1, all masses between the LEP limit and 175 GeV/c2 will be
covered by this analysis alone. Figure10.25(b) shows the luminosity needed to exclude a
fermiophobic Higgs boson at 95%C.L. if no excess is observed. In the absence of signal, less
than 30 fb−1 are required to reject any fermiophobic Higgs boson up to 175 GeV/c2.

10.2.7. Associatedtt̄H production withH → γ γ

10.2.7.1. Introduction. A Higgs boson produced in association with a tt̄ pair, with an
H → γ γ decay would share a fully reconstructible mass peak with the inclusive H→ γ γ

signature. But like the WH and ZH channels [487], the signature could contain an isolated
high-transverse- momentum charged lepton which can be used both to discriminate against
QCD background and reconstruct the primary vertex; the associated production channels
could hence be less dependent on photon energy resolution. In particular, the presence of
two top quarks would tend to produce high-multiplicity events, which could offer additional
discriminating power against light jet QCD background. In the case of the two-Higgs-
doublet MSSM, the gluon fusion Higgs boson production channel could in fact be subject
to suppression with respect to the associated production channels in the case of top-stop
degeneracy (“maximal mixing”) [488]. Prior generator-level studies for the detection of the
SM [489] and MSSM [490] Higgs bosons in CMS via this channel have indicated a signal-
to-background ratio of approximately 1. A full simulation study in the ATLAS Physics
Technical Design Report [491] has predicted a signal significance of S/

√
B = 4.3− 2.8 for

mH = 100–140 GeV/c2 with a signal efficiency of∼30%. A more recent, related ATLAS
study involving a 2-photon signature accompanied by missing energy [492] has indicated, for
100 fb−1, a signal-to-background ratio of∼ 2 for mH = 120 GeV/c2.



1298 CMS Collaboration

Table 10.21.Estimated number of signal events for tt̄H,H → γ γ , assuming NLO production cross
sections [162], Higgs boson branching ratios to two photons [21], and one electron or muon from
top decay (including from tau lepton decays).

Higgs Boson Mass (GeV/c2) After 30 fb−1 After 100 fb−1

115 20.80 69.33
120 19.61 65.36
130 15.96 53.20
140 11.20 37.33

10.2.7.2. Signal production cross-sections, event rates and event generation.Production
cross-sections for tt̄H have been calculated at next-to-leading order [162,464,465]. Taking
the branching ratio for H→ γ γ fromhdecay [21] and assuming in addition that the decay of
exactly one of the top quarks yields a lepton (electron or muon) from W±

→ l + νl (including
the possibility of tau lepton decays to muons or electrons), we estimate for several Higgs
boson masses the number of signal events for 30 and 100 fb−1 (Table10.21).

Signal events were generated with both theMadGraph [81,493,494] and alpgen

[161,495, 496] LO exact matrix element generators, for each of the Higgs boson masses
shown in Table10.21. Events from both generators were found to yield comparable LO cross-
section and kinematical distributions. The LO cross-sections were also found to agree with
those from the program HQQ [20] at the percent level. The samples analysed were those
generated withalpgen. For the current study all signal events have been generated such that
exactly one of the two W bosons from the two top quarks decays leptonically.

10.2.7.3. Background processes considered and event generation.Standard Model processes
resulting in both irreducible and reducible backgrounds have been identified. A background
is called irreducible if it is capable of giving rise to the same signature on the particle level
as that searched for in a signal event, that is to say, a lepton and two photons (lγ γ ). Special
care has been taken to properly treat the irreducible tt̄γ γ background. Feynman diagrams
of three possible types of tt̄γ γ processes considered are shown in Fig.10.26. In the first
case, called “Type 1”, both photons are radiated from either outgoing top quarks or incoming
partons. In the third case, called “Type 3”, both are radiated from top quark decay products.
The second case, “Type 2” combines one photon radiated according to “Type 1” with the
second radiated according to “Type 3”. (A fourth process arises from both photons being
radiated from different decay products of thesametop quark; for the relevant event selection
(see pertinent section below) withmγ γ >70 GeV/c2 we have verified that this contribution
is completely negligible). The Types 2 and 3 processes, as well as the process Wγ γ+ 4
jets, previously unavailable in any matrix element generator, have been specifically added
to alpgen for this and future studies. Where applicable in thealpgen samples, top quarks
and W bosons are decayed withinalpgen which assures preservation of spin correlation
information which could impact kinematical distributions.

Table10.22lists the considered irreducible background processes, the generators used
to either generate or cross-check event samples, the LO cross-section with statistical errors,
the number of events expected for 30 (100)fb−1 of integrated luminosity, the number of
events generated, simulated, reconstructed and analysed as well as the equivalent integrated
luminosity, which ranges from 400 to over 6000 fb−1. The cross-sections reflect pre-selection
criteria imposed at generator-level which are described in the next section. In the processes
involving real top quarks as well as in the Wγ γ+ 4j process, one top quark/the W boson
was forced to decay leptonically, and the stated cross-section therefore implicitly includes
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Table 10.22.Cross-sections at leading order (statistical errors in parentheses), number of events
generated, simulated and reconstructed, and equivalent integrated luminosity for the irreducible
backgrounds considered.

Process σ× BR [fb] N simul./ Anal. Eq. Int.
(1 W → lν) Ngen N 30 fb−1 N 100 fb−1 Generator reconstr. N Anal. Lumi. [fb−1]

ttγ γ 1 1.6 (6 1/mil) 52202 48 160 AL,MG 10000 4695 6250
ttγ γ 2 6.1 (6 1%) 6238 183 610 AL 6000 5109 1000
ttγ γ 3 4.9 (6 1%) 2967 147 490 AL 2500 2250 510
W γ γ 4j 11.5 (1.2%) 4587 345 1150 AL 4500 3957 400

the relevant branching ratio. The effect of the inclusion of background Types 2 and 3 is to
augment the total initial contribution (before selection) from tt̄γ γ by approximately one order
of magnitude.

A background is called reducible if at least one element of the final-state signature
is mistakenly identified due to incomplete detector coverage or other instrumental effects.
This could arise if one or more electrons or jets are misidentified as photons, or a jet
as an electron or a muon. It has been heretofore possible to evaluate only the irreducible
backgrounds discussed above with acceptable statistics, so only these will be presented here.
Low-statistics tests on most of the reducible background processes have been performed, and
strong requirements have been implemented in the following selection in order to veto them.

10.2.7.4. Event simulation and reconstruction.All generated signal and background events
were fragmented and hadronised withpythia [69,246] version 6.227, using the CTEQ5L [12]
PDFs. They were then simulated, digitised and reconstructed using the standard CMS tools.
All samples were digitised with high-luminosity(1034cm−2s−1) pile-up.

10.2.7.5. Description of generator-level pre-selections.No generator-level pre-selections
were made on signal events. For the irreducible background events, the following
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pre-selection was made:

• mγ γ > 80 GeV/c2 for all four processes;
• pTγ > 20 GeV/c, |ηγ |6 2.5 (MadGraph) or pTγ > 15 GeV/c, |ηγ |6 2.7 (alpgen) for all

four processes;
• pTl > 15 GeV/c for all processes except ttγ γ 1;
• pT j > 15 GeV/c, |η j,l |6 2.7,1 R(l, j or j, j or γ ,j or γ, γ )> 0.3 for the process Wγ γ 4j,

where ‘j’ refers to one of the four additional light quark jets;

where pT refers to the transverse momentum of the particle,η its pseudorapidity and
1R =

√
(1η2 +1φ2) whereφ is the azimuthal angle.

The intersection (most restrictive set) of the above generator-level criteria except that
pertaining to the additional light quark jets was then imposed on all signal and background
event samples at the particle level.

10.2.7.6. Event selections.The events are selected by the single and diphoton triggers at
Level-1 and High Level Triggers (HLT) configured for high luminosity (1034 cm−2s−1).

A prior study of this channel at particle-level [497] found that reliance on pT alone to
identify the two Higgs boson photon candidates results in considerable sidebands (at
approximately the 10% level) in the two-photon invariant mass distribution in signal events.
It is the choice of the second (lower in pT) photon which is overwhelmingly contaminated by
these combinatorial photons, which originate approximately 80% fromπ0s, 10% fromηs, a
few percent fromωs, and the remainder from other particles. Fully 80% of these fake Higgs
photon ‘mother’ particles appear to come from parton showers whose origin is one of the
two final-state top quarks, and as such are peculiar to the tt̄H process. The other 20% come
from showering from the initial-state partons and hence are common to all the associated
production channels. For reconstructed signal events, the misidentification percentage grows
to ∼ 30% (see the pertinent curve in Fig.10.28(left)).

To improve the Higgs photon selection procedure, we have evaluated the performance of
the photon isolation variables investigated and used by the H→ γ γ inclusive analysis [7].
We obtain the best results by considering linear combinations of the variables ‘ECALIso’ (the
sum of ET of ECAL basic clusters within a cone after removing the ET of those basic clusters
constructed with the Island algorithm included in the supercluster matched (1R< 0.2) with
the offline photon itself) and ‘HCALIso’ (the sum of ET of HCAL calorimeter towers within
a cone centred on the photon candidate), as illustrated in Fig.10.27(right).

For this study, the two highest-pT Offline Photons satisfying the following requirement
on the isolation energy Iso= HCALIso +(2.∗ECALIso) were retained as Higgs photon
candidates:

• For photons in the barrel: Iso< 25 GeV,
• For photons in the endcap: Iso< 22 GeV,

with 1R< 0.25 for ECALIso and1R< 0.3 for HCALIso (see comparison of performance
with different isolation cone radii in Fig.10.27(left). These values yield approximately 95%
efficiency for true Higgs photons45 and less than 40% for combinatorial photons. This strategy
successfully restores approximately one-half of the true Higgs photon pairs previously lost
to misidentification when selection based on only photon pT is used, as is demonstrated by
Fig. 10.28.

45 “True Higgs photons” are considered to be those Offline Photons lying within a cone of radius1R< 0.1 of one
of the two particle-level photons coming from the Higgs boson decay.
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Figure 10.28. Left: Invariant mass of the two Higgs photon candidates selected according to
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geometrically matched to particle-level Higgs photons (medium grey curve). Right: Distribution
of the pT of jets from pile-up events. Jets not matched to generated particle jets from the signal
are considered to be pile-up jets.

A similar technique is employed for the selection of candidate leptons from top quark
decays (via a W boson). We obtain the best performance in selecting ‘true’ W leptons46 with
the previously-defined ECALIso variable for Offline Electrons and with transverse momentum
of tracks in a cone of radius1R< 0.25 (‘IsoByTkPt025’) for GlobalMuons. We retain as the
W-decay (top) lepton candidate the highest-ET OfflineElectron or highest-pT GlobalMuon
satisfying the following requirement:

• For electrons, ECALIso< 5 GeV,
• For muons, IsoByTkPt02< 9 GeV.

These values yield∼92% efficiency for ‘true’ W leptons and approximately 35% for
combinatorial leptons. In the selection criteria involving photons described below, as well as
those involving leptons described thereafter, the pertinent distributions are constructed using

46 As for Higgs photons, considered to be those OfflineElectrons or GlobalMuons lying within a cone of radius
1R<0.1 of a particle-level electron or muon from a W boson which itself is a decay product of one of the final-state
top quarks.
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the Higgs photon and W lepton candidates selected according to the procedure combining
pT and isolation described above.

After selection of the two Higgs photon and one W lepton candidates, the remainder of
the selection aims for a signal efficiency of between 85 and 95% per selection criterion. Five
variables involving the Higgs photon candidates have demonstrated effective performance: the
pT of each of the two OfflinePhoton candidates (pTγ1, pTγ2), the sum of their pT (pTγ1 + pTγ2),
the angular distance between them (1Rγ 1,γ 2), and cosθ∗, where tanθ∗

=
| Epi | sinθi

γ (| Epi | cosθi −βEi )
, and

Epi and θi refer respectively to the momentum of and the 3-space angle between either of
the two Higgs photon candidate directions and the direction of their joint 4-vector, in the
laboratory frame (the scalar nature of the Higgs boson should assure a flat distribution of
this variable for signal events, and one peaked in the forward and backward directions for
background events). We have established the following eventwise selection involving the two
Higgs photon candidates:

• pTγ1,γ2> 50,18 GeV/c
• pTγ1 + pTγ2> 85 GeV/c
• 1Rγ 1,γ 2 6 3.2
• cosθ∗ 6 0.85.

Three variables involving the W lepton candidates have demonstrated effective
performance: the ET (OfflineElectron) or pT (OfflineMuon) of the candidate, and the
angular distances between the candidate and each of the two Higgs photon candidates
(1Rγ 1,lepton,1Rγ 2,lepton). We have established the following eventwise selection involving
the W lepton candidate:

• pT lepton>15 GeV/c
• 1Rγ 1,lepton,1Rγ 2,lepton> 0.3, 1.0.

In order to remove part of the irreducible backgrounds studied here and also eventually
to remove backgrounds from QCD processes, we take advantage of the high jet multiplicity
of our signal events as well as the presence of two real top quarks yielding b-quark jets as
decay products. Jets including those possibly corresponding to b-quarks are constructed with
the iterative cone algorithm [7] with a cone radius of1R = 0.5. A discriminant (BtagDisc) is
then calculated for each candidate b-quark jet with the Combined BTag [7] b-quark-tagging
algorithm. We require the presence of a minimum number of jets having a value ofpT

greater than 60 GeV/c, which permits the removal of jets from pile-up from consideration
(we consider a reconstructed jet to be from pile-up if it is not geometrically matched with
a particle-level jet, which has been constructed using the same algorithm and parameters as
the reconstruction-level jets). Figure10.28(right) shows thepT distribution of the jets thus
attributed to pile-up in a signal sample with mH = 115 GeV/c2. We require>4 jets with
pT > 60 GeV.

To specifically target the W + 2γ + jets background (and eventually other non-b-quark
reducible backgrounds), we make limited use of tagging of b-quark jets. We require that at
least one candidate jet havingpT > 60 GeV have BtagDisc>0.8.

10.2.7.7. Performance of off-line selection.Tables10.23and10.24show the progression
of the signal (mH = 115 GeV/c2) and background samples through the selection. Prior to
checking for the Level-1 and HLT decision, we apply the pre-selection at particle-level
described in Section 10.2.7.5 to all signal and background samples. The number of surviving
events is expressed as an effective cross-section in fb. The final results are also expressed as
numbers of surviving signal and total background events with statistical errors, for both 30
and 100 fb−1.
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Table 10.23.Progression of the signal (mH = 115 GeV/c2) and background samples through the
trigger portion of the selection, expressed as an effective cross-section in fb. Efficiencies with
respect to the previous sequential requirement are expressed as percentages.

Requirement MH =115 GeV/c2 ttγ γ1 ttγ γ2 ttγ γ3 W2γ4j

Before selection 0.693 (100.0) 1.59 (100.0) 6.12 (100.0) 4.95 (100.0) 11.4 (100.0)
Pre-selection 0.533 (76.8) 1.4 (87.9) 5.05 (82.5) 3.94 (79.6) 11.3 (98.9)
L1 + HLTAccept 0.517 (97.0) 1.34 (95.4) 4.71 (93.4) 3.36 (85.7) 10.5 (93.0)
HLT γ γ , γ accept 0.508 (98.3) 1.30 (96.9) 4.57 (96.9) 3.25 (96.6) 10.0 (96.0)

Table 10.24.Progression of the signal (mH = 115 GeV/c2) and background samples through the
offline portion of the selection, expressed as an effective cross-section in fb. Efficiencies with
respect to the previous sequential requirement are expressed as percentages.

Requirement Criterion MH = 115 GeV/c2 ttγ γ1 ttγ γ2 ttγ γ3 W2γ4j

Number ofγ ’s >2 0.506 (100.0) 1.29 (100.0) 4.56 (100.0) 3.24 (100.0) 10.0 (100.0)
Number isolatedγ ’s > 2 0.482 (95.2) 1.22 (94.0) 3.96 (86.8) 2.53 (78.2) 9.58 (95.7)
pTγ1(GeV/c) >50 0.432 (90.0) 1.04 (85.3) 3.14 (79.4) 1.48 (58.5) 7.90 (82.5)
pTγ2(GeV/c) >18 0.386 (89.2) 0.88 (84.7) 2.25 (71.6) 1.03 (69.7) 6.72 (85.0)
pTγ1 + pTγ2(GeV/c) >85 0.379 (98.2) 0.847 (96.3) 2.17 (96.5) 0.926 (89.8) 6.40 (95.3)
1R(γ1γ2)(GeV/c) <3.2 0.364 (96.4) 0.738 (87.2) 1.86 (85.9) 0.719 (77.7) 5.30 (82.8)
cosθ∗ <0.85 0.332 (91.4) 0.589 (79.8) 1.48 (79.5) 0.583 (81.0) 4.36 (82.3)
pTlep isolated (GeV) >15 0.238 (72.2) 0.443 (75.2) 0.984 (66.4) 0.387(66.4) 3.15 (72.3)
1R(γ1l ) >0.3 0.236 (99.0) 0.441 (99.5) 0.925 (94.0) 0.321 (83.0) 3.14 (99.6)
1R(γ2l ) >1.0 0.208 (87.4) 0.389 (88.2) 0.607 (65.7) 0.163 (50.7) 2.34 (74.6)
N jets pT > 60 GeV >4 0.179 (86.2) 0.338 (87.0) 0.455 (74.9) 0.110 (67.6) 1.79 (76.6)
Btag Disc for>1 jet >0.8 0.110 (61.6) 0.217 (64.0) 0.276 (60.7) 0.051 (46.0) 0.294 (16.4)
MH + /− 1.5 GeV/c2 0.074 (67.1) 0.005 (2.51) 0.011 (3.86)< 0.002 (3.92) < 0.003 (1.02)
Nevts at 30 fb−1 2.22 +/− 0.10 0.483 +/− 0.158
Nevts at 100 fb−1 7.42 +/− 0.334 1.61 +/− 0.53

10.2.7.8. Uncertainties, systematic errors, and strategy for background measurement from
data. To estimate the systematic error on the surviving signal cross-section, the following
global source of error is applied directly to the estimated number of signal events:

• Luminosity<3%.

The error due to the inclusion/non-inclusion of initial and final-state photon radiation at
the fragmentation/hadronisation level as well as that due to the matrix element generator used
(alpgen orMadGraph) was found to be insignificant.

We have also considered the following sources of uncertainty relevant to the detector:

• Electron/Photon/Muon identification: 1% per identified object.
• Efficiency to tag jets containing b quarks: 5% per identified b-quark jet.
• Uncertainty on the jet energy scale: 3%.

Only the effect of the uncertainty on the jet energy scale is evaluated by propagation
through the selection, and yields a net uncertainty of +1.6/− 3.9% for a Higgs boson mass of
115 GeV/c2. All the above contributions are summed in quadrature and a systematic error
of +6.3/− 7.2% is obtained for the number of signal events for a Higgs boson mass of
115 GeV/c2. The uncertainty on the number of surviving background events, calculated below
and amounting to an average of±15%, is finally added to the above quadratic sum yielding
an error of +16.3/− 16.6% on the number of events in a peak containing both signal and
background events, corresponding to the case of a signal cross-section measurement.
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Figure 10.29. Left: Background estimation from the fit of the sidebands: Example of a gedanken
experiment giving a possible set of real data points consistent with the Poisson distribution of the
simulated number of surviving background events. The fit through these points is superimposed
on the original fit. Right: Distribution of the estimated number of background events from the fit
of the gedanken experiments.

Table 10.25.The signal selection efficiency, the total number of surviving signal and background
events at 100 fb−1 with statistical errors (from the number of generated events), the number of
background events estimated from the fit with the fit error, and the signal significance calculated
using the ScP estimator without and with the background uncertainty evaluated from the fit.

Higgs Boson Mass (GeV) 115 120 130 140

Sig. Selection Eff. (%) 10.7 11.2 11.3 11.3
Number Signal 7.42± 0.33 7.33± 0.33 5.96± 0.27 4.21± 0.19
Total Number Bcgkd 1.61± 0.53 2.79± 0.62 1.98± 0.66 1.10± 0.51
Total Number Bcgkd from fit w. syst. 2.23± 0.34 1.94± 0.32 1.60± 0.22 1.39± 0.22
Signal Significance (ScP) 3.541 3.662 3.257 2.510
Signal Significance (ScP) w. syst. 3.414 3.523 3.184 2.453

The background spectrum can be obtained from the sidebands surrounding the positions
of the putative Higgs boson masses and fit to a decreasing exponential function (shown by the
grey curve in Fig.10.29(left)). The bin width has been chosen to be large enough (20 GeV/c2)
to have a sufficient number of events for an integrated luminosity of 100 fb−1 (The bin centred
around the generated Higgs boson mass is not used for the fitting procedure). The number
of background events and its error are estimated by fitting test distributions obtained with
the average of the bin contents according to a Poisson distribution (gedanken experiments
corresponding to possible future real data sets). One such fit is shown in the black curve in
Fig. 10.29 (left). The mean and width of the gaussian fit of the distribution thus obtained
(Fig. 10.29(right)) yield respectively estimates of the number of background events and its
systematic error, which are used to compute the signal significance.

10.2.7.9. Results.Table 10.25 shows, for each of the four Standard Model Higgs boson
mass values considered, the signal selection efficiency, the total number of surviving signal
and background events at 100 fb−1 with statistical errors (from the number of generated
events), the number of background events estimated from the fit with the fit error, and the
signal significance calculated using the ScP estimator [498] with and without the background
uncertainty evaluated from the fit.
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Figure 10.30. The diphoton mass after all selections for signal of mH = 115 GeV/c2 (left) and
140 GeV/c2 (right) added to the surviving backgrounds.

Figure10.30shows the diphoton mass distribution of the signal added to the background
after all selections for Higgs boson masses 115 GeV/c2 (left) and 140 GeV/c2 (right).

10.2.7.10. Conclusion.A full-reconstruction-level sequential study has been performed for
the channel tt̄H, with H → γ γ , taking into account irreducible backgrounds not previously
studied. The ratio of signal to background events is approximately 4:1 representing a factor
of 2 improvement over prior CMS and ATLAS studies. Signal observability in excess of 3σ

is indicated for masses up to 130 GeV/c2 with full simulation and reconstruction and with
estimated systematic errors taken into account for 100 fb−1 of integrated luminosity.

10.2.8. Associated WH, ZH production withH → γ γ

Compared to the gluon-gluon fusion channel gg→ H → γ γ , the associated production
channels WH/ZH [499,500] suffer from a much lower production cross section. Several
advantages, however, make these channels attractive when the decay of the gauge boson
results in a charged lepton: requiring an additional relatively high transverse-momentum
lepton greatly reduces the significant QCD background in theγ γ topology and improves
the primary vertex reconstruction [501]. In the context of supersymmetric models, maximal
mixing in the stop sector could result in a strong suppression of the gg→ h signal, which the
associated production channels would not be subject to [502]. The searched-for final state is
therefore comprised of 2 isolated photons and at least one isolated electron or muon. Prior
generator-level or fast simulation studies [489,490,503, 504] conclude to the possibility of a
discovery at the LHC in this channel.

A detailed description of the analysis can be found in [505].

10.2.8.1. Event generation and reconstruction.All the process considered in this study have
been simulated at the leading order. Signal events were generated by the matrix element
generatorCompHEP [43] for Higgs boson masses ranging from 90 to 150 GeV/c2, in steps of
5 GeV/c2. Total cross-sections have been rescaled accordingly to the NLO calculation [20].
K-factors from 1.15 to 1.16 are obtained on the whole mass range. Branching ratios for H→

γ γ were taken fromhdecay program [21]. The irreducible backgrounds from the processes
Wγ γ et Zγ γ were also generated withCompHEP, with the same K-factors applied as those
pertinent to the signal. Fragmentation and hadronisation was performed bypythia [246].
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The reducible background processesγ γ , γ -jet, Wγ , bb, and tt, retained due to their
capacity to mimic thelγ γ signal, have been generated withpythia and leading order cross-
sections were considered, except for the tt production where a NLO cross section of 840 pb is
used [278].

To ensure an efficient generation and preserve sufficient statistics of the most signal like
events, a pre-selection is applied at generator level. Three electromagnetic candidates or two
electromagnetic candidates and one muon candidate withET > 20 GeV and|η|< 2.7 are
required. An electromagnetic candidate is obtained by clustering electrons and photons in
a1η = 0.09,1φ = 0.09 window. Muon candidates are eitherµ, τ , π , or K particles.

The generated events were passed through thegeant3 simulation of CMS [25]. The
events were then digitised and reconstructed with the standard CMS software [506] with the
addition of pile-up event corresponding to the high luminosity phase (L= 1034 cm−2s−1).

10.2.8.2. Trigger selection.Events are required to pass the global Level 1 trigger [506] and
the double photon High Level Trigger (HLT) [76] configured for the high luminosity phase.
The trigger efficiencies for the preselected signal events are higher than 95% on the whole
Higgs boson mass range (90–150 GeV/c2) as shown in Table10.26and10.27.

10.2.8.3. Offline event selection.To suppress the reducible backgrounds, four discriminant
combined variables are first constructed using a likelihood ratio method to estimate the
isolation of the photons, the quality of the lepton reconstruction, the isolation of the lepton and
the QCD/multi-jets nature of the event. The reference histograms for the four likelihoods are
all produced on independent simulated event samples after a very loose pre-selection requiring
two offline photons and one electron or muon reconstructed by the standard algorithms.
Photon candidates with a matching seed in the pixel detector are rejected. The two photons
with the highest transverse energy are assigned to the Higgs boson decay. Several isolation
variables [507] were tested in the likelihood and the best performance is obtained with the
sum of the transverse energy of the basic clusters within a cone1R< 0.3 around the photon,
excluding the basic clusters belonging to the photon supercluster and the sum of the transverse
energy of the HCAL towers within a cone1R< 0.3 around the photon.

Then the offline lepton with the highestET is selected. The reconstruction quality of the
electron is carefully checked. The four variables yielding the most significant discriminating
power are the ratioE/p between the electron energy as measured in the calorimeter and its
momentum measured by the tracker, the hadronic energy fractionEhad/E, the distance1η
between the track and the associated supercluster and the ratioR9 between the sum of the
energies of 9 crystals (3×3 matrix centred on the maximum-energy crystal) and the energy
of the corresponding supercluster. In the case of muons the purity obtained by the standard
CMS reconstruction algorithms has already proven sufficient; therefore, no additional criteria
are applied.

For the lepton isolation, similar calorimeter variables as for photons are used. In
addition, the number of pixel lines within a cone1R< 0.3 around the lepton improves the
discriminative power of the likelihood.

Finally a global discriminant variable against multi-jet background is constructed.
The rejection ofπ0 faking signal photons, effective against QCD backgrounds, has been
accomplished by a neural network procedure exploiting the information on the lateral profile
of the electromagnetic shower. Variables involving the multiplicity of reconstructed objects in
the electromagnetic calorimeter improve the discriminating power.

The results of the selection applied on the four combined variables are presented in
Tables10.26and10.27. The multi-jet backgrounds are entirely suppressed. To obtain a more
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Table 10.26.Expected rates (in fb) after each stage of the event selection for signals (mH =

120 GeV/c2) and irreducible backgrounds. Errors are statistical only.

WH ZH Wγ γ Zγ γ

σ .BR 0.810 0.137 - -
Pre-selection:σ .BR.ε 0.460 0.0440 13.58 18.92
Double photons HLT 0.439± 0.005 0.0423± 0.0004 8.80± 0.04 12.13± 0.07
2 isolated photons 0.387± 0.005 0.0370± 0.0004 7.14± 0.04 6.51± 0.04
1 good quality lepton 0.331± 0.004 0.0350± 0.0003 5.56± 0.04 4.58± 0.03
Lepton isolation 0.299± 0.004 0.0318± 0.0003 4.83± 0.04 4.11± 0.03
QCD rejection 0.281± 0.004 0.0273± 0.0003 4.50± 0.04 3.53± 0.03
80<mγ γ < 160 0.271± 0.004 0.0259± 0.0003 2.04± 0.02 1.42± 0.02

Table 10.27. Expected rates (in fb) after each stage of the event selection for reducible
backgrounds. Contributions of the different pT bins are summed. Errors are statistical only.

γ γ Wγ bb tt γ -jet (jet)

σ .BR 1.1× 105 5.79× 103 1.78× 109 86.2× 103 1.21× 108

Pre-selection:σ .BR.ε 270.1 26.5 2.96× 105 6.00× 103 7.16× 104

Double photons HLT 197.7± 1.0 16.8± 0.1 77120± 764 1948± 17 35045± 256
2 isolated photons 161.6± 0.8 9.97± 0.07 682± 72 31.2± 2.2 7235± 115
1 good quality lepton 27.3± 0.3 7.98± 0.07 311± 49 23.5± 1.9 2552± 68
Lepton isolation 9.8± 0.2 6.59± 0.06 (0.87) 14.2± 1.5 209± 20
QCD rejection 7.6± 0.2 5.74± 0.06 (0.003) (0.35) (6.6)
80<mγ γ < 160 3.2± 0.1 2.40± 0.04 (0.001) (0.26) (3.7)
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Figure 10.31. Distribution of the final combined variable for the signal (mH = 120 GeV/c2) and
for the background. The optimal working point is obtained with a cut log(y) > 0.35.

precise estimation of these backgrounds, the cut factorisation method has been applied and
the result is given between parentheses in Table10.27. After rejecting events outside the
80–160 GeV/c2 diphoton mass window, the expected rate of events is 0.297± 0.003 fb for
signal and 13.1± 2.6 fb for background. Some simple kinematical variables are then used to
form a final likelihood. The best discrimination was obtained with the transverse energy of
the photons and of the lepton, the1R distances between lepton and each photon, the missing
transverse energy, and the18 angle between the directions of the missing transverse energy
and of the highestET photon. The distribution of the resulting combined variabley is shown
in Fig. 10.31for a Higgs boson mass of 120 GeV/c2.
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Figure 10.32. Left: Reconstructedγ γ mass for different selection values on the final combined
variabley for an integrated luminosity of 100 fb−1. Right: Statistical significance as a function of
the cut on the combined variable log(y), for mH = 120GeV/c2 and an integrated luminosity of
100 fb−1. The highest significance is obtained with a cut log(y) > 0.35.

Table 10.28.Optimal working points for different Higgs boson mass hypotheses. The significance
and the expected number of signal and background events are given for an integrated luminosity
of 100 fb−1.

mH working point
(GeV/c2) log(y) > significance WH ZH Wγ γ Zγ γ Wγ γ γ γ -jet tt bb

115 0.41 4.30σ 22.1 1.8 49.3 30.9 33.0 10.2 1.7 0.16 10× 10−5

120 0.35 4.09σ 20.7 1.6 51.2 36.2 34.5 12.4 1.9 0.15 10× 10−5

130 0.68 3.64σ 14.6 1.3 30.7 16.9 18.7 6.0 1.4 0.10 4× 10−5

140 0.99 3.35σ 11.4 1.0 18.9 10.3 10.6 3.7 1.0 0.04 1× 10−5

150 0.83 2.87σ 10.4 0.9 20.2 11.7 12.3 5.4 1.1 0.03 3× 10−5

10.2.8.4. Statistical method and optimisation.The statistical methods developed by the LEP
Higgs working group [508,509] are used in this analysis to optimise the selection criteria and
determine the statistical significance of the final results. To form the test-statistic, the three
obvious variables to be used are the counting rates, theγ γ invariant mass and the kinematic
likelihood variabley. The limited statistics of the MC events prohibit however the use of
a two-dimensional method for the determination of the Higgs boson discovery potential. So,
only the counting rates and shape of the reconstructedγ γ mass distribution will be used along
with a cut on the combined likelihood variabley. The optimal working point is they cut value
which maximises the discovery potential as shown in Fig.10.32.

The list of the optimal working points obtained for the different Higgs boson mass
hypotheses is given in Table10.28. The significance and the expected number of signal and
background events are given for a luminosity of 100 fb−1. For theγ -jet, tt and bb backgrounds,
the rates are estimated by the method of cut factorisation.

10.2.8.5. Use of real data in sidebands: systematic uncertainties.The signal is characterised
by a strongly peaked diphoton mass and themγ γ distribution of the background is quite
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Figure 10.33. Comparison of the performance obtained when optimising the photon isolation
likelihood with a sample of 132 fb−1 of “fake real data” taken in the 20<mγ γ < 80 GeV/c2

sideband (dash-dotted line) with the performance obtained by the standard analysis using the full
MC statistics (solid line). To increase the available statistics in the sideband, gedanken experiments
were generated for an equivalent luminosity of 5 fb−1. The results of the optimisation on these
sideband events is represented by the dotted line.

smooth at the considered working points. Therefore, when real data will be available, the
data taken inmγ γ sidebands will be used to optimise the likelihood analysis and to estimate
the background.

Likelihood optimisation with sideband events.No kinematic observables were used to
construct the four primary likelihoods aimed at rejecting multi-jet events to avoid correlations
with the diphoton mass. If the shapes of the distributions of the variables used in the
likelihoods are sufficiently similar for different diphoton mass regions, then data taken outside
the signal region can be used to optimise the likelihoods. To test the feasibility of the method,
a sample of “fake real data” (the number of MC events for each background is equal to
the expected number of events for a given luminosity) taken in the 20<mγ γ < 80 GeV/c2

sideband is used to produce the reference S/B histograms of the likelihoods. The equivalent
luminosity of the sample is limited to 132 pb−1 by the available statistics and is composed
of 4682 bb, 465γ -jet, 222 tt, 2 γ γ , 1 Wγ and 1 Zγ γ events. The performance obtained
with the likelihood on the events in the 80–160 GeV/c2 band is compared to the results
obtained by the standard analysis optimised with the full MC statistics available. For the four
global discriminant variables, up to 20% loss of efficiency is observed for the same rejection
power. The degradation of the performance is mainly due to the insufficient statistics ofγ -jet
and tt events in 132 pb−1 of data. To increase the size of the “fake data sample”, gedanken
experiments were generated using the fitted shapes of the variables used in the likelihoods
(correlations between the variables are neglected). The results are presented in Fig.10.33
for the photon isolation likelihood. An integrated luminosity of 5 fb−1 will be sufficient to
optimise the four primary likelihoods with the real data taken in themγ γ sideband and to
reproduce the results obtained when using the full MC statistics.

Background measurement from data.The mγ γ distribution of the background is smooth
enough to be easily fit in the sideband to estimate the background in the signal region.
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Figure 10.34. Left: Background measurement in the signal region with a fit on themγ γ sideband.
The fit of the full MC statistics is represented by the solid light gray line. The fit of the fake data
(dark grey) is performed on the sidebands (i.e. after the exclusion of the signal window represented
by the dotted line). Two gedanken experiments are represented for an integrated luminosity of
300 fb−1 and a 120 GeV/c2 Higgs boson mass hypothesis. Right: Relative uncertainty on the
background estimation by the sideband fit method as a function of the integrated luminosity with
LHC running at high luminosity for a Higgs boson mass of 120 GeV/c2.

To optimise the method (size and position of the window, bin width, choice of the fit
function) and to estimate the uncertainty on background, 10000 signal + background pseudo-
experiments were generated for each Higgs boson mass and luminosity hypothesis, as
illustrated in Fig.10.34. For a luminosity of 100 fb−1 and a Higgs boson mass of 120 GeV/c2,
the background is measured with a precision of 11%, and with a precision of 6.6%
for 300 fb−1.

Systematic uncertainties for signal and cross-section measurement.The theoretical cross-
section error due to the scale variation are estimated to±3% for WH and ZH production
for all considered Higgs boson masses [20]. The uncertainty on the parton density function
of the CTEQ collaboration [12] is almost constant for the associated production qq → VH
at the LHC and of the order of 4% over a Higgs boson mass range between 100 and
200 GeV/c2 [510]. The error on the measured luminosity is expected to be 3% for luminosity
above 30 fb−1. The error on the lepton or photon reconstruction and identification has been
estimated to 1% for each photon and lepton. An error of 5% on the missing transverse energy,
see Appendix B, propagated in the final likelihood gives a−1.08% +0.49% variation of the
final signal rate formH = 120 GeV/c2. The quadratic sum of all these errors gives a 6% total
error on the expected signal rate.

In the case of a Higgs boson discovery, this channel will be used to measure the cross-
section times the branching ratio:

σs × B R=
Ns

εsel L
=

N − N f i t
b

εsel L

whereNs is the number of signal events given by the difference between the total numberN
of observed events and the numberN f i t

b of background events measured by the sideband fit.
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Figure 10.35. Left: Precision on the measurement of the product of cross-section and branching
ratio as a function of the integrated luminosity with LHC running at high luminosity for
a 120 GeV/c2 Higgs boson. Right: Statistical significance for different Higgs boson mass
hypotheses as a function of the integrated luminosity with LHC running at high luminosity. The
1σ systematic uncertainty is represented by the grey (yellow online) band.
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Figure 10.36. Statistical significance (left) and luminosity needed for a 5σ or 3σ observation
(right) as a function ofmH. The 1σ systematic uncertainty is represented by the grey (yellow
online) bands.

The total uncertainty on the measure is given by:(
1(σs × B R)

σs × B R

)2

=

(
1N

N − N f i t
b

)2

+

(
1N f i t

b

N − N f i t
b

)2

+

(
1L
L

)2

+

(
1εsel

εsel

)2

The expected precision on theσ × B R measurement is represented as a function of the
integrated luminosity in Fig.10.35. For a 120 GeV/c2 Higgs boson, the product of the cross-
section and branching ratio will be measured with a precision of 35% after one year of LHC
running at high luminosity, and with a precision of 19% after three years of high luminosity
running.

10.2.8.6. Results for the Standard Model Higgs boson.The statistical significance is
represented as a function of the luminosity in Fig.10.35for different mH hypothesis. The
statistical significance and the luminosity needed for a 5σ or 3σ observation are represented
as a function ofmH in Fig. 10.36. One year of high luminosity running allows the observation
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Figure 10.37. The statistical precision of the Higgs boson mass measurement for the 30 fb−1

using inclusive Higgs boson production pp→ H + X and the H→ γ γ and H→ ZZ → 4`
decay modes.

at 3σ of the SM Higgs boson up tomH = 150 GeV/c2, and three years of running at high
luminosity are required to reach a 5σ discovery.

10.3. Discovery reach

10.3.1. Accuracy of the Higgs boson mass measurement

Figure10.37shows the statistical precision of the Higgs boson mass measurement for the
30 fb−1 using inclusive Higgs boson production pp→ H + X and the H→ γ γ and H→

ZZ → 4` decay modes.

10.3.2. Discovery reach for the Standard Model Higgs boson

This section summarises the discovery reach for the Standard Model Higgs boson. The NLO
cross sections and branching ratios for the Higgs boson calculated with the programshdecay

[41], higlu [40], VV2H, V2HV and HQQ [20] are used, as well as the NLO cross sections
for the background processes, when available.

Figure10.38shows the integrated luminosity needed for the 5σ discovery of the inclusive
Higgs boson production pp→ H + X with the Higgs boson decay modes H→ γ γ , H →

ZZ → 4`, and H→ WW → 2`2ν.
Figure10.39shows the signal significance as a function of the Higgs boson mass for

30 fb−1 of the integrated luminosity for the different Higgs boson production and decay
channels.

10.3.3. Study of CP properties of the Higgs boson using angle correlation in the
8→ Z Z → e+e−µ+µ− process

The most general8V V coupling (V = W±, Z0) for spin-0 Higgs boson8 (8 means
the Higgs particle with unspecifiedC P-parity, while H (h) and A mean the scalar and
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pseudoscalar Higgs particles, respectively) looks as follows [511–514]:

C J=0
8V V = κ · gµν +

ζ

m2
V

· pµpν +
η

m2
V

· εµνρσk1ρk2σ , (10.5)

wherek1, k2 are four-momenta of vector bosonsV and p ≡ k1 + k2 is four-momentum of the
Higgs boson. In the present analysis a simplified version of above8V V coupling (Eq.10.5)
is studied with a Standard-Model-like scalar and a pseudoscalar contributions (i.e.κ, η 6= 0
andζ = 0). To study deviations from the Standard Model8Z Z coupling we takeκ = 147.

47 The8V V coupling withκ = 1 and arbitraryη is implemented in thepythia generator.
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Figure 10.40. Definitions of the angles in the8→ ZZ → e+e−µ+µ− process.

The decay width for the8→ Z Z → (`1 ¯̀1)(`2 ¯̀2) process consists now of three terms: a
scalar one (denoted byH ), a pseudoscalar one∼ η2 (denoted byA) and the interference term
violating CP∼ η (denoted byI ):

d0(η)∼ H +η I +η2A. (10.6)

This way the Standard Model scalar (η = 0) and the pseudoscalar (in the limit|η| → ∞)
contributions could be recovered. It is convenient to introduce a new parameterξ , defined by
tanξ ≡ η, which is finite and has values between−π/2 andπ/2. Expressions forH , A and I
can be found in article [512].

In study of the CP-parity of the Higgs boson two angular distributions were used. The first
one is a distribution of the angleϕ (called plane or azimuthal angle) between the planes of two
decayingZs in the Higgs boson rest frame. The negatively charged leptons were used to fix
plane orientations. The second one is a distribution of the polar angleθ , in the Z rest frame,
between momentum of negatively charged lepton and the direction of motion ofZ boson in
the Higgs boson rest frame (Figure10.40).

The analysis was performed for scalar, pseudoscalar and CP-violating Higgs boson states,
the latter for tanξ = ±0.1, ±0.4, ±1 and±4.

A detailed description of the analysis can be found in [515].

10.3.3.1. Generation and event selections.The production and decay of the scalar,
pseudoscalar and CP-violating Higgs boson states were generated usingpythia [69] for
three masses of the Higgs boson, M8 = 200,300 and 400 GeV/c2. Backgrounds and event
selections are the same as in the analysis of the Standard Model Higgs boson H→ ZZ →

e+e−µ+µ− described in Section 10.2.1. The reconstructed angular distributions after all
selections for the signal with mass M8 = 300 GeV/c2 for various values of the parameterξ ,
and for the background are shown in Fig.10.41at 60 fb−1. The Standard-Model signal cross-
section and branching ratio were used for the signal normalisation in Fig.10.41.

10.3.3.2. Determination of the parameterξ . The parameterξ was determined by
maximisation of the likelihood functionL(ξ, R), which was constructed from angular
distributions and invariant mass distribution of four leptons, for the signal and the background.
The function depends on two parameters:ξ describing CP property of the signal, andR
describing fraction of the signal in the data sample. The function has the following form:

L(ξ, R)≡ 2
∑

xi ∈data

logQ(ξ, R; xi ), (10.7)

whereQ(ξ, R; xi )≡ R ·PDFS(ξ ; xi )+ (1− R) ·PDF B(xi ).
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Figure 10.41. Theϕ-distributions (left) and theθ -distributions (right) for various values of the
parameterξ after final selections at 60 fb−1. Empty histograms - the signal for M8 = 300 GeV/c2

and ξ = 0 (scalar),ξ = −π/4, ξ = +π/4 and |ξ | = π/2 (pseudoscalar). The filled histogram -
the ZZ background. The Standard-Model signal cross-section and branching ratio were used for
the signal normalisation.

PDF B(xi ) andPDFS(ξ ; xi ) are probability density functions for background and signal
respectively;{xi } are values of the measured quantities (angles and invariant mass) in the
eventi . PDFs are products of probability densitiesPM , Pϕ , Pcosθ1,2 of four leptons invariant
mass and anglesϕ and cosθ1,2: PDF ≡ PM

·Pϕ ·Pcosθ1 ·Pcosθ2. ThePM , Pϕ , Pcosθ1,2 are
obtained by the Monte Carlo technique, using normalised histograms of given quantities after
the final selection.

A part of the functionQ which describes angular distributions of signal depends on the
parameterξ , namely from Eq. (10.6) we obtain:

P(ξ)≡ PϕS(ξ) ·P
cosθ1
S (ξ) ·Pcosθ2

S (ξ)≡

(H + tanξ · I + tan2 ξ · a2A)/(1 +a2 tan2 ξ), (10.8)

whereH≡ PϕH ·Pcosθ1
H ·Pcosθ2

H andA≡ PϕA ·Pcosθ1
A ·Pcosθ2

A are probability densities obtained
by the Monte Carlo technique for the scalar (H) and the pseudoscalar (A) Higgs boson,
respectively. The parametera2 is a (mass dependent) relative strength of the pseudoscalar
and scalar couplings. For examplea2

= 0.51, 1.65, 1.79 for M8 = 200, 300, 400 GeV/c2,
respectively. TheI is a normalised product of angular distributions for the CP-violating term.
TheI is not always positive, and its integral is equal to zero, so it is not possible to simulate
it separately. TheI contribution can be obtained indirectly from the combined probability
density for the signal with non-zero value of the parameterξ . For example by introducing
P+ ≡ P(π/4)= (H +I + a2A)/(1 +a2) and P− ≡ P(−π/4)= (H− I + a2A)/(1 +a2) we
haveI = (1 +a2)/2 · (P+ −P−). Finally we obtain:

P(ξ)≡

[
H + tanξ ·

1 +a2

2
· (P+ −P−)+ tan2 ξ · a2A

]
/(1 +a2 tan2 ξ). (10.9)
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Figure 10.42. Reconstructed value of the parameterξ as function of the generated value of the
parameterξ for L=60 fb−1 and Higgs boson masses M8 = 200, 300, 400 GeV/c2. Uncertainties
correspond to one standard deviation. The Standard-Model signal cross-section and branching
ratio were used.
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Figure 10.43. The minimal value of the factorC2 needed to exclude the Standard Model, scalar
Higgs boson at Nσ level (N= 1, 3) as a function of the parameterξ for the Higgs boson masses
M8 = 200, 300 and 400 GeV/c2 (from left to right) at 60 fb−1.

10.3.3.3. Results.After selection all background contributions, but ZZ→ e+e−µ+µ−, are
negligible, therefore only these events were used to construct probability density function for
the background. Signal probability density functions were constructed using samples of scalar
Higgs boson (H), pseudoscalar (A) andP+, P− samples (ξ = ±π/4).

For each value of the parameterξ and for each Higgs-boson mass we made 200
pseudo-experiments for the integrated luminosityL= 60 fb−1. For each pseudo-experiment
we randomly selected events from the signal and background samples to form a test sample.
The number of selected events was given by a Poisson probability distribution with mean
defined by the process cross-section, selection efficiency and the examined luminosity. Then
we performed a maximisation of the likelihood functionL(ξ, R) for the test sample to obtain
a value of the parameterξ . The generated and reconstructed values of the parameterξ with
its uncertainty, obtained for three masses of the Higgs boson are shown in Fig.10.42. The
Standard-Model signal cross-section and branching ratio were used to normalise signal for
each value of the parameterξ .

An influence of enhancement (or suppression) factorC2 of the Higgs boson production
cross section times branching ratio, in respect to the Standard Model

C2
= (σ × Br)/(σSM × BrSM) (10.10)

on the accuracy of theξ measurement and thus, on possibility to exclude the Standard
Model, scalar Higgs boson was studied. It was found that the precision ofξ measurement
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is approximately proportional to 1/C (i.e. it depends on square-root of number of events, as
one can expect):

1ξ(ξ,C2)≡
1ξSM(ξ)

√
C2

. (10.11)

A value of1ξSM(ξ) corresponds to the precision of the parameterξ measurement assuming
the Standard Model Higgs boson production cross section times branching ratio. It is shown
as the error bars in Fig.10.42. Figure10.43shows the minimal value of the factorC2 needed
to exclude the SM Higgs boson at Nσ level (N= 1, 3), where N= ξ/1ξ , as a function of the
parameterξ .
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Chapter 11. MSSM Higgs Bosons

11.1. Introduction

Supersymmetric extensions of the SM [516–520] are strongly motivated by the idea of
providing a solution of the hierarchy problem in the Higgs sector. They allow for a light
Higgs particle in the context of GUTs [521], in contrast with the SM, where the extrapolation
requires an unsatisfactory fine-tuning of the SM parameters. Supersymmetry is a symmetry
between fermionic and bosonic degrees of freedom and thus the most general symmetry of
the S-matrix. The minimal supersymmetric extension of the SM (MSSM) yields a prediction
of the Weinberg angle in agreement with present experimental measurements if embedded
in a SUSY–GUT [522,523]. Moreover, it does not exhibit any quadratic divergences, in
contrast with the SM Higgs sector. Owing to the large top quark mass SUSY-GUTs develop
electroweak symmetry breaking at the electroweak scale dynamically [524–527]. The lightest
supersymmetric particle offers a proper candidate for the Cold Dark Matter content of
the universe, ifR-parity is conserved. Finally, local supersymmetry enforces gravitational
interactions.

In the MSSM two isospin Higgs doublets have to be introduced in order to preserve
supersymmetry [525,528,529]. After the electroweak symmetry-breaking mechanism, three
of the eight degrees of freedom are absorbed by theZ andW gauge bosons, leading to the
existence of five elementary Higgs particles. These consist of two CP-even neutral (scalar)
particlesh, H , one CP-odd neutral (pseudoscalar) particleA, and two charged particlesH±.
In order to describe the MSSM Higgs sector one has to introduce four massesMh, MH , MA

and MH± and two additional parameters, which define the properties of the scalar particles
and their interactions with gauge bosons and fermions: the mixing angleβ, related to the ratio
of the two vacuum expectation values, tanβ = v2/v1, and the mixing angleα in the neutral
CP-even sector. Due to supersymmetry there are several relations among these parameters,
and only two of them are independent at leading order. In the absence of CP-violation they
are usually chosen asMA and tanβ. The other Higgs-boson masses and mixing angles are
calculable in terms of the other MSSM parameters. Measuring the masses and angles will
constitute an important consistency check of the MSSM.

At tree-level the following mass hierarchies hold:Mh < MZ , MA < MH and MW <

MH± . The tree-level bound onMh receives large corrections from SUSY-breaking effects in
the Yukawa sector of the theory. The leading one-loop correction is proportional tom4

t . The
leading logarithmic one-loop term (for vanishing mixing between the scalar top quarks)
reads [530–536]

1M2
h =

3Gµm4
t

√
2π2 sin2 β

ln

(
mt̃1mt̃2

m2
t

)
, (11.1)

whereGµ is the Fermi constant, andmt̃1,2 are the two stop masses. Corrections of this kind
have drastic effects on the predicted value ofMh and many other observables in the MSSM
Higgs sector. The higher-order contributions can shiftMh by 50–100% [143,144,537–548].
The corrections to the MSSM Higgs boson sector have been evaluated in several approaches.
The status of the available calculations can be summarised as follows. For the one-loop part,
the complete result within the MSSM is known [530–532,536,549–552]. The by far dominant
one-loop contribution is theO(αt ) term due to top and stop loops (αt ≡ h2

t /(4π), ht being
the top-quark Yukawa coupling). Concerning the two-loop effects, their computation is quite
advanced and has now reached a stage such that all the presumably dominant contributions
are known [143,538–543,545–548,553–563]. They include (evaluated for vanishing external
momenta) the strong corrections,O(αtαs), and Yukawa corrections,O(α2

t ), to the dominant
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Figure 11.1. The CP-even and charged MSSM Higgs boson masses as a function ofMA for
tanβ = 3 and 30, including radiative corrections [565].

one-loopO(αt ) term, as well as the strong corrections to the bottom/sbottom one-loopO(αb)

term (αb ≡ h2
b/(4π)), i.e. theO(αbαs) contribution. The latter can be relevant for large values

of tanβ. For the (s)bottom corrections the all-order resummation of the tanβ-enhanced terms,
O(αb(αs tanβ)n), has also been computed. Finally, theO(αtαb) andO(α2

b) corrections have
been obtained. The higher-order corrections shift the upper bound ofMh to Mh . 135 GeV
[143,144]. The remaining theoretical uncertainty onMh has been estimated to be below
∼ 3 GeV[144,564]. Besides the masses of the Higgs bosons, also their couplings are affected
by large higher-order corrections (see below).

An important feature of the MSSM Higgs sector is that for large pseudoscalar masses
MA the light scalar Higgs mass reaches its upper bound and becomes SM-like. Moreover, for
large values of tanβ the down(up)-type Yukawa couplings are strongly enhanced (suppressed)
apart from the region, where the light (heavy) scalar is at its upper (lower) mass bound. The
radiatively corrected Higgs masses are depicted in Fig.11.1.

The LEP experiments have searched for the MSSM Higgs bosons via the Higgs-strahlung
processe+e−

→ Z + h/H and the associated productione+e−
→ A+ h/H for the neutral

Higgs particles ande+e−
→ H+H− for the charged Higgs bosons. Neutral Higgs masses

MA . 91.9 GeV/c2 and Mh/H . 91 GeV/c2 are excluded [566] as well as charged Higgs
massesMH± . 78.6 GeV/c2 [567].

The lightest Higgs bosonh will mainly decay intobb̄ and τ+τ− pairs, since its mass
is below∼135 GeV/c2, see Fig.11.2a. Close to its upper bound in mass all decay modes
as for the SM Higgs boson open up rapidly. For large values of tanβ the heavy scalar and
pseudoscalar Higgs particlesH, A will decay predominantly intobb̄, τ+τ− pairs, too, due to
the enhanced Yukawa couplings for down-type fermions. The branching ratios for the decays
into bb̄ andτ+τ− are about 90% and 10% respectively. Other heavy scalar Higgs decay modes
as H → t t̄,W+W−, Z Z, hh, AA develop sizeable branching ratios only for small values of
tanβ (see Fig.11.2b) and analogously the pseudoscalar Higgs decaysA → t t̄, gg, Zh (see
Fig. 11.2c). The charged Higgs bosons decay mainly intoτντ pairs for MH± . 180 GeV/c2

and into tb final states above (see Fig.11.2d). All other decay modes do not acquire
branching ratios larger than a few per cent. The (SUSY–)QCD [385–391,549,562,568]
and (SUSY–)electroweak corrections [392–395,568,569] to the fermionic decay modes are
sizeable. In addition to the usual large QCD corrections, significant corrections arise from
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Figure 11.2. Branching ratios of the MSSM Higgs bosonsh, H, A, H± for non-SUSY decay
modes as a function of the masses for two values of tanβ = 3, 30 and maximal mixing. The
common squark mass has been chosen asMS = 1 TeV/c2. The other SUSY–parameters have
been chosen asM2 = mg̃ = µ= 1 TeV/c2 and At,b = 2783(2483)TeV/c2 for tanβ = 3(30).
(Continued on next page.)

virtual sbottom/stop and gluino/gaugino exchange contributions in theh, H, A → bb̄ and
H±

→ tb decay modes [549,562,568,569]. The dominant part of the latter corrections can
be absorbed in improved bottom Yukawa couplings. In this way these contributions can also
be resummed up to all orders thus yielding reliable perturbative results [560,563]. The rare
photonic decay modesh, H, A → γ γ are mediated byW, t,b loops as in the SM Higgs case
and additional contributions from charged Higgs bosons, charginos and sfermions, if these
virtual particles are light enough [20,369,370]. The QCD corrections to these decay modes
can reach a few per cent in the relevant mass regions [396–402]. If decays into supersymmetric
particles, i.e. gauginos and sfermions, are possible, they acquire significant branching ratios
and can even be the dominant decay modes [20,369,370,570,571]. In contrast to the SM the
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Figure 11.2. Continued.

total widths of the MSSM Higgs bosons do not exceed several tens of GeV, so that the MSSM
Higgs particles appear as narrow resonances.

The dominant neutral MSSM Higgs production mechanisms for small and moderate
values of tanβ are the gluon fusion processes

gg→ h, H, A

which are mediated by top and bottom loops as in the SM case, but in addition by stop
and sbottom loops for the scalar Higgs bosonsh, H , if the squark masses are below about
400 GeV/c2 [572]. The NLO QCD corrections to the quark loops are known in the heavy
quark limit as well as including the full quark mass dependence [409–411,413–416]. They
increase the cross sections by up about 100% for smaller tanβ and up to about 40%
for very large tanβ, where the bottom loop contributions become dominant due to the
strongly enhanced bottom Yukawa couplings. The limit of heavy quarks is only applicable
for tanβ . 5 within about 20–25%, if full mass dependence of the LO terms is taken into
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account [20,369,370,412]. Thus the available NNLO QCD corrections in the heavy quark
limit [ 417–420] can only be used for small and moderate tanβ, while for large tanβ one has
to rely on the fully massive NLO results [409–411]. The QCD corrections to the squark loops
are only known in the heavy squark limit [572] and the full SUSY–QCD corrections in the
limit of heavy squarks and gluinos [573–576]. The pure QCD corrections are of about
the same size as those to the quark loops thus rendering the totalK factor of similar size as
for the quark loops alone with a maximal deviation of about 10% [572]. The pure SUSY–QCD
corrections are small [573–576]. The NNLL resummation of the SM Higgs cross section [421]
can also be applied to the scalar MSSM Higgs cross sections in the regions, where the heavy
quark and squark limits are valid. The same is also true for the NLO QCD corrections to thepT

distributions [428–432] and the NNLL resummation of soft gluon effects [433–443], i.e. for
small values of tanβ,MH andpT only. However, for large values of tanβ the pT distributions
are only known at LO, since the bottom loops are dominant and the heavy top limit is not
valid. An important consequence is that thepT distributions of the neutral Higgs bosons are
softer than for small values of tanβ [577].

The vector-boson fusion processes [449,451]

pp→ qq → qq+ W W/Z Z → qq+ h/H

play an important role for the light scalar Higgs bosonh close to its upper mass bound, where
it becomes SM-like, and for the heavy scalar Higgs particleH at its lower mass bound. In
the other regions the cross sections are suppressed by the additional SUSY-factors of the
Higgs couplings. The NLO QCD corrections to the total cross section and the distributions
can be taken from the SM Higgs case and are of the same size [452,453]. The SUSY–QCD
corrections mediated by virtual gluino and squark exchange at the vertices turned out to be
small [578].

Higgs-strahlung offW, Z gauge bosons [454,455]

pp→ qq̄ → Z∗/W∗
→ H + Z/W

does not play a major role for the neutral MSSM Higgs bosons at the LHC. The NLO [456]
and NNLO [457] QCD corrections are the same as in the SM case, and the SUSY–QCD
corrections are small [578]. The SUSY–electroweak corrections are unknown.

Higgs radiation off top quarks [459–463]

pp→ qq̄/gg→ h/H/A+ t t̄

plays a significant role at the LHC for the light scalar Higgs particle only. The NLO QCD
corrections are the same as for the SM Higgs boson with modified top and bottom Yukawa
couplings and are thus of moderate size [162,464,465]. The SUSY–QCD corrections have
been computed recently for the light scalar case [579]. They are of moderate size.

For large values of tanβ Higgs radiation off bottom quarks [459–463]

pp→ qq̄/gg→ h/H/A+ bb̄

constitutes the dominant Higgs production process. The NLO QCD corrections can be taken
from the analogous calculation involving top quarks. However, they turn out to be very
large [580,581]. The main reason is that the integration over the transverse momenta of
the final state bottom quarks generates large logarithmic contributions. The resummation of
the latter requires the introduction of bottom quark densities in the proton, since the large
logarithms are related to the DGLAP-evolution of these densities. Their DGLAP-evolution
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Figure 11.3. Typical diagrams for all Higgs boson production mechanisms related to Higgs
radiation off bottom quarks at leading order: (a)bb̄ → h/H/A, (b) gb→ b+ h/H/A, (c) gg→

bb̄+ h/H/A.

resums them. This leads to an approximate approach starting from the process [582] (see
Fig. 11.3a)

pp→ bb̄ → h/H/A

at LO, where the transverse momenta of the incoming bottom quarks, their masses and
their off-shellness are neglected. The NLO [583,584] and NNLO [585] QCD corrections
to this bottom-initiated process are known and of moderate size, if the running bottom
Yukawa coupling at the scale of the Higgs mass is introduced. At NNLO the full process
gg→ h/H/A+ bb̄ (see Fig.11.3c) contributes for the first time. At this order a proper
matching to the fully massive result for this process can be performed [586,587] so that
the final expression provides an improved result, which takes into account the resummation
of the large logarithms and mass effects. The fully exclusivegg→ h/H/A+ bb̄ process,
calculated with four active parton flavours in a fixed flavour number scheme (FFNS), and
this improved resummed result, calculated with 5 active parton flavours in the variable flavour
number scheme (VFNS), will converge against the same value at higher perturbative orders.
The best agreement between the NLO FFNS and NNLO VFNS is achieved, if the factorisation
scale of the bottom quark densities is chosen as about a quarter of the Higgs mass [588,589].
If only one of the final state bottom jets accompanying the Higgs particle is tagged, the LO
bottom-initiated process isgb→ b+ h/H/A (see Fig.11.3b), the NLO QCD corrections of
which have been calculated [589,590]. They turn out to reachO(40−50%). The situation
concerning the comparison with the FFNS at NLO is analogous to the total cross section.
Agreement within the respective theoretical uncertainties is found for a factorisation scale
of about a quarter of the Higgs mass [588]. If both bottom jets accompanying the Higgs
boson in the final state are tagged, one has to rely on the fully exclusive calculation for
gg→ bb̄+ h/H/A.

All neutral MSSM Higgs production cross sections including the NLO QCD corrections
are shown in Fig.11.4.

The dominant charged Higgs production process is the associated production with heavy
quarks [591–593] (see Fig.11.5a)

pp→ qq̄, gg→ H− + t b̄ and c.c.

The NLO QCD and SUSY–QCD corrections have very recently been computed [594]. They
are of significant size due to the large logarithms arising from the transverse-momentum
integration of the bottom quark in the final state and the large SUSY–QCD corrections to
the bottom Yukawa coupling. The large logarithms can be resummed by the introduction of
bottom quark densities in the proton in complete analogy to the neutral Higgs case. In this
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Figure 11.4. Neutral MSSM Higgs production cross sections at the LHC for gluon fusiongg→

8, vector-boson fusionqq → qqV V→ qqh/qq H, Higgs-strahlungqq̄ → V∗
→ hV/HV and

the associated productiongg,qq̄ → bb̄8/t t̄8, including all known QCD corrections. (a)h, H
production for tanβ = 3, (b) h, H production for tanβ = 30, (c) A production for tanβ = 3,
(d) A production for tanβ = 30. The same parameters as in Fig.11.2 have been adopted.
(Continued on next page.)

approach the LO process isgb→ H−t and the charge conjugate. The NLO SUSY–QCD
corrections have been derived in [595–598] and found to be of significant size. This process,
however, relies on the same approximations as all bottom-initiated processes. A quantitative
comparison of the processesgb→ H−t andgg→ H− + t b̄ at NLO is missing so far.

The second important charged Higgs production process is charged Higgs pair production
in a Drell–Yan type process (see Fig.11.5b)

pp→ qq̄ → H+H−
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Figure 11.4. Continued.

which is mediated bys-channel photon andZ-boson exchange. The NLO QCD corrections
can be taken from the Drell–Yan process and are of moderate size as in the case of the neutral
Higgs-strahlung process discussed before. The genuine SUSY–QCD corrections, mediated by
virtual gluino and squark exchange in the initial state, are small [578].

Charged Higgs pairs can also be produced fromgg initial states by the loop-mediated
process [599–603] (see Fig.11.5c)

pp→ gg→ H+H−

where the dominant contributions emerge from top and bottom quark loops as well as stop
and sbottom loops, if the squark masses are light enough. The NLO corrections to this process
are unknown. This cross section is of similar size as the bottom-initiated process [603] (see
Fig. 11.5e)

pp→ bb̄ → H+H−
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which relies on the approximations required by the introduction of the bottom densities as
discussed before and is known at NLO [604]. The SUSY–QCD corrections are of significant
size. The pure QCD corrections and the genuine SUSY–QCD corrections can be of opposite
sign.

Finally, charged Higgs bosons can be produced in association with aW boson [605–607]
(see Fig.11.5d)

pp→ gg→ H+W− and c.c.

which is generated by top-bottom quark loops and stop-sbottom loops, if the squark masses
are small enough. This process is known at LO only. The same final state also arises from the
process [605,606,608] (see Fig.11.5f)

pp→ bb̄ → H+W− and c.c.

which is based on the approximations of the VFNS. The QCD corrections have been
calculated and turn out to be of moderate size [609,610].

11.2. Higgs boson channels

11.2.1. Associated bb̄H production with H→ ττ → e±µ∓ + Emiss
T

Compared to the hadronic and semi-leptonic final states described in Section 5.2, the fully
leptonic final states are suppressed by relatively small branching ratio BR(τ → µνν)∼ 0.174
and BR(τ → eνν)∼ 0.178, but the signal is clean and easy to trigger.
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The signal consists of events in which the Higgs boson decays into two tau leptons which
in turn decay leptonically. Two possibilities exist, either to select any-two-lepton final states,
which have larger signal rate, or electron + muon final states for which the background is
easier to suppress. Here the electron + muon final state is chosen.

The main backgrounds for H/A → ττ with eµ final state are the Drell–Yanττ
production, the t̄t and the Wt production where the W boson coming from top quark decay
decays leptonically, theττbb̄ production, and the b̄b background with b quarks decaying semi-
leptonically. Other backgrounds are pairs of vector bosons WW or WZ decaying into leptonic
final states, but their contribution is small. Theττcc̄ background is also found negligible. The
most biggest background arises from those tt̄ and Drell–Yan events which involve genuine
τ ’s and b jets and produce events very similar to the signal. No SUSY particle background
is assumed.

A detailed description of the analysis can be found in [611].

11.2.1.1. Event generation.The Higgs boson signal is generated withpythia [246]. The
signal cross sections and branching ratios are calculated withFeynHiggs [142]. tauola
package [155] is used for leptonicτ decays in the signal events.

The Drell–Yanττ production, b̄b, WW, WZ and ZZ backgrounds are generated with
pythia. The Drell–Yanττ next-to-leading order cross section of 1891 pb calculated with the
programmcfm [56] for M ττ > 80 GeV/c2 is used. Theττbb̄ background is generated with
CompHEP [43] with no pT andη cuts applied on b quarks and the leading order cross section
calculated withCompHEP are used. The Z/γ ∗ generation is split into two bins of generated
ττ mass mττ : 80–100 GeV/c2 and>100 GeV/c2, and theττbb̄ is generated in theττ mass
bins of 60–100 GeV/c2 and>100 GeV/c2.

The t̄t background is generated withTopReX [44] and pythia and the single top (Wt)
events are generated withTopReX. A cross section of 840 and 60 pb is used for tt̄ and Wt
events, respectively.

11.2.1.2. Level-1 and HLT selections.The events are triggered with the single and the
double electron and muon triggers. ThepT threshold for single muons is 19 GeV/c, for single
electrons 26 GeV/c, for double muons 7 GeV/c and for double electrons 14.5 GeV/c. The
Level 1 trigger efficiency for the signal of MA = 200 GeV/c2 is 0.96, and the overall trigger
efficiency including the HLT is 0.82. The corresponding trigger efficiencies for the Drell–Yan
ττ , theττbb̄, the t̄t and the Wt backgrounds are 0.18, 0.29, 0.68 and 0.68, respectively.

In the future also a combined e+mu trigger with symmetric thresholds of 10 GeV/c for
the electron and muon will be included. No large gain is expected since events passing e+mu
trigger are most probably already triggered by the single muon trigger.

11.2.1.3. Offline selections.The basic event selection is a requirement of two isolated
leptons (one e and oneµ) with pT > 20 GeV/c in the central detector acceptance region
|η|< 2.5 coming from a reconstructed primary vertex (PV). The electron candidates are
required to pass electron identification cuts described in [156]. The efficiency for the electron
identification is about 90% for electrons passing the trigger. The leptons are defined isolated
when there are no other tracks from the primary vertex with pT > 1 GeV/c within a cone
1R =

√
1ϕ2 +1η26 0.4 around the lepton. The pT cut and the isolation reduce efficiently

the backgrounds with soft leptons (bb̄, c̄c, ..).
The b jets associated with the Higgs boson provide a powerful tool to separate the bb̄H/A

events from the Drell–Yan background. The Drell–Yan background in whichZ/γ ∗ decay
into a tau pair has a large cross section compared to the Higgs production. However, these
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events are mostly produced with no associated jets, and if they have associated jets they are
mostly light quark and gluon jets. Therefore the Drell–Yan background can be suppressed
by requiring a reconstructed jets present in the event, and even further by requiring that
the associated jets are identified as b jets. The b jets associated with the Higgs bosons are
generally very soft, which makes their tagging a challenging task. For low jet ET values the
track multiplicity and momenta tend to be low, and many jets do not have enough significant
tracks to be identified as a b jet. As a consequence the b tagging efficiency is not very high.
The b tagging efficiency of 43% per jet for the signal events with 2% of the mistagging rate is
found.

The t̄t background cannot be suppressed with b tagging due the presence of two energetic
genuine b jets in the event. In fact, the jet reconstruction and the b-tagging efficiencies are
higher for b jets in t̄t events than for those associated with the signal. This can be exploited
using a central jet veto: if more than one jet is found, the event is rejected. The threshold of
20 GeV is set on the calibrated ET for the jets within the tracker acceptance region,|η|< 2.5.
A suppression factor of 8 is obtained against the tt̄ background with an efficiency of 60% for
the signal.

A missing energy measurement is needed for estimating the fraction of the energy carried
away by neutrinos. This information is used in the Higgs boson mass reconstruction. The
amount of missing transverse energy is small and close to the detector resolution.

The τ ’s from the Higgs boson with MA = 200 GeV/c2 travel on average about 5 mm
before they decay. Therefore the leptons coming fromτ decays are displaced relative to the
primary vertex [612]. The track impact parameter measurements in the transverse plane for
the two leptons are combined quadratically into one variableσi p = σi p(τ1)⊕ σi p(τ2), where
σi p(τ1, τ2) are significances of the lepton impact parameters. The leptons in tt̄ background
come mostly from W decays. The tt̄ events with two intermediateτ ’s cannot be suppressed
by using impact parameter.

The neutrinos-charged lepton collinear approximation method for the mass reconstruc-
tion in H/A → ττ is described in section 5.2.5. The mass reconstruction is possible when the
two leptons are not in a back-to-back configuration. The back-to-back events are removed with
a cut on the angle between the two leptons in the transverse plane1ϕ(e, µ) < 175◦. Uncer-
tainties of the missing transverse energy measurement can lead to negative neutrino energies.
For the signal∼ 40% of events are lost when the positive neutrino energies are required. This
requirement, however, yields a further suppression of the tt̄ and Wt backgrounds, since for
these backgrounds the neutrinos are generally not emitted along the lepton directions. The
efficiencies of Eν1,ν2 > 0 cut for these backgrounds are about 17% and 15%, respectively.
The reconstructedττ mass with 30 fb−1 after all selections, but the mass window, is shown in
Fig. 11.6. In the figure the signal of MA = 140, tanβ = 20 and 200 GeV/c2, tanβ = 25 in the
mmax

h scenario and the backgrounds are presented.

11.2.1.4. Expected number of events.Table11.1 shows the cross section times branching
ratio for the backgrounds for each step of the selections. The signal cross sections for
MA = 140, 200 and 250 GeV/c2 and tanβ = 20 in the mmax

h scenario are shown in Table11.2.
The expected number of events with 30 fb−1 after all cuts, but mass window, is also shown in
Tables11.1and11.2. The expected number of events after all cuts including the mass window
is shown for the signal and the total background in Table11.3.

11.2.1.5. Systematic uncertainties and the discovery reach.The uncertainty of the event
selection efficiency is related to the uncertainty of the lepton identification efficiency, the jet
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Figure 11.6. Theττ reconstructed mass with 30 fb−1 after all selections, but the mass window.
The signal in the mmax

h scenario and the backgrounds are shown for (a) MA = 140 GeV/c2,
tanβ = 20 and (b) MA = 200 GeV/c2 and tanβ = 25.

Table 11.1. The background cross section times branching ratio (in pb) for each step of the
selections. The expected number of events at 30 fb−1 is also shown.

Z,γ ∗ bbZ,γ ∗ tt tW bb VV

σ × B R 233.1 3.422 86.2 6.16 36170 7.88
Level 1 83.9 1.85 72.2 5.37 811 5.16
HLT 42.6 0.981 53.7 4.17 78.0 4.10
reconstructed PV 40.8 0.952 53.3 4.11 78.1 3.92
isol e +µ,pT cut 1.10 0.0270 5.65 0.452 0.0378 0.288
Qe + Qµ = 0 1.09 0.0268 5.62 0.451 0.0374 0.248
σip(e)⊕ σip(µ) 0.296 0.00745 0.791 0.0550 0.0254 0.0255
N jets> 0 0.0127 0.00527 0.778 0.0509 0.00654 0.0115
b tagging 0.00457 0.00289 0.608 0.0341 0.00312 0.000547
jet veto 0.00344 0.00124 0.0745 0.0166 0.000179 0.000265
1ϕ(e, µ) 0.00295 0.00116 0.0696 0.0159 0.000142 0.000259
Eν1,ν2 > 0 0.00124 0.000486 0.0119 0.00246 0.0000661 0.0000546
Nev at 30 fb−1 37.1 14.6 355.8 73.7 2.0 1.6

energy and the missing energy scale and the b tagging efficiency. The jet energy and the
missing energy scale uncertainty gives the uncertainty of 7.3% on the tt̄ background, which
is the dominant background. The uncertainty of the lepton identification efficiency of 2% is
used for both electrons and muons. The uncertainty of the b tagging efficiency, 5%, can be
estimated from tt̄ events as in Ref. [83]. The 5% uncertainty of the mistagging efficiency
is assumed [613]. The 5.8% uncertainty of the theoretical prediction of the tt̄ cross section
is taken. The total systematic uncertainty including the luminosity uncertainty 3% yields a
12% uncertainty for the total background.

The signal significance S with 30 fb−1 for the signal of MA = 140, 200 and 250 GeV/c2

and tanβ = 20 in the mmax
h scenario is shown in Table11.2without and with the background

systematic uncertainty taken into account. Figure11.7 shows the discovery reach in the
MA − tan(β) plane in the mmax

h scenario with 30 fb−1. The lower (upper) curve corresponds to
the case when the background systematic uncertainty is not taken (taken) into account.
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Table 11.2. The signal cross section times branching ratio (in pb) for MA = 140, 200 and
250 GeV/c2 and tanβ = 20 in the mmax

h scenario for each step of the selections. The expected
number of events at 30 fb−1 is also shown.

mA 140 200 250

σ × B R (pb) 3.468 1.123 0.493
L1 3.238 1.079 0.479
HLT 2.585 0.923 0.419
reconstructed PV 2.434 0.866 0.395
isol e+µ, pT cut 0.258 0.116 0.0613
Qe + Qµ = 0 0.256 0.116 0.0612
σip(e)⊕ σip(µ) 0.0859 0.044 0.0260
N jets> 0 0.0375 0.0216 0.0130
b tagging 0.0177 0.0104 0.00649
jet veto 0.0115 0.00619 0.00390
1ϕ(e, µ) 0.0106 0.00554 0.00351
Eν1,ν2 > 0 0.00601 0.00340 0.00222
Nev at 30 fb−1 180 102 67

Table 11.3.The expected number of the signal plus background and the background events in a
given mass windows for 30 fb−1 and the signal significance S without and with the background
systematic uncertainty taken into account.

1mττ NS+NB NB Sno syst. Ssyst.

mA = 140 GeV/c2, tanβ = 20 100–200 GeV/c2 225 107 9.9 7.3
mA = 200 GeV/c2, tanβ = 20 140–250 GeV/c2 163 109 4.8 3.1
mA = 250 GeV/c2, tanβ = 20 160–380 GeV/c2 244 204 2.7 1.4

11.2.2. Associated bb̄H production with H→ µ+µ−

The Higgs boson production in association with b quarks, pp→ bb̄φ (φ = h, H, A) followed
by theφ → µµ decay can provide the best measurement for the mass and width of the heavy
MSSM Higgs bosons H and A. At high tanβ the natural width, sensitive to the tanβ value, is
comparable or dominates the dimuon mass experimental resolution, thus the measured width
can be used to constrain the tanβ.

This analysis uses the dimuon trigger (Level-1 and HLT) stream. Despite of the small
φ → µµ branching ratio ('10−4) the precise measurement of the dimuon mass in off-line
provides an excellent possibility to suppress the tt̄ background. The associated Higgs boson
production with b quarks is exploited to suppress the huge Drell–Yanµµ background using
the b tagging. Irreducible background fromµµbb̄ process was also considered and found to
be small.

The analysis was performed in the mmax
h scenario for three regions of MA :

• the so-called decoupling regime, MA � Mh, where MA ∼ MH. The Higgs bosons A and H
with MA(H) > 150 GeV/c2 and tanβ > 15 were generated.

• the “intensive-coupling regime” MA ∼ Mh defined in [614,615], where the three neutral
Higgs bosons have comparable masses, MA ' MH ' Mh The h, A and H bosons were
generated for three mass points of MA = 125, 130 and 135 GeV/c2 at tanβ = 30.

• the low MA regime, MA <Mh, where MA ∼ Mh. The Higgs bosons h and A were generated
at MA = 100 GeV/c2 and tanβ > 20 points.
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11.2.2.1. Event generation.The Higgs boson production pp→ bb̄φ and decay was
generated withpythia for the decoupling and low MA regimes. For the “intensive-
coupling regime” events were generated byCompHEP as described in [615]. The Higgs
boson production cross section and branching ratio were evaluated using FeynHiggs
2.3.2 [142–144]. The mass relations between A, H and h bosons and widths were obtained
with hdecay [41] for the “intensive-coupling regime”.

The Drell–Yan and tt̄ backgrounds were generated withpythia. The Drell–Yan events
with b quarks in the final state were excluded to avoid double counting withµµbb̄ background
generated withCompHEP.

11.2.2.2. Offline selection.

Muon identification. The signal is characterised by two well reconstructed, isolated muons.
Therefore the event is accepted if there are at least two muons, with opposite charge, both
satisfying the following conditions:

• muon transverse momentumpT > 20 GeV/c;

• a cone of1R =
√
1η2 +1φ2 = 0.35 is defined around the reconstructed muon track. Then

the variable Eiso is evaluated as the sum of the energies measured by all the detectors
(tracker, ECAL, HCAL) inside this cone with muon momentum excluded. The muon is
definedisolatedif E iso< 10 GeV.

Rejection of tt background. The rejection of t̄t events is based on two selection cuts and
exploits the presence of the neutrino in the top decay chain and of two well reconstructed
energetic jets.
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The event is accepted if the following conditions are satisfied:

• the missing transverse energy is less than 40 GeV;
• the jets, reconstructed with the Iterative Cone Algorithm [314], must have transverse energy

less than 45 GeV and|η|< 5.0.

B tagging. The presence of b jets in the Higgs boson production is exploited to suppress
Drell–Yanµµ background, which otherwise be dominant, especially for dimuon invariant
masses below 200 GeV/c2.

The b quarks in signal events are mainly produced in the forward region, with lowerpT

with respect to the b quarks coming from tt̄ background.
Two different strategies, based on two distinct cuts, have been developed for the b tagging:

1. The event must contain at least one jet tagged as b jet with the Combined B-Tagging
algorithm [616]. This algorithm has been designed to tag mainly central b jets of high
transverse energy, thus it is not optimised for the b jets of the signal. In the following this
cut will be refereed to ashard b-tag.

2. The tracks in the event are classified asgood tracksif they satisfy:

• at least 6 hits in the tracker of which at least two belonging to the pixel detectors;
• transverse momentumpT > 2.4 GeV/c;
• pseudorapidity|η|< 2.4;
• transverse impact parameter IP< 0.5 cm;
• track fit qualityχ2/nd f < 5.

The event must contain at least two good tracks with transverse impact parameter (IP) in
the range 0.01< I P < 0.1 cm (only one track if 0.02< I P < 0.075 cm).

The first strategy consists on applying selection 1) only. The second strategy is the logical
OR between selection 1) and 2) (this strategy will be refereed to assoft b-tag).

Results have been calculated for both selections and the one with the best signal
significance has been considered.

11.2.2.3. Fitting procedure. Figure 11.8 shows the distribution of reconstructed dimuon
invariant mass after all selections for the backgrounds and, as an example, for the signal
of MA = 150 GeV/c2 and tanβ = 40. The plot has been obtained assuming an integrated
luminosity of 30 fb−1 and the hard b-tag. The signal is visible as a peak over a background
that exponentially decreases with increasingMµµ.

The background is estimated by fitting the dimuon mass distribution in the off-peak
regions, where the signal is not present. To identify this region, theTSpectrumclass in root is
used: this class allows to find a signal peak over a background distribution.

The function used in this analysis to parameterise the background has three
free parameters:

fB(Mµµ; P0, P1, P2)= P0 ×
0Z

2π
((

Mµµ − MZ
)2

+
(
0Z
2

)2) + P1 + P2 × Mµµ. (11.2)

After the background parametrisation function is determined by fitting the background in
the off-peak region, a binned likelihood fit method, with three free parameters, is applied over
the whole Mµµ range using the function:

ftot(Mµµ; MA, σµµ, 0A, NS)= (NT OT − NS)× pd fB(Mµµ)+ NS× V(Mµµ; MA, σµµ, 0A)

(11.3)
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Figure 11.8. Fitting procedure applied to the dimuon reconstruction mass for the main background
and for the signal sample withMA = 150 GeV/c2 and tanβ = 40.

Table 11.4.Effect of the selection cuts on the background and signal cross section (all values in
pb). Efficiency w.r.t. previous cut in % is shown in brackets. Theno cut value for the top pair
background refers to the inclusivet t̄ production.

top pairs Drell–Yan Zbb signal
Mµµ > 115 GeV/c2 Mµµ > 100 GeV/c2 MA = 130, tanβ = 30

No cuts 840 27.8 1.05 0.309
pre-selection cut 20.9 (2.5) 13.0 (46.8) 0.778 (74.1) 0.245 (79.2)
Level-1 19.8 (94.7) 11.9 (91.3) 0.720 (92.5) 0.226 (92.2)
HLT 17.1 (86.1) 11.8 (99.3) 0.712 (98.9) 0.223 (98.7)
Muon Id 5.23 (30.7) 10.4 (87.9) 0.569 (79.9) 0.183 (81.8)
Missing Et 1.20 (23) 9.51 (91.7) 0.503 (88.4) 0.163 (89.2)
Jet Veto 0.317 (26.4) 8.37 (88.1) 0.418 (83.1) 0.138 (84.5)
Soft b-tag 0.238 (75.2) 0.916 (10.9) 0.146 (35.0) 0.0424 (30.9)
Nev at 30 fb−1 7140 27480 4380 1272
Hard b-tag 0.173 (54.7) 0.0697 (0.83) 0.0616 (14.7) 0.0154 (11.2)
Nev at 30 fb−1 5190 2091 1848 462

where pd fB(Mµµ) is the probability distribution function for the background with fixed
parameters, and the second is the Voigt function, i.e. the convolution function between
Gaussian and Breit–Wigner functions. The three free parameters are the number of signal
events (NS), the MSSM Higgs boson mass (MA) and width (0A). The quantityσµµ is
the CMS resolution forMµµ and it’s value is found from the fit of the Z peak in the
Drell–Yan distribution.

To estimate the significance for the potential discovery of the Higgs boson, the
likelihood fit is performed in thesignal+backgroundhypothesis (LS+B) and in thebackground
hypothesis (L B). The significance is defined [102] as:

SL =

√
2(ln LS+B − ln L B). (11.4)

11.2.2.4. Results.Table 11.4 summarises the selection cut efficiency for background and
signal. The first set of cuts, down to the Jet Veto cut, is always applied. After that two different
b-tags are considered.
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Table 11.5.Significance for the decoupling regimes.

Luminosity (fb−1) tanβ = 30 tanβ = 40 tanβ = 50

MA = 150 GeV/c2 - soft b-tag
10 - 6.5 7.9
20 7.2 10.3 12.1
30 9.7 13.0 15.4

MA = 150 GeV/c2 - hard b-tag
10 3.8 5.7 6.7
20 6.2 7.3 9.8
30 8.8 9.8 13.1

MA = 200 GeV/c2 - soft b-tag
20 - 3.1 5.2
30 - 4.7 5.7

Table 11.6. Significance for the intensive coupling regime as a function of the integrated
luminosity, for differentMA values.

Luminosity (fb−1) MA = 125 GeV/c2 MA = 130 GeV/c2 MA = 135 GeV/c2

20 7.1 5.4 5.1
30 9.8 7.6 7.1

The systematic effects may be introduced by the experimental technique to fit the
background. To estimate such effects, the fitting procedure has been repeated fixing one of
the parameters to the measured value increased by its error.

Decoupling regime.Table11.5shows the significance as a function of tanβ, for an Higgs
mass of 150 and 200 GeV/c2. In general, where the fitting procedure works properly, the
significance is greater then five. Best results are obtained for low values ofMA (as the cross
section increases with decreasing Higgs mass) and for high values of tanβ (the cross section
is proportional to tan2β).

Low MA regime. In the low MA regime the background is large due to the presence of the
Z0 peak, thus the signal peak is hidden for the integrated luminosity considered in this study.
Better results could be obtained in the LHC high luminosity phase.

Intensive coupling regime.The intensive coupling regime is interesting because all the three
neutral Higgs bosons contribute to the signal peak of dimuon mass. Each Higgs boson has
rather small intrinsic width (less then 3 GeV/c2 for tanβ = 30) which is smaller then the mass
difference. However, once the mass resolution is taken into account, it becomes impossible to
separate the three peaks.

The significance, on the other hand, is quite good despite the vicinity of theZ0 peak,
because the signal cross section is large, thus the discovery can be already done with an
integrated luminosity of 20 fb−1. Table11.6summarises the significance obtained for the three
signal samples as a function of the integrated luminosity.

Figure11.9shows the discovery contour plot in the plane (MA, tanβ) obtained with this
analysis. The signal significance inside the grey area is>5 with an integrated luminosity
of 30 fb−1. The structure of the contour plot near the minimum is due to the features of the
signal in the intense coupling regime. The dashed line refers to the analysis without systematic
uncertainties. It must be pointed out that the contour of the grey area does not correspond to a
significance equal to 5 forMA < 180 GeV/c2. The contour forMA < 180 GeV/c2 is actually
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determined by the possibility to perform a successful fit to the data, due to the low statistics
and the contour plot corresponds to a significance which is actually slightly larger than 5.
Only for MA > 180 GeV/c2 the contour corresponds to the signal significance equal to 5.
This explains why the effect of the inclusion of the systematic uncertainty is visible only in
this mass range. ForMA < 180 GeV/c2, the fit fails even if systematic uncertainties are not
included in the analysis, and the contour plot does not change.

11.2.2.5. tanβ measurement. The peculiar feature of the dimuon channel at high tanβ is
the possibility of the direct measurement of the Higgs boson width,0H/A , which is sensitive to
tanβ value. Therefore, it is possible to constrain tanβ using the measured width.
Figures11.10compares the intrinsic Higgs boson width (shown as solid circles) with the
measured one (solid triangles and solid squares) forMA = 150 GeV/c2. Fitting the mass
distribution with a Voigt function, the contribution to the Higgs peak from the muon
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invariant mass resolution is subtracted. However, another effect must be taken in account:
the degeneracy of the two neutral Higgs bosons, A and H, is not perfect. The value of
MA − MH is plotted as a function of tanβ (open triangles). The effect is particularly evident
for MA = 150 GeV/c2 and for low tanβ, where the mass difference is greater then the intrinsic
width. Thus the measured effective width is not the intrinsic one, but it is the sum of the
intrinsic width and of Higgs mass difference (inverted triangles):0A + (MH − MA).

Figure11.11shows the uncertainty on the tanβ measurement that can be obtained if the
MSSM relation between the Higgs boson width and tanβ is exploited in the mmax

h scenario. A
theoretical uncertainty of 15% [560] is included. The tanβ can be further constrained using
the cross section measurement and exploiting the tanβ dependance,σ × Br ∼ tan2βeff.

11.2.3. Associated bb̄H production with H→ bb̄

At high tanβ the associated bb̄H/A production followed by the H/A → bb̄ decay has the
biggest cross section. Nevertheless, the challenge of observing this channel is driven by
the huge QCD multi-jet background expected for the final signature of two soft b-jets from
associated Higgs boson production plus two hard b jets from the Higgs boson decay.

In this analysis [617] a study of the observability of this channel is performed using the
fast simulation framework of CMS,famos [11]. Signal is also studied with the fullGEANT4 [9]
CMS detector simulation [8] which allows to validate the fast simulation samples.

This channel can be considered as a cross-check for the discovery once it is known which
Higgs boson mass (observed for instance inbbH/A → bbτ+τ− channel) must be looked at.
In combination with theττ mode it can be used to evaluate the ratio ofA(H)bb andA(H)ττ
Yukawa couplings.

11.2.3.1. Event generation.Signal eventsbbH, H → bb were produced usingpythia for 4
values of MA : 200, 500, 600 and 800 GeV/c2. The signal cross sections and branching ratios
were calculated with FeynHiggs 2.3.2 [142–144] in the mmax

h scenario. The tanβ value chosen
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Table 11.7.Off-line selection cuts on ET of the jets (in GeV) for different Higgs boson mass
values considered.

MA 200 500 600 800

E j 1
T 90 200 220 260

E j 2
T 80 180 200 240

E j 4
T 30

for generation was 50. In the considered MA-tan β region, A and H Higgs bosons have almost
the same mass and can not be distinguished.

Among the Standard Model processes, backgrounds for this channel come mainly from
QCD multi-jet production which includes events with four real b jets. Background has been
generated withpythia QCD dijet production processes where additional jets are produced
from gluon splitting and from the initial and the final state radiation inpythia.

The generation of backgrounds has been weighted in order to get a similar statistics in the
whole relevantp̂T range. Production was split in̂pT bins of 50 GeV/c from 50 to 1000 GeV/c.

11.2.3.2. Event pre-selection.About 800 million Monte-Carlo events were generated and
passed to a pre-selection, requiring a final state containing at least three heavy (b or c) quarks
and four jets reconstructed with PYCELLpythia jet finder in the|η|< 4.5 region, using cone
size of 0.5. The thresholds ET2 > 50 GeV/c and ET4 > 10 GeV/c were applied on the second
and fourth highest ET jet respectively. The QQ + jj background (with Q=b, c and j=light
quark or gluon) was estimated to be less than 10% of the total QCD multi-jet background
after final selection cuts. After pre-selection, around 30 million events were passed to the
detector simulation.

11.2.3.3. Online selection.This channel is triggered at Level 1 by the standard single and
multi-jet triggers. At High Level, the inclusive single b-jet trigger [618] stream has been
used. The implementation of the High Level double b-jet trigger and relaxing the jet energy
thresholds could improve the observability of the signal, especially for low mass Higgs boson
(∼ 200 GeV/c2).

11.2.3.4. Off-line selection.Analysis has been performed with fast simulated signal and
background samples where pile-up was not included, once it was checked with full simulation
on signal events that its effect was not significant after requiring jets with reconstructed
ET > 30 GeV.

The jets are reconstructed with the iterative cone algorithm [314] using cone size of 0.5.
The calorimeter towers with the energy thresholds tuned to minimise the fake jet rate were
used as an input for the jet finder. The jet energy corrections were applied using Monte Carlo
calibration [619].

The event was required to have at least four jets with the transverse energy of 1st, 2nd
and 4th jet greater than thresholds depending upon the MA point considered, according to
Table11.7. The cut on the 4th jet ET is motivated by reliability of the analysis simulation
without pile-up.

Subsequently, the jets were required to be in the range of the tracker acceptance,|η|< 2.4.
Combined b tagging as described in [616] has been used. At least three b-tagged jets (with
discriminant variable> 2), among the 4 highest ET jets, are requested in the analysis; two of
them must be the two highest ET jets. It would also have been possible to be less restrictive
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Table 11.8. Signal selection cumulative efficiencies for MA = 600 GeV/c2, tanβ = 50 and
background cumulative efficiencies. The signal to background ratio, S/B, is also shown.

Selection Signal efficiency Background efficiency S/B (full mass range)

None 1 1 1.85× 10−7

Pre-selection 5.14E−01 5.94E−03 1.60× 10−5

At least 4 jets 5.01E−01 5.85E−03 1.58× 10−5

E j 1
T 3.10E−01 1.57E−04 3.66× 10−4

E j 2
T 1.86E−01 4.76E−05 7.21× 10−4

E j 4
T 1.02E−01 3.24E−05 5.82× 10−4

Jets in|η|6 2.4 8.25E−02 2.26E−05 6.73× 10−4

b tagging of 1 jet 3.61E−02 2.44E−06 2.73× 10−3

b tagging of 2 jets 1.69E−02 2.81E−07 1.11× 10−2

b tagging of 3 jets 8.57E−03 5.62E−08 2.82× 10−2

centrality> 0.7 7.05E−03 3.69E−08 3.52× 10−2

and accept events where only three of the four jets are in the tracker acceptance, with the other
outside the tracker acceptance, but this option is not considered in this analysis.

Finally, the centrality variable, defined as

C =

∑
ET√

(
∑

E)2 + (
∑

Ez)2
(11.5)

using the four highest ET jets in the event, is used to discriminate between signal and
background, given its independence from the signal mass. The analysis uses the discrimination
power of this variable to reject background events with C lower than 0.7.

Table11.8summarises the selection cut efficiencies for background and signal. The signal
to background ratio, S/B, is also shown. The event samples used to calculate numbers given
in this table are statistically independent from the ones used to optimise the cuts.

11.2.3.5. Signal significance.The criterion for the presence of signal is based on the
distribution of the reconstructed Higgs boson mass, considering as mass estimator the
invariant mass distribution of the two leading ET jets. The signal significance,S/

√
(B)

is calculated in the mass window which maximises this ratio. Figure11.12 shows the
reconstructed Higgs boson mass distribution for signal and background after all selections
as expected for 60 fb−1.

The signal significances in the optimised mass window after all the cuts applied excluding
and including the HLT in the analysis chain, can be found in Table11.9. The HLT decreases
the significance up to a factor 10 for low masses (MA = 200 GeV/c2). For higher masses, this
factor is reduced to less than 2.

11.2.3.6. Background uncertainty and discovery reach in the MA − tanβ plane. Given
the low S/B ratio and the similarities of the signal and background distributions, a careful
evaluation of the background has to be performed. The best source of background events
will come from real data samples, when available, as it is being done at the Tevatron
experiments [620]. The QCD multi-jet background will be determined from data by
normalising distributions outside of the signal region, once the mass of the Higgs is known
from other channels for example. Data will be also used to extract the background shape with
possibly the help of Monte Carlo.

Figure11.13shows the effect of the background uncertainty on the discovery reach (with
two sigma signal significance) in the MA-tan β plane. Different curves correspond to the
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Table 11.9.Signal significanceS/
√

B in optimised mass window after all selections with and
without HLT filtering included. The last line shows the low limit of tanβ where the 5σ discovery
is possible with 60 fb−1 in the absence of systematics.

MA 200 500 600 800

No HLT 30.9 10.4 7.7 2.3
With HLT 2.9 6.4 5.6 3.4
tanβ where significance is 5 71 44 47 62

different assumptions on the background uncertainty, from zero uncertainty to 2%. The signal
significance is defined ass =

S√
B+(εB)2

, where S is the number of signal events in the mass

window, B is the number of background events in the same window andε is the relative
background uncertainty.

The discovery potential of this channel is limited by the low signal-to-background ratio
and the similarity of the signal and background distribution shapes. So far, it is not known how
well the background can be measured at LHC, thus it is difficult to make predictions about
the possibility to observe the MSSM Higgs bosons in the four-b final state.

11.2.4. Charged Higgs boson of MH <mt in t t̄ → H±W∓bb̄ production with
H±

→ τ±ν, τ → ν + hadrons and W∓
→ `∓ν

A detailed description of the analysis can be found in [621].

11.2.4.1. Event generation and cross sections of signal and background events.The charged
Higgs boson in the MSSM can be produced in top quark decays, t→ H+b, if mH± <mt − mb.
The branching ratio of top decay to charged Higgs boson depends on both mH± and tanβ as
shown in Fig.11.14a. The corresponding top decay to W±b decreases with increasing tanβ
so as to keep the sum of branching ratios almost at unity. While the top decay to H± or W±
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Figure 11.14. (a) Branching ratio of top decay to H± vs tanβ, and (b) branching ratios for charged
Higgs boson decaying to different final states for tanβ = 20.

depends on tanβ, the light charged Higgs boson decay toτν is almost independent of tanβ
(for tanβ > 10) and is∼ 98% for all tanβ > 10 and mH± <mt as shown in Fig.11.14b.

There are two different final states for tt̄ → H±W∓bb̄ events depending on W± decay
to leptons or jets. In this analysis the leptonic decay of W± boson is chosen and signal
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Table 11.10.Cross section times branching ratio of tt̄ → H±W∓bb̄ → τντ `ν`bb̄, τ → hadrons
for tanβ = 20.

mH± (GeV/c2) 140 150 160 170
Cross section [pb] 10.70 5.06 1.83 0.16

Table 11.11.Cross section times branching ratio of signal events for mH± ' mt according to NLO
calculations in [597] for tanβ = 20.

Channel gb→ tH±
→ `ν`bτντ gg→ tbH±

→ `ν`bbτντ
(τ → hadrons) (τ → hadrons)
mH± = 170 GeV/c2 mH± = 170 GeV/c2

Cross section [pb] 0.14 0.30

Table 11.12.Cross section times branching ratio of background events.

tt̄ → W+W−bb̄ t̄t → W+W−bb̄
Channel → `ν`τντbb̄ → `ν``

′ν`′ bb̄ t̄t → W+W−bb̄ W± + 3 jets
(τ → hadrons) `, `′ = e orµ → `ν` j j bb̄ W±

→ e orµ
Cross section [pb] 25.8 39.7 245.6 840

events are triggered by the single lepton trigger (e orµ). Theτ lepton is forced to decay to
hadrons. Table11.10shows the cross section times branching ratio of tt̄ → H±W∓bb̄ events
for tanβ = 20. In this analysis for mH± = 170 GeV/c2 both t̄t + gb and gg→ tb̄H± production
processes were used for comparison. The NLO cross section times branching ratio of signal
events with mH± ' mt is listed in Table11.11.

The background channels consist of tt̄ events with at least a single lepton (e orµ) and
τ -jets or jets which could fakeτ -jets, W± + 3 jet events and also single top (Wt) events
which have a small contribution. The cross section of main background channels are shown
in Table11.12.

The t̄t, gb→ tH± and gg→ tb̄H± processes were generated bypythia. The Wt
background was generated withTopReX and the W+3j background was generated by
MadGraph. The production cross sections for the background processes were normalised
to the NLO cross sections (except W + 3 jet).

11.2.4.2. Online event selection and offline reconstruction.Events are triggered by the single
lepton triggers (e orµ) at Level 1 and HLT.

In the offline> 3 jets are required to suppress W± + njets background with n< 3. The jet
reconstruction is performed using the iterative cone algorithm and the jet energy corrections,
evaluated fromγ+jet calibration, were applied. A jet is accepted if it has calibrated ET >

40 GeV. Only one b-tagged jet is required in this analysis.
Since events are triggered by lepton from W→ `ν decay,τ jets are identified with an

offline τ -tagging algorithm which uses Level 1τ objects as seeds forτ -jet reconstruction.
The first, highest ET, jet satisfying the conditions of ET > 20 GeV and hottest HCAL tower
ET > 2 GeV is used as aτ candidate. A matching cone with Rm = 0.1, an isolation cone with
Ri = 0.4 and a signal cone with RS = 0.07 are defined for checking isolation requirements in
the tracker. The ECAL isolation requirement is defined as

Pisol. =
∑

crystals,1Rcrystal,τ−jet<0.4

ETcrystal−
∑

crystals,1Rcrystal,τ−jet<0.13

ETcrystal< 5.6 GeV. (11.6)
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Table 11.13.List of selection cuts and their efficiencies for signal events with mH± < 170 GeV/c2

for tanβ = 20. Numbers in each row show the remaining cross section after applying the
corresponding cut. Numbers in parentheses are relative efficiencies in percent.

tt̄ → H±W∓bb̄ t̄t → H±W∓bb̄ t̄t → H±W∓bb̄
→ `ν`τντbb̄ → `ν`τντbb̄ → `ν`τντbb̄
mH± = 140 GeV/c2 mH± = 150 GeV/c2 mH± = 160 GeV/c2

σ × BR[fb] 10.7×103 5060 1830
L1 + HLT 5170.5(48.3) 2456.3(48.5) 888.9(48.6)
> 3 jets 1889.7(36.5) 795.0(32.4) 264.3(29.7)
> 1 b jet 1103.5(58.4) 427.4(53.8) 131.4(49.7)
< 2 b jets 883.0(80.0) 358.7(83.9) 119.2(90.7)
L1 τ exists 878.4(99.5) 357.4(99.6) 119.0(99.8)
τ -jet reconstruction 875.0(99.6) 356.5(99.7) 118.8(99.8)
Hottest HCAL tower 778.0(88.9) 316.1(88.6) 105.9(89.1)
ET > 2.GeV
Tracker isolation 378.2(48.6) 163.5(51.7) 52.7(49.8)
Ecal isolation 292.9(77.4) 134.2(82.1) 43.1(81.8)
τ ET > 40 GeV 244.3(83.4) 113.0(84.2) 36.5(84.7)
pleading track/Eτ−jet > 0.8 102.3(41.9) 50.7(44.8) 16.8(45.9)
Q(`)+ Q(τ )= 0 88.0(86.0) 42.4(83.6) 14.6(87.0)
Emiss

T > 70 GeV 51.0(58.0) 25.4(59.9) 9.2(63.3)
Expected Number of 510 254 92
events after 10 fb−1

When the tracker and ECAL isolation cuts are applied, theτ -jet ET is required to be more
than 40 GeV and the leading track ofτ jet is required to carry at least 80% of the visible
τ -lepton energy; finally the charges of theτ lepton and the lepton in the event should satisfy
the requirement Q(`)+ Q(τ )= 0.

The missing ET is reconstructed with the energy corrections applied to jets (Type 1
Emiss

T [147,148]) and a cut on the reconstructed missing ET (Emiss
T > 70 GeV) is applied as

a rejection tool against background events, especially W± + 3jets.

11.2.4.3. Selection efficiencies and expected number of events.Tables11.13, 11.14, 11.15
show the selection cuts and their efficiencies for signal and background samples. Other
background events such as Wbb, Zbb with W→ `ν (`= e, µ) and Z→ ee, orττ turned out
to be negligible. Single top background contribution is also small but was considered in the
analysis for signal significance calculations.

11.2.4.4. Systematic uncertainties.The systematic uncertainties in the signal significance
calculation include the experimental selection uncertainty of the background events and the
theoretical cross section calculation uncertainty of the tt and single top background. The tt
background uncertainty is taken into account as in Eq.11.7:

1tt
sys. =1lepton reconstruction⊕1>3 jet selection⊕11 b-jet tagging⊕11τ tagging⊕1lumi. ⊕1tt

theo.. (11.7)

The W± + 3 jets background is assumed to be measured from the real data. The
uncertainty of the measurement is estimated by propagating the contribution of events
counted in the background area to the signal area and cancelling the common selection cuts
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Table 11.14.List of selection cuts and their efficiencies for signal events with mH± = 170 GeV/c2

for tanβ = 20. Numbers in each row show the remaining cross section after applying the
corresponding cut. Numbers in parentheses are relative efficiencies in percent.

tt̄ → H±W∓bb̄ gb→ tH± gg→ tb̄H±

→ `ν`τντbb̄ → `ν`τντb → `ν`τντbb
mH± = 170 GeV/c2 mH± = 170 GeV/c2 mH± = 170 GeV/c2

σ × BR[fb] 157 140 297
L1 + HLT 78.0(49.7) 70.5(50.4) 145.4(48.9)
> 3 jets 23.2(29.7) 21.7(30.7) 55.3(38.0)
> 1 bjet 11.5(49.4) 11.7(54.1) 31.9(57.7)
< 2 b jets 10.9(94.8) 10.0(85.5) 25.8(80.9)
L1 τ exists 10.8(99.8) 10.0(99.6) 25.7(99.4)
τ -jet reconstruction 10.8(99.9) 10.0(99.9) 25.5(99.1)
Hottest HCAL tower 9.6(88.4) 8.9(88.8) 22.6(88.9)

ET > 2.GeV
Tracker isolation 4.9(51.3) 5.1(57.2) 11.4(50.5)
Ecal isolation 4.2(84.9) 4.3(84.5) 9.6(84.4)
τ ET > 40.GeV 3.8(90.9) 3.9(90.6) 8.6(89.2)
pleading track/Eτ−jet > 0.8 1.6(41.7) 1.8(45.9) 3.4(39.6)
Q(`)+ Q(τ )= 0 1.3(84.4) 1.6(87.2) 2.8(82.6)
Emiss

T > 70 GeV 0.8(61.7) 1.0(65.2) 1.6(55.3)
Expected Number of events 8 10 16

after 10 fb−1

Table 11.15.List of selection cuts and their efficiencies for background events. Numbers in
each row show the remaining cross section after applying the corresponding cut. Numbers in
parentheses are relative efficiencies in percent.

tt̄ → W+W−bb̄ t̄t → W+W−bb̄ t̄t → W+W−bb̄ W± + 3 jets
→ `ν`τντbb̄ → `ν``

′ν`′ bb̄ → `ν` j j bb̄ W±
→ `ν`

σ × BR [fb] 25.8×103 39.8×103 245.6× 103 840.× 103

L1 + HLT 12101.2(46.9) 28429.1(71.4) 99506.6(40.5) 287280(34.2)
> 3 jets 5105.2(42.2) 11306.6(39.8) 66038.6(66.4) 114050(39.7)
> 1 b jet 3428.3(67.1) 7622.0(67.4) 43433.0(65.8) 24292.7(21.3)
< 2 b jets 2325.7(67.8) 5262.7(69.0) 29003.4(66.8) 21207.5(87.3)
L1 τ exists 2310.7(99.3) 5233.7(99.4) 28698.8(98.9) 20613.7(97.2)
τ -jet reconstruction 2303.6(99.7) 5224.4(99.8) 28465.0(99.2) 19438.7(94.3)
Hottest HCAL tower 2034.1(88.3) 3850.6(73.7) 26635.1(93.6) 17125.5(88.1)

ET > 2.GeV
Tracker isolation 798.7(39.3) 1120.6(29.1) 6653.3(25.0) 5411.7(31.6)
Ecal isolation 545.6(68.3) 519.5(46.3) 2952.8(44.4) 2554.3(47.2)
τ ET > 40.GeV 405.8(74.4) 341.8(65.8) 1946.8(65.9) 1312.9(51.4)
pleadingtrack/Eτ−jet > 0.8 123.5(30.4) 131.9(38.6) 377.9(19.4) 224.5(17.1)
Q(`)+ Q(τ )= 0 95.7(77.5) 56.7(43.0) 78.8(20.9) 27.1(12.1)
Emiss

T > 70 GeV 51.6(53.9) 29.3(51.8) 36.6(46.4) 10.7(39.3)
Expected Number of 516 293 366 107

events after 10 fb−1

uncertainties. Eq.11.8describes how systematic uncertainties are taken into account in W+3
jets cross section measurement.

1W±+3 jets
sys. =1stat. ⊕

1Ntt
B

NW±+3 jets
B

⊕13 non-b-jet ⊕1b-jet mistagging⊕1τ mistagging. (11.8)
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Table 11.16.The values of different selection uncertainties fort t and W± + 3 jets background
events at 30 fb−1.

Scale uncertainty oft t cross section 5%
PDF uncertainty oft t cross section 2.5%
b tagging 5%
τ tagging 4%
Lepton identification 2%
Jet energy scale 3%
Mistagging a non-b jet as a b jet 5%
Mistagging a jet as aτ jet 2%
Non-b-jet identification (anti-b-tagging) 5%
Luminosity uncertainty 5%
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Figure 11.15. The 5σ contour in the(MH+ , tanβ)
plane for light charged Higgs boson discovery at 30 fb−1

including the effect of systematic uncertainties.

Figure 11.16. The 5σ contour in the(MA , tanβ) plane
for light charged Higgs boson discovery at 30 fb−1

including the effect of systematic uncertainties.

Table 11.16 lists different sources of systematic uncertainties and their used values
corresponding to 30 fb−1 in this analysis.

11.2.4.5. Discovery reach in the MA(H±) − tanβ plane. Figures11.15and11.16show the
5σ discovery region in the(MH+, tanβ) and (MA, tanβ) planes including the systematic
uncertainties. It should be noted that this analysis is systematics dominated and there could be
alternative approaches where the systematic uncertainties cancel down to a reasonable level.

11.2.5. Charged Higgs boson of MH >mt in gg→ tbH± production with
H±

→ τ±ν, τ → hadronsν and W∓
→ j j

The H±
→ τ±ντ decay mode with fully hadronic final state of the charged Higgs boson

in the associated production with a top quark has been shown to lead to a clean and
almost background-free signature at large tanβ in several particle level [622] and fast
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simulation [383, 384, 623, 624] studies. The advantages of this decay mode in association with
top quark are the large missing transverse energy from H±, the possibility to disentangle the
hadronicτ decay from the hadronic jets, the possibility to reconstruct the top mass to suppress
the multi-jet backgrounds, and, in particular,τ helicity correlations favouring the H± → τ±ντ
decay over the W± → τ±ντ decay (from the tt̄ background). The main backgrounds are due
to genuineτ ’s in multi-jet events from tt with t1 → bτντ , t2 → bqq, Wt with W1 → τντ ,
W2 → qq′ and W+3 jets with W→ τντ . The hadronic QCD multi-jet events can lead to a
background through fakeτ ’s and the uncertainty of Emiss

T measurement.
A detailed description of the analysis can be found in [625].

11.2.5.1. Helicity correlations. The polarisation states for theτ+ from H+
→ τ+ντ and from

W+
→ τ+ντ are opposite due to the spin-parity properties of the decaying particle. The angular

distribution of a pion from theτ±
→ π±ν decay in the CM frame has the form (1 + Pτcosθ),

which leads to more energetic pions in the laboratory frame for the signal (Pτ = 1) than for
the background (Pτ = −1) [622, 626]. Theτ±

→ π±ντ decay channel presents 12.5% of the
hadronic decay modes. Similarly, the signal pions are more energetic in theτ decays to vector
mesons and subsequent decays to one charged pion in the longitudinal polarisation states
of the vector meson,τ±

→ ρ±

L ντ → π±π◦ντ (26%) andτ±
→ a±

1Lντ → π±π◦π◦ντ (7.5%).
For the transverse polarisation states of the vector meson the situation is opposite with more
energetic pions from the background. The small contributions from K∗ and K in theτ decays
lead to similar effects. The helicity correlations can be expressed as a function of theτ -jet
momentum fraction carried by the charged pion Rτ = pπ/pτ jet. As is shown in Refs. [622, 626]
theτ±

→ π±ντ decay leads to aδ-function at Rτ = 1, theρ±

L ντ → π±π◦ντ has contributions
at Rτ ∼ 1 and Rτ ∼ 0, ρ±

T ντ → π±π◦ντ and a±1Tντ → π±π◦π◦ντ have largest contributions
around Rτ ∼ 0.5 while a±1Lντ → π±π◦π◦ντ peaks at Rτ ∼ 0.

11.2.5.2. Event generation and simulation.The gb→ tH± and gg→ tbH± processes
contribute to the production of a heavy single charged Higgs boson in association with top
quark. In the gb→ tH± process the b quark is considered as a massless parton of the incoming
proton. Logarithmic factors of the form log(pb

T/mb), due to the collinear b quarks, can be
resumed to give a well defined cross section. The gg→ tbH± process, where the bottom
quarks from the incoming gluons are considered massive, is of the orderα2

s and is part of
the next-to-leading order (LNO) corrections to the leading order (LO) process gb→ tH±.
These processes lead to somewhat different dynamics of the final state objects, visible in
particular as a more energetic associated b quark in the gg→ tbH± process [627]. Near
the top threshold, mH± ∼ mt, only the exclusive process gg→ tbH± can lead to a correct
event description. As the correct description of merging these two processes is not possible
in the full simulation, signal events were generated with the gg→ tbH± process over the
full mass range withpythia [69]. The cross sections were normalised to the NLO results of
Refs. [597, 628]. The mass of the charged Higgs boson and the H±

→ τντ branching fraction
were calculated with FeynHiggs2.3.2 [142–144] in the mmax

h scenario. The tt background
was generated withpythia, the Wt background withTopReX [44], the W+3jet background
with MadGraph [81] and the QCD multi-jet background withpythia. The production cross
sections for the background processes were normalised to the NLO cross sections (except
W + 3jet). Pre-selections at the particle level, requiring at least one jet with ET > 80 GeV,
reconstructed with thepythia PYCELL routine with a cone size of 0.5, and containing at
least one charged hadron with pT > 60 GeV/c, were applied to the tt and Wt backgrounds.
Theτ decays were performed withtauola [155] for the signal and backgrounds. Theτ from



1346 CMS Collaboration

Table 11.17.Cross section times branching fraction for gg→ tbH±, H±
→ τ±ν, τ → hadrons +

ν, efficiency for the selection cuts and final number of events for mT(τ jet,Emiss
T ) > 100 GeV/c2

and for1φ(τ jet,Emiss
T ) > 60◦ with an integrated luminosity of 30 fb−1 for the signal events with

mH± = 170, 180, 200 and 400 GeV/c2 and tanβ = 30.

mH± (GeV/c2) 171.6 180.4 201.0 400.4
σ(NLO)× BR (fb) 1359 1238 776 38

Level-1 trigger 729.9 (53.7%) 688.1 (55.6%) 451.3 (58.2%) 28.5 (75.6%)
HLT trigger 121.0 (16.6%) 128.6 (18.7%) 95.9 (21.2%) 12.1 (42.4%)
Primary vertex 119.9 (99.1%) 127.5 (99.2%) 95.1 (99.2%) 12.0 (99.2%)
Isolated lepton veto 94.4 (78.8%) 104.2 (81.7%) 78.2 (82.2%) 10.1 (85.0%)
Emiss

T > 100 GeV 66.7 (70.6%) 70.0 (67.2%) 53.3 (68.2%) 8.2 (80.7%)

Eτ jet
T > 100 GeV 33.7 (50.5%) 36.7 (52.4%) 27.8 (52.1%) 6.7 (81.8%)

Rτ > 0.8 11.2 (33.4%) 11.6 (31.5%) 9.5 (34.2%) 2.3 (34.2%)
1 or 3 signal tracks 10.7 (95.3%) 11.2 (97.1%) 9.1 (95.9%) 2.2 (97.0%)
Tracker isolation 10.0 (93.2%) 10.5 (94.0%) 8.6 (94.9%) 2.1 (93.7%)
ECAL isolation 9.4 (94.4%) 10.0 (95.0%) 8.3 (95.7%) 2.0 (95.8%)

Emax(HCAL cell)
T > 2 GeV 9.1 (96.5%) 9.4 (93.3%) 7.9 (95.5%) 2.0 (98.7%)

IP leading track
T < 0.3 mm 9.0 (97.8%) 9.2 (98.2%) 7.8 (99.0%) 2.0 (99.3%)

Nleading track
hits > 10 8.6 (95.9%) 8.4 (96.5%) 7.4 (94.6%) 2.0 (96.5%)
> 3 jets, ET > 20 GeV 6.4 (74.4%) 7.2 (80.9%) 5.7 (77.4%) 1.4 (71.9%)
140<mtop< 210 GeV/c2 4.6 (72.6%) 4.8 (67.2%) 3.6 (63.7%) 0.93 (66.6%)
b discriminator> 1.5 2.0 (43.7%) 2.0 (39.9%) 1.6 (42.7%) 0.37 (40.3%)

Ebjet
T > 30 GeV 1.9 (93.2%) 1.8 (95.2%) 1.4 (91.6%) 0.33 (88.2%)

Jet veto, Ejet
T > 25 GeV 0.65 (35.2%) 0.63 (34.6%) 0.52 (36.4%) 0.14 (40.9%)

EHiggs
T > 50 GeV 0.61 (91.9%) 0.63 (100%) 0.52 (100%) 0.13 (95.1%)

mT > 100 GeV/c2 0.47 (77.3%) 0.49 (78.4%) 0.39 (74.9%) 0.12 (94.8%)
Nev, mT > 100 GeV/c2 14.1± 3.4 14.7± 3.2 11.7± 2.3 3.6± 0.5
1φ(τ,Emiss

T ) > 600 0.20 (31.9%) 0.18 (28.5%) 0.28 (53.9%) 0.12 (93.1%)
Nev,1φ(τ,Emiss

T ) > 600 6.0± 2.2 5.4± 2.0 (28.5%) 8.3± 2.0 3.6± 0.5

H± was forced to decay to hadrons in the signal samples while allτ decays were generated
for the backgrounds.

The analysis was based on event samples from full detector simulation and digitisation at
low luminosity 2× 1033 cm−2s−1.

11.2.5.3. Event selection.Due to an energeticτ jet from H± the gg→ tbH±, H±
→ τ±ν

(τ → hadronsν, W∓
→ jj) events can be most efficiently triggered at the Level-1 with a single

τ -jet trigger [76, 280]. At the HLT, a combined Emiss
T -τ trigger was used. For this trigger the

τ -jet identification was performed in the full tracker (Tracker Tau trigger) [146]. Efficiencies
of the Level 1 and HLT triggers are shown in Tables11.17 and 11.18 for the signal and
backgrounds, respectively. Purity of theτ trigger for the signal events is higher than 80%.

In the off-line reconstruction the transverse mass from theτ jet and missing transverse
energy requires a fully hadronic event, where Emiss

T originates mainly from the H±. Other
sources of Emiss

T in the signal events are the leptonic W decays and the semi-leptonic b
quark decays. The events with leptonic W decays can be removed with a veto on isolated
leptons. The reconstructed electrons and muons were first required to be isolated in the
tracker demanding that no track with pT > 1 GeV/c was found in a cone of1R = 0.4
around the lepton direction. The fraction of events containing at least one muon candidate
with pT > 15 GeV/c is 24.1%. An isolated muon is found in 8.9% of the signal events.
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Table 11.18.Cross section times branching fraction, efficiency for the selection cuts and final
number of events for mT(τ jet,Emiss

T ) > 100 GeV/c2 and for 1φ(τ jet,Emiss
T ) > 60◦ with an

integrated luminosity of 30 fb−1 for the tt, Wt, W± + 3jets and QCD multi-jet backgrounds
background.

tt Wt W ±+ 3jets

σ(NLO)× BR (fb) 123820 9140 4.19× 105

Pre-selection 6440 (5.2%) 237.6 (2.6%)
Level-1 trigger 4730 (73.4%) 185.6 (78.1%) 1.25× 105 (29.8%)
HLT trigger 320 (6.9%) 20.5 (11.1%) 4.19× 103 (3.4%)
Primary vertex 319 (99.8%) 20.4 (99.7%) 4190 (100%)
Isolated lepton veto 314 (89.4%) 18.4 (89.9%) 3456 (82.5%)
Emiss

T > 100 GeV 267.4 (85.1%) 15.9 (86.6%) 2674 (77.1%)

Eτ jet
T > 100 GeV 167.4 (62.6%) 10.7 (67.2%) 1280 (69.2%)

Rτ > 0.8 35.5 (21.2%) 2.53 (23.7%) 175.4 (13.7%)
1 or 3 signal tracks 31.2 (88.0%) 2.37 (93.7%) 149.3 (85.1%)
Tracker isolation 27.8 (89.1%) 2.18 (91.9%) 132.9 (89.2%)
ECAL isolation 26.1 (93.7%) 2.07 (94.9%) 125.1 (94.1%)

Emax(HCAL cell)
T > 2 GeV 24.1 (92.4%) 1.95 (94.2%) 105.1 (84.0%)

IP leading track
T < 0.3 21.4 (88.8%) 1.92 (98.3%) 88.4 (84.1%)

Nleading track
hits > 10 19.9 (92.9%) 1.81 (94.4%) 84.6 (95.7%)
> 3 jets, ET > 20 GeV 17.3 (87.0%) 1.04 (57.6%) 67.5 (79.8%)
140<mtop< 210 GeV/c2 12.2 (70.4%) 0.71 (67.7%) 26.6 (39.4%)
b discriminator> 1.5 5.81 (47.7%) 0.34 (48.1%) 1.09 (4.1%)

Eb jet
T > 30 GeV 5.27 (90.6%) 0.30 (89.2%) 0.82 (75.1%)

Jet veto, Ejet
T > 25 GeV 1.48 (28.1%) 0.24 (78.0%) 0.14 (17.2%)

EHiggs
T > 50 GeV 1.44 (97.1%) 0.23 (98.6%) 0.14 (98.3%)

mT(τ jet,Emiss
T ) > 100 GeV/c2 0.03 (2.0%) 0.003 (1.3%) 0.02 (10.3%)

Events for mT > 100 GeV/c2 0.86± 0.33 0.09± 0.04 0.60± 0.60
1φ(τ jet,Emiss

T ) > 60◦ 0.01 (1.0%) 9.2× 10−4 (0.4%) 0.013 (6.7%)
Events for1φ(τ jet,Emiss

T ) > 60◦ 0.30± 0.25 0.03± 0.02 0.39± 0.39

About 84% of these muons were found to originate from W→ µνµ. The fraction of events
containing at least one electron candidate with pT > 15 GeV/c is 72.4% and an isolated
electron candidate 41.7%. The final electron identification was done following the methods
described in Ref. [156]. The fraction of events removed with a veto on the identified electrons
is 7.9%, from which 93.3% are due to genuine electrons from W→ eνe.

The missing transverse energy (Emiss
T ) was reconstructed from the full calorimeter

response summing the calorimeter towers and applying the jet energy corrections (Type 1
Emiss

T [147,148]). The hadronic jets with Eraw
T > 20 GeV were calibrated using the corrections

from γ+jet calibration. Theτ jet was reconstructed in the calorimeter around the Level-1τ -jet
direction in a cone of 0.4 applying energy corrections evaluated for one- and three-prongτ

decays. The offline ET cut on theτ jet was taken to be Eτ jet
T > 100 GeV, close to the Level-

1 threshold of 93GeV. The tracks were reconstructed inside the jet reconstruction cone. The
leading track was searched for in a cone of Rm = 0.1 around theτ -jet direction. For an efficient
isolation against the hadronic jets a small signal cone of RS = 0.04 was selected. The isolation
cone size was taken to be the same as in the HLT Tau trigger, Ri = 0.4. Theτ -jet isolation
in the electromagnetic calorimeter was also applied as described in [280]. The fraction of
signal events with mH± = 200 GeV/c2, where the one-prong (three-prong)τ decays lead to
one (three) reconstructed track(s) with pT > 1 GeV/c in the signal cone, was found to be in



1348 CMS Collaboration

92.3% (64%). Accidental track reconstruction problems, like shared hits, can lead to fake
large-pT tracks in the hadronic jets [7, 280]. These fake leading tracks are possible in the
hadronic multi-jet events but can appear also in the tt, Wt and W + 3 jet backgrounds if
the ET of the τ jet is below the trigger threshold and the event is triggered with aτ -like
hadronic jet. The fake tracks can be suppressed with an upper bound in the transverse impact
parameter of the leading track (IPleading track

T < 0.3 mm) and requiring at least 10 hits in the full
tracker. The fraction of theτ → eνν events passing the fullτ selection was found to be 3% for
the tt background. This contamination can be efficiently suppressed requiring that the most
energetic HCAL tower inside theτ -jet candidate (Emax(HCAL cell)

T ) has the transverse energy
greater than 2 GeV [280].

Theτ helicity correlations are best exploited requiring the leading track to carry at least
80% of theτ jet energy. The efficiencies for the tt and Wt events, shown in Tables11.17
and11.18, are affected by the pre-selection cuts and do not show the expected background
suppression for Rτ > 0.8. This cut suppresses the three-prongτ decays leaving 3.1% as
the fraction of three-prongτ decays for the signal events with mH± = 200 GeV/c2 after all
selection cuts.

Due to a limited MC statistics, the trigger simulation was not used in the estimation of
the QCD multi-jet background. Events with at least one jet with ET > 100 GeV, containing
a track with pT > 80 GeV/c, were used for further analysis. Efficiency for this selection was
found to be 5.55× 10−3 for the QCD multi-jet events generated within thep̂T interval of
170< p̂T < 380 GeV/c. Theτ selection cuts, except the Ejet

T threshold, are not correlated with
the Emiss

T cut. Therefore the selection was factorised to Emiss
T andτ selections. The efficiency

of theτ -selection cuts on the pre-selected events was found to be 1.65%. Combined with the
pre-selection, the fullτ -selection efficiency for the hadronic multi-jet events in thep̂T interval
considered was found to be 9.2× 10−5.

The gg→ tbH± events contain two b jets, one from the decay of the top quark and one
associated b jet from the production process. The associated b quark is preferentially emitted
in the forward directions and is distributed at smaller pT values than the b quark from top
decay. In about 20% of the signal events, however, this b quark is more energetic than the
b quark from the top decay thus contaminating the spectrum of the identified b jet for the
top reconstruction. The event reconstruction was performed for events where at least three
hadronic jets with Ejet

T > 20 GeV were found. A probabilistic secondary vertex algorithm
with a discriminator cut was used for b tagging [157]. The fraction of events where the best
b-tagged jet is the b jet from t→ bW was found to be 61%. The corresponding fractions for
the associated b jets and the quark jets from W→ qq decay were found to be∼ 26% and
∼ 8%, respectively.

The top-quark mass was reconstructed minimising theχ2 distribution made from the
reconstructed and nominal top and W masses,χ2

= ((mjj − mW)/σW)
2 + ((mjjj − mtop)/σtop)

2,
where mjj and mjjj are the invariant masses of all two- and three-jet combinations in the
event andσW and σtop are the gaussian widths of the reconstructed true W and top mass
distributions. The jet assigned to the top but not to the W presents the b jet from top. For
a better reconstruction efficiency, in the presence of a significant contamination from the
associated b quark, any of the three jets assigned to the top were tagged requiring the value
of the discriminator greater than 1.5 and ET > 30 GeV. A mass resolution of∼ 11% and a
mean reconstructed mass of∼ 176 GeV/c2 were obtained, with a fraction of about 40% of
correct jet assignments. For a further suppression of the tt background, the ordinal jets after top
reconstruction were searched for within|η|< 2.5 and a jet veto was applied. The ET threshold
for the jet veto was set to 25 GeV. The efficiency of this method has decreased compared to
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Figure 11.17. Transverse mass reconstructed from the
τ jet and missing transverse energy for the gg→ tbH±,
t → bW, W∓

→ jj signal (dark histogram) with mH± =

170 GeV/c2, tanβ = 30 and for the total background
(light histogram) for an integrated luminosity of 30 fb−1.

Figure 11.18. Transverse mass reconstructed from the
τ jet and missing transverse energy for the gg→ tbH±,
t → bW, W∓

→ jj signal (dark histogram) with mH± =

400 GeV/c2, tanβ = 30 and for the total background
(light histogram) for an integrated luminosity of 30 fb−1.

the fast simulation results [623] mainly due to more energetic associated b jets in gg→ btH±

with respect to the gb→ tH± events.
For the tt, Wt and W + 3jet backgrounds the configuration with large Emiss

T and large Eτ jet
T

can be reached only for strongly boosted W. Therefore to suppress the background from events
triggered with a fakeτ from a hadronic jet recoiling against the genuineτ jet, a lower bound
(EH

T > 50 GeV) was set on the Higgs boson pT reconstructed from theτ jet and the missing
transverse energy.

The large ET thresholds lead to an almost two-body (Jacobian peak) situation between the
τ jet and missing transverse energy. Therefore an upper edge can be expected in the transverse

mass mT =

√
2× Eτ jet

T × Emiss
T × (1−1φ(τ jet,Emiss

T )) at mH± for the signal and at mW for the
tt, Wt and W+3jet backgrounds. The boost required for the tt, Wt and W+3jet backgrounds to
pass the ET thresholds, leads to small opening angles1φ(τ jet,Emiss

T ) in the transverse plane.
Requiring1φ > 60 ◦ removes most of the remaining background for mT < 100 GeV/c2. The
mT distributions for the signal and total background are shown in Figs.11.17and11.18for
mH± = 170 and 400 GeV/c2 and tanβ = 30, without a cut on1φ(τ jet,Emiss

T ) .
Tables11.17and11.18show the cross sections and efficiency for the selection cuts for

the signal events with mH± = 170, 180, 200 and 400 GeV/c2 and tanβ = 30. The trigger
efficiency and the efficiency of the primary vertex reconstruction are also shown. Table11.18
shows the same for the tt, Wt and W+3jet backgrounds. For the QCD multi-jet background
the number of events where at least three jets are found after the Emiss

T andτ selections was
estimated without theτ selection cuts. At this level of selection the QCD multi-jet events
can be assumed to be similar to the W + 3jet events at the same selection level. Therefore
the efficiency of the remaining selection cuts was taken from the W+3jet events yielding an
estimate of 0.1± 0.1 events for mT(τ jet,Emiss

T ) > 100 GeV/c2.

11.2.5.4. Systematic uncertainties on background determination.The background in the
signal region mT(τ jet,Emiss

T ) > 100 GeV/c2 may arise from two main sources, the tail due
to measurement uncertainties in the backgrounds with W→ τν decays, and the possibility of
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Table 11.19.Value of tanβ, cross section times branching fraction for gg→ tbH±, H±
→ τ±ν,

τ → hadrons +ν, number of selected signal events and the statistical significance (S) for the
total background of 1.7± 1.0 events with (Ssyst.) and without (Sno syst.) background uncertainty,
for the signal with mH± = 170 to 600 GeV/c2 (mA = 150 to 600 GeV/c2) and for an integrated
luminosity of 30 fb−1.

mH± (GeV/c2) 171.6 180.4 201.0 300.9 400.7 600.8
tanβ 30 30 30 30 50 50
σ(NLO)× BR (fb) 1359.2 1237.6 775.5 118.3 104.9 15.7
Events for 30 fb−1 14.1± 1.6 14.7± 3.2 11.7± 2.3 8.3± 1.2 10.0± 1.4 2.0± 0.2
Sno syst. 6.4 6.6 5.5 4.2 4.9 1.2
Ssyst. 5.0 5.2 4.3 3.3 3.8 1.0

fakeτ jets, mainly in the QCD multi-jet events. The level of the backgrounds with W→ τν

decays can be measured from data exploiting the precise muon momentum measurement in
the W+3jets, W→ µν events, selecting events in the tail of the transverse mass distribution.
The probability of a hadronic jet faking theτ jet can be measured exploiting theγ+jet events,
as proposed in Ref. [280]. For this work a Monte-Carlo method was chosen assuming that
the probability of the background events to migrate to the signal area depends mainly on
the precision of the jet energy and Emiss

T measurements. The systematic uncertainty due to
the energy scale was estimated varying the jet energy and the Emiss

T values with the expected
energy scale uncertainties yielding the average values of 3% and 2% for the uncertainties on
the efficiency of the Emiss

T cut and the efficiency of the selection of three hadronic jets for top
reconstruction, respectively. The uncertainty of theτ identification has been estimated to be
8% for the ET interval of τ jets from Z→ ττ decays [149]. For the b-tagging uncertainty
a conservative estimate of 5% was taken. The theoretical uncertainty on the tt cross section
due to a variation of the scale and PDF has been estimated to be 5.6% [159]. These values
yield 11% for the total systematic uncertainty for the tt background. For the W+3jet and QCD
multi-jet backgrounds the uncertainties due to present MC statistics strongly dominate the
measurement uncertainties and therefore the MC statistical uncertainties were used. The total
number of background events in the signal region mT(τ jet,Emiss

T ) > 100GeV, is 1.7± 1.0
events, including the systematic and MC uncertainties.

11.2.5.5. Discovery potential.Table11.19shows the number of signal events for mH± = 170
to 300 GeV/c2 with tanβ = 30 and for mH± = 400 to 600 GeV/c2 with tanβ = 50 and the
signal significance (S) calculated according to Poisson statistics [498] with (Ssyst) and without
(Sno syst.) background uncertainty for the total background of 1.7± 1.0 events. The cut in the
transverse mass mT(τ jet,Emiss

T ) > 100 GeV/c2 is used to select the signal area. The results are
shown for an integrated luminosity of 30 fb−1. For the tt background the estimated systematic
uncertainty of 11% is included. Figure11.19shows the 5σ -discovery region in the mA − tanβ
plane in the maximal mixing scenario withµ= 200 GeV/c2 with and without systematic
uncertainties at 30 fb−1.

11.2.6. Charged Higgs boson ofMH >mt in gg→ tbH± production withH±
→ tb

The branching fractions for the decay channels of the charged Higgs boson depend strongly
on its mass (see Fig.11.2). For masses abovemt + mb, the channel H± → tb opens up. Two
production channels and corresponding final states were considered in the search for charged
Higgs bosons in the H± → tb decay channel [629]:

gb→ tH±
→ ttb → W+W−bbb→ qq′µνµbbb, (11.9)

gg→ tH±b → ttbb→ W+W−bbbb→ qq′µνµbbbb. (11.10)
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These final states are the most interesting from the experimental point of view because an
isolated muon is present to trigger on and the branching fraction into this decay is high
(∼ 30%).

The inclusive final state (11.9) is studied using triple b tagging within the parameterised
simulation framework of CMS [11]. The final state (11.10), where a fourth b jet is resolved
in the detector, is studied with full GEANT4 [9] CMS detector simulation [8]. Production
of the H± bosons through heavy sparticle cascades is not taken into account. In addition,
supersymmetric particles are supposed to be heavy enough, such that supersymmetric decays
of the H± can be neglected.

A detailed description of the analysis can be found in [629].

11.2.6.1. Signal and background simulation.Events from the process (11.9) are modelled
by considering the initial b quark as a massless parton from the corresponding parton density
in the proton. On the other hand, events from the process (11.10) are described with massive
spectator b quarks.

The calculation of the total signal cross section was performed at NLO [628], starting
from the process (11.9). When calculating the cross section for both processes (11.9)
and (11.10) to all orders, however, one expects to obtain the same result, as they both describe
the same physics. Therefore, for both processes, the cross section was rescaled to the NLO
result for the pp→ tH±X channel.

The signal cross section is sensitive to the two parameters tanβ andmH± (Fig. 11.20).
The cross section is enhanced at small and large values of tanβ, with a minimum at
tanβ =

√
mt/mb ≈ 6. Furthermore, the cross section decreases rapidly with risingmH± . The

generation of both processes (11.9) and (11.10) was performed withpythia [69], forcing the
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Figure 11.20. NLO cross section for pp→ tH±X as a function of (a)mH± and (b) tanβ.

decay H±
→ tb of the charged Higgs boson. The branching fraction BR(H±

→ tb) for this
decay process was calculated withhdecay 3.0 [41].

The main background to charged Higgs boson production and decay through pp→

tH±(b)→ ttb(b) is the Standard Model top-quark pair production with additional jets. Other
potential multi-jet backgrounds are much smaller and neglected.

In the case of process (11.9), the leading order background comes from SM pp→ tt̄b and
pp→ tt̄ + jet production, where in the latter the extra jet is misidentified as a b jet. The event
simulation was performed using the matrix element generatorMadGraph/MadEvent [81],
interfaced topythia for parton shower, fragmentation and hadronisation, with a cutpT >

10 GeV/c on the transverse momentum and|η|< 2.5 on the pseudorapidity of the extra jet.
This resulted in a cross section of 678 pb.

The background for process (11.10) consists of the irreducible pp→ tt̄bb̄ and the
reducible pp→ tt̄jj process, where in the latter two jets are misidentified as b jets. Both these
backgrounds were simulated using theCompHEP generator [43]. The generator level cuts
pT > 15 GeV and|η|< 3 were applied on the partons produced in association with the tt̄ pair.
A separation cut1R> 0.3 was also imposed. This resulted in a cross section of 3.285 pb for
the pp→ tt̄bb̄ process and 507.8 pb for pp→ tt̄jj production. Care was taken to avoid double
counting between the pp→ tt̄bb̄ and pp→ tt̄jj processes and the cross section for pp→ tt̄jj
was scaled to the result from a similaralpgen generation, where a jet matching technique
was applied to more rigourously handle the transition between the hard interaction and the
parton shower.

11.2.6.2. Event selection and reconstruction.On the final states (11.9) and (11.10) a basic
event selection is applied on the reconstructed objects (Tables11.20 and 11.21). Events
passing the single muon HLT trigger are required to have at least one muon withpT > 20 GeV
and|η|< 2.5, at least respectively five or six calibrated jets with ET > 25 GeV and|η|< 2.5
and at least respectively three or four of these jets tagged as b jet with a secondary vertex-
based algorithm [157].

In both final states (11.9) and (11.10) the best jet association is selected with a likelihood
ratio technique, which combines information from kinematical properties of the extra jets,
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Table 11.20.Event selection yield for tanβ = 30 and an integrated luminosity of 30 fb−1.

30 fb−1 tt̄b/tt̄j gb → tH± (tanβ = 30)

mH± ( GeV/c2) 263 311 359 408 457 506
cross section× BR (pb) 678 0.850 0.570 0.377 0.251 0.169 0.116
# events before cuts 20.3M 25 489 17 088 11 319 7 529 5 063 3 472
single muon HLT 17% 16% 16% 16% 16% 16% 16%
1 muon 95% 95% 95% 95% 96% 96% 96%
5 jets 18% 35% 42% 44% 46% 49% 51%
3 b-tagged jets 6% 27% 29% 30% 32% 31% 29%
# remaining events 32 880 364 314 230 171 116 80

Table 11.21.Event selection yield for tanβ = 30 and an integrated luminosity of 30 fb−1.

30 fb−1 tt̄bb̄ t̄tjj gg → tbH± (tanβ = 30)

mH± (GeV/c2) 263 311 359 408 457 506
cross section× BR (pb) 2.386 235.8 0.850 0.570 0.377 0.251 0.169 0.116
# events before cuts 71 580 7.07M 25 489 17 088 11 319 7 529 5 063 3 472
single muon HLT 19% 19% 13% 13% 13% 13% 13% 13%
1 muon 96% 97% 96% 95% 97% 97% 97% 97%
6 jets 19% 23% 19% 23% 25% 26% 28% 31%
4 b-tagged jets 7% 0.55% 6% 5% 7% 7% 5% 6%
# remaining events 179 1 623 37 24 25 18 9 8

)
2

 (GeV/cH,hadrm
0 100 200 300 400 500 600 700

0

20

40

60

80

100

120

140

160

180

associations
Correct jet

associations
Wrong jet

Figure 11.21. Reconstructed H± mass with hadronically decaying top for the chosen jet
association (mH± = 311 GeV/c2).

b-tagging of all jets and the result of a kinematic fit on the tt̄ system, imposing both W±

and t mass constraints. Starting from the chosen jet association the Higgs boson mass was
reconstructed. An ambiguity remains, as it is not possible to know which top quark candidate
the additional b jet should be combined with. In Fig.11.21the reconstructed charged Higgs
boson mass with hadronically decaying top is shown for correct and wrong jet pairings in
the case of three tagged b jets and formH± = 311GeV/c2. Due to the large combinatorial
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Figure 11.22. Distribution of the discriminator used to
distinguish between signal11.9and background.

Figure 11.23. Distribution of the discriminator used to
distinguish between signal11.10and background.

background, the mass information is of limited use for the separation between signal and
background, and is therefore not used further on in the analysis.

11.2.6.3. Background suppression.To suppress the large tt̄ + jets background, observables
were identified that have different properties for signal and background events. These
observables were combined into an overall discriminator. In the case of process (11.9) the
b-tagging information for the extra jet was used, together with thepT of the softest jet from
the W± decay and the ratio of theET of the sixth jet and the fifth. For the process (11.10)
only the b-tagging information for the two extra jets was used. In Figs.11.22and11.23the
resulting discriminator distributions are shown for the process (11.9) and (11.10) respectively.

11.2.6.4. Discovery reach and systematics.A cut on the discriminating variables of
Figs. 11.22 and 11.23 was optimised to obtain the maximal statistical significance for an
integrated luminosity of 30 fb−1. The signal cross section required for a significance of 5,
corresponding to a discovery, was derived and translated into a minimal value of tanβ needed
for a discovery for a given value ofmA . Performing this analysis and optimisation at different
values ofmA a discovery contour was obtained in the MSSM(tanβ,mA) plane.

The background is large in both final states and therefore the effect of systematic
uncertainties on the knowledge of the background is important. A possible way to estimate
the background level from data is to require one b-tagged jet less. After such a selection it
is possible to calculate the expected number of background events plus its uncertainty, when
tagging a third or fourth b jet. Optimistically the uncertainty on the mistag rate can be taken
as 5%. Possible large theoretical uncertainties related to this method, like the ratio of events
with real extra b jets and events with only light extra jets, should still be accounted for.

Depending on the expected systematic uncertainty on the background level the maximal
significance was searched. In Fig.11.24 the discovery contours are plotted for the final
states (11.9) and (11.10) respectively, when supposing perfect knowledge of the background
cross section (ε = 0), a 1% uncertainty (ε = 0.01), and a 3% uncertainty (ε = 0.03). From
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Figure 11.24. Discovery contour for the charged Higgs boson in the H±
→ tb decay for 30 fb−1,

(a) applying 3 b tags, (b) applying 4 b tags; systematic uncertainties on the background ofε = 0%,
ε = 1% andε = 3% are taken into account.

the above estimate of the systematic uncertainty on the number of background events, the
conclusion is drawn that, neglecting SUSY cascade decays, no visibility for this channel is
obtained in the MSSM parameter space during the low luminosity phase of LHC.

11.2.7. Search for the A→ Zh decay with Z→ `+`−, h → bb̄

The observation of the CP-odd pseudo-scalar Higgs (A) via its decay into a Z boson and the
lighter CP-even scalar Higgs (h) followed by Z→ e+e−, µ+µ− and h→ bb̄ decays provides
an interesting way to detect A and h simultaneously. The largest branching ratio of the
A → Zh appears for low tanβ andmZ + mh 6mA 6 2mtop mass region. The main production
mechanism for A at low tanβ is via gg, qq→ A.

The decays of the A into charginos and neutralinos (A→ χχ), however, can dominate at
certain values ofµ and M2 (Higgs-Higgsino and SU(2) gaugino mass parameters) since the
masses of charginos and neutralinos as well as their couplings to the Higgs bosons depend on
µ and M2 (in addition to tanβ and MA). Large values ofµ and M2 are more favourable for
the observation of the A→ Zh channel.

In Fig. 11.25 the production cross section multiplied by the appropriate branching
ratios (including Z→ e+e−, µ+µ− and h→ bb̄ decays) is shown as a function of MA in
the mmax

h scenario withµ= M2 = 200 GeV/c2 andµ= M2 = 600 GeV/c2 for two values
of tanβ, 1 and 5. One can see that the difference in the total cross sections for the two
choices of theµ and M2 parameters can be as large as one order of magnitude. The
A → Zh analysis and the discovery reach presented below was evaluated in the mmax

h scenario
with µ= M2 = 600 GeV/c2.

11.2.7.1. Event generation, simulation and reconstruction.The Higgs boson production
processes, gg→ A and pp→ A bb̄, were generated usingpythia 6.225 [69] for three values of
MA (250, 300, 350 GeV/c2) and two values of tanβ (1.0, 5.0). No pre-selection at generation
level was applied. The Standard Model backgrounds considered are: the Zbb̄ generated with
CompHEP [355] and ZZ, ZW, Z+jets, W+jets and tt̄ generated withpythia 6.215. Events were
fully simulated and digitised with pile-up corresponding to a luminosity of 2× 1033cm−2s−1.
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Figure 11.25. The production cross-section multiplied by appropriate branching ratios as a
function of MA in the mmax

h scenario withµ= M2 = 600 GeV/c2 (circles) andµ= M2 =

200 GeV/c2 (triangles) for (a) tanβ = 1 and (b) tanβ = 5.

Offline reconstruction of electrons, muons, jets and b tagging were performed using
standard algorithms.

11.2.7.2. Online selection.The events are required to pass the global Level-1 (L1) and High
Level Trigger (HLT) dimuon or dielectron selections since there will always be a real Z in the
event decaying into two high pT electrons or muons. The inclusion of the single muon and
electron triggers does not improve the discovery reach in the MA-tanβ plane.

11.2.7.3. Off-line event selection.The baseline selection requires two opposite sign high
pT isolated leptons (e orµ) and two high ET tagged b-jets separated from the leptons with
1R(`, j) > 0.7. Muons must have|η|< 2.4 and electrons should be in the ECAL fiducial
region (|η|< 2.5 with 1.444< |η|< 1.566 region excluded). The event is required to have
small missing ET and reconstructed invariant mass of the leptons close to the Z mass in order
to reject a significant fraction of the tt̄ background.

Table 11.22summarises the basic selection variables and thresholds. The variation of
the signal significance with the change of the pT thresholds on the electrons, muons and
b-jets, and the thresholds on the b-tagging discriminant for the two tagged jets has been
checked. No significant variation was found with small changes of the cut values presented
in Table11.22.

11.2.7.4. Results.The selection efficiencies for the signal vary from 5% to 12% depending
on the MA and tanβ values as well as the production mechanism. The details can be
found in [630]. The next-to-leading order (NLO) background cross sections before and after
selections are shown in Table11.23.

The signal and the background distributions of Mbb̄ and M̀ +`−bb̄ after selections are shown
in Fig. 11.26and Fig.11.27respectively for 30 fb−1 of integrated luminosity.

11.2.7.5. Systematic uncertainties.The method to evaluate the background from the real
data measuring the background in the signal free (normalisation) region is proposed.
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Table 11.22.Selection variables and thresholds.

Selection Variable Threshold

most energetic electron/muon pT > 30 GeV/c
second-most energetic electron/muon pT > 15 GeV/c
most energetic b-jet ET > 25 GeV
second-most energetic b-jet ET > 20 GeV
missing ET < 60 GeV
most energetic b-jet discriminator > 1.5
second-most energetic b-jet discriminator > 0.5
Z mass cut 84 GeV/c2 < MZ < 96 GeV/c2

Z pT > 30.0 GeV/c

Table 11.23.Background cross sections.

NLO cross sections (fb)
before selection after selection

Zbb̄, Z → ee, µµ, ττ 112830 415.26
tt̄, W → eν, µν, τν 88500 70.8
Z+jets, Z→ ee, µµ, ττ 5300000 83.05
W+jets, W→ eν, µν, τν 47900000 0.0
ZZ (inclusive) 14985 7.34
ZW (inclusive) 49422 1.98
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Figure 11.26. Distribution of Mbb̄ for signal and
background after event selection for 30 fb−1 of
integrated luminosity. Red (dark gray), yellow (light
gray) and green (medium gray) distributions represent
the Zb̄b, t̄t and Z+jets backgrounds. Blue (black)
distribution is the signal (MA = 300, tanβ = 2) and
black dots the data (sum of the signal and the
background).

Figure 11.27. Distribution of M`+`−bb̄ for signal
and background after event selection for 30 fb−1 of
integrated luminosity. Red (dark gray), yellow (light
gray) and green (medium gray) distributions represent
the Zb̄b, t̄t and Z+jets backgrounds. Blue (black)
distribution is the signal (MA = 300, tanβ = 2) and
black dots the data (sum of the signal and the
background).
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Figure 11.28. Distribution of M`+`−bb̄ in the t̄t
background normalisation region. Colour code is as in
Fig. 11.27.

Figure 11.29. Distribution of M`+`−bb̄ used in the Zb̄b
background estimation. Colour code is as in Fig.11.27.

The background uncertainty then consists of the statistical uncertainty of the background
measurement in the normalisation region and the systematic uncertainty of the ratio of the
background in the signal and the normalisation region.

The normalisation region for the tt̄ background is defined by the same selection as for
the signal search, except the missing ET which is required to be bigger than 120 GeV. With
such a selection 544 events were found for 30 fb−1 with high purity (93.4%), thus giving
the statistical uncertainty of 4.4%. The distribution of M`+`−bb̄ in the t̄t normalisation region
can be seen in Figure11.28. The contamination comes mainly from Zbb̄ events (6%). The
5% missing ET scale uncertainty gives 18.5% uncertainty on the number of the tt̄ events in
the signal region. Therefore the overall uncertainty in the estimation of the tt̄ background
is 19.0%.

For the irreducible Zb̄b background a similar idea can be used. In order to suppress the
tt̄ contribution as much as possible, missing ET < 40 GeV was used. Applying a lower cut in
the M`+`−bb̄ distribution of 500 GeV/c2, 920 Zbb events were found with a purity of around
95% for 30 fb−1. Contamination comes mainly from tt̄ events. The accuracy of measuring
the Zb̄b background is around 3.4% taking into account only statistics. The distribution of
M`+`−bb̄ for those events can be seen in Figure11.29before the application of the M̀+`−bb̄
500 GeV/c2 cut. The uncertainty of 5% on the missing ET scale and the uncertainty of 3%
on the jet energy scale lead to correspondingly 3.6% and 2.5% of the uncertainty of the Zbb̄
background estimate in the signal region. Thus the overall uncertainty in the estimation of the
Zbb̄ background is 5.6%.

11.2.7.6. Discovery reach in the MA − tanβ plane. Figure11.30shows the 5σ discovery
contours in the (MA , tanβ) plane for 30 and 60 fb−1 of integrated luminosity in the
mmax

h scenario withµ= M2 = 600 GeV/c2. For the calculation of the signal significance
the signal and background events were counted in mass windows of±1.5σ around the
reconstructed masses of Mh and MA . Since only three different MA masses and two tanβ
values were available, the estimations for the rest of MA , tanβ parameter space was done
using extra/interpolations of the signal efficiencies from the available parameter points. The
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Figure 11.30. The 5σ discovery contours for 30 and 60 fb−1 integrated luminosity. The effect
of underestimation or overestimation of the background systematic uncertainty can be seen in the
curve of 30 fb−1.

statistical significance for 5, 10% (dashed lines) as well as the estimated (full line) uncertainty
for the background is also shown for 30 fb−1 of integrated luminosity.

11.2.8. Search forA0/H0
→ χ0

2χ
0
2 → 4`+ Emiss

T channel in mSUGRA

11.2.8.1. Introduction. In some regions of the SUSY parameter space, heavy neutral Higgs
bosons can be searched for using their decay modes to supersymmetric particles. This is the
case in particular in the difficult low and intermediate tanβ region of the parameter space
which is not accessible through the A0/H0

→ ττ decay channel as the coupling of the Higgs
boson to taus is not sufficiently enhanced.

One of the most promising channel is the A0/H0 decay into a pair of next-to-lightest
neutralinos,χ0

2 , followed by the decayχ0
2 → `+`−χ0

1 (with `= e, µ). This process results in
a clean four leptons plus missing transverse energy final state:

A0/H0
→ χ0

2χ
0
2 → 4`+ Emiss

T .

There are two main categories of backgrounds to such process: SUSY and Standard Model
backgrounds. In the SUSY category the dominant source of background is the production of
leptons from the decays of squarks and gluinos which cascade to charginos and neutralinos.
Unlike the neutralinos from the Higgs boson decay, the leptons in this case are produced in
association with quarks and gluons. Therefore, the associated large hadronic activity can be
used to suppress this type of background. An additional but smaller source of backgrounds
come from the direct production of slepton or gaugino pairs via the Drell–Yan processes and
the direct production ofχ0

2 pairs. The rejection of these backgrounds is more difficult, as the
hadronic activity in these events is very small. In the Standard Model category, three processes
which yield the same signature of 4 leptons in the final state contribute as backgrounds:
Z Z∗/γ ∗, Zbb̄ andt t̄ .
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Table 11.24.Chosen benchmark points.

Point m0 (GeV/c2) m1/2 (GeV/c2) A0 (GeV/c2) tanβ sign(µ)

A 60 175 0 10 +
B 80 200 0 5 +
C 50 150 0 5 +

11.2.8.2. Analysis. The study is performed in the minimal Super Gravity constrained version
of the MSSM (mSUGRA) [631]. To determine the regions where the signal has a sizeable
branching ratio times cross section, a scan of the parameters space(m0,m1/2) for tan
β = 5,10, sign(µ)= + and A0 = 0 is performed. Three benchmark points are defined for
the evaluation of CMS sensitivity. The corresponding mSUGRA parameters are presented
in Table11.24.

The signal and SUSY background datasets are generated usingisasugra andpythia.
A pre-selection at generator level is applied, asking fore+e−µ+µ− final state with e(µ)
pT > 7(5)GeV/c and|η|< 2.5. The fast detector simulation is carried out usingfamos.

The online selection of the events is a logical or of the dielectron and dimuon triggers. The
offline reconstruction of electrons and muons is performed usingfamos standard algorithms.
Events are then analysed as follow:

• e+e−µ+µ− final state is selected;
• the four leptons are required to be isolated;
• a jet veto is applied, requiring no jets with ET > 25 GeV and|η|< 5.0;
• events must haveEmiss

T and pT(````) less than 80 GeV/c;
• a Z veto is imposed,i.e. events with a dilepton pair with invariant mass in the range

mZ ± 10 GeV/c2 are rejected;
• further optimisations are performed by introducing an upper limit to the dilepton invariant

masses and by applying a cut on the four lepton invariant mass.

The signal acceptances w.r.t the production cross section times branching ratio are 6.3%,
5.1% and 2.5% respectively for point A, B and C, whereas the acceptances for SUSY
backgrounds are 1.5× 10−4%, 3.6× 10−4% and 2.6× 10−4% respectively w.r.t. the total the
SUSY production cross section.

11.2.8.3. Results.Figure11.31shows the invariant mass distribution of the four leptons for
the 3 benchmarks points. Results are given for an integrated luminosity of 30 fb−1.

Figure11.32shows the extrapolated 5σ -discovery regions in the(m0,m1/2) plane, for an
integrated luminosity of 30 fb−1. The values of the other mSUGRA parameters areA0 = 0,
sign(µ)= + and tanβ = 5,10. The complex structure of the high significance region is
mainly determined by the effective cross section of A0/H0

→ χ0
2χ

0
2 → 4`+ Emiss

T . The A0/H0

could therefore be discovered through their decays to neutralino pairs in the region 150<m1/2

< 250 andm0 < 120 for tanβ = 10 and in the region 150<m1/2 < 250 and 30<m0 < 120
for tanβ = 5.

11.3. Discovery reach and measurement of MSSM parameters

11.3.1. Benchmark scenarios for MSSM Higgs boson searches

11.3.1.1. Why benchmarks — which benchmarks?The tree-level values for the CP-even
Higgs bosons of the MSSM,Mh andMH , are determined by tanβ, the CP-odd Higgs-boson
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Figure 11.31. Four lepton invariant mass distributions for the 3 benchmark points. Distributions
are shown for the signal+backgrounds (points) and for the contribution of each process
(histograms).

Figure 11.32. For integrated luminosity of 30 fb−1 the 5σ -discovery regions for A0/H0
→

χ0
2χ

0
2 → 4`+ Emiss

T channel in the(m0,m1/2) plane for fixedA0 = 0, sign(µ)= + and tanβ =

5,10.

massMA, and theZ boson massMZ . The mass of the charged Higgs boson,MH± , is given
in terms ofMA and theW boson mass,MW. Beyond the tree-level, the main correction to the
Higgs boson masses stems from thet/t̃ sector, and for large values of tanβ also from theb/b̃
sector, see Section11.1. Sub-leading corrections come from all other sectors of the MSSM.
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In this way the Higgs sector phenomenology is connected to the full spectrum of the MSSM
via radiative corrections.

In the unconstrained version of the MSSM no particular SUSY breaking mechanism
is assumed, but rather a parametrisation of all possible soft SUSY breaking terms is used.
This leads to more than a hundred parameters (masses, mixing angles, phases) in this
model in addition to the ones of the Standard Model. While a detailed scanning over the
more-than-hundred-dimensional parameter space of the MSSM is clearly not practicable,
even a sampling of three- or four-dimensional parameter space of certain SUSY-breaking
models (such as mSUGRA, GMSB or AMSB) is beyond the present capabilities for
phenomenological studies, in particular when it comes to simulating experimental signatures
within the detectors. For this reason one often resorts to specific benchmark scenarios,
i.e. one studies only specific parameter points [632,633] or samples of one- or two-
dimensional parameter space [263,634,635], which exhibit specific characteristics of the
MSSM parameter space. Benchmark scenarios of this kind are often used, for instance, for
studying the performance of different experiments at the same collider. Similarly, detailed
experimental simulations of MSSM particle production with identical parameters in the
framework of different colliders can be very helpful for developing strategies for combining
pieces of information obtained at different machines [5].

The question of which parameter choices are useful as benchmark scenarios depends on
the purpose of the actual investigation. If one is interested, for instance, in setting exclusion
limits on the SUSY parameter space from the non-observation of SUSY signals at the
experiments performed up to now, it is useful to use a benchmark scenario which gives rise
to “conservative” exclusion bounds. An example of a benchmark scenario of this kind is the
mmax

h -scenario [635] used for the Higgs search at LEP [566]. It gives rise to maximal values
of the lightest CP-even Higgs-boson mass (for fixed values of the top-quark mass and the
SUSY scale) and thus allows one to set conservative bounds on tanβ andMA [544]. Another
application of benchmark scenarios is to study “typical” experimental signatures of SUSY
models and to investigate the experimental sensitivities and the achievable experimental
precisions for these cases. For this purpose it seems reasonable to choose “typical” (a notion
which is of course difficult to define) and theoretically well motivated parameters of certain
SUSY-breaking scenarios. Examples of this kind are the benchmark scenarios used so far for
investigating SUSY searches at the LHC [632,633] and at the ILC [636]. As a further possible
goal of benchmark scenarios, one can choose them so that they account for a wide variety
of SUSY phenomenology. For this purpose, it can also be useful to consider “pathological”
regions of parameter space or “worst-case” scenarios. Examples for this are the “smallαeff

scenario” [635] for the Higgs search at LEP, for which the decayh → bb̄ or h → τ+τ− can
be significantly suppressed.

A related issue concerning the definition of appropriate benchmarks is whether a
benchmark scenario chosen for investigating physics at a certain experiment or for testing
a certain sector of the theory should be compatible with additional information from other
experiments (or concerning other sectors of the theory). This refers in particular to constraints
from cosmology (by demanding that SUSY should give rise to an acceptable dark matter
density [637–640]) and low-energy measurements such as the rate forb → sγ [641,642]
and the anomalous magnetic moment of the muon,(g− 2)µ [643,644]. On the one hand,
applying constraints of this kind gives rise to “more realistic” benchmark scenarios. On
the other hand, one relies in this way on further assumptions (and has to take account of
experimental and theoretical uncertainties related to these additional constraints), and it could
eventually turn out that one has inappropriately narrowed down the range of possibilities by
applying these constraints. This applies in particular if slight modifications of the model under
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consideration are possible that have a minor impact on collider phenomenology but could
significantly alter the bounds from cosmology and low-energy experiments. For instance,
the presence of small flavour mixing terms in the SUSY Lagrangian could severely affect
the prediction for BR(b → sγ ), while allowing a small amount of R-parity violation in the
model would strongly affect the constraints from dark matter relic abundance while leaving
collider phenomenology essentially unchanged. The extent to which additional constraints of
this kind should be applied to possible benchmark scenarios is related to the actual purpose
of the benchmark scenario. For setting exclusion bounds in a particular sector (e.g. the Higgs
sector) it seems preferable to apply constraints from this sector only.

11.3.1.2. The relevant MSSM parameters.Beyond the tree-level, the main correction to the
Higgs boson masses and couplings comes from thet/t̃ sector, and for large values of tanβ
also from theb/b̃ sector. In order to fix our notations, we list the conventions for the inputs
from the scalar top and scalar bottom sector of the MSSM: the mass matrices in the basis of
the current eigenstatest̃L , t̃R andb̃L , b̃R are given by

M2
t̃ =

(
M2

t̃L
+ m2

t + cos 2β
(

1
2 −

2
3s2

W

)
M2

Z mt Xt

mt Xt M2
t̃R

+ m2
t + 2

3 cos 2βs2
W M2

Z

)
, (11.11)

M2
b̃
=

(
M2

b̃L
+ m2

b + cos 2β
(
−

1
2 + 1

3s2
W

)
M2

Z mbXb

mbXb M2
b̃R

+ m2
b −

1
3 cos 2βs2

W M2
Z

)
, (11.12)

where

mt Xt = mt (At −µ cotβ), mb Xb = mb (Ab −µ tanβ). (11.13)

Here At denotes the trilinear Higgs-stop coupling,Ab denotes the Higgs-sbottom coupling,
andµ is the Higgsino mass parameter.

SU(2) gauge invariance leads to the relation

Mt̃L
= Mb̃L

. (11.14)

For the numerical evaluation, a convenient choice is

Mt̃L
= Mb̃L

= Mt̃R
= Mb̃R

=: MSUSY. (11.15)

We furthermore use the short-hand notation

M2
S := M2

SUSY+ m2
t . (11.16)

Accordingly, the most important parameters for the corrections in the Higgs sector aremt ,
MSUSY, Xt and Xb (or equivalentlyAt and Ab), µ and tanβ. The Higgs sector observables
furthermore depend on the SU(2) gaugino mass parameter,M2. The other gaugino mass
parameter,M1, is usually fixed via the GUT relation

M1 =
5

3

s2
W

c2
W

M2. (11.17)

At the loop level also the gluino mass,mg̃, enters the predictions for the Higgs-boson
phenomenology.

It should be noted in this context that the results for Higgs boson sector observables
have been obtained in different schemes. Most commonly these are the on-shell (OS)
renormalisation scheme (in the Feynman-diagrammatic (FD) approach), andMS scheme (for
the renormalisation group (RG) approach) [645]. Owing to the different schemes used in
the FD and the RG approach for the renormalisation in the scalar top sector, the parameters



1364 CMS Collaboration

Xt and MSUSY are also scheme-dependent in the two approaches. This difference between
the corresponding parameters has to be taken into account when defining the benchmark
scenarios. In a simple approximation the relation between the parameters in the different
schemes is atO(αs) given by [645]

M2,MS
S ≈ M2,OS

S −
8

3

αs

π
M2

S, (11.18)

XMS
t ≈ XOS

t +
αs

3π
MS

(
8 + 4

Xt

MS
− 3

Xt

MS
log

(
m2

t

M2
S

))
. (11.19)

At large tanβ and large|µ| the corrections from theb/b̃ sector can become especially
important. The leading effects are included in the effective Lagrangian formalism [563].
Numerically this is by far the dominant part of the contributions from the sbottom sector
(see also Refs. [547,548]). The effective Lagrangian is given by

L=
g

2MW

mb

1 +1b

[
tanβ A i b̄γ5b+

√
2Vtb tanβ H+t̄LbR +

(
sinα

cosβ
−1b

cosα

sinβ

)
hb̄LbR

−

(
cosα

cosβ
+1b

sinα

sinβ

)
Hb̄LbR

]
+ h.c.. (11.20)

Heremb denotes the running bottom quark mass including SM QCD corrections. The
pre-factor 1/(1 +1b) in Eq. 11.20arises from the resummation of the leading corrections to
all orders. The function1b consists of two main contributions, anO(αs) correction from a
sbottom–gluino loop and anO(αt ) correction from a stop–Higgsino loop. The explicit form
of 1b in the limit of MS � mt and tanβ � 1 reads [563]

1b =
2αs

3π
mg̃µ tanβ × I (mb̃1

,mb̃2
,mg̃)+

αt

4π
At µ tanβ × I (mt̃1,mt̃2, µ). (11.21)

The functionI is given by

I (a,b, c)=
1

(a2 − b2)(b2 − c2)(a2 − c2)

(
a2b2 log

a2

b2
+ b2c2 log

b2

c2
+ c2a2 log

c2

a2

)
∼

1

max(a2,b2, c2)
. (11.22)

It becomes obvious that the size and the sign ofµ is especially relevant for this type of
corrections.

11.3.1.3. The benchmark scenarios.Since at the tree-level the Higgs sector of the MSSM
is governed by two parameters (in addition toMZ and the SM gauge couplings), it seems
reasonable to define benchmarks in which all SUSY parameters are fixed and only the
two tree-level parameters,MA and tanβ are varied. For the search of the heavy MSSM
Higgs bosons corrections from theb/b̃ sector can be especially relevant. In this case it is
also appropriate to varyµ. We review the definition of the benchmark scenarios as defined
in Refs. [263,635]. Another very important parameter is the top-quark mass. For sake of
simplicity and to make different analyses readily comparable to each other a fixed value of
mt = 175 GeV can be used. Alternatively the current experimental value can be used as input.

The mmax
h scenario. This scenario was designed to obtained conservative tanβ exclusion

bounds [544] at LEP [566]. The parameters are chosen such that the maximum possible
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Higgs-boson mass as a function of tanβ is obtained (for fixedMSUSY, and MA set to its
maximal value,MA = 1 TeV). The parameters are48:

mt = 175 GeV, MSUSY = 1 TeV, µ= 200 GeV, M2 = 200 GeV,

XOS
t = 2 MSUSY (FD calculation), XMS

t =
√

6 MSUSY (RG calculation)

Ab = At , mg̃ = 0.8 MSUSY. (11.23)

The no-mixing scenario.This benchmark scenario is the same as themmax
h scenario, but with

vanishing mixing in thẽt sector and with a higher SUSY mass scale to avoid the LEP Higgs
bounds [62,566],

mt = 175 GeV, MSUSY = 2 TeV, µ= 200 GeV, M2 = 200 GeV,

Xt = 0 (FD/RG calculation), Ab = At , mg̃ = 0.8 MSUSY. (11.24)

The gluophobic Higgs scenario.In this scenario the main production cross section for the
light Higgs boson at the LHC,gg→ h, is strongly suppressed. This can happen due to a
cancellation between the top quark and the stop quark loops in the production vertex (see
Ref. [502]). This cancellation is more effective for smallt̃ masses and hence for relatively
large values of thẽt mixing parameter,Xt . The partial width of the most relevant decay mode,
0(h → γ γ ), is affected much less, since it is dominated by theW boson loop. The parameters
are:

mt = 175 GeV, MSUSY = 350 GeV, µ= 300 GeV, M2 = 300 GeV,

XOS
t = −750 GeV (FD calculation), XMS

t = −770 GeV (RG calculation),

Ab = At , mg̃ = 500 GeV. (11.25)

In the left plot of Fig. 11.33 we show [σ × BR]MSSM/[σ × BR]SM for the channel
gg→ h → γ γ in the MA − tanβ-plane. This channel can be strongly suppressed over the
whole parameter plane, rendering this detection channel difficult.

The smallαeff scenario.Besides the channelgg→ h → γ γ at the LHC, other channels for
light Higgs searches at the Tevatron and at the LHC rely on the decaysh → b̄bandh → τ+τ−.
If αeff is small, these two decay channels can be heavily suppressed in the MSSM due to the
additional factor−sinαeff/cosβ compared to the SM coupling. Such a suppression occurs for
large tanβ and not too largeMA for the following parameters:

mt = 175 GeV, MSUSY = 800 GeV, µ= 2.5 MSUSY, M2 = 500 GeV,

XOS
t = −1100 GeV (FD calculation), XMS

t = −1200 GeV (RG calculation),

Ab = At , mg̃ = 500 GeV. (11.26)

In the right plot of Fig.11.33we show [σ × BR]MSSM/[σ × BR]SM for the channelW W→

h → τ+τ− in theMA − tanβ-plane. Significant suppression occurs for large tanβ, tanβ > 20,
and small to moderateMA, MA < 400 GeV. Thus, Higgs boson search via theW W fusion
channel will be difficult in these parts of the parameter space.

11.3.1.4. Variation ofµ. The most sensitive channels for detecting heavy MSSM Higgs
bosons at the LHC are the channelpp→ H/A+ X, H/A → τ+τ− (making use of different

48 Better agreement with BR(b → sγ ) constraints is obtained for the other sign ofXt (called the “constrainedmmax
h ”

scenario). However, this lowers the maximumMh values by∼ 5 GeV.
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Figure 11.33. [σ × BR]MSSM/[σ × BR]SM is shown for the channelsgg→ h → γ γ in the
gluophobic Higgs scenario (left plot) andW W→ h → τ+τ− in the smallαeff scenarios (right
plot) in theMA − tanβ-plane. The hatched area is excluded by LEP Higgs searches.

decay modes of the twoτ leptons) and the channelt H±, H±
→ τντ (for MH± >mt ). These

channels show good prospects forMA � MZ and large tanβ.
As discussed above, in this part of the parameter space the corrections from theb/b̃ sector

can be very important and thus the size and the sign ofµ can play a dominant role. This lead to
the definition of an extension of themmax

h and the no-mixing scenario by the following values
of µ [263]

µ= ±200,±500,±1000 GeV, (11.27)

allowing both an enhancement and a suppression of the bottom Yukawa coupling and taking
into account the limits from direct searches for charginos at LEP. It should be noted that the
valuesµ= −500,−1000 GeV can lead to such a large enhancement of the bottom Yukawa
coupling that a perturbative treatment is no longer possible in the region of very large values
of tanβ. Some care is therefore necessary to assess up to which values ofµ reliable results
can be obtained.

A further variation of the discovery reach is caused by the decays of the heavy Higgs
bosons into supersymmetric particles. For a given value ofµ, the rates of these decay modes
are strongly dependent on the particular values of the weak gaugino mass parametersM2 and
M1. Since the Higgs couplings to neutralinos and charginos depend strongly on the admixture
between Higgsino and gaugino states, the rate of these processes is strongly suppressed for
large values of|µ|> 500 GeV. In general, the effects of the decaysH/A → χ̃0

i χ̃
0
j , χ̃

±

k χ̃
∓

l
only play a role forMA > |µ| + M1. Outside this range the dependence of the rates onµ is
relatively weak.

11.3.2. Discovery reach in theMA − tanβ plane

This section summarises the discovery reach in theMA-tanβ plane for the charged and the
neutral MSSM Higgs bosons in the mmax

h scenario. The cross sections and branching ratios
for the neutral Higgs bosons and the branching ratios for the charged Higgs boson were
calculated with FeynHiggs 2.3.2 [142–144]. The next-to-leading order cross section for the
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the mmax

h scenario.
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Figure 11.35. The 5σ discovery regions for the neutral Higgs bosonsφ (φ = h, H, A) produced
in the association with b quarks pp→ bb̄φ with the φ → µµ andφ → ττ decay modes in the
mmax

h scenario.

charged Higgs production was taken from Refs. [628], [597]. The NLO cross sections for the
background processes were used, when available.

Figure 11.34 shows the 5σ discovery regions for the charged Higgs boson produced
in the pp→ tbH± process with the H± → τ±ντ (τ → hadrons) decay mode. Figure11.35
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h scenario.
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the mmax

h scenario.

shows the 5σ discovery regions for the neutral Higgs bosonφ (φ = h, H, A) produced in the
association with b quarks pp→ bb̄φ with the φ → µµ andφ → ττ decay modes. In both
figures the discovery reach was evaluated in the mmax

h scenario withµ= 200 GeV/c2 (See
Section11.3.1).
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The discovery reach was evaluated also in the extended mmax
h scenario (see Section

11.3.1.3 and [263]) with the values ofµ= −200 and ±500 GeV/c2. The Fig. 11.36
presents the variation of the 5σ discovery potential for the neutral Higgs boson produced
in the association with b quarks pp→ bb̄φ with the φ → ττ → µ+jet decay mode. The
combination of the effects from supersymmetric radiative corrections and decay modes into
supersymmetric particles gives rise to a rather complicated dependence of the discovery
contour onµ. This results in a variation of the discovery region, especially for largeMA

and large tanβ. For the positive values ofµ the inclusion of the supersymmetric radiative
corrections leads to a shift of the discovery region toward higher values of tanβ.

Figure11.37shows the 5σ discovery regions for the light, neutral Higgs boson h from
the inclusive pp→ h+X production with the h→ γ γ decay and for the light and heavy
scalar Higgs bosons, h and H, produced in the vector boson fusion qq→ qqh(H) with the
h(H)→ ττ → `+jet decay.
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Chapter 12. Search for Higgs Boson in Non-SUSY Models

12.1. Scalar sector of 5D Randall–Sundrum model

The Randall–Sundrum model (RS) [94, 646] has recently received much attention because it
could provide a solution to the hierarchy problem [565], by means of an exponential factor in
a five dimensional nonfactorisable metric. In the simplest version the RS model is based on
a five dimensional universe with two four-dimensional hypersurfaces (branes), located at the
boundary of the fifth coordinate. By placing all the Standard Model fields on the visible brane
all the mass terms, which are of the order of the Planck mass, are rescaled by the exponential
factor, to a scale of the order of a TeV. The fluctuations in the metric in the fifth dimension are
described in terms of a scalar field, the radion, which in general mixes with the Higgs boson.
This scalar sector of the RS model is parameterised in terms of a dimensionless Higgs boson
radion mixing parameterξ , of the Higgs boson and radion masses mh, mφ and the vacuum
expectation value of the radion field3φ .

The phenomenology of Higgs boson and radion at LHC has been subject to several studies
[647–652] concentrating mainly on Higgs and radion processes. The Higgs boson and radion
detection is not guaranteed in all the parameter space region. The presence in the Higgs radion
sector of trilinear terms opens the possibility ofφ → hh and h→ φφ decays. For example,
for mh = 120 GeV/c2, 3φ = 5 TeV/c2 and mφ ∼ 250–350 GeV/c2 the BR(φ → hh) ranges
between 20 and 30%.

The CMS discovery potential is estimated for the decay of the radion in a pair of Higgs
bosons, withγ γbb̄, ττbb̄ and b̄bbb̄ final states and for an integrated luminosity of 30 fb−1.
The study has been carried out for the radion mass of 300 GeV/c2 and the Higgs boson mass of
125 GeV/c2. The sensitivity was evaluated in the (ξ ,3φ) plane, with systematics uncertainties
included.

A detailed description of the analysis can be found in [653]. A brief summary of the
analysis and the results is presented below.

12.1.1. Theφ → hh analysis with theγ γbb̄ andττbb̄ final states

Signal events gg→ φ → hh were generated withpythia. The cross sections and branching
ratios were evaluated using rescaled NLO cross sections for the SM Higgs boson and
a modifiedhdecay program. For the radion and a Higgs boson mass points considered
(mh = 125 GeV/c2, mφ = 300 GeV/c2) and for3φ = 1 TeV/c2 the maximal cross section
times branching ratio is 71 fb forγ γbb̄ final state. For theττbb̄ final state with the topology
considered in the analysis, oneτ lepton decaying leptonically and the otherτ lepton decaying
hadronically (producing aτ jet), the maximal cross section times branching ratio is 960 fb.
This maximal cross section is reached for the radion mixing parameterξ = −0.35.

For theγ γbb̄ final state the irreducible backgroundsγ γ jj (j = u, d, s, g) (generated
with CompHEP) and theγ γ cc̄ andγ γbb̄ (generated withMadGraph) were studied. The
reducible background fromγ+three jets and four-jet processes was not evaluated directly, but
assumed to be the same as in for the inclusive h→ γ γ analysis [19], namely 40% of the total
background after all selection. For theττbb̄ final state, the tt̄, Z+jets, W+jets backgrounds
(generated withpythia) and the b̄bZ background (generated withCompHEP) were studied.

Theγ γbb̄ events were required to pass the Level-1 and HLT diphoton trigger. In the off-
line analysis two photon candidates with Eγ1,γ2

T > 40, 25 GeV were required to pass tracker
cuts and calorimeter isolation cuts. Events with only two calorimeter jets of ET > 30 GeV and
within |η|< 2.4 were selected. At least one of these jets must be tagged as a b-jet. Finally, the
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Figure 12.1. The dijet (left plot) and the diphoton (right plot) mass distribution for the background
(open histogram) and the signal ofφ → hh→ γ γbb̄ (full black histogram) after all selections
except the mass window cuts with 30 fb−1. The signal is shown for the maximal cross section
times branching ratios point in (ξ −3φ ) plane.

diphoton mass, Mγ γ , was required to be in a window of±2 GeV/c2, the dijet mass, Mjb̄, in a
window of±30 GeV/c and the diphoton-dijet mass, Mγ γbb̄, in a window±50 GeV/c2 around
the Higgs and Radion mass. Figure12.1shows the dijet (left plot) and the diphoton (right plot)
mass distribution for the background (open histogram) and the signal ofφ → hh→ γ γbb̄
(full, black histogram) after all selections except the mass window cuts, and for 30 fb−1.
The signal is shown for the maximal cross section times branching ratios point in (ξ -3φ)
plane. Figure 12.2 (left plot) shows the Mγ γbj distribution for the background (dashed
histogram) and for the signal ofφ → hh→ γ γbb̄ plus background (solid histogram) after
all selections, and for 30 fb−1.

The ττbb̄ events were selected by the single electron and muon triggers and by the
combined e-plus-τ -jet and theµ-plus-τ -jet triggers. In the off-line analysis a lepton andτ -jet
identification was performed. The requirements on the jets were similar to the ones used in the
γ γbb̄ analysis. In addition a cut of the transverse mass of the lepton and missing transverse
momentum, M`νT < 35 GeV/c2 was applied to suppress the tt̄ and W+jets backgrounds. The
diτ -lepton mass was reconstructed using the missing transverse energy as described in
Section 5.2.5. The significance of the discovery was calculated using expected number of the
signal and background events after the mass window selections: 100<Mbj < 150 GeV/c2,
100<Mττ < 160 GeV/c2 and 280<Mττbj < 330 GeV/c2. Figure12.2(right plot) shows the
Mττbj distribution for the background (full, grey (yellow) histogram) and for the signal of
φ → hh→ ττbb̄ plus background (points with error bars) after all selections, for 30 fb−1.
Fitted curves for the background and the signal plus background are superimposed.

The four b-jet final state yields the highest rate for the signal. The maximal cross section
times branching ratio at3φ = 1 TeV/c2 is 10.3 pb, which results in about 3.1× 105 signal
events for 30 fb−1. The effective triggering and selection in the off-line analysis of these events
is, however a big challenge due to the huge multi-jet background rate. In fact the remaining
background is a few orders of magnitude larger than the signal in the relevant mass range.
Techniques can be envisaged to normalise the background directly from a signal-free region
and predict the number of background events in the signal region. In order to make a 3σ
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Figure 12.2. Left plot: the Mγ γbj distribution for the background (dashed histogram) and for
the signal ofφ → hh→ γ γbb̄ plus background (solid histogram) after all selections for 30 fb−1.
Right plot: the Mττbj distribution for the background (full grey (yellow) histogram) and for the
signal ofφ → hh→ ττbb̄ plus background (black points with the error bars) after all selections
for 30 fb−1. The fitted curves for the background and signal plus background are superimposed.
On both plots the signal is shown for the maximal cross section times branching ratios point in
(ξ -3φ ).

discovery, such extrapolation needs to be performed with a precision of about 0.1%, making
four b-jet channel essentially hopeless.

The background contribution to theγ γbb̄ final state can be determined directly from
the γ γ -plus-two-jets data obtained after all selections, except the final mass window cuts
on the Mγ γ , Mjb̄ and Mγ γbb̄. The signal-to-background ratio is always less than 10% before
the mass cuts are applied. The final cuts on the Mγ γ , Mjb̄ and Mγ γbb̄ introduce a systematic
uncertainty on the number of the background events expected after these cuts. This uncertainty
is determined by the following factors: the energy scale uncertainty for the photons and jets,
and the theoretical uncertainty of the shape of the mass distributions due to the scale and PDF
uncertainties. Figure12.3(left plot) shows the 5σ discovery contours for theφ → hh→ γ γbb̄
channel for 30 fb−1. The solid (dashed) contour shows the discovery region without (with) the
effects of the systematic uncertainties.

For theττbb̄ final state the background uncertainty due to the experimental selections was
estimated to be between 5% and 10% [653]. Figure12.3(right plot) shows the 5σ discovery
contours for theφ → hh→ ττbb̄ channel for 30 fb−1. The two contours corresponds to
the variation of the background NLO cross sections due to the scale uncertainty. The 5%
experimental systematics on the background is taken into account.

12.2. Doubly charged Higgs boson pair production in the Littlest Higgs model

The main motivation of the Large Hadron Collider (LHC) experiments is to reveal the
secrets of electroweak symmetry breaking. If the standard model (SM) Higgs boson will be
discovered, the question arises what stabilises its mass against the Planck scale quadratically
divergent radiative corrections. The canonical answer to this question is supersymmetry which
implies very rich phenomenology of predicted sparticles in the future collider experiments.
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Figure 12.3. Left plot: the 5σ discovery contours for theφ → hh→ γ γbb̄ channel for 30 fb−1.
The solid (dashed) contour shows the discovery region without (with) the effects of the systematic
uncertainties (find more explanations in the text). Right plot: the 5σ discovery contours for
the φ → hh→ ττbb̄ channel for 30 fb−1. The two contours corresponds to the variation of the
background NLO cross sections due to the scale uncertainty. The 5% experimental systematics on
the background is taken into account (see text).

More recently another possibility of formulating the physics of electroweak symmetry
breaking, called the little Higgs, was proposed [654–656]. In those models the SM Higgs
boson is a pseudo Goldstone mode of a broken global symmetry and remains light, much
lighter than the other new modes of the model which have masses of order the symmetry
breaking scaleO(1) TeV. In order to cancel one-loop quadratic divergences to the SM Higgs
mass a new set of heavy gauge bosonsW′, Z′ with the SM quantum numbers identical toW Z,
and a vector like heavy quark pairT, T̄ with charge 2/3 must be introduced. Notice that those
fields are put in by hand in order to construct a model with the required properties. However,
the minimal model based on theSU(5)/SO(5) global symmetry, the so-called littlest Higgs
model [657], has a firm prediction from the symmetry breaking pattern alone: the existence of
anotherO(1) TeV pseudo Goldstone boson1 with the SU(2)L ×U (1)Y quantum numbers
1∼ (3,2).

Interestingly, the existence of triplet Higgs1might also be required to generate Majorana
masses to the left-handed neutrinos [658]. Non-zero neutrino masses and mixing is presently
the only experimentally verified signal of new physics beyond the SM. In the triplet neutrino
mass mechanism [659] the neutrino mass matrix is generated via

(mν)i j = (Y1)i j v1, (12.1)

where (Y1)i j are the Majorana Yukawa couplings of the triplet to the lepton generations
i, j = e, µ, τ which are described by the Lagrangian

L = i ¯̀c
Li τ2Yi j

1 (τ ·1)`L j + h.c., (12.2)

and v1 is the effective vacuum expectation value of the neutral component of the triplet
induced via the explicit coupling of1 to the SM Higgs doubletH asµ10H0H0. Hereµ has
a dimension of mass. In the concept of seesawµ∼ M1, and the smallness of neutrino masses
is attributed to the very high scale of triplet massM1 via the smallness ofv1 = µv2/M2

1,
wherev = 174 GeV.
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However, in the littlest Higgs model the triplet mass scale isO(1) TeV which alone
cannot suppressv1. Therefore in this modelµ� M1, which can be achieved, for example,
via shining from extra dimensions as shown in ref. [660, 661] or if the triplet is related to the
Dark Energy of the Universe [662]. In that casev1 ∼O(0.1) eV while the Yukawa couplings
Y1 can be large. For the normally hierarchical light neutrino masses neutrino data implies
very small1 decay branching fractions to electrons andB R(1++

→ µ+µ+)≈ B R(1++
→

τ+τ+)≈ B R(1++
→ µ+τ+)≈ 1/3. We remind also thatv1 contributes to the SM oblique

corrections, and the precision data fitT̂ < 2 · 10−4 [663] sets an upper boundv1 6 1.2 GeV
on that parameter.

At LHC 1++ can be produced singly and in pairs. The cross section of the single1++

production via theW W fusion process [664] qq → q′q′1++ scales as∼v2
1. In the context of

the littlest Higgs model this process, followed by the decays1++
→ W+W+, was studied in

ref. [91, 665, 666]. The detailed ATLAS simulation of this channel shows [666] that in order to
observe 1 TeV1++, one must havev1 > 29 GeV. This is in conflict with the precision physics
boundv1 6 1.2 GeV as well as with the neutrino data. Therefore theW W fusion channel is
not experimentally promising for the discovery of very heavy doubly charged Higgs.

On the other hand, the Drell–Yan pair production process [664, 667] pp→1++1−− is
not suppressed by any small coupling and its cross section is known up to next to leading
order [668] (possible additional contributions from new physics such asZ′ are strongly
suppressed for any practical purposes). Followed by the lepton number violating decays
1±±

→ `±`±, this process allows to reconstruct1±± invariant mass from the same charged
leptons rendering the SM background to be very small in the signal region. If one also assumes
that neutrino masses come from the triplet Higgs interactions, one fixes the1±± leptonic
branching ratios. This allows to test neutrino mass models at LHC.

12.2.1. Search for the final state with four muons

12.2.1.1. Introduction. The doubly charged Higgs bosons1±± pair-produced via the Drell–
Yan process is investigated assuming a branching ratio of 100% into muons. This provides an
almost background free channel.

12.2.1.2. Event generation.The signal events are generated usingpythia, with doubly
charged Higgs bosons pair-produced through the Drell–Yan process. The Higgs bosons are
forced to decay into muons. Datasets are produced for several values of the doubly charged
Higgs boson mass, ranging from 100 to 800 GeV/c2.

The leading order (LO) and the next-to-leading order (NLO) cross-sections [668] are
shown for the signal as a function of the doubly charged Higgs boson mass in Fig.12.4.

Important backgrounds for this channel with a four muon final state are:

• t t̄ → W+W−bb̄ → 2µ+ 2µ (generated withpythia);
• Zbb̄ → 2µ+ 2µ (generated withCompHEP);
• Z Z → 2µ+ 2µ (generated withCompHEP);
• Z Z → 2τ + 2µ (generated withCompHEP).

The Z Z production process includesγ ∗. The contribution of background frombb̄
production has also been investigated. Thebb̄ background is the QCD multi-jet background
which yields the highest probability to fake events with multiple muons. It has been found
that thebb̄ background can be neglected after the online selection and a cut which requires
four well-reconstructed muons with pseudorapidity|η|< 2.1 and transverse momentumpT >

8 GeV/c. The W bosons in thet t̄ data sample are forced to decay into electrons, muons and
taus. The tau leptons are forced to decay into electrons and muons. The Z boson in theZb̄b
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Figure 12.4. The leading order (LO) and the next-to-leading order (NLO) cross-section, for
H ++ H −−

→ 4µ .

sample is generated withmZ/γ ∗ > 5 GeV/c2 and is forced to decay into muons. The Z bosons
in the Z Z samples are forced to decay into muons and the taus in theZ Z → 2τ + 2µ sample
decay freely.

On all samples pre-selection cuts are applied at the generation level with the following
requirements:

• Final state contains two positive and two negative muons.
• Transverse momentumpT(µ) > 3 GeVc and pseudorapidity|η(µ)|< 2.4 for all muons.

12.2.1.3. Event selection and reconstruction.The events are selected by dimuon trigger at
Level 1 and the HLT. ThepT threshold for the dimuon HLT is 7 GeV/c. The Level 1 and HLT
efficiency for the signal is>99% within uncertainties.

The muons are reconstructed by the Global Muon Reconstructor. At least 4 muons, with
a pT > 8 GeV/c andη 6 2.1, are required. The invariant mass of the doubly charged Higgs
is reconstructed, by calculating the invariant mass of the two same charge muons with the
highestpT, after all cuts.

An event, where two or three muons are generated in one collision, and one or two
in another, has also to be considered as background to our four muon signal. To suppress
this background a vertex cut has been applied. For each muon in an event the impact point
is determined. The impact point is the point of closest approach of the extrapolated muon
trajectory to the nominal interaction point. The longitudinal distances1zI PS between the
impact point states of all muons in one event are calculated. The biggest calculated1zI PS

is required to be smaller than 0.05 cm. This is much smaller than the longitudinal size of the
luminous region of the LHC beam of about 5 cm. So this cut rejects events with muons from
different collision vertices with a probability of roughly 99%.

12.2.1.4. Results.Table12.1and Table12.2show the NLO production cross-section without
any forced decay, the cross-section times branching ratio times pre-selection efficiency and
the cross-section times branching ratio times efficiency after each stage of the online and
offline event selection. Table12.1 shows these values for each of the background samples.
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Table 12.1.The NLO cross sectionsσ for background events with forced decay modes after each
stage of the event selection. Errors are statistical only.

t t̄ Zb̄b Z Z→ 4µ Z Z → 2µ2τ

Pre-selection [fb] 232 289.8 87.4 1.63
Level-1 Trigger [fb] 232± 1 289± 1 87.3± 0.3 1.63± 0.02
High Level Trigger [fb] 149± 1 195± 1 69.7± 0.3 1.10± 0.01
4µ reconstructed (pT > 8 GeV/c, |η|< 2.1) [fb] 45.1± 0.4 25.1± 0.3 18.5± 0.1 0.25± 0.01
Impact Point Cut [fb] 22.8± 0.3 13.1± 0.2 16.9± 0.1 0.22± 0.01

Table 12.2.Production cross sections (NLO) for signal events withmH++ = 300, 600, 800 GeV/c2

and forced decay into four muons after each stage of the event selection. Errors are statistical only.

1±± mass 300 GeV/c2 600 GeV/c2 800 GeV/c2

Production cross section(NLO) [fb] 19.6 0.909 0.201
Pre-selection [fb] 17.4±0.3 0.85± 0.02 0.190± 0.004
Level-1 Trigger [fb] 17.3± 0.3 0.85± 0.02 0.190± 0.004
High Level Trigger [fb] 17.1± 0.3 0.83± 0.02 0.188± 0.004
4µ reconstructed (pT > 8 GeV/c, |η|< 2.1) [fd] 13.0 ± 0.2 0.70 ± 0.02 0.158 ± 0.003
Impact Point Cut [fd] 12.5± 0.2 0.67± 0.02 0.153± 0.003

Table12.2show these values for signal samples with doubly charged Higgs masses 300, 600
and 800 GeV/c2.

Figure12.5shows the invariant mass spectrum of the reconstructed1±± before and after
the offline cuts, form(1±±)= 300 GeV/c2 and form(1±±)= 600 GeV/c2.

12.2.1.5. Statistical interpretation.To interpret the results, theC Ls method [508] is
applied, which is based on log-likelihood ratios, calculated for all bins of the invariant mass
distribution.C Ls is defined as ratio of the confidence levels for the signal and background
hypothesesC Ls = C Ls+b/C Lb. C Ls can be understood as the probability of excluding
an existing signal. The 1− C Lb can be understood as the probability for the background
distribution to fake a signal. For high doubly charged Higgs boson masses the amount of
simulated background events goes to zero. Nevertheless, zero simulated background events do
not necessarily mean zero background events in reality. To estimate the amount of background
in this region, empty bins are filled for each background with upper limits to Poisson statistic.
Zero background events are compatible with maximal three generated events. Therefore
empty bins get filled for each background with three events times the scale factor for an
integrated luminosity of 10 fb−1. The left plot in Fig.12.6 shows the 1− C Lb values for
different doubly charged Higgs boson masses. For a doubly charged Higgs Boson mass
smaller than 650 GeV/c2 the signal plus background expectation will exceed the background
only expectation by more than 5σ . To claim a discovery, at least three signal events need to
be detected. For a mass of 650 GeV/c2 four detectable events remain after all cuts. The right
plot in figure12.6shows theC Ls values for different doubly charged Higgs boson masses.
If no signal can be detected for an integrated luminosity of 10 fb−1 the existence of a doubly
charged Higgs Boson in this decay channel can be excluded with 95% confidence up to a mass
of 760 GeV/c2. The±1 and±2-sigma bands in figure12.6are only for statistical errors.

12.2.1.6. Systematical uncertainties.The uncertainties on the exclusion limit resulting from
systematical errors have yet to be studied in detail, once the detector is running.
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Figure 12.5. The reconstructed1±± invariant mass after pre-selection and trigger selection (top)
and after offline cuts (bottom).
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Figure 12.6. 1− C Lb andC Ls as defined in the Log Likelihood Ratio Method after all selection
cuts for an integrated luminosity of 10 fb−1.

The considered backgrounds are also backgrounds to the Standard ModelH → Z Z →

4µ process. As this process is one of the benchmark processes of the future CMS detector,
this backgrounds are studied in detail. The obtained total uncertainty on the background cross
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Table 12.3.The NLO background processes cross sections used (in fb).

background t t → 4l Z bb ZZ t t Z
Cross section times BR 88.4 · 103 52.4 · 103 229.5 650

section is 1% to 6%. The uncertainty on signal cross section is 10% to 15%. The uncertainty
on the luminosityL is ∼ 5% for an integrated luminosity of 10 fb−1.

Using a background cross section uncertainty of 6%, a signal cross section uncertainty
of 10% and a luminosity uncertainty of 5% the approximated uncertainties on the exclusion
mass limit and on the discovery mass limit are:

Exclusion Limit= (760+0.5
−2 (bkg)± 10(signal)± 4(lumi))GeV/c2 (12.3)

Discovery Limit= (650+0.4
−0.3(bkg) +3

−0.4(signal)± 0.2(lumi))GeV/c2. (12.4)

12.2.2. Search for the final states withτ leptons

12.2.2.1. Introduction. In this section, we discuss the doubly charged Higgs boson pair-
production via a Drell–Yan process and investigate decays which involve taus and muons. The
branching ratios are assumed to be 1/3 for the following three channels:1±±

→ 2µ±,1±±
→

µ±τ± and1±±
→ 2τ±. The reasoning comes from recent neutrino mixing measurements. As

the neutrino mixing matrix and doubly charged Higgs boson decays are directly related then
the appropriate branchings can be determined.

12.2.2.2. Event generation.The doubly charged Higgs boson pair-production via Drell–
Yan process is generated usingpythia. Datasets are produced with Higgs boson mass from
200 GeV/c2 to 600 GeV/c2. The taus from Higgs boson decays can decay both leptonically
and hadronically while in analysis we only consider hadronic decays.

The backgrounds which were considered for this analysis are as follows:

• t t → W+W bb generated bypythia, CompHEP, alpgen, TopReX andMadGraph with
W boson decay W→ `ν (`= e, µ, τ ) forced.

• t t Z → W+W−Z bb generated withCompHEP. The W and Z bosons are allowed to decay
arbitrarily.

• Zbb where the Z boson decays to muons andτ leptons, generated withCompHEP.
• ZZ generated withpythia, where the Z bosons are forced to decay leptonically (e,µ, τ ).

The contribution ofγ ∗ is included with mγ ∗ > 12 GeV/c2.

The next-to-leading order (NLO) cross sections times branching ratios used for the
backgrounds can be found in Table12.3. The Monte Carlo statistics of the generated
background exceed 30 fb−1 except Zbb background, where it is 8 fb−1. Therefore the results
will be presented for an integrated luminosity of 10 fb−1.

12.2.2.3. Event selection and reconstruction.The events are triggered by the single muon
trigger at Level 1 and HLT. After HLT the event is only used if it is possible to reconstruct the
event primary vertex. If the primary vertex fails to be reconstructed the event is rejected.

The muons are reconstructed using Global Muon Reconstructor. Theτ leptons are
reconstructed usingτ -jet candidates and missing transverse energy after selection cuts. The
doubly charged Higgs boson invariant mass is reconstructed from the same charge lepton pairs
after all selection cuts.
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The selection cuts used on muons are:

• The transverse momentum must be higher than 50 GeV/c. For background events 80% of
muons have pT less than 50 GeV/c while for the signal with Higgs boson mass 200 GeV/c2

it is 27% and for higher masses it reduces to around 10%.
• The distance to primary vertex in z-direction must not exceed 0.03 cm. It does not cut away

any muons from the signal events but limits analysis to leptons coming from the same
primary vertex.

The selection cuts used onτ jets are:

• Forτ jets we considerτ decays which involve 1 or 3 charged tracks. We useτ -jet candidates
which passed theτ -jet filtering algorithms described in [280]. Two isolation criteria are
used. Either one or three charged tracks in the signal cone and no charged tracks in the
isolation cone or two tracks in signal cone and exactly one charged track in the isolation
cone.

• The maximal distance to the primary vertex in the z-direction of any charged track in theτ

jet must not exceed 0.2 cm.
• The transverse energy of the hottest HCAL tower of theτ jet must be higher than 2 GeV.

This cut eliminates 86% of all electrons taken asτ candidates and only removes 7.5% of
realτ jets.

• The transverse energy of theτ jet candidate must exceed 50 GeV. It has been chosen to be
the same as the cut used on muons.

• No muon track should be in a cone with1R = 0.3 constructed around theτ -jet candidate.
If there is, then the candidate is dropped. This eliminates falseτ -jet candidates which are
generated when a charged muon track passes the same region as photons or hadrons. With
this cut only a few realτ jets are discarded however most of the falseτ jets coming from
this misidentification are rejected.

Missing transverse energy (Emiss
T ) is reconstructed using calorimeter Type 1Emiss

T (Emiss
T

with the jet energy corrections) and pT of muons.
Only events with at least four objects, muons orτ jets, are accepted. The possible final

states are:

• 1++1−−
→ 4µ: this channel is investigated in the previous subsection.

• 1++1−−
→ 3µ1τ : this channel is easily reconstructible as there is only one neutrino and it

goes the direction of theτ jet.
• 1++1−−

→ 2µ2τ : this channel can also be reconstructed using the assumption that the
neutrinos go in the same directions as theτ jets.

• 1++1−−
→ 1µ3τ : this channel can be reconstructed only with very goodEmiss

T resolution
as it requires an additional assumption that the masses of the two reconstructed Higgs
bosons are the same. However the reconstruction is very sensitive toEmiss

T accuracy and
often the event has to be dropped due to negativeτ -lepton energies.

• 1++1−−
→ 4τ : this channel can not be reconstructed (and triggered by the single muon

trigger).

Once the event leptons are reconstructed, some additional selections are performed:

• Z boson veto: if the odd sign pairing gives an invariant mass of 91± 5 GeV/c2 then these
leptons are removed from further use.

• Same charge lepton pairs are reconstructed and only those reconstructed Higgs candidate
pairs whose invariant mass difference is within 20% of each other are considered.

The reconstructed mass of doubly charged Higgs boson is shown on Figure12.7for the
Higgs boson masses 200 and 500 GeV/c2.
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Figure 12.7. The reconstructed invariant mass for M(1±±)= 200 GeV/c2 and 500 GeV/c2.

Table 12.4.The signal selection efficiencies for different1±± masses. Total efficiency is the
product of the single efficiencies.

m±±

1 ( GeV/c2) 200 300 400 500 600

Level 1 and HLT 83.7% 86.0% 86.7% 85.8% 88.3%
Primary vertex 96.9% 98.5% 97.0% 97.5% 98.0%
4 leptons in final state 10.1% 17.2 % 23.6% 24.7% 26.7%
two pairs and at least oneτ 44.9% 46.1% 41.7% 53.2% 52.9%
Mass difference 62.5% 77.2% 80.4% 74.3% 63.6%
Total signal efficiency 2.3% 5.1% 6.6% 8.1% 7.7%

12.2.2.4. Selection efficiencies.The upper limit of the signal selection efficiency is given by
the fraction of events with 3µ1τ , 2µ2τ , 1µ3τ (τ → hadrons) topology relative to all possible
final states with muons andτ leptons from decays of two Higgs bosons. Assuming the above
mentioned branching ratios the upper limit is' 35%. The fraction of every selected topology
is given below:

• 1++1−−
→ 3µ1τ = 2/9 events× 0.65= 14.4%

• 1++1−−
→ 2µ2τ = 3/9 events× 0.652

= 14.1%
• 1++1−−

→ 1µ3τ = 2/9 events× 0.653
= 6.1%.

where 0.65 is the branching ratio ofτ → hadrons decays. Table12.4 summarises the
efficiencies of each selection (relative to the previous one) for the signal of different1±±

masses. The lepton selection efficiency and purity is shown in Table12.5. Background
efficiencies are shown in Table12.6.

12.2.2.5. Systematic errors.At the integrated luminosity of 10 fb−1 the cuts implemented
above result in an almost background free signal. For datasets with Monte Carlo statistics
above 30 fb−1 giving zero Monte Carlo events after all selections (t t , Z Z∗) we assume the
background to be zero. Fort t Z background where is one Monte Carlo event passing all cuts,
which corresponds to 0.05 expected events when scaled with cross section and luminosity.
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Table 12.5.Single muon andτ selection efficiencies and purity.

m±±

1 ( GeV/c2) 200 300 400 500 600

Singleµ selection efficiency 70.7% 82.0% 86.1% 87.2% 89.2%
1 - purity of accepted muons: 0.1% 0.4% 0.8% 0.7% 1.0%
Singleτ selection efficiency 36.6% 42.3% 50.6% 53.3% 53.3%
1 - purity of acceptedτ jets: 2.2% 2.2% 4.2% 3.6% 3.2%

Table 12.6.Selection efficiencies for background. Total efficiency is the product of the single
efficiencies.

Process t t t t Z ZZ Zbb

Level 1 and HLT trigger 40.7% 20.3% 40.0% 42.1%
Primary vertex 99.3% 99.8% 96.7% 98.2%
4 leptons in final state 0.0015% 0.04 % 3.0% 0.0005%
two pairs and at least oneτ – 0.1% – –
Mass difference – 100% – –
Total signal efficiency – 0.0008% – –

For Zbb background where the Monte Carlo statistics corresponds to 8 fb−1 no events passed
all cuts. The analysis was repeated withpT cut on muon (τ jet) of 40 GeV/c, 30 GeV/c and
20 GeV/c, again with no events passing the cuts, which confirms the assumption that leptons
coming from Zbb are too soft to produce a background. Considering the smallness of all
backgrounds we assume no background at 10 fb−1 for the following analysis.

The systematic uncertainties used for the signal are the following:

• muon misidentification (1µ): 1% per muon;
• muon isolation (1µisol): 2% per event;
• τ jets identification (1τ ): 9% perτ jet;
• luminosity (1L): 5%;
• PDF and scale (1σ ) 10% (theoretical uncertainty, it is not used for the signal cross section

measurement with no background).

As the events are a mixture of different decay modes the total selection efficiency
uncertainty (1εS) is calculated per decay channel and then added together with the
corresponding weights:

13µ1τ =

√
31µ2 +1τ 2

= 8.2%,

12µ2τ =

√
21µ2 + 21τ 2

= 11.4%,

11µ3τ =

√
1µ2 + 31τ 2

= 13.9%,

giving

1εS =
14413µ1τ + 14112µ2τ + 6111µ3τ

346
= 10.5%.

The total systematic error for cross section measurement is then

1σ

σ
=

√
1µisol

2 +1L2 +1εS
2
= 13%.
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Table12.7.Expected number of events, NLO cross section with expected statistical and systematic
uncertainty of the cross section measurement at 10 fb−1, and integrated luminosity needed for
exclusion at 95% CL.

m±±

1 (GeV) 200 300 400 500

Nev expected at 10 fb−1 26 10 4 2
σNLO ± stat± syst (fb) 93.9+19.3

−17.5 ± 12.2 19.6+6.6
−5.6 ± 2.5 5.9+3.4

−2.5 ± 0.8 2.2+1.9
−1.3 ± 0.3

Luminosity for 1.3 3.0 7.7 16.8
95% CL exclusion, fb−1

The statistical errors were evaluated constructing the shortest Bayesian confidence interval for
the confidence level of 67% [669].

12.2.2.6. Results.The expected number of events at 10 fb−1 and the NLO cross section with
expected statistical and systematic uncertainty of the cross section measurement are given in
Table12.7. Table12.7shows also the integrated luminosity needed for exclusion at 95% CL.
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Chapter 13. Supersymmetry

13.1. Introduction

This chapter presents the results of analyses by which evidence for supersymmetry could
be obtained in CMS during the “low luminosity” period of the LHC. After a brief reminder
of the main phenomenological features of SUSY in Section13.2, Section13.3 is devoted
to the outline of the scope of present searches. The emphasis was not on a complete study
of a specific point in the parameter space, but rather on covering all relevant signatures by
which SUSY might be discovered. For this purpose, a set of test points have been defined,
for which a full simulation of the CMS detector was performed, to serve as basis for the
analyses. An algorithm allowing the separation of the sparticle decay chains, used in several
analyses, is presented in Section13.4. Sections13.5 to 13.12summarise the searches for
SUSY and the reach as a function of luminosity, demonstrating that low mass supersymmetry
can be discovered at the LHC with fairly low integrated luminosity for all these signatures in
inclusive searches and show the projected reach at the end of the low luminosity run. They
are followed by some exclusive studies, mass reconstruction in ditau final states (Section
13.13), tri-lepton final states from direct chargino/neutralino production (Section13.14) and
slepton pair production (Section13.15). A possible violation of lepton number iñχ0

2 decay is
studied in Section13.16. Section13.18contains some considerations on the robustness of the
considered signatures in scenarios beyond mSUGRA, like for non-universal Higgs masses,
and shows that the same signatures would still allow the discovery of supersymmetry. The
chapter ends with our conclusion on the CMS reach.

13.2. Summary of supersymmetry

13.2.1. The MSSM

The Minimal Supersymmetry Model (MSSM) contains the minimal extension of the Standard
Model (SM) particle content. Its gauge sector is fully determined by Supersymmetry.
But the unknown mechanism for breaking Supersymmetry introduces a large number of
free parameters [670] and makes this general model intractable. Therefore, several more
constrained models have appeared in the literature. Below, we will focus on a version derived
from Supergravity with minimal superpotential and Kähler potential, called mSUGRA, which
guarantees universality of gaugino and scalar masses and of trilinear couplings at a high scale.
Other SUSY breaking models, like Gauge Mediated Supersymmetry Breaking (GMSB) or
Anomaly Mediated Supersymmetry Breaking (AMSB) have not been included here. R-parity
breaking in SUSY is also not considered.

An earlier summary of the potentialities of the CMS experiment at LHC for the discovery
of Supersymmetry has been published in 1998 [671]. The potential of the ATLAS experiment
for the discovery of supersymmetry was analysed in [491].

13.2.2. mSUGRA parameters and spectrum

The mSUGRA model of supersymmetry is determined by 5 free parameters defined at
the Grand Unification (GUT) scale. If it is assumed that the spontaneous gauge symmetry
breaking is induced by radiative corrections, the absolute value ofµ is determined from the
Z0 mass. The free parameters are then:

m0 , m1/2 , A0 , tanβ, sign(µ). (13.1)
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They are run down to the electroweak scale by Renormalisation Group Equations (RGE)
from which the sparticle spectrum, decay branching ratios and production cross sections can
be derived.

The gaugino mass parametersMa at the electroweak scale are approximately:

M3 ≡ Mg̃ ' 2.7m1/2

M2(MZ) ' 0.8m1/2

M1(MZ) ' 0.4m1/2 (13.2)

The parameterM3 determines the gluino mass (after QCD corrections). The masses of
neutralinosχ̃0

i (i = 1–4) and charginos̃χ±

i (i = 1,2) are obtained after diagonalising their
mass matrices which are a function ofM1, M2 andµ. In the mSUGRA framework, the lightest
chargino and the two lightest neutralinos are dominantly gaugino-like with masses close toM1

andM2.
The sfermions of the first two generations have masses given approximately by:

m2
ũL

' m2
0 + 5.0m2

1/2 + 0.35cos2βM2
Z

m2
d̃L

' m2
0 + 5.0m2

1/2 − 0.42cos2βM2
Z

m2
ũR

' m2
0 + 4.5m2

1/2 + 0.15cos2βM2
Z

m2
d̃R

' m2
0 + 4.4m2

1/2 − 0.07cos2βM2
Z

m2
ẽL

' m2
0 + 0.49m2

1/2 − 0.27cos2βM2
Z

m2
ν̃ ' m2

0 + 0.49m2
1/2 + 0.50cos2βM2

Z

m2
ẽR

' m2
0 + 0.15m2

1/2 − 0.23cos2βM2
Z (13.3)

By comparing with the gluino mass, these relations show that the latter cannot be much larger
than the squark mass:

Mg̃ . 1.2mq̃ (13.4)

This relation (obtained form0 = 0) is not restricted to the mSUGRA case, as it depends
primarily on theαS contributions to the running down of the mass parameters from the
GUT scale.

The masses of the third family scalars are more complicated as the contributions from
Yukawa couplings can no longer be neglected and non-negligible off-diagonal elements
between left and right states appear (they are proportional to the fermion masses).

13.3. Scope of present searches

13.3.1. Sparticle production and cascade decays

If we assume that Supersymmetry is discovered at the LHC, most likely from fully inclusive
studies based on large missing energy and jets, it will be very important to investigate all the
typical SUSY signatures to help pin down the underlying model.

If the squarks and/or gluinos are kinematically accessible at the LHC, they are expected
to have large production rates. The cross sections for the production of a squark (excluding
stop) or a gluino at the LHC are displayed in Fig.13.1. The nearly diagonal lines delimit
three regions:

• Region 1: in this region, the gluinos are heavier than any of the squarks. The decay chains
of the produced sparticles are expected to be

g̃ → q̃q̄, q̃ → qχ. (13.5)



CMS Physics Technical Design Report, Volume II: Physics Performance 1385

Figure 13.1. Regions of them0 versusm1/2 plane showing the production cross-sections and with
main squark and gluino decays.

• Region 2: in this region some squarks are heavier, other are lighter than the gluino. Hence,
rather complicated decay chains are possible, for instance

q̃L → g̃q, g̃ → b̃b̄, b̃ → bχ (13.6)

as theq̃L of the first two generations are expected to be among the heaviest squarks and the
b̃1 (andt̃1) among the lightest.

• Region 3: in this region, the gluinos are lighter than any of the squarks. A typical decay
chain is then

q̃ → g̃q, g̃ → qq̄χ (13.7)

where the gluino gives rise to a three-body decay mediated by a virtual squark.

They will cascade down to the LSP, here assumed to be stable. In mSUGRA, the lightest
two neutralinos arẽχ0

1 , which is dominantly bino-like, and̃χ0
2 , which is dominantly wino-

like. Theq̃R then decays almost exclusively directly intoqχ̃0
1 . But theq̃L have usually a non-

negligible branching ratio to decay via theχ̃0
2 or χ̃±

1 . The decay of thẽχ0
2 will then provide

an excellent signature for the events which can be observed in inclusive searches.
The main decay modes of thẽχ0

2 , and hence the signatures, are

χ̃0
2 → l̃ l , (13.8)

χ̃0
2 → ν̃ν, (13.9)

χ̃0
2 → h0χ̃0

1 , (13.10)

χ̃0
2 → Z0χ̃0

1 , (13.11)

χ̃0
2 → l +l−χ̃0

1 (13.12)

where the last decay is mediated by the exchange of an off-shellZ0 or l̃ . The first decay
corresponds to a gauge interaction coupling a Wino to a slepton-lepton pair and dominates
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Figure 13.2. Regions of them0 versusm1/2 plane with mainχ0
2 decays (left) and main decays

of χ̃±

1 (right).

if it is kinematically allowed. When this decay is kinematically forbidden andm1/2 is large
enough, so thatm(χ̃0

2)− m(χ̃0
1) >m(h0), the next preferred decay is toh0. This corresponds

to a gaugino-Higgsino transition and thus requires a non-zero Higgsino component in at least
one of the two neutralinos. If also this decay is kinematically forbidden and the neutralino
mass difference is sufficient, thẽχ0

2 decays to aZ0 which is suppressed compared to theh0

decay because it couples to the Higgsino component of both neutralinos. When also this decay
is kinematically forbidden, direct three-body decays take place. The corresponding regions in
the m0 versusm1/2 plane are illustrated for a mSUGRA case in Fig.13.2 (left). The exact
boundaries of the areas depend on the assumptions (mSUGRA) and on the value of tanβ

and the parameterA, but their existence is rather generic. It should be emphasised that the
existence of these decay modes is a direct consequence of the gauge structure of the theory
and is therefore independent of the model details. Their relative importance at a given SUSY
point is, however, model dependent.

In addition to the decays via ãχ0
2 , a large fraction of squark decays will proceed via aχ̃±

1
decay, which may lead to

χ̃±

1 → l̃ν, (13.13)

χ̃±

1 → ν̃l , (13.14)

χ̃±

1 → W±χ̃0
1 , (13.15)

χ̃±

1 → H±χ̃0
1 , (13.16)

χ̃±

1 → l±νχ̃0
1 , (13.17)

where the last decay is mediated by the exchange of an off-shellW, ν̃ or l̃ . The localisation
of the chargino decay modes in the (m0,m1/2) plane is illustrated for a mSUGRA case in
Fig. 13.2(right).

Further constraints beyond the mSUGRA ones can be imposed, for example the
compatibility with the measured relic density. These limit very severely the available
parameter space. However, the lack of knowledge of the SUSY breaking mechanism
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Table 13.1.mSUGRA parameter values for the test points. Masses are given in units of GeV/c2.

Point m0 m1/2 tanβ sgn(µ) A0

LM1 60 250 10 + 0
LM2 185 350 35 + 0
LM3 330 240 20 + 0
LM4 210 285 10 + 0
LM5 230 360 10 + 0
LM6 85 400 10 + 0
LM7 3000 230 10 + 0
LM8 500 300 10 + −300
LM9 1450 175 50 + 0
LM10 3000 500 10 + 0
HM1 180 850 10 + 0
HM2 350 800 35 + 0
HM3 700 800 10 + 0
HM4 1350 600 10 + 0

encourages the future experiments to prepare themselves to cope with the broadest possible
spectrum of situations. Rather than restricting oneself to a very constrained model, it will
be important to understand how to detect departures from the SM in a large variety of
topologies and to investigate how to reconstruct the sparticle masses and other SUSY
parameters. Of course, there is more information available in the events than just the end
points, e.g. momentum asymmetries of the decay leptons, branching ratios and total cross
section measurements. This additional information have so far not been used to a large extent.

13.3.2. Test points for mSUGRA

To cover the significantly different experimental signatures, a set of mSUGRA test points
have been defined and will be used in the subsequent analyses. First, low mass (LM1 to LM9)
test points were chosen to evaluate the sensitivity to SUSY signals in the early period of the
LHC but above the Tevatron reach. Then, some high mass test points (HM1 to HM4) near the
ultimate reach of the LHC were included.

Their parameters are defined in Table13.1and their position in the(m0,m1/2) plane is
shown in Fig.13.3. Points LM1, LM2 and LM6 are compatible with WMAP Cold Dark Matter
limits in a strict mSUGRA scenario. The other points are not, but can be made compatible with
CDM if universality of the Higgs mass parameters is abandoned (NUHM). Quoted branching
ratios are from ISASUGRA7.69 [672] (lepton ise orµ). The post-WMAP benchmark points
are found in [633], the NUHM points in [673] and the CMS DAQ TDR points in [76].

• Point LM1:

∗ Same as post-WMAP benchmark point B′ and near DAQ TDR point 4.
∗ m(g̃)>m(q̃), henceg̃ → q̃q is dominant.
∗ B(χ̃0

2 → l̃ Rl )= 11.2%, B(χ̃0
2 → τ̃1τ)= 46%,B(χ̃±

1 → ν̃l l )= 36%.

• Point LM2:

∗ Almost identical to post-WMAP benchmark point I’.
∗ m(g̃)>m(q̃), henceg̃ → q̃q is dominant (̃b1b is 25%).
∗ B(χ̃0

2 → τ̃1τ)= 96% B(χ̃±

1 → τ̃ ν)= 95%.
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Figure 13.3. Position of the test points in them0 versusm1/2 plane. The lines in this plane
correspond to the assumptions that tanβ = 10, A0 = 0 andµ > 0. The shaded regions are excluded
because either thẽτ1 would be the LSP or because there is not radiative electroweak symmetry
breaking. The regions excluded by the LEP limit on theh0 or the χ̃±

1 masses are delineated
by dashed lines. The test CMS points are indicated by stars (LM7 and LM10 are outside the
boundaries) and the points used in the CMS DAQ TDR by triangles. Also shown are the regions
of interest for the decay of thẽχ0

2 .

• Point LM3:
∗ Same as NUHM pointγ and near DAQ TDR point 6.
∗ m(g̃) <m(q̃), henceg̃ → q̃q is forbidden exceptB(g̃ → b̃1,2b)= 85%
∗ B(χ̃0

2 → ll χ̃0
1)= 3.3%, B(χ̃0

2 → ττ χ̃0
1)= 2.2%, B(χ̃±

1 → W±χ̃0
1)= 100%

• Point LM4:
∗ Near NUHM pointα in the on-shellZ0 decay region
∗ m(g̃)>m(q̃), henceg̃ → q̃q is dominant withg̃ → b̃1b = 24%
∗ B(χ̃0

2 → Z0χ̃0
1)= 97%,B(χ̃±

1 → W±χ̃0
1)= 100%

• Point LM5:
∗ In theh0 decay region, same as NUHM pointβ.
∗ m(g̃)>m(q̃), hence g̃ → q̃q is dominant with B(g̃ → b̃1b)= 19.7% and

B(g̃ → t̃1t)= 23.4%
∗ B(χ̃0

2 → h0χ̃0
1)= 85%,B(χ̃0

2 → Z0χ̃0
1)= 11.5%, B(χ̃±

1 → W±χ̃0
1)= 97%

• Point LM6:
∗ Same as post-WMAP benchmark point C′.
∗ m(g̃)>m(q̃), henceg̃ → q̃q is dominant
∗ B(χ̃0

2 → l̃L l )= 10.8%, B(χ̃0
2 → l̃ Rl )= 1.9%, B(χ̃0

2 → τ̃1τ)= 14%,
B(χ̃±

1 → ν̃l l )= 44%

• Point LM7:
∗ Very heavy squarks, outside reach, but light gluino.
∗ m(g̃)= 678 GeV/c2, henceg̃ → 3-body is dominant
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∗ B(χ̃0
2 → ll χ̃0

1)= 10%,B(χ̃±

1 → νl χ̃0
1)= 33%

∗ EW chargino-neutralino production cross-section is about 73% of total.

• Point LM8:

∗ Gluino lighter than squarks, exceptb̃1 andt̃1
∗ m(g̃)= 745 GeV/c2, M(t̃1)= 548 GeV/c2, g̃ → t̃1t is dominant

∗ B(g̃ → t̃1t)= 81%,B(g̃ → b̃1b)= 14%,B(q̃L → qχ̃0
2)= 26− 27%,

∗ B(χ̃0
2 → Z0χ̃0

1)= 100%,B(χ̃±

1 → W±χ̃0
1)= 100%

• Point LM9:

∗ Heavy squarks, light gluino. Consistent with EGRET data on diffuse gamma ray
spectrum, WMAP results on CDM and mSUGRA [674]. Similar to LM7.

∗ m(g̃)= 507 GeV/c2, henceg̃ → 3-body is dominant

∗ B(χ̃0
2 → ll χ̃0

1)= 6.5%, B(χ̃±

1 → νl χ̃0
1)= 22%

• Point LM10:

∗ Similar to LM7, but heavier gauginos.

∗ Very heavy squarks, outside reach, but light gluino.

∗ m(g̃)= 1295 GeV/c2, henceg̃ → 3-body is dominant

∗ B(g̃ → t t̄ χ̃0
4)= 11%,B(g̃ → tbχ̃±

2 )= 27%

• Point HM1:

∗ m(g̃)>m(q̃), henceg̃ → q̃q is dominant

∗ B(g̃ → t̃1t)= 25%,B(q̃L → qχ̃0
2)= 32%,

but B(t̃1 → t χ̃0
2)= 6%, B(t̃1 → t χ̃0

3)= 18%,B(t̃1 → t χ̃0
4)= 9%,

∗ B(χ̃0
2 → l̃L l )= 27%,B(χ̃0

2 → τ̃1τ)= 14%,B(χ̃±

1 → ν̃l l )= 37%

• Point HM2:

∗ m(g̃)>m(q̃), henceg̃ → q̃q is dominant

∗ B(g̃ → t̃1t)= 25%,B(q̃L → qχ̃0
2)= 32%,

but B(t̃1 → t χ̃0
2)= 6%, B(t̃1 → t χ̃0

3)= 20%,B(t̃1 → t χ̃0
4)= 9%,

∗ B(χ̃0
2 → τ̃1τ)= 78%,B(χ̃±

1 → ν̃τ + τ̃1ν)= 13 + 76%

• Point HM3:

∗ m(g̃)>m(q̃), henceg̃ → q̃q is dominant

∗ B(g̃ → t̃1t)= 52%,B(q̃L → qχ̃0
2)= 32%,

but B(t̃1 → t χ̃0
2)= 5%, B(t̃1 → t χ̃0

3)= 20%,B(t̃1 → t χ̃0
4)= 11%,

∗ B(χ̃0
2 → h0χ̃0

1)= 94%,B(χ̃±

1 → W±χ̃0
1)= 100%

• Point HM4:

∗ m(g̃) <m(q̃), henceq̃ → g̃q is important

∗ B(q̃L → g̃q)= 43%,B(q̃R → g̃q)= 77− 93%,B(g̃ → t̃1t)= 82%,

∗ B(t̃1 → t χ̃0
2)= 3%, B(t̃1 → t χ̃0

3)= 22%,B(t̃1 → t χ̃0
4)= 16%,

∗ B(χ̃0
2 → h0χ̃0

1)= 94%,B(χ̃0
4 → h0χ̃0

2)= 30%,B(χ̃±

1 → W±χ̃0
1)= 100%

The cross sections for the test points are given at NLO and LO from PROSPINO1 in
Table13.2.
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Table 13.2.Cross sections for the test points in pb at NLO (LO) from PROSPINO1.

Point M(q̃) M(g̃) g̃g̃ g̃q̃ q̃ ¯̃q q̃q̃ Total

LM1 558.61 611.32 10.55 28.56 8.851 6.901 54.86
(6.489) (24.18) (6.369) (6.238) (43.28)

LM2 778.86 833.87 1.443 4.950 1.405 1.608 9.41
(0.829) (3.980) (1.013) (1.447) (7.27)

LM3 625.65 602.15 12.12 23.99 4.811 4.554 45.47
(7.098) (19.42) (3.583) (4.098) (34.20)

LM4 660.54 695.05 4.756 13.26 3.631 3.459 25.11
(2.839) (10.91) (2.598) (3.082) (19.43)

LM5 809.66 858.37 1.185 4.089 1.123 1.352 7.75
(0.675) (3.264) (0.809) (1.213) (5.96)

LM6 859.93 939.79 0.629 2.560 0.768 0.986 4.94
(0.352) (2.031) (0.559) (0.896) (3.84)

LM7 3004.3 677.65 6.749 0.042 0.000 0.000 6.79
(3.796) (0.028) (0.000) (0.000) (3.82)

LM8 820.46 745.14 3.241 6.530 1.030 1.385 12.19
(1.780) (5.021) (0.778) (1.230) (8.81)

LM9 1480.6 506.92 36.97 2.729 0.018 0.074 39.79
(21.44) (1.762) (0.015) (0.063) (23.28)

LM10 3132.8 1294.8 0.071 0.005 0.000 0.000 0.076
(0.037) (0.004) (0.000) (0.000) (0.041)

HM1 1721.4 1885.9 0.002 0.018 0.005 0.020 0.045
(0.001) (0.016) (0.005) (0.021) (0.043)

HM2 1655.8 1785.4 0.003 0.027 0.008 0.027 0.065
(0.002) (0.024) (0.007) (0.028) (0.061)

HM3 1762.1 1804.4 0.003 0.021 0.005 0.018 0.047
(0.002) (0.018) (0.004) (0.019) (0.043)

HM4 1815.8 1433.9 0.026 0.056 0.003 0.017 0.102
(0.014) (0.043) (0.003) (0.017) (0.077)

13.4. Hemisphere algorithm for separation of decay chains

13.4.1. Basic idea and goal

In the MSSM, the primary SUSY particles are heavy and tend to be produced with a largeQ2,
whereas the transverse momentum of their decay products with respect to their initial direction
is limited by the magnitude of their mass. Moreover, ignoringRp violation, they are produced
in pairs. It may, therefore, be possible to separate the two decay chains by reconstructing the
two production directions (in 3D) and collecting the jets and leptons in two clusters according
to their “closeness” to these axes. This procedure is inspired by the reconstruction of the thrust
or sphericity axis ine+e− collisions, except that in hadron collisions two separate axes need
to be introduced per event, as the laboratory frame does not coincide with the parton centre of
mass frame. Moreover, the back-to-back orientation of the sparticles in the transverse
plane cannot be used, as the invisible LSP disturbs significantly the direction of the
observable particles.

In hadron colliders like the LHC, the large multiplicity of jets and leptons often lead to a
large combinatorial background when trying to reconstruct peaks or to determine end points
in effective mass distributions (to reconstruct sparticle masses). Provided the hemisphere
algorithm has a large probability to assign correctly the jets to their parents, a reduction of
a factor 2 to 4 can be expected in the combinatorial background.
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The proposed algorithm consists of a recursive method going through the following steps:

• Starting off by computing two initial axes (called “seeds” below).
• Associating the objects (jets and leptons) to one of these axes according to a certain criterion

(hemisphere association method).
• Recalculating the axes as the sum of the momenta of all the connected objects. In order to

converge to a stable solution, the axes are only updated after a full iteration is performed.
• Iterating the association until no objects switch from one group to the other.

13.4.2. Seeding methods

Two seeding methods have been tested:

(1) The first axis is chosen as the direction of the highest momentum object and the second
axis as the direction of the object with the largestp ·1R with respect to the first axis,
where1R is defined as

1R =

√
1φ2 +1η2. (13.18)

(2) The axes are chosen as the directions of the pair of objects which have the largest invariant
mass.

13.4.3. Association methods

Three association methods are available. An object is assigned to a given axisEA when:

(1) The scalar productEp · EA is maximum, which amounts to choosing the smallest angle
(2) The hemisphere squared masses are minimum, i.e. objectk is associated to the hemisphere

with massmi rather thanm j if m2
ik + m2

j 6m2
i + m2

jk . This is equivalent to the requirement

(Ei − pi cosθik)6 (E j − p j cosθ jk).

(3) The Lund distance measure is minimum, i.e.

(Ei − pi cosθik)
Ei

(Ei + Ek)2
6 (E j − p j cosθ jk)

E j

(E j + Ek)2
.

In order to converge to a stable solution, the axes are only updated after a full iteration is
performed.

13.4.4. Results

The performance of the hemisphere assignment was tested on events with production of
squarks and/or gluinos. Jets were reconstructed using the Iterative Cone method with1R =

0.5 and calibrated with the “GammaJet” procedure. They were selected whenET > 30 GeV
and |η|< 3.0. The momentum vectors used were from the Monte carlo parton level objects
which matched with the jets and/or leptons. Some of the CMS test points were used, namely
LM1 (dilepton final states viãl R), LM5 (with decay ofχ̃0

2 to h → bb̄) and LM9 (with dileptons
from 3-body decays).

The efficiencies quoted below are the ratio between the correctly assigned MC
objects and their total number. The correct hemisphere was chosen as the one for which
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Table 13.3.Efficiencies for test point LM1.

Type of jet all jets quark jets gluon jets q from̃q q from g̃

Seed 1, Assoc 1 79% 80% 74% 85% 69%
Seed 1, Assoc 2 80% 80% 77% 85% 72%
Seed 2, Assoc 2 81% 81% 78% 85% 72%
Seed 2, Assoc 3 81% 81% 79% 86% 73%

Table 13.4. Efficiencies for test points LM1, LM5 and LM9, using the methods Seed 2 and
hemisphere association 3.

Point all jets quark jets gluon jets q from̃q q from g̃

LM1 81% 81% 79% 86% 73%
LM5 77% 77% 74% 87% 70%
LM9 74% 75% 69% – 76%

the axis matched most closely the original squark or gluino, after subtracting from it the
unobserved̃χ0

1 .
The efficiencies of various types of jets for the different algorithms at the test point LM1

are summarised in Table13.3.
It is seen that all the algorithms behave nearly in the same way, with the combination

(seed 1, hemisphere association 1) being slightly worse and (seed 2, hemisphere association
3) slightly better.

The efficiencies obtained for the different test points are listed in Table13.4 for the
different types of jets by using the (seed 2, hemisphere association 3) method. Note that at
point LM9 theg̃ undergoes a direct 3-body decay, theq̃ being heavier than thẽg.

From these tests it can be concluded that quark jets fromq̃ have a rather high efficiency,
> 85%, to be correctly assigned to a hemisphere, whereas the quark jets from ag̃ reach only
& 70%. This reflects the fact that the latter jets are much softer, on average, than the jets from
theq̃ decay.

The same procedure was also applied to leptons (e or µ). However, due to their small
mass, the leptons barely “feel” the boost and are sent in any direction. The results were only
slightly better than the expectation from random association. Some improvement could be
obtained, e.g. for̃χ0

2 → e+e−χ̃0
1 , by treating the lepton pair as a single (massive) object. But

this introduces some model dependence.
The power of the hemisphere separation can be further illustrated by the search for Higgs

at point LM5. The reconstructed jets selected as above are identified as b-jets by a combined
b-tagging method (see Vol. 1, Section12.2.2) when the discriminant variable is> 1.5. The
invariant mass of all combinations of two b-jets is displayed in Fig.13.4 (left). The peak
from h0

→ bb̄ is visible above a large combinatorial SUSY background, mostly due to the
production ofb̃b̃ and t̃ t̃ (directly or from cascade decays). After applying the hemisphere
separation method, the 2b invariant mass combinations are separated into the cases where
both b-jets are in the same hemisphere (centre), with a clearly visible Higgs peak, and in
opposite hemispheres (right), where almost no sign of Higgs remains. Note that these plots
were obtained without selection cuts. This method has been used for the Higgs search in
Section13.10and in other searches.
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Figure 13.4. bb̄ invariant mass distributions inh0 production with massmh = 116 GeV for
(left) all combinations, (centre) combinations in the same hemisphere, (right) combinations in
opposite hemispheres.

13.5. Inclusive analysis with missing transverse energy and jets

The missing transverse energy plus multi-jets final state has been a canonical signature for
SUSY searches. This study is a search for the production and decay of gluinos and scalar
quarks in >3-jet events with large missing transverse energy. The large missing energy
originates from the two LSPs in the final states of the squark and gluino decays. The three
or more hadronic jets result from the hadronic decays of the squarks and/or gluinos. The full
analysis is presented in section4.2. The analysis uses the LM1 test-point at which squark and
gluino production has a LO cross section of 49 pb. The major Standard Model background
components include production ofZ + jets with theZ decaying invisibly,W+jets, top-anti-
top pairs, dibosons, single top and QCD jets. The trigger path used is the missing energy plus
jets both at Level-1 and at HLT.

13.5.1. Analysis path and results

Events that are accepted after clean-up pre-selection requirements, proceed through the
analysis path if they have missing transverse energyEmiss

T > 200 GeV and at least three jets
with ET > 30 GeV within |η|< 3. In addition the leading jet is required to be within the
central tracker fiducial volumei.e. |η|< 1.7. These requirements directly define the searched
for signal signature. The rest of the analysis path is designed based on elimination of the
major classes of backgrounds: the QCD production, top–anti-top pairs and theW /Z -QCD
associated production. In Table13.5 the path is shown with a remark indicating the reason
and aim of each selection step.

A detailed explanation of the analysis path requirements and variables used is given in
section 4.2. The global signal efficiency for the analysis is 13% while the signal to background
ratio is∼ 26. The results are shown in Table13.6for 1 fb−1.

In summary the major background components and their uncertainties are as follows:

• t t̄ uncertainties: 7%Emiss
T shape, 22% JES, 13% statistical;

• Z −→ νν̄ + jets,W/Z + jets: 5% Luminosity (direct candle normalisation to the data (cf.
section 4.2);

• QCD: Emiss
T 7% shape, 22% JES, 10% statistical.

The number of backgrounds events per background component and their uncertainties
are tabulated in Table13.7. Based on the Standard Model background estimates and their
uncertainties, a 5σ observation of low mass SUSY at LM1 (gluino mass 600 GeV/c2)
is achievable with∼6 pb−1 in events with large missing energy plus multi-jets, using a
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Table 13.5.The Emiss
T + multi-jet SUSY search analysis path.

Requirement Remark

Level 1 Level-1 trigger efficiency parametrisation
HLT, Emiss

T > 200 GeV trigger/signal signature
primary vertex> 1 primary cleanup
Fem> 0.175,Fch> 0.1 primary cleanup

N j > 3, |η1 j
d |< 1.7 signal signature

δφmin(Emiss
T − jet)> 0.3 rad,

R1, R2> 0.5 rad,
δφ(Emiss

T − j (2)) > 20◦ QCD rejection
I solead trk

= 0 ILV (I) W/Z/t t̄ rejection
fem( j (1)), fem( j (2)) < 0.9 ILV (II), W/Z/t t̄ rejection
ET, j (1) > 180 GeV,ET, j (2) > 110 GeV signal/background optimisation
HT ≡ ET(2) + ET(3) + ET(4) + Emiss

T > 500 GeV signal/background optimisation
SUSY LM1 signal efficiency 13%

Table 13.6.Selected SUSY and Standard Model background events for 1 fb−1.

Signal t t̄ singlet Z(→ νν̄)+ jets (W/Z, W W/Z Z/ZW) + jets QCD

6319 53.9 2.6 48 33 107

Table 13.7.Standard Model background components and uncertainties for 1 fb−1.

t t̄ , single top Z(→ νν̄)+ jets (W/Z, W W/Z Z/ZW) + jets QCD

56± 11(sys)± 7.5(stat) 48± 3.5 (all) 33± 2.5 (all) 107± 25(sys)±10(stat)

significance computed with ScPf, defined in Appendix A.1. After∼ 1.5 fb−1 the W/Z+jets
backgrounds, including the invisible decays of theZ boson which constitutes a large
irreducible background component, can be reliably normalised using theZ → µµ andZ →

ee+ multi-jet data candle. The comparison of the signal, total background estimated and its
components for theMef f ≡ ET(1) + ET(2) + ET(3) + ET(4) + Emiss

T can be found in section4.2.
To perform the 5σ reach scan (Fig.13.5) in the mSUGRA parameter space, the HM1

test point is used as optimisation reference and theEmiss
T and HT requirements are raised to

600 GeV and 1500 GeV correspondingly. The analysis efficiency for HM1 is∼12% while the
total Standard Model background for 1 fb−1 is 4.36 events with a total uncertainty of 7% . The
background composition is 67%Z invisible decays, 19% QCD jets and 14%W/Z+jets.

13.6. Inclusive muons with jets and missing transverse energy

We study the production and decay of new particles in mSUGRA via inclusive final states
including muons, highpT jets, and large missing transverse energy. Requiring at least one
muon provides a relatively clean experimental signature (complementing searches involving
only inclusive jets and missing energy), however requires a well-understood trigger shortly
after the LHC start-up. In this work [675], the fully simulated and reconstructed LM1
mSUGRA point is taken as the benchmark for selection optimisation and study of systematic
effects. Even though the study was performed within the context of mSUGRA, this method is
not specific to the mSUGRA framework and should apply equally well in other contexts.
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Figure 13.5. 5 σ reach for 1 and 10 fb−1 using multi-jets and missing transverse energy
final state.

The strategy employed in this analysis is to optimise a set of selection cuts based on
an objective function which provides a reasonable estimate of the significance to exclude
the Standard Model null-hypothesis while explicitly including systematic uncertainties (thus
avoiding regions of phase space which are prone to systematics). This work uses a Genetic
Algorithm (GARCON [63]) for the optimisation of cuts.

13.6.1. Signal selection and backgrounds considered

Because this work is an inclusive study of mSUGRA signatures involving at least one
muon accompanied by multiple jets and largeEmiss

T , several Standard Model processes
contribute as sources of background and must be taken into account. Accordingly, the main
backgrounds studied in this analysis correspond to QCD dijet (2.8 million events with 0<

p̂T < 4 TeV/c), top (t t̄) production (3.3 million events), electroweak single-boson production
(4.4 million events with 0< p̂T < 4.4 TeV/c) and electroweak dibosons production (1.2
million events). All backgrounds used in this work are fully simulated and reconstructed. This
work uses only leading order cross-sections, consistently for both signal and all backgrounds.
Considering NLOk-factors for the signal and background processes do not change the final
results significantly.

The CMS trigger system is described in [76], and the current working trigger menu is
described in Appendix E. This work uses an event sample which is triggered by either of two
HLT triggers: the inclusive isolated single-muon trigger or the isolated dimuon trigger.

The following quality criteria are applied to muons and jets. The leading muon is required
to have a transverse momentum abovepT = 30 GeV/c which ensures that the muon candidate
is reconstructed with good efficiency, well above the trigger thresholds. Further, the leading
muon is required to be isolated with less than 10 GeV of calorimeter energy within a cone
of radius R = 0.3, reducing the effects due to fake muons, whilst preserving reasonable
efficiency for signal acceptance. Finally, the three leading jets must each have anET of at
least 50 GeV which guarantees that jets are reconstructed with good efficiency.
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Table 13.8. Total number of selected events (for 10 fb−1) and significance (“Signif.”) with
systematic uncertainties (but excluding uncertainties due to finite Monte Carlo simulation statistics
and higher order QCD effects). “SM” represents the total of all Standard Model backgrounds
considered.

Sample(s) Events Signif. Sample Events Signif. Sample Events Signif.

SM 2.54 – LM4 246 29.2 LM6 277 31.6
LM1 311 34.0 LM5 165 22.9 HM1 13 5.0

The genetic algorithm GARCON [63] used for the optimisation of cuts results
in: Emiss

T > 130 GeV, Ej1
T > 440 GeV, Ej2

T > 440 GeV, |ηj1
|< 1.9, |ηj2

|< 1.5, |ηj3
|<

3, cos
[
1φ(j1, j2)

]
< 0.2, −0.95< cos

[
1φ(Emiss

T , j1)
]
< 0.3, cos

[
1φ(Emiss

T , j2)
]
< 0.85.

Assuming 10 fb−1 of collected data, this set of cuts would expect to select a total of 2.54
background events from the Standard Model and 311 signal events from the mSUGRA LM1
benchmark signal point.

13.6.2. Results for 10 fb−1 using full detector simulation and reconstruction

After all selection cuts have been applied, several effects contribute as systematic
uncertainties, including: jet energy scale (10%), jet energy resolution (5%), luminosity
measurement (5%), and fullgeant simulation versus fast simulation differences (5%), used
to determine the analysis reach in mSUGRA parameters in Section13.6.3). Since this
analysis is performed consistently at leading order, the inclusion of higher order effects
involving ISR/FSR is not taken into account. A generator-level comparison of the parton
shower method for inclusivet t̄ used bypythia [69] with the matrix element calculation
for t t̄ + 1jet from CompHEP [355] suggests a≈ 10% enhancement in the acceptance of
t t̄ + 1jet events (generated via the matrix element method) compared with inclusivet t̄ . When
combined with other expected effects – such as underlying event (5%), pile-up (5%), and
parton distribution functions (5%) – a total theoretical systematic uncertainty of∼ 13% is
estimated. The dominant uncertainty (32%) arises from an inability to precisely predict the
number of background events, due to finite Monte Carlo simulation statistics. We note that
by the time 10 fb−1 of data is collected, many of the contributing background processes will
be measured from real data, thereby reducing this uncertainty. If one includes the uncertainty
due to finite Monte Carlo simulation statistics, the total systematic uncertainty for this work
is 37%. Neglecting Monte Carlo simulation statistics, as well as higher order QCD effects,
the total systematic uncertainty for this work is 19%.

Table 13.8 shows the main results of this study. For the fully simulated low mass
mSUGRA point LM1, and assuming 10 fb−1 of data, this work selects an expected 311
signal events (with an efficiency of 0.074%) compared with 2.54 expected background events,
comprised oft t̄ (0.73 events),W+ jets (1.56 events), andZ+ jets (0.24 events). The separation
of signal from background for the different low mass mSUGRA points range in values from 23
to 34 in significance, including systematic uncertainties (but excluding uncertainties related
to the limited number of simulated events). Such large values of significance merely indicate
that the low mass mSUGRA region will either have been discovered or excluded, long before
10 fb−1 of data is collected. We note that shortly after the LHC start-up, the systematic
understanding of the CMS detector is expected to be quite different than what is presented
in this work, which assumesL= 10 fb−1. Nevertheless, if one assumes a similar systematic
understanding and extrapolates the results of this work to early running, the expected
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Figure 13.6. CMS discovery reach contours in them0−m1/2 plane using inclusive muons with
jets and missing energy for 10 fb−1 (lower contour), 30 fb−1 (middle contour), and 60 fb−1 (upper
contour) including systematics.

luminosity required to discover the LM1 mSUGRA study point would be O(0.1) fb−1. Hence,
low mass SUSY is a prime candidate for possible discovery during the very early running of
the LHC.

13.6.3. CMS Reach using inclusive muons with jets and missing energy

Since CMS will have either discovered or excluded the lower mass region well in
advance of the time required to collect 10 fb−1 of data, the selection cuts for 30 fb−1 and
60 fb−1 are re-optimised using GARCON to select the HM1 mSUGRA point:Emiss

T >

210 GeV, Ej1
T > 730 GeV, Ej2

T > 730 GeV, cos
[
1φ(j1, j2)

]
< 0.95, cos

[
1φ(Emiss

T , j1)
]
<

−0.2, cos
[
1φ(Emiss

T , j2)
]
< 0.95. To estimate the reach for 30 fb−1 and 60 fb−1, this same

cut-set is applied in both cases and results in an estimated Standard Model background yield
of NB = 0.25 for 30 fb−1, and NB = 0.49 for 60 fb−1. In both cases the uncertainty on the
background levels is≈ 71%, primarily due to a limited number of simulated events; if one
neglects that uncertainty, the systematic uncertainty is≈ 19%.

Fast simulation and reconstruction was also performed in order to scan the plane of
universal scalar (m0) and gaugino (m1/2) masses for fixed mSUGRA parameters: tanβ = 10,
µ > 0 and A0 = 0. Points were generated on a coarse grid with1m0 = 100 GeV/c2 and
1m1/2 = 100 GeV/c2, starting from the pointm0 = 100 GeV,m1/2 = 100 GeV. Figure13.6
shows the discovery reach of this analysis (contours correspond to a significance value of
5), plotted in the mSUGRAm0−m1/2 plane. Assuming 10 fb−1 of data, CMS can observe
SUSY mass scales of over≈ 1.5 TeV/c2; assuming 30 fb−1 of integrated luminosity, several
of the high mass CMS SUSY benchmark points become interesting for possible discovery;
and, assuming 60 fb−1 of integrated luminosity, CMS is able to reach in this channel SUSY
mass scales of up to≈ 2 TeV/c2.



1398 CMS Collaboration

13.7. Inclusive analyses with same sign dimuons

The topology of two same sign isolated muons, highpT jets, and large missing transverse
energy is interesting as it allows for an efficient suppression of the Standard Model
backgrounds, and at the same time allows much of the mSUGRA signal to be retained. Like-
sign leptons can result from several signal processes because the gluino, being a Majorana
particle, has equal probability of yielding either a positively or a negatively charged lepton in
its decay chain. Squark production is another important source of like-sign dileptons, since the
squark charge tends to be determined by the valence quarks in the proton-proton collision. The
same-sign muon topology provides a clean experimental signature and has the extra advantage
of an anticipated efficient and well-understood dimuon trigger soon after LHC start-up. Even
though this study [676] is performed within the context of mSUGRA, this method is not
specific to the mSUGRA framework.

The genetic algorithmgarcon [63] is used to determine the optimal set of cuts for
each mSUGRA benchmark point. An interval for each physics cut-parameter is then defined
corresponding to its minimal cut value and the maximum cut value, determined over all
different optimal mSUGRA benchmark point cut-sets. The interval for each cut-parameter
is then coarsely binned and the significance systematically calculated for each possible cut
combination within this reduced sub-space.

13.7.1. Signal selection and backgrounds

Because this work is an inclusive study of mSUGRA signatures involving at least two like-sign
muons accompanied by multiple jets and large missing transverse energy, several Standard
Model processes contribute as sources of background and must be taken into account.
Accordingly, the main backgrounds studied in this analysis correspond to QCD dijet (2.8
million fully simulated events with 0< p̂T< 4 TeV/c), top (t t̄) production (3.3 million fully
simulated events), electro-weak single boson production (4.4 million fully simulated events
with 0< p̂T< 4.4 TeV/c) and electro-weak dibosons production (1.2 million fully simulated
events). This work uses only leading order cross-sections, consistently for both signal and
all backgrounds.

The dimuon HLT trigger (98% efficient) is required for this analysis. The following
selection criteria are applied to muons and jets. The two leading muons are required to be
of the same sign and to each have a transverse momentum above 10 GeV/c, ensuring that
the muon candidate is reconstructed with good efficiency, above the symmetric thresholds of
7 GeV/c in the dimuon trigger. Also this analysis requires at least three jets in the event, all
of which are required to haveET >50 GeV.

In order to select the particular SUSY diagrams responsible for prompt same-sign
dimuons, we apply the following criteria. Each reconstructed muon is required to be separated
by at least1R> 0.01 from the other muons. The muon track fit is required to haveχ2

µ 6 3 and
the number of hits associated with the muon must be at least 13. Each muon is required to be
isolated, both with respect to the tracker and calorimeter. A combined isolation parameter is
used to account for correlations between the tracker (IsoByTk) and calorimeter (IsoByCalo)
isolation variables,Iso= IsoByTk+ 0.75× IsoByCalo, with Isoµ16 10 GeV, Isoµ26
6 GeV.

In addition to a priori requiring three jets in the event, the cut-set maximising the
significance (withgarcon) to discover the lowest significant fully simulated mSUGRA test
point is then chosen as the final optimal cut-set:Ej1

T > 175 GeV, Ej2
T > 130 GeV, Ej3

T >

55 GeV,Emiss
T > 200 GeV.
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Table 13.9.Total number of selected events (forL= 10 fb−1) and significance (“Signif.”) with
systematic uncertainties. “SM” represents the total of all Standard Model backgrounds considered.

Sample(s) Events Signif. Sample Events Signif. Sample Events Signif.

SM 1.5 – LM5 61 14.0 LM10 4 2.2
LM1 341 >37.0 LM6 140 22.3 HM1 4 2.2
LM2 94 17.6 LM7 82 16.3 HM2 2 1.1
LM4 90 17.2 LM8 294 35.9

13.7.2. Results for full detector simulated mSUGRA samples

After all selection cuts have been applied the main systematic uncertainty is due to
the absolute jet energy scale, which is estimated to be 15% after 10 fb−1. In addition,
jet energy resolution (10%), muon identification efficiency and fake rate (negligible),
luminosity (5%), theory (10%; cross sections, showering, ISR/FSR, etc.) and full simulation
versus fast simulation (5%, used to determine the analysis reach in mSUGRA parameters in
Section13.7.3) have been evaluated. Since this analysis is performed consistently at leading
order, the inclusion of higher order effects involving ISR/FSR is not taken into account. A
generator-level comparison of the parton shower method for inclusivet t̄ used bypythia [69]
with the matrix element calculation fort t̄ + 1jet from CompHEP [355] suggests a≈ 10%
enhancement in the acceptance oft t̄ + 1jet events (generated via the matrix element method)
compared with inclusivet t̄ . The total systematic uncertainty on the number of background
events is 24%.

Table 13.9 shows the main results of this study. For the fully simulated low mass
mSUGRA point LM1, assuming 10 fb−1 of data, this work selects an expected 341 signal
events (with an efficiency of 0.081%) compared with 1.5 expected background events
(comprised oft t̄). For other fully simulated low mass mSUGRA points (excluding LM10)
and an integrated luminosity 10 fb−1 of data, the selection cuts (collectively optimised over
all benchmark points) achieve a separation of signal from background with a statistical
significance of between 16σ and greater than 37σ , including systematic uncertainties. Such a
large significance merely indicates that the low mass mSUGRA region will either have been
discovered or excluded, long before 10 fb−1 of data is collected. Hence, low mass SUSY
is a prime candidate for possible discovery during the very early running of the LHC. The
discovery of high mass SUSY, represented by the fully simulated HM1 and HM2 points, is
more difficult and requires more than 10 fb−1 of data.

13.7.3. CMS inclusive reach

Fast simulation and reconstruction was also performed in order to scan the plane of universal
scalar (m0) and gaugino (m1/2) masses for fixed mSUGRA parameters: tanβ = 10, µ > 0
and A0 = 0. Points were generated on a coarse grid with1m0 = 100 GeV/c2 and1m1/2 =

100 GeV/c2, starting from the pointm0 = 100 GeV/c2, m1/2 = 100 GeV/c2.
The 5σ reach of this analysis, including systematic uncertainties, for different integrated

luminosities and assuming no re-optimisation of the selection cuts is shown on Fig.13.7.
By the time CMS collects integrated luminosity 30 fb−1, the high mass point HM1 becomes
interesting for possible discovery. For comparison,L= 1 fb−1 and L=100 fb−1 are also
shown in the figure. Clearly, the systematics forL=1 fb−1 will be higher than that assumed
in this work, nevertheless these results strongly suggest (provided systematics can be brought
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Figure 13.7. CMS reach contours (systematic uncertainties included) in the (m0,m1/2) plane
for SUSY processes involving two prompt same-sign muons forL= 1 fb−1 (dot-dashed line),
L=10 fb−1 (solid line),L= 30 fb−1 (short dashed line)L=100 fb−1 (dashed line). The other
mSUGRA parameters are fixed to tanβ = 10,µ > 0 andA0 = 0. Points corresponding to the full
detector simulation and reconstruction are also shown (solid circles).

under control) that most of the low mass mSUGRA points are well within reach of CMS
during the early running of the LHC.

13.8. Inclusive analyses with opposite sign dileptons

Final states with opposite sign dileptons, originating from the decayχ̃0
2 → l̃ Rl → l +l−χ̃0

1 in
the cascade decays of squarks and gluinos provide a clean signature of SUSY with isolated
leptons, highpT jets and missing transverse energy [677]. In addition, the dilepton invariant
mass distribution for this decay is expected to have a triangular shape with a sharp upper edge,
which renders this signature striking and useful for further characterisation of SUSY.

13.8.1. Signal selection and backgrounds

The analysis is performed at the LM1 mSUGRA test-point usinggeant-based detailed
simulation of the CMS detector [8] and reconstruction [10]. The fast CMS simulation and
reconstruction [11] is used to evaluate the discovery reach in the mSUGRA parameter space.

Signal events were generated byisajet 7.69 interfaced topythia 6.225 at the test point
LM1, where the NLO cross section at NLO is about 52 pb, dominated by the production ofq̃g̃,
g̃g̃ andq̃ ¯̃q. The gluino is the heaviest particle and decays toq̃q. While right squarks decay
almost directly to the LSP, due to the bino-like nature of theχ̃0

1 at Point LM1, left-handed
squarks decay tõχ0

2 with a branching ratio∼ 30%.
The SM backgrounds studied consist oft t̄ , W+ jets,Z+ jets,W W+ jets,Z Z+ jets,Zbb

(with leptonic decays of theZ boson), Drell–Yan leptonic events and QCD dijet production
processes.
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Table 13.10.Cross section at NLO, selection efficiencies and number of events surviving cuts for
signal and background processes.

Process σ (pb) Ev. analysed ε Nev in 1 fb −1

SUSY (LM1) 52 478 k 0.016 853
t t̄ 830 913 k 1.9 · 10−4 155
W W+ jets 188 197 k 1.4 · 10−4 26
Z+ jets 5· 103 606 k 4.8 · 10−6 24
DY → 2µ 3.97· 103 916 k < 1.1 · 10−6 < 4
DY → 2τ 3.97· 103 514 k 1.1 · 10−6 4.5
Zbb→ llbb(l = e, µ, τ ) 57.4 621 k 8.4 · 10−5 4.83

PT
hat > 60 GeV/c

t t̄bb̄ 3.3 50 k 9.8·10−4 3.2
Z Z+ jets 11 37k 2.4·10−4 2.7
W+ jets 1.5·105 1765k 6.7 · 10−9 1

The SUSY final state studied contains at least two high-pT isolated leptons, at least
two high-pT jets and large missing transverse energy. The event selection path includes the
following requirements:

• the Level-1 and HLT path that requires a single isolated lepton (muon or electron);
• at least two same-flavour opposite-sign (SFOS) isolated leptons (e or µ) with pT >

10 GeV/c and1Rll > 0.2 and 0.15 for eeandµµ, respectively where1Rll is the distance
of the two leptons in theη−φ space;

• Emiss
T > 200 GeV;

• at least two jets withpT > 100 and> 60 GeV/c within |η|< 3.

The isolation of the leptons is obtained requiring the sum ofpT of the tracks in a cone of
1R = 0.25 around the lepton track to be less than 5 GeV/c. TheEmiss

T is computed from the
vectorial sum of the jets and leptons.

These selection criteria result in 853 signal events (which correspond to 913 dilepton
pairs) for a luminosity of 1 fb−1. The Standard Model background consists of 155t t̄ events,
26 events from WW + jets and 24 events from Z + jets (Table13.10). All other backgrounds
have been found to be negligible and amount in total to at most 20 events.

13.8.2. Results for point LM1

The dilepton invariant mass distribution for 1 fb−1 is displayed in Fig.13.8showing a clear
dilepton edge structure.

The presence of two SFOS leptons can also be due to other processes. Two leptons can
result from independent leptonic decays, for example from two charginos or twoW’s. In that
case the final state contains as many SFOS leptons as different-flavour opposite-sign (DFOS)
ones and with identical distributions. The background to the SFOS contribution is removed
by subtracting the DFOS events, which leads to the dilepton mass distribution of Figure13.9.
The t t̄ andWW + jets backgrounds are also strongly reduced by the flavour subtraction. The
resulting dilepton invariant mass distribution is fitted using a triangular function smeared (for
resolution effects) with a Gaussian to extract the end-point related to the kinematics of the
decayχ̃0

2 → l̃Rl → l +l−χ̃0
1 . The value obtained from 1 fb−1 of integrated luminosity is:

Mmax
ll = 80.42± 0.48 GeV/c2 (13.19)
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Figure 13.8. Invariant mass distribution ofµ+µ− +
e+e− andµ±e∓ pairs at LM1 for 1 fb−1 luminosity. The
contribution from thet t̄ background is also shown.

Figure 13.9. Invariant mass distribution ofµ+µ− +
e+e− andµ±e∓ pairs at point LM1 for 1 fb−1 luminosity
after subtractinge+µ− andµ+e− pairs. The contribution
from thet t̄ background is also shown.

to be compared to the expected value of 81.04 GeV/c2 for the massesm(χ̃0
1)= 95,m(χ̃0

2)=

180 andm(l̃ R)= 119 GeV/c2. The signal-to-background ratio at point LM1 is 4.1, the total
signal efficiency is 1.6% and the background composition is 69% of total ttbar, 11.6% of
total WW + jets, 10% Z + jets, 3% DY, 2% Zbb, 1% ttbb, 1% ZZ + jets, fractions the others.
The total efficiency for the QCD background is too low to be directly calculated, and is
then estimated through a factorisation, considering separately the effects due to the single
selection cuts. Although the number of surviving QCD events is expected to be negligible,
a residual QCD background is still possible, which will be measured using the real data. A
statistical significance of 5 sigma, calculated usingScP defined in Appendix A.1, is achieved
with 14 pb−1 of integrated luminosity. At this luminosity 12.8 signal events are expected with
3.1 Standard Model background events. Therefore this signature is a strong probe for early
discovery of low mass supersymmetry.

Systematic uncertainties have been evaluated under the assumption that control data are
used for the Standard Model processes. Hence no uncertainties on the theory cross sections,
showering, ISR/FSR, are taken into account. The main systematic uncertainty considered is
due to the absolute jet energy scale. A' 7% uncertainty on the jet energy scale for 1 fb−1 of
data is used while this is expected to be' 2% after 10 fb−1. After applying the selection cuts
this leads to a' 20% systematic uncertainty on thet t̄ background and to a'8% systematic
uncertainty on the SUSY signal. The electron energy scale uncertainty, expected to be 0.25%,
leads to a systematic uncertainty of less than 1% on the background, and less than 0.1% on
the signal. The total considered systematic uncertainty on the Standard Model background is
20% at low luminosity, 5% at high luminosity. The effect on the signal of the Tracker and
Muon System misalignment in the first months of LHC run has also been evaluated. The
number of selected dimuon (dielectron) pairs is lowered by about 30% (10%) while the total
signal selection efficiency is decreased by about 20%. The measurement of the distribution
end-point is affected by about 1 GeV/c2. The effect of the electron energy scale uncertainty
on the dilepton measurement gives a systematic uncertainty of about 0.15 GeV/c2.
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Figure 13.10. 5σ discovery reach for the dilepton final state, assuming tanβ = 10, A = 0,µ > 0
and 1, 10, 30 fb−1 integrated luminosity (statistical uncertainties only).
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Figure 13.11. 5σ discovery reach for tanβ = 10 taking into account background systematic
uncertainties.

Taking into account the systematic uncertainties on the Standard Model backgrounds
expected after the first 1 fb−1 of data, the 5 sigma discovery can be achieved with 17 pb−1 of
integrated luminosity.

13.8.3. CMS inclusive reach

Using the discussed selection path a scan was performed over the mSUGRA parameters in
the(m0,m1/2) plane for tanβ = 10, A = 0,µ > 0 to determine the 5σ discovery reach. The
observability of the signal over the Standard Model background uses the dilepton estimates
before flavour subtraction. The results of the survey are shown for integrated luminosities of
1, 10 and 30 fb−1 in Figs.13.10and13.11. It is notable that most of the low mass test-points
can be discovered with about 1 fb−1.
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13.9. Inclusive analyses with ditaus

In this section,τ̃ production through thẽχ0
2 decays inq̃ or g̃ cascades is investigated. The

τ̃ is produced through̃χ0
2 → τ±τ̃∓, which further decays toτ χ̃0

1 leaving a final state with
two taus of opposite sign. The branching fraction ofτ̃ production through̃χ0

2 varying with
mSUGRA parameters, the analysis is first carried out at large tanβ, at the LM2 test point,
which parameters are given in Section13.3.2, where theχ̃0

2 is predicted to decay 95% of the
time intoτ±τ̃∓. Results are then generalised to any choice of mSUGRA parameters.

This section studies the opportunity of discovering such a model in the first years of
data taking of LHC, with integrated luminosities as low as 0.1 fb−1 and up to 10 fb−1. The
possibility of measuring the SUSY mass spectra associated to this cascade decay (in particular
χ̃0

2 , χ̃0
1 andτ̃ masses) is investigated in Section13.13.

13.9.1. Event selection and background studies

For this analysis, 93.5k events (corresponding to an integrated luminosity of 12.6 fb−1) were
generated at the LM2 test point usingisasugra. Those events were further passed through
the full simulation of the CMS detector [8] then digitised and reconstructed [10]. The same
procedure was applied to the Monte Carlo samples used as SM background in this analysis.
However, in some cases, where large statistics were required, the fast simulation program [11]
was used. All Monte Carlo samples used in this analysis are produced with leading order
Parton Distribution Functions.

Physics processes responsible for W and Z production andt t̄ which final states may
contain several taus and jets are considered as potential background sources. In addition,
because of its huge cross section (1.3 · 10−4 mb) QCD jet production is also considered. The
latter can also represent an important source of fake taus as well as fake missing transverse
energy (Emiss

T ) due to imprecision in jet energy measurement.

13.9.1.1. Event selection using all reconstructed taus.In this analysis [678], only events
passing the JETMET level1 and HLT triggers are accepted. The event selection is then carried
out using only theEmiss

T , the reconstructed taus and jets. In order to increase the sensitivity of
the selection both tau’s decaying hadronically and leptonically are considered in this section.

The mSUGRA events are selected with the following requirement:

• Emiss
T larger than 150 GeV.

This cut removes a large fraction of Standard Model physics background.
• At least two tau candidates are required.
• At least two jets withET > 150 GeV.

This requirement is very aggressive on the LM2 events, however it allows to remove most
of the Standard Model background.

• 1R between any pair of tau’s should be smaller than two.

This cut makes use of the fact that inχ̃0
2 decays, taus belonging to a same cascade decay

will be produced relatively close to each other while in Standard Model physics processes taus
as well as Supersymmetric physics processes such as chargino production (producing one tau
in each cascade) tend to be produced in opposite direction. This cut also reduces the amount
of wrong pairing.

Both theoretical and experimental systematic uncertainties are considered in this analysis.
The theoretical systematic uncertainty is estimated for the signal according to standard CMS
guidelines and involves changing the PDF [351] and varying generator parameters governing
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both hard process and fragmentation. Each variation leads to the generation of a new LM2
sample which is then simulated and reconstructed usingfamos and analysed in the same
way as the main signal samples. Variations in the number of selected events are then taken
as systematic uncertainty. The relative theoretical systematic uncertainty on the signal was
found to be 12%. The experimental systematic uncertainties are coming from the Jet energy
scale, theEmiss

T and the tau-jet energy scale. These uncertainties are estimated following
standard CMS procedure, see appendix B, by varying the jet and tau energies by an amount
corresponding to their respective energy scales and redoing the analysis. The uncertainty
on Emiss

T is estimated in a similar way by varying the energy of the jets used to estimate
Emiss

T within their energy scale. The experimental systematic uncertainty affect the selection
of signal events by 11% for low integrated luminosities (smaller than 1 fb−1) but for large
integrated luminosities the systematic effect is less than 3.2%. The experimental systematic
uncertainty on the background is 30% for integrated luminosities smaller than 1 fb−1 and 11%
for larger integrated luminosities.

At 12.67 fb−1, Ns = 2735± 273(sys)± 52(stat) events from the signal andNbkg = 938±

103(sys)± 114(stat) events from the background survive the selection. 50% of the remaining
background is coming from QCD, 39% fromt t̄ and 11% from W+jets.

To this selection corresponds a ratio signal over backgroundS/B = 2.9. The global
efficiency of the selection of the signal is around 3% (of which 88% are SUSY events with
at least two taus), while only 0.001% of the background remains after selection. UsingScL

significance, defined in Appendix A.1, it is possible to estimate that a 5σ discovery can
be achieved with only 0.07 fb−1. Using ScP significance [679], which takes into account
systematic uncertainties on the background, a 5σ discovery can be expected with a luminosity
of 0.125 fb−1.

13.9.1.2. Event selection using only reconstructed taus decaying hadronically.If only
taus decaying hadronically are used in the selection described in13.9.1.1, both signal and
backgrounds are affected differently.

At 12.67 fb−1, Ns = 1447± 144(sys)± 38(stat) events from the signal andNbkg = 543±

60(sys)± 112(stat) events from the background survive the selection. 70% of the remaining
background is coming from QCD, 20% fromt t̄ and 10% from W + jets. To this selection
corresponds a ratio signal over backgroundS/B = 2.6. The global efficiency of the selection
of the signal is around 1.5% (of which 88% are SUSY events with at least two taus), while
only 0.0006% of the background remains after selection. This time, usingScL a 5σ discovery
is achieved with only 0.14 fb−1. Using ScP significance [679], which takes into account
systematic uncertainties on the background, a 5σ discovery can be expected with a luminosity
of 0.26 fb−1.

13.9.2. Discovery potential of mSUGRA with ditaus final states

A scan of the mSUGRA(m0,m1/2) parameters plane is performed in order to delimit the
mSUGRA parameter region where SUSY could be discovered with this analysis. Because the
analysis focuses on ditau final states and since the respective branching ratio to ditaus and
to other leptons from SUSY may vary by large amounts in the mSUGRA parameter space,
allowing large contamination from leptons into ditaus final states the scan is performed using
only hadronic tau decays as described in section13.9.1.2.

This scan is achieved by generating many mSUGRA samples varyingm0 andm1/2 values
so that the entire region of the plane(m0,m1/2) belowm0 < 1500 GeV andm1/2 < 800 GeV
is covered. The samples were generated withisasugra 7.69 then simulated and reconstructed
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Figure 13.12. Inclusive ditau analysis discovery
potential for mSUGRA between 0.1 and 30 fb−1 for
tanβ = 10 including only statistical uncertainties.

Figure 13.13. Inclusive ditau analysis discovery
potential for mSUGRA between 0.1 and 30 fb−1 for
tanβ = 35 including only statistical uncertainties.

 (GeV)0m
0 200 400 600 800 1000 1200 1400

 (
G

eV
)

1/
2

m

0

100

200

300

400

500

600

700

800
-1 0.1 fb

-1 1 fb
-1 10 fb

CMS

>0µ=10β=0   tan0A

Teva
tron

 = 114 GeVh
m

 = 103 GeV χm

l
~

LM1

LM2

LM3
LM4

LM5
LM6

LM8

LM9

 LSP1τ∼

NO EWSB 

 (GeV)0m
0 200 400 600 800 1000 1200 1400

 (
G

eV
)

1/
2

m

0

100

200

300

400

500

600

700

800
-1 0.1 fb

-1 1 fb
-1 10 fb

CMS

>0µ=35β=0   tan0A

Teva
tron

 = 114 GeVh
m

 = 103 GeV χm

l
~

LM1

LM2

LM3
LM4

LM5
LM6

LM8

LM9

 LSP1τ∼

NO EWSB 

Figure 13.14. Inclusive ditau analysis discovery
potential for mSUGRA between 0.1 and 30 fb−1

for tanβ = 10 where both statistical and systematic
uncertainties are taken into account.

Figure 13.15. Inclusive ditau analysis discovery
potential for mSUGRA between 0.1 and 30 fb−1

for tanβ = 35 where both statistical and systematic
uncertainties are taken into account.

with famos and analysed in the same way as the LM2 sample. The resulting number of events
surviving the selection were used to estimate the significance at each point of the mSUGRA
parameter plane. Two types of significance are estimated here,ScL which accounts only for
statistical uncertainties andScp which accounts for both statistical and systematics effects on
the background. The resulting 5σ contours over the mSUGRA(m0,m1/2) parameter plane
obtained withScl for several integrated luminosities between 0.1 and 30 fb−1 are shown in
Figs.13.12and13.13for tanβ = 10 and tanβ = 35, respectively. Results obtained withScp

are shown in Figs.13.14and13.15. The region where a 5σ discovery is possible is somewhat
shrunk, especially for the very early measurement at 0.1 fb−1 as a precise knowledge of the
jet energy scale and of the measurement of theEmiss

T will still be limited. However, a large
region is accessible with larger integrated luminosities.

13.10. Inclusive analyses with Higgs

This section describes the potential of the CMS experiment to discover a light supersymmetric
Higgs boson (h0) produced at the end of a cascade of supersymmetric particles starting with
the strong production of squarks (q̃) and gluinos (̃g). Because of the cascade production
mechanism, the events can be efficiently triggered using inclusive SUSY triggers such as
jet +Emiss

T , and the dominanth0
→ bb decay mode of the Higgs boson can be exploited.
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This analysis focuses on a full CMS detector simulation [8] and event reconstruction [10]
at the mSUGRA point LM5, defined in Section13.3.2. The total SUSY cross section at this
parameter point is about 7.75 pb at NLO.

All SUSY channels leading to a light Higgs boson in the final state have been taken
into account. The signal events are characterised by at least two b-tagged jets, an important
missing transverse energy (Emiss

T ) and multiple hard jets. This signature allows to suppress the
majority of thebb background due to SM processes (mainly top pair productiont t , W±+jets,
Z0+jets).

13.10.1. Signal selection and backgrounds

This analysis has been developed based on the CMS reconstruction. The two main algorithms
used for the signal reconstruction are the jet reconstruction algorithm (the Iterative cone
algorithm with a cone size of 0.5 radians and the GammaJet calibration) and the b-tagging
algorithm (Combined b-tagging algorithm, see the PTDR Volume 1, Section 12.2).

A first rejection of the Standard Model backgrounds happens at the online trigger stage.
The Level-1 and the High Level Trigger (HLT) efficiencies for the signal and background
have been evaluated. The trigger path used for this analysis consists of the Level-1 and HLT
Jet + Emiss

T stream. This particular trigger is already an important tool in rejecting Standard
Model backgrounds, for example it rejects 96% of thet t background while keeping 79% of
the signal events.

In order to further remove the SM background events and reduce the SUSY background,
a number of offline selection cuts are applied: a minimal number of four jets with a transverse
energy above 30 GeV is required, of which at least two are b-tagged with high quality (i.e. a
b-tag discriminator greater than 1.5).

The mean b-tagging efficiency is found to be 50% with a mistagging rate of about 1.6%,
for u, d, s quarks and gluons, and 12% forc quarks. The meanb jet energy originating from
the Higgs decay is approximately 70 GeV, corresponding to a b-tagging efficiency of about
50% at this energy. This means that approximately 25% of the signal events will pass the
double b-tag criterion.

Other variables have been identified in order to improve the signal over background
ratio, in particular for the most problematict t background: theEmiss

T , the first, second and
third highest jetPt . The selection requires aEmiss

T >200 GeV, the highest jetpt in the event
>200 GeV/c, the second highest jetpt in event>150 GeV/c, the third highest jetpt in
event>50 GeV/c.

Next, in order to select the b-jet pair coming from the Higgs decay, two methods are used.
First, the Hemisphere separation technique (see section13.4) is applied to identify two groups
of jets in the detector, each group associated with an initial squark and/or gluino cascade. After
that, the b-jet pairing is done only in each of these groups separately, reducing the number of
possible combinations by a large factor. In addition, as the Higgs is relatively heavy, its decay
products have an important boost leading to a small angle1R =

√
1η2 +1φ2 between the

two b jets. Therefore, in case of multiple possible combinations inside one hemisphere, the
pair with the smallest1Rvalue within1R< 1.5 is chosen. This procedure gives an efficiency
of around 40% and strongly suppresses the combinatorial background.

The full selection chain leads to a signal efficiency of about 8% for all SUSY channels
yielding a Higgs. The global rejection factor fort t events, including the rejection made by
the Jet +Emiss

T trigger, is close to 4.6 · 104. No Z + jets, W + jets nor QCD events from the
full simulation samples pass the previously described series of cuts, hence the only remaining
background is fromt t . The resulting SUSY signal over SM background ratio is>70. 61%
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Figure 13.16. Invariant mass distribution ofbb̄ jets for the search of Higgs final states with 1 fb−1.

of the SUSY signal comes from events with a trueh0, but only part of those have the correct
b-jet pairing with both jets from theh0.

13.10.2. Results at LM5 and systematics

The resulting invariant mass distribution, after the selection cuts described above, is shown in
Fig. 13.16. The plot corresponds to the expected statistics equivalent to 1 fb−1 of integrated
luminosity. A peak around 116 GeV/c2 is visible. The main background is due to the
remaining SUSY background events and somet t events.

A fit was performed representing the background by a fifth order polynomial and
approximating the Higgs signal by a Gaussian. The r.m.s of the Gaussian has been fixed to
18 GeV, which is the Higgs mass resolution estimated using the Monte Carlo truth. In real
data, this number will be determined from studying b-rich samples such ast t . The results of
the fit for the equivalent of 1 fb−1 of data are the following: the Higgs mass is found to be
(112.9± 6.6)GeV/c2 (for a generated mass of 116 GeV/c2) and the fraction of signal in the
distribution is evaluated to be 0.28± 0.08. The significanceSC L, directly extracted from the
fraction of signal in the histogram, is found to be 4.5. A significance of 5 should be achieved
with approximately 1.5 fb−1 luminosity.

For 1 fb−1, the jet energy scale andEmiss
T uncertainties have been estimated assuming

a linear evolution from±15% to±5% for low energy jets (below 50 GeV) and then fixed
at ±5% for higher energy jets. As theEmiss

T is computed from the jets, a correction on the
jet energy is automatically propagated to its estimation. The effects are about 15% on the
SUSY event selection and 17% on thet t event rejection respectively. The impact on the Higgs
mass measurement have been estimated to be±7.5 GeV/c2; on the signal fraction, the effect
is ±0.04.

Another systematic uncertainty is introduced by the misalignment of the tracker.
Both the short and long term misalignment scenarios have been investigated. The
short term misalignment corresponds to a displacement of the tracker (strips/pixels)=

(100µm/10µm), while the long term misalignment takes the following shift of the tracker
(strips/pixels)= (20µm/10µm) into account. The misalignment of the tracker reduces the
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Figure 13.17. Higgs discovery reach in SUSY cascades for 2, 10 and 30 fb−1.

track reconstruction resolution, which results in a reduced b-tagging efficiency and which
in its turn causes a reduced signal event selection efficiency. The long term misalignment
scenario results in a drop of the signal selection efficiency of (∼10%) compared to the case of
an aligned detector; for the short term misalignment case, the reduction is (∼17%). No effect
on the position/width of the Higgs mass peak was observed.

Finally, the systematics due to the choice of the background fit function has been
estimated to be small (by changing the background function to a third, fourth, sixth or a
seventh order polynomial):±0.3 GeV/c2 on the Higgs mass and±0.01 on the signal fraction.

The final result including all the previously discussed systematics for 1 fb−1 of
integrated luminosity is then 112.9± 6.6 (stat)±7.5 (syst) GeV/c2 for the Higgs mass and
0.28± 0.08 (stat)± 0.04 (syst) for the signal fraction.

13.10.3. CMS reach for inclusive Higgs production

After establishing the visibility of the signal for the LM5 point, a scan was performed in the
(m0, m1/2) plane in order to determine the region where a 5σ discovery could be made with
2, 10 and 30 fb−1.

First, an effective cross section (σ × B R(h0)) was used (calculated withprospino and
isasugra) to obtain an estimate of the reach. Using this first estimate, 40 points were
chosen for which the full spectrum was calculated and a fast simulation was performed with
famos [11]. The same selection criteria as for LM5 point were applied, and the number of
Higgs signal and background events was determined. Given that the background is dominated
by SUSY events, the signal and background are similarly affected by the systematic
uncertainties and the effect on the significance is small. The same significance definition (SC L)
was used in order to determine the 5-sigma contours. Comparing the ORCA/FAMOS results
at LM5, the significances obtained with both programs were found to agree well.

The result of the scan is displayed in the reach plot in Fig.13.17. Although for 1 fb−1

the sensitivity remains below 5σ , everywhere a sizeable region of the (m0, m1/2) plane, up to
1100 (1600) GeV inm0 and 600 (650) GeV inm1/2, can be covered with 10 (30) fb−1. With
2 fb−1 of integrated luminosity, a small region of the plane can already be probed. The plot
assumes tanβ = 10, A0 = 0, and a positive sign ofµ.
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Table 13.11.Number of events for signal (χ̃0
2 → Z0 + χ̃0

1 , Z0
→ e+e−, µ+µ−) and background

before and after selection criteria for 10 fb−1. The numbers belowZ j specify the range of partonic
pT in GeV/c.

LM4 LM4 ZZj ZWj WWj t t Zj
with χ̃0

2 no χ̃0
2 85–250

σ NLO (pb) 0.664 17.4 15.5 51.5 270 830 116.7
10 fb−1

total events 6640 173.8 K 155 K 515 K 2.7 M 8.3 M 1.17 M
L1+HLT 6032 81.7 K 12.6 K 24.4 K 174 K 973 K 462 K
OS leptons 4489 7147 9124 14.7 K 26.3 K 268 K 331 K
Mll 3773 804 6999 11.5 K 2406 23.1 K 249 K
Emiss

T 1420 306 32 24 70 149 44
1φll 1289 264 31 22 47 61 35

13.11. Inclusive SUSY search with Z0

13.11.1. Topology of the signal

SUSY processes leading to final states withZ0 can be detected in CMS using theZ0 decays
into same flavour opposite sign (SFOS) lepton pairs. The detection of SUSY in the mSUGRA
framework through the decaỹχ0

2 → Z0 + χ̃0
1 is the scope of this study. The mSUGRA test-

point LM4 with the parameters described in Section13.3 is chosen. Thẽχ0
2 is produced

mainly through the cascade decays of gluinos (Mg̃ = 695 GeV) and squarks (mainly theb̃1

with Mb̃1
= 601 GeV). The decays of the second neutralino toZ0 have a large branching ratio

(∼100%). The signal events are characterised by large missingET (due to the undetectable
LSP) and the SFOS lepton pair fromZ0. The analysis details can be found in [680].

The main Standard Model backgrounds originate from the production of one or more
Z0 bosons in association with jets as well ast t̄ . In addition SUSY events contain dileptons
that do not originate from the above neutralino decay chain and large missing transverse
energy. These events are considered as signal for SUSY detection but as background
for the χ̃0

2 detection. The following backgrounds were considered in this study: dibosons
(Z Z + j, ZW+ j,W W+ j ), inclusive top (t t) andZ+ jets. The signal events were generated
interfacingisajet 7.69 withpythia. Unless otherwise stated all events are fully simulated and
analysed using the CMS full detector simulation [8] and reconstruction [10] packages. The
next to leading order (NLO) cross sections of the relevant processes are shown in Table13.11.

13.11.2. Event selection

The following requirements are imposed in order to efficiently select the signal and reject
the background events. All criteria were chosen so that the final SUSY search significance
estimator Sc1 [102, 681] for 10 fb−1 integrated luminosity is maximised. Very similar
requirements maximise also significance estimatorSL2 [102] used in the case of 1 fb−1

integrated luminosity. The effect of the selection requirements on the signal and on each
background sample separately can be seen in Table13.11for 10 fb−1 integrated luminosity.

• Events are required to pass the HLT dielectron or dimuon triggers.
• An e+e− or µ+µ− pair with leptonpT > 17 GeV for electrons andpT > 7 GeV for muons

(as per L1 trigger requirements). Each lepton is required to be within|η|< 2.4.
• The SFOS lepton pair invariant mass is required to be consistent with theZ0 mass, i.e.

81 GeV< Mll < 96.5 GeV. The reconstructed masses for thee+e− and theµ+µ− pairs and
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Figure 13.18.Reconstructed masses for (left)e+e− and (right)µ+µ− pairs for the background and
for the signal (shaded) events. SUSY events not involvingχ̃0

2 are considered signal. The vertical
lines denote the imposed mass requirement.
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and signal (shaded) events. SUSY events not involvingχ̃0
2 are considered signal. The vertical lines

denote theEmiss
T and1φ requirements.

the mass requirements are shown in Figs.13.18 (left) and (right) respectively. This cut
reduces backgrounds not involving aZ0 ( t t , WW+j) and the sample of SUSY events not
involving χ̃0

2 .
• The missing transverse energyEmiss

T is required to be greater 230 GeV. This requirement
reduces all backgrounds as seen in Fig.13.19(left). It allows, however, for enough signal
and background events in order to maintain good statistics both for 1 fb−1 and for 10 fb−1

integrated luminosity.

• The angle1φ between the two leptons of the lepton pair that reconstructs the mass ofZ0

is required to be less than 2.65 rad. The1φ distribution is shown in Fig.13.19(right) for
signal and background. This requirement targets the remainder of thet t and the WW + j
backgrounds that survived theEmiss

T requirement.
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Figure 13.20. Reconstructed masses for (left)e+e− and (right)µ+µ− pairs for the background
and for the signal (shaded) events after the cut onEmiss

T . SUSY events not involving̃χ0
2 are

considered signal.

13.11.3. Results and systematic uncertainties

The reconstructed masses for thee+e− and theµ+µ− pairs without theZ0 mass cut but after
the cut onEmiss

T are shown in Fig.13.20(left) and (right) respectively. A clearZ0 peak from
the signal is observed.

After the application of the above criteria and for 10 fb−1 integrated luminosity we have
1553 SUSY events and 196.5 Standard Model background events in theZ0 window. This
gives a signal over background ratio of 8 and inside the signal events 83% originate from a
χ̃0

2 decay. The total efficiency forZ0 events from aχ̃0
2 decay is 19.4%. The background is

composed of 31%t t̄ , 24%W W, 18%Z j , 16%Z Z and 11%ZW.
The significance based on statistical uncertainties only has been evaluated by means

of ScL, defined in Appendix A.1. A significance of 5σ would be reached after 0.06 fb−1 if
systematic effects were negligible.

When LHC will start running many uncertainties will be controlled from data. In this
analysis relevant uncertainties are the leptonPt resolution and theEmiss

T uncertainty. The
lepton Pt resolution (∼3%) introduces an uncertainty of 2.7% in the number of background
events. The dominant systematic, however, is theEmiss

T energy scale uncertainty which is
estimated to∼5% and which introduces a 20% uncertainty in the number of background
events, nearly independent of the background channel. The significance was recomputed after
including the systematic uncertainties usingSc12s (see Appendix A.1), which increases the
required integrated luminosity for a 5σ discovery to∼0.1 fb−1.

13.11.4. CMS reach for inclusive Z0 search

A scan was performed over the mSUGRAm0,m1/2 parameter space in order to determine
the range over which the above analysis can reveal new physics. The test points were taken
at high density in the area where theZ0 has high production cross section (especially due to
the decayχ̃0

2 → Z0 + χ̃0
1 ). This is an almost horizontal band in them0−m1/2 plane between

m1/2 ∼ 240 GeV/c2 andm1/2 ∼ 340 GeV/c2. Points were also taken at higher and lowerm1/2

values, because there is an excess of lepton pairs created due to SUSY processes. These may
have invariant mass close to theZ0 mass and pass analysis cuts assisting in the detection
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Figure 13.21. The 5σ significance contours of final states withZ0 for 1 fb−1 (dashed line) and
10 fb−1 (full line) integrated luminosities, taking into account systematic uncertainties, in the
region where thẽχ0

2 → Z0χ̃0
1 decay takes place. Also indicated as dotted and short dashed lines

are the extensions at higher and lowerm1/2 where theZ0 is off-shell.

of SUSY. For each point 2000 events were produced with an OS lepton pair close to the
Z0 mass. The events were generated interfacingisajet 7.69 with pythia 6.227 and they
were simulated, reconstructed and analysed using thefamos fast simulation package [11].
Systematic uncertainties were taken into account. The 5σ significance contour is shown for
integrated luminosities of 1 fb−1 and 10 fb−1 in Fig. 13.21.

13.12. Inclusive analyses with top

The supersymmetric partner of the top quark in most of the supersymmetric scenarios is the
lightest squark. Finding evidence of its existence can be a clear signature for supersymmetry.
In the main part of the allowedm0−m1/2 plane, the stop can decay to a top plus a neutralino.
This neutralino can be either the LSP (χ̃0

1 ) or a heavier neutralino which decays in turn to a
LSP which appears as missing transverse energy (Emiss

T ). Hence in the final state there is at
least a top quark plus largeEmiss

T .
The search for top was tuned on test point LM1, where the stop decays according to

t̃1 → t χ̃0
2 → tl l̃ R → tll χ̃0

1 (13.20)

giving rise to a final state which also contains two leptons. Although this analysis consists
primarily in a search for an excess of top quarks from any SUSY origin with respect to its SM
production, it was also optimised for the selection of events where the top results from the
production of̃t .

13.12.1. Top quark and lepton reconstruction and identification

Electrons and muons are requested to havepT > 5 GeV/c andη 6 2.5.
Electrons are separated from jets by requiring that the ratio of energy deposited in the

HCAL to the ECAL6 0.1, the absolute difference inη between the electromagnetic cluster
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in the ECAL and the associated track1η 6 0.006 and the energy weighted spread of the
electron shower inη beσηη 6 0.015.

Leptons were required to be isolated, namely that the ratio ofpT of the lepton to thepT

sum of other particles inside a cone of size1R = 0.1 around the lepton track be greater than 2.
Jets were reconstructed from ECAL and HCAL towers using an Iterative cone algorithm with
cone size1R = 0.5 and were selected if their uncalibrated transverse energyET > 30 GeV
in the acceptance ofη 6 2.5. Their energy was calibrated using corrections from photon-jet
balancing studies presented in Vol. 1 Section11.6.3.

In this analysis only hadronic decays of the top quark were considered. A kinematic fit
with constraints is utilised to find the best combination of jets to make the top quark. Since
the purpose of this analysis is not to measure the top quark mass, its known value was used
to constrain the invariant mass of the system of three jets. Among these three jets, one and
only one must be tagged as a b-jet and the other two were constrained to be consistent with
a hadronically decayingW. The fit then consisted in minimising theχ2 as a function of the
three jet energies and imposing the top andW mass constraints. The solution was obtained
by an iterative method based on Lagrange multipliers. As several combinations may lead to
a convergent fit for a given event, only the combination with the bestχ2 was kept, with the
additional requirement that itsχ2 probability was greater than 0.1.

13.12.2. Signal selection and backgrounds

All events were fully simulated [8], digitised with low luminosity pileup and
reconstructed [10].

The signal events consisted of an inclusive SUSY sample at the test point LM1 (see
Section13.3.2), where the total cross section at NLO is about 52 pb. Top quarks are found in
the decay of̃t , but other important sources exist, e.g.b̃ → t χ̃±

1 . At an integrated luminosity
of 1 fb−1, the total SUSY production amounts to 52000 events, out of which 8375 contain a
top quark.

The main backgrounds, generated withpythia 6.225 [69], consist oft t̄ , W W+ jets,
W Z+ jets and QCD. In addition, single top generated withTopReX 4.11 [44] andW + jets
generated withalpgen V2.0 [161] were considered.

The selection of SUSY events containing a top quark was based on the following criteria:

• L1T: every event must pass the first level of the Trigger (L1T) cuts corresponding to
"Jet/Met" (a jet withET > 88 andEmiss

T > 46 GeV/c).
• HLT: events were required to pass High level Trigger (HLT) cuts (a jet withET > 180 and

Emiss
T > 123 GeV).

• >4 jets withEraw
T > 30 GeV andη 6 2.5.

• >1 b-jet with Eraw
T > 30 GeV andη 6 2.5.

• Emiss
T > 150 GeV to suppresst t̄ and other SM backgrounds.

• a convergent fit withP(χ2)> 0.1.
• 18 between the fitted top andEmiss

T 6 2.6 rad to suppress semi-leptonict t̄ events.
• >1 isolated lepton (e orµ) with pT > 5 GeV andη 6 2.5 to suppress QCD background.

These criteria were simultaneously optimised to reject SM backgrounds and to maximise the
ratio of events with a top quark at generator level, called SUSY(with top), to events without
top at generator level, called SUSY(no top).

The effect of the cuts is shown in Table13.12. As a result of the selection, the signal
events remaining for a 1 fb−1 luminosity consist of 38 events SUSY(with top) and 17 events
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Table 13.12.Effect of different cuts on different samples. In every row, the number of the
remaining events after that cut is shown. “No.of.used.events” shows the number of events used
in this analysis, “NEve(Nor.xsec)1 fb−1” is the same number after normalising to the cross section
times 1 fb−1 and “wT/noT” meansSU SY(wi thT op)

SU SY(noT op) .

cut SUSY SUSY ttInc WW ZW Single t wT/noT
(withTop) (noTop)

x-sec(pb) NLO 52 830 269.91 51.5 250 -
No.of.used.events 494261 1674500 305000 70000 100000 -
NEve(Nor.xsec)1 fb−1 8375 43625 830000 269910 51500 250000 0.19
L1T (Jet/Met) 6269 33582 75806 18498 598 10875 0.19
HLT (Jet/Met) 5070 29427 14430 4733 142 1750 0.17
MET > 150 GeV 4183 25677 4930 2312 99 653 0.16
nbj > 1 3457 14388 3718 792 32 355 0.24

nb or light
j > 4 1789 4576 769 25 0 33 0.39

A convergent Fit 1335 3062 557 12 0 28 0.44
χ2 probability>0.1 105 69 56 0 0 5 1.52
1φ <2.6 79 52 12 0 0 5 1.51
nl > 0 38 17 5 0 0 0 2.19

Figure 13.22. (left) Distributions ofEmiss
T and (right) fitted top mass after all selection criteria

are applied.

SUSY(no top). The remaining backgrounds are 5 events fromt t̄ . The resulting distributions
of Emiss

T and of the fitted top mass are displayed in Fig.13.22.

13.12.3. Results at point LM1

The significance of a discovery was computed from statistical uncertainties only using the
formula ofSc12, defined in Appendix A.1, where the number of signal events,S, is the sum of
SUSY(with top) and SUSY(no top) andB represents the sum of all SM backgrounds. Using
this formula, the integrated luminosity required to make a discovery at point LM1 with a
significance of 5 amounts to∼210 pb−1.

Many systematic uncertainties (cross section, showering, ISR/FSR, . . . ) will be rendered
very small by using real data. The main uncertainties remaining will be the absolute jet energy
scale (estimated to 5% for jets and MET in 1 fb−1), which leads to 5.1% from jets and 18.3%
from MET in thet t̄ sample and the b-tagging efficiency estimated to 8% for 1 fb−1. Adding
them in quadrature yields a total systematic uncertainty of 21%, considered common to all
backgrounds. It is seen that this remains negligible compared to the statistical uncertainty.
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Figure 13.23. The 5σ reach inm0,m1/2 plane with 1, 10 and 30 fb−1 obtained for final states
with a top quark.

13.12.4. CMS reach for inclusive top search

The CMS fast simulation,famos, was used to find the reach of CMS in this channel in
m0,m1/2 plane. In total 36 points have been tried. The ntuples were generated by using the
CMS-official isapythia. The NLO cross sections were derived byprospino [682].

Figure13.23shows the 5σ reach inm0,m1/2 plane with 1, 10 and 30 fb−1.

13.13. Mass determination in final states with ditaus

In this section the determination of the sparticle masses using invariant mass distributions in
the ditau final state is investigated. The selection of the events is the same as presented in
Section13.9.

13.13.1. Extraction of mSUGRA mass spectra from the measurement of the end points of
invariant mass distributions

Using the kinematics of the successive two body decays inq̃ → qχ̃0
2 → qτ τ̃ → qττ χ̃0

1 , it
is possible to express the mass of the sparticles involved in that cascade as a fully resolved
system of equations which depends only on the end-point of the invariant mass distributions
obtained by combining the leptons and quark-jets observed in the final state.

However, the tau-lepton always decays, producing at least one undetected neutrino.
Therefore, instead of observing a triangle-shaped distribution like for the dilepton invariant
mass distribution of chapter 13.8, where the end-point coincides with the maximum of the
distribution, the absence of the neutrino smears the resulting mass distribution to lower values.
Even though the end-point of the distribution remains unchanged, it now lies at the tail of a
gaussian-like distribution.

The χ̃0
2 cascade always produces a pair of opposite chargeτ ’s, therefore signal samples

are obtained by combining opposite charge tau pairs to the two most energetic jets of the
event. In 75% of the cases the quark produced by the decay of theq̃ to χ̃0

2 is among these
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Figure 13.24. Ditau invariant mass distribution. Figure 13.25. Difference between ditau invariant mass
distribution and combinatorics fit together with log-
normal fit.

Mass(Tau1Jet)+Mass(Tau2Jet)  GeV/c
200 400 600 800 1000 1200 1400

E
ve

nt
s 

/ (
 1

8.
66

67
 )

0

50

100

150

200

250

300

350

400

2Mass(Tau1Jet)+Mass(Tau2Jet)  GeV/c
200 400 600 800 1000 1200 1400

E
ve

nt
s 

/ (
 1

8.
66

67
 )

0

50

100

150

200

250

300

350

400

Invariant mass

Signal+background fit 

Combinatorics invariant mass

Background fit

ttbar opposite sign invariant mass

ttbar same sign invariant mass

2Mass(Tau1Jet)+Mass(Tau2Jet)  GeV/c
200 400 600 800 1000 1200 1400

E
ve

nt
s 

/ (
 1

8.
66

67
 )

0

50

100

150

200

250

300

350

400

2Mass(Tau1Jet)+Mass(Tau2Jet)  GeV/c
200 400 600 800 1000 1200 1400

E
ve

nt
s 

/ (
 1

8.
66

67
 )

0

50

100

150

200

250

300

350

400

Signal dist. - combinatorics fit

Log-Normal fit

Figure 13.26. τ1Jet +τ2Jet invariant mass distribution. Figure 13.27.Difference betweenτ1Jet +τ2Jet invariant
mass distribution and combinatorics fit together with
log-normal fit.

two jets, due to the fact that thẽq is much heavier than thẽχ0
2 . This large number of tau’s

and jets is responsible for a high combinatorial background. A good description of this
combinatorial background, in particular of its tail, is essential for extracting the true end-
points. The combinatorial background in the opposite sign invariant ditau mass is estimated
by taking same sign tau pairs. The combinatorial background from the jets is estimated by
combining all tau pairs to a jet taken among the 2 most energetic jets of a previous event
selected randomly to insure that the jet and tau’s are uncorrelated.

Five invariant mass and their associated combinatorial background distributions are then
obtained:M(ττ ), M(ττJet), M(τ1Jet), M(τ2Jet) andM(τ1Jet)+ M(τ2Jet). (τ1 is defined as
the one which maximises the invariant mass formed by its association with a jet,M(τ1Jet) >
M(τ2Jet)).

The distributions of combinatorial background are first fitted. Then, the resulting fit
parameters are used together with a Log-normal distribution, which gives a good description
of the tail of the true distributions, to fit the distributions of the signal. Since it is possible
to express the log-normal distribution as a function of the end-point, the end-point can be
extracted directly from the fit.

The ditau invariant mass andM(τ1Jet)+ M(τ2Jet) are fitted first (Figs13.24–13.27). The
three other invariant mass distributions are built using only candidates found to have values for
the two previous distributions below the measured end-points. Then, they are fitted using the
same procedure. The sparticle masses are evaluated by solving the system of four equations
giving the end-points as a function of the sparticle mass [683].



1418 CMS Collaboration

Table 13.13.End-point obtained with the lognormal fit together with sparticle masses measured
with the end-point technique for LM2 for integrated luminosities around 40 fb−1.

End-points ( GeV) case 1 ( GeV) case 2 ( GeV)

m(τ1τ2)max
= 95± 3 M(χ̃0

1 )= 213± 14 M(χ̃0
1 )= 147± 23

m(τ1Q)max
= 559± 11 M(χ̃0

2 )= 337± 17 M(χ̃0
2 )= 265± 10

m(τ2Q)max
= 298± 7 M(τ̃ )= 310± 17 M(τ̃ )= 165± 10

m(τ1τ2Q)max
= 596± 12 M(q̃)= 839± 19 M(q̃)= 763± 33

Emeas
5 = 780± 20 Ecalc

5 = 815± 26 Ecalc
5 = 765± 30

Table 13.14.sparticle masses measured with end-point method for LM2 together with theoretical
value.

LM2 benchmark point

measured theory

M(χ̃0
1 ) ( GeV) 147± 23(stat)± 19(sys) 138.2

M(χ̃0
2 ) ( GeV) 265± 10(stat)± 25(sys) 265.5

M(τ̃ ) ( GeV) 165± 10(stat)± 20(sys) 153.9
M(q̃) ( GeV) 763± 33(stat)± 58(sys) 753–783 (lightq̃)

When several solutions are possible for the SUSY mass spectrum (as it is the case
here, where two valid solutions exist), the choice is made by comparing the measured
M(τ1Jet)+ M(τ2Jet) end-point value,E5, to the one computed from the sparticle masses
found by solving the systems of equations.

The most probable mass hypothesis is then chosen as the one for whichE5 computed for
each mass spectrum is the closest to the measured one. The measured end-point was found
to be 780±20 GeV while the calculations for the mass hierarchy in case 1 and case 2 yield
to 815±26 GeV and 765±30 GeV respectively (Table13.14). The second hypothesis, which
corresponds to the correct LM2 mass hierarchy, gives a result compatible with the measured
end-point value.

Three main systematic uncertainties are considered, the jet energy scale and tau-jet energy
scale as well as systematics uncertainties arising from the extraction procedure.

Results obtained are shown in Table13.14 for 40 fb−1, together with LM2 generated
sparticle masses. They are found to be in good agreement with the theoretical values. Using
a 40 fb−1 LM2 sample, it is possible to measure the SUSY mass spectra and in particularτ̃

mass with a precision of 30 GeV.

13.14. Directχ0
2χ

±
1 production in tri-leptons

The exclusive tri-lepton final state appears inpp→ χ̃0
2 χ̃

±

1 channel with subsequent three
body decays of the second neutralino,χ̃0

2 → χ̃0
1 ll , and chargino,χ̃±

1 → χ̃0
1 W∗

→ χ̃0
1 lν; or

via sleptons in two body decay,χ̃0
2 → l l̃ → l χ̃0

1 l , and χ̃±

1 → l ν̃ → l χ̃0
1ν, χ̃±

1 → ν l̃ → νχ̃0
1 l .

The final signatures are two Opposite-Sign Same-Flavour (SFOS) leptons (e, µ) from the
neutralinoχ̃0

2 decay plus any lepton from the charginoχ̃±

1 . Jets are expected to be only due
to gluon state radiation or pile up events. In spite of the escapingχ̃0

1 , the Emiss
T is relatively

small at lowm1/2 and is comparable with the one of SM backgrounds, especially for three
body decays at largem0. The invariant mass of the SFOS dileptons exhibits a particular shape
with a kinematic end pointMmax

ll that depends upon the event topology, see section13.3.
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13.14.1. Datasets

The tri-lepton cross sectionσ3l was calculated withisajet (7.69) andpythia (6.225
CTEQ5L) at LO, the KN L O factor calculated withprospino is in the range of 1.30–1.25
(for mχ̃0

2
= 150−300 GeV/c2) [684]. The σ3l drops rapidly with the neutralino massmχ̃0

2
∼

0.8m1/2, σ3l ∼ m−4
1/2. This study is restricted to the lowm1/2 region, whereσ3l contributes,

for instance,∼ 0.5% to the total SUSY cross section atm0 > 1000 GeV/c2. The three body
decays are dominant in thism0, m1/2 region, except form0 <150 GeV/c2 and tanβ 6 20.
The kinematic end point in the invariant mass is approximatelyMmax

ll ∼ 0.42∗m1/2 − 18.4
GeV/c2 (at m0 ∼ 1000 GeV/c2), thus moving into the Z-peak region atm1/2 > 250 GeV/c2

where the SM background is high. Among the CMS benchmark points in this region, LM9
(m1/2 = 175,m0 = 1450, tanβ = 50, A0 = 0) has the largest cross section,∼ 3700 events are
produced for 30 fb−1, and it was used as a reference.

13.14.2. Backgrounds and trigger path

The main background results from the Drell–Yan,Z + jets, t̄t → WbWb, ZW, Z Z, Wt+jets,
W W+jets,W+jets and inclusive SUSY channels. For all backgrounds, exceptZW and Z Z,
some leptons originate from jets, mostlyb → l + j . The background events were produced
with pythia (alpgen andTopReX are also used) and their cross section corrected to NLO.
The Z andW bosons are forced to decay leptonically toe, µ, τ → e, µ. The DY andZ+jets
cross section is large (σDY,Z j ∼ 10 nb) and events were preselected by requiring three leptons
with pT >5 GeV/c and|η|<2.4 at the generator level. The full data samples of 30 fb−1 for
the LM9 test point and backgrounds are simulated with the CMS fast simulations (famos)
validated with smaller statistics samples produced with the fullgeant based simulation
(oscar, orca). Low luminosity pile-up was included.

All events were required to pass Level-1 and HLT triggers. The main trigger paths
for LM9 are the dimuons (74%) and dielectrons (25%). The trigger efficiency is 86% at
Level-1 and 91% at HLT for LM9 and is increasing for largerm1/2 where the leptons
become harder. In the off-line selection, at least three isolated leptons in|η|< 2.4 and
Pµ,e

T > 10 GeV/c are required for each event. The leptons are reconstructed using standard
reconstruction algorithms. Electrons and muons are required to be isolated,i.e. other tracks
may only contribute up to

∑
PT of 1.5 GeV/c inside a cone of1R<0.3. Moreover, for

muons the energy deposit in calorimeters should beET < 5 GeV in a cone of1R<0.3.
In addition, electron candidates are required to satisfy quality criteria based on a likelihood
function,>0.65. The muons and electrons reconstruction efficiencies inorca are found to be
78%(PµT > 5 GeV/c) and 66%(Pe

T > 10 GeV/c) respectively. The jets are reconstructed using
an iterative cone algorithm with the seed energiesEseed

T > 0.5 GeV in a cone1R<0.5.The
Emiss

T was reconstructed from the calorimeter towers. Since theEmiss
T for the signal events is

relatively small and its reconstruction at low energy scale is limited by the ET resolution, a
Emiss

T requirement is not as efficient as in other SUSY channels.

13.14.3. Analysis path

The reconstructed events are selected in two steps. First, sequential cuts are applied: 1) No
central jets with corrected energyET > 30 GeV in |η|< 2.4, 2) Two SFOS isolated leptons
(e, µ) in |η|< 2.4 with Pµ

T >10 GeV/c, Pe
T >17 GeV/c and the dilepton invariant mass below

the Z peakMll < 75 GeV/c2. 3) The third lepton is withPµ,e
T >10 GeV/c in |η|< 2.4. The

evolution of statistics and the efficiencies of the selection cuts are presented in Table13.15.
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Table 13.15.Evolution of signal and background statistics with the cuts as expected for 30 fb−1.
The last column gives the results of a neural network selection applied after the sequential cuts.

channel Nev 30 fb−1 L1+HLT No Jets 2 SFOS+l NNL M9

(σ × B R [pb]) SFOSMll < 75 GeV/c2

LM1 2640 (0.088) 1544 (58%) 864 (56%) 70 (8%) 17 (24%)
LM7 1540 (0.051) 1250 (82%) 738 (59%) 91 (12%) 57 (62%)
LM9 3700 (0.125) 2896 (78%) 1740 (60%) 239 (14%) 158 (68%)
SUSY 4·105 (13.1N L O) 2.5·105 (63%) 1.8·104 (7%) 34 (0.2%) 22 (65%)
ZW 5·104 (1.68N L O) 3.6·104 (73%) 1.9·104 (53%) 173 (1%) 44 (25%)
ZZ 4.8·103 (0.16N L O) 3.5·103 (73%) 1.7·103 (48%) 38 (2.3%) 15 (39%)
tt̄ 2.6·106 (88 N L O) 1.8·106 (70%) 1.3·105 (7%) 239 (0.2%) 89 (37%)
Z+jets(3l) 4.6·105 (15.4L O) 3.7·105 (80.5%) 9.8·104 (26.5%) 504 (0.5%) 129 (26%)
DY(3l) 4.5 · 105 (15.1L O) 3.2·105 (71%) 1.4·105 (44%) 670 (0.5%) 131 (20%)
Zbb̄(3l) 8.4·104 (2.8 L O) 7.3·104 (87%) 1.5·104 (20%) 69 (0.6%) 18 (26%)
Wt+jets 3·105 (10 N L O) 2.1·105 (70%) 3.9·104 (18.5%) 52 (0.1%) 20 (38%)
WW+jets 6·105 (19.8L O) 3.8·105 (63%) 1.9·104 (50%) 7 (0.04%) 2 (29%)
Tot. bkg ∼4.9·106 1786 470 (26%)

In a second step the background suppression is improved with a Neural Network (NN).
Five networks for DY,Z+jets, t̄t, ZW and Z Z backgrounds are trained on the LM9 signal
sample using the following variables: P1,2,3

T ,
∑

PT, Mll , P2l
T (transverse momentum of two

SFOS leptons),A =
P1

T −P2
T

P1
T +P2

T
, 2ll (angle between two SFOS leptons),8ll (angle in transverse

plane),Emiss
T , N jets (number of jets passing the jets veto),Ehj

t (of the highest ET jet), ηhj

(rapidity of the highest jet). The selection cuts on the NN outputs were optimised for the
maximum significance at LM9 with the genetic algorithmgarcon [63]. The efficiency of
the NN selection is also shown in Table13.15.

13.14.4. Results at LM9 and systematics

After the selection based on cuts theScp significance calculated for all SFOS pair combination
is 6.1 at point LM9 for an integrated luminosity of 30 fb−1. The NN improves theScp for all
SFOS combinations to 7.8.

In addition to the real tri-lepton final state, leptons can be produced in the detector
volume fromπ±, K± decays, bremsstrahlung, punch-through or faked by jets. The rate per
event of such fake leptons was estimated individually for each background by matching the
reconstructed lepton with the generated one and is∼10−4 for electrons and∼10−5 for muons.
The expected fake leptons substantially increase the background, especially for the preselected
channels like DY orZ + jets, by∼ 221± 48 events and∼31± 16 events respectively for the
tri-muon final state where the fake rate is smaller. TheScP significance defined in Appendix
A.1 including fakes but without other systematic uncertainties for all SFOS combinations and
for the tri-muon state at LM9 is 6.5 and 5.1 respectively.

The reconstruction uncertainties related to the jet energy scale (5%) and the lepton
momentum resolution (2%) contribute 1% to the uncertainties on the background. The average
theoretical uncertainty from the PDFs, calculated with the LHPDF subsets using the re-
weighting technique for each background channel, amounts to 1.7%. These uncertainties
reduce the significances to 5.8 and 4.8 for the all SFOS pairs and for the tri-muon final state,
respectively. However the largest uncertainties are coming from the Monte Carlo statistical
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Figure 13.28. Discovery reach of tri-lepton from thepp→ χ̃0
2 χ̃

±

1 production atLint =30 fb−1 for
all SFOS lepton combinations (dashed) and for the tri-muon final state (solid) including systematic
uncertainties from reconstruction, for (left) tanβ = 10 and (right) tanβ = 50.

errors in the fake rate estimation which contribute∼7% to the background uncertainties
rendering the signal hardly observable,Sc p ∼ 3.3. These fake rate uncertainties can be
reduced with larger simulation samples.

In summary, for the tri-lepton mSUGRA study presented here, the final signal to
background ratio is 0.23, the total signal efficiency is 4.4% and the background composition is
28% Drell–Yan, 27%Z + jets, 19%t t̄ , 9%W Z, and 17%Z Z, W W, SUSY,W+ jets and QCD.
The total considered theoretical and reconstruction systematic uncertainties on the Standard
Model background is 2.2%. The Monte Carlo statistics systematic errors in the fake rates
increases this to 7.5%.

13.14.5. CMS reach for the tri-lepton final state

Figure13.28shows the 5σ discovery reach inm0 andm1/2 plane at Lint = 30 fb−1 for all
SFOS combinations and for the tri-muon final state including the systematic uncertainties due
to the reconstruction. The signal can be observed at largem0 > 1000 GeV/c2 in a narrow
band belowm1/2 < 180 GeV/c2. At low m0 < 100 GeV/c2 the two body decays are visible
although a better optimisation is possible in this region, see Sections13.8and13.15. The tri-
lepton final state from direct neutralino-chargino production is complementary to the inclusive
SFOS dilepton search and provides an additional verification for the leptonic decays of the
neutralino at lowm1/2.
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13.15. Production of̃l l̃

The aim of this section is the study of the possibility of detecting sleptons. Note the
previous related papers where the sleptons detection was studied at the level of a toy
detector [685–689].

13.15.1. Simulation details

isasusy 7.69 [672] was used for the calculation of coupling constants and cross sections
in the leading order approximation for SUSY processes. For the calculation of the next-to-
leading order corrections to the SUSY cross sections theprospino code [682] was used. Cross
sections of the background events were calculated withpythia 6.227 [69] andCompHEP
4.2pl [355]. For considered backgrounds the NLO corrections are known and they were
used. Official datasets (DST) production was used for the study of CMS test point LM1 and
backgrounds (tt̄, ZZ, WW, Wt, Z bb̄, DY2e, DY2τ ). For WZ, DY2µ and W + jet backgrounds
the events were generated withpythia 6.227. The detector simulation and hits production
were made with full CMS simulation [8], digitised and reconstructed [10]. The DY2µ and
W + jet backgrounds were simulated with fast simulation [11].

Jets were reconstruction using an iterative cone algorithm with cone size 0.5 and their
energy corrected with the GammaJet calibration.

The events are required to pass the Global Level 1 Trigger (L1) and the High Level
Trigger (HLT). The events have to pass at least one of the following triggers: single electron,
double electron, single muon, double muon.

The CMS fast simulation code was used for the determination of the sleptons
discovery plot.

13.15.2. Sleptons production and decays

When sleptons are heavy relative toχ̃±

1 , χ̃0
2 , they are produced significantly at the LHC

through the Drell–Yan mechanism (direct sleptons production), viaqq̄ annihilation with
neutral or charged boson exchange in the s-channel, namely,pp→ l̃L l̃L , l̃ Rl̃ R, ν̃ν̃, ν̃ l̃ , l̃L l̃ R.
The left sleptons decay to charginos and neutralinos via the following (kinematically
accessible) decays:

l̃±L → l± + χ̃0
1,2 , (13.21)

l̃±L → νl + χ̃±

1 , (13.22)

ν̃ → νl + χ̃0
1,2 , (13.23)

ν̃ → l± + χ̃±

1 . (13.24)

For right sleptons only decays to neutralino are possible and they decay mainly to LSP:

l̃±R → l± + χ̃0
1 . (13.25)

If sleptons are light relative tõχ±

1 , χ̃
0
2 , they can be abundantly produced, besides

the Drell–Yan mechanism, also from chargino and neutralino decaysχ̃±

1 , χ̃
0
2 (indirect

production), equations (13.8), (13.9), (13.13) and (13.14).
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13.15.3. Signature and backgrounds

The slepton production and decays described previously lead to the signature with the simplest
event topology:two leptons+Emiss

T + jet veto. This signature arises for both direct and
indirect slepton pair production. In the case of indirectly produced sleptons not only the event
topology with two leptons but with single, three and four leptons is possible. Besides, indirect
slepton production from decays of squarks and gluino through charginos, neutralinos can lead
to an event topologytwo leptons+Emiss

T + (n> 1) jets.
The cut set close to the optimal one is the following:

(a) for leptons:

• pT - cut on leptons (plept
T > 20 GeV/c, |η|< 2.4) and lepton isolation within1R<

0.3 cone containing calorimeter cells and tracker;
• effective mass of two opposite-sign and the same-flavour leptons is outside (MZ −

15 GeV, MZ + 10 GeV) interval;
• 8(l +l−) < 140◦ cut on angle between two leptons;

(b) for Emiss
T :

• Emiss
T > 135 GeV cut on missingET;

• 8(Emiss
T , ll ) > 170◦ cut on relative azimuthal angle between dilepton andEmiss

T ;

(c) for jets:

• jet veto cut: N jet = 0 for a E jet
T > 30 GeV (corrected jets) threshold in the

pseudorapidity interval|η|< 4.5.

The Standard Model (SM) backgrounds are: tt̄, WW, WZ, ZZ, Wt, Zb̄b, DY, W + jet.
The main contributions come from WW and tt̄ backgrounds. There are also internal SUSY
backgrounds which arise from̃qq̃, g̃g̃ and q̃g̃ productions and subsequent cascade decays
with jets outside the acceptance or below the threshold. Note that when we are interested in
new physics discovery we have to compare the calculated number of SM background events
NSMbg with new physics signal eventsNnew physics= Nslept + NSU SY bg, so SUSY background
events increase the discovery potential of new physics.

13.15.4. Results

For the point LM1 with the used set of cuts for the integral luminosityL = 10 fb−1 the
number of signal events (direct sleptons plus sleptons from chargino/neutralino decays) is
NS = 60, whereas the number of SUSY background events isNSU SY bg= 4 and the number
of SM background events isNSMbg= 41. The total signal efficiency is 1.16× 10−4 and
the background composition is 1.32× 10−6 of the total ttbar, 1.37× 10−5 of the total WW,
4× 10−6 of the total WZ, 4.4× 10−5 of the total ZZ, 8.1× 10−6 of the total Wt, 0 of the total
Zbb, DY, W + jet.

The SUSY background is rather small compared to the signal, so we can assume
NS = Ndirect sleptons+ Nchargino/neutralino+ NSU SY bg= 64. It corresponds to the significances
Sc12 = 7.7 andScL = 8.3, defined in Appendix A.1.

Taking into account the systematic uncertainty of 23% related with in exact knowledge
of backgrounds leads to the decrease of significanceSc12 from 7.7 to 4.3.

The ratio of the numbers of background events from two different channelsN(e+e− +
µ+µ−)/N(e±µ∓)=1.37 will be used to keep the backgrounds under control.

The CMS discovery plot fortwo leptons+ Emiss
T + jet veto signature is presented in

Fig. 13.29.
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Figure 13.29. Discovery plot (tanβ = 10, sign(µ)= +, A = 0) for final states withl +l−, missing
transverse energy and a jet veto.

13.16. Lepton flavour violation in neutralino decay

The aim of this section is the study of the possibility to detect SUSY and Lepton Flavour
Violation (LFV) using thee±µ∓ + Emiss

T signature.

13.16.1. Signal selection and backgrounds

The simulation details of this study could be found in the Section13.15.
The SUSY productionpp→ q̃q̃

′

, g̃g̃, q̃g̃ with subsequent decays leads to the event
topologye±µ∓ + Emiss

T . In the MSSM with lepton flavour conserving neutralino decays into
leptonsχ̃0

2,3,4 → l +l−χ̃0
1 do not contribute to this signature and contribute only tol +l− + Emiss

T
signature (herel = e or µ). The main backgrounds which contribute to thee±µ∓ events are:
tt̄, ZZ, WW, WZ, Wt, Zb̄b, DY2τ , Z+jet. It has been found that tt̄ background is the biggest
one and it gives more than 50% contribution to the total background.

Our set of cuts is the following:

• pT - cut on leptons (plept
T > 20 GeV/c, |η|< 2.4) and lepton isolation within1R< 0.3

cone.
• Emiss

T > 300 GeV cut on missingET.

13.16.2. Results at CMS test points and reach

For integrated luminosityL= 10 fb−1 the number of background events isNB = 93. The
results for this luminosity are presented in Table13.16. At point LM1 the signal over
background ratio is 3 and the signal efficiency is 6× 10−4. The background composition is
9.5× 10−6 of the total ttbar, 3.4× 10−6 of the total WW, 4× 10−6 of the total WZ, 3.2× 10−6

of the total Wt, 2.2× 10−6 of the total Z + jet, 0 of the total ZZ, Zb̄b, DY2τ .
The CMS discovery plot for thee±µ∓ + Emiss

T signature is presented in Fig.13.30.
In the MSSM the off-diagonal components of the slepton mass terms violate lepton

flavour conservation. As it was shown in Refs. [690–692] it is possible to look for lepton
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Table 13.16.Number of signal events and significancesSc12 [50] and ScL [100, 102], defined in
Appendix A.1, forL= 10 fb−1.

Point N events Sc12 ScL

LM1 329 21.8 24.9
LM2 94 8.1 8.6
LM3 402 25.2 29.2
LM4 301 20.4 23.1
LM5 91 7.8 8.3
LM6 222 16.2 18.0
LM7 14 1.4 1.4
LM8 234 16.9 18.8
LM9 137 11.0 11.9
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Figure 13.30. Discovery plot (tanβ = 10, sign(µ)= +, A = 0) for the luminositiesL= 1,
10, 30 fb−1 for thee±µ∓ + Emiss

T signature.

flavour violation at supercolliders through the production and decays of the sleptons. For
the LFV at the LHC one of the most promising processes is the LFV decay of the second
neutralino [693, 694] χ̃0

2 → l̃ l → χ̃0
1 ll

′

, where the non zero off-diagonal component of the
slepton mass matrix leads to the different flavours for the leptons in the final state. By using
the above mode, LFV iñe− µ̃ mixing has been investigated in Refs. [693, 694] at a parton
model level for a toy detector. In this section we study the perspectives of the LFV detection
in CMS on the base of full simulation of both signal and background is studied. To be specific,
we study the point LM1. We assume that the LFV is due to nonzero mixing of right-handed
smuon and selectron. The signal of the LFVχ̃0

2 decay is two opposite-sign leptons (e+µ− or
e−µ+) in the final state with the characteristic edge structure. In the limit of lepton flavour
conservation, the process̃χ0

2 → l̃ l → ll χ̃0
1 has the edge structure for the distribution of the

lepton-pair invariant massmll and the edge massmmax
ll is expressed by the slepton massml̃

and the neutralino massesmχ̃0
1,2

as follows:

(mmax
ll )2 = m2

χ̃0
2

(
1−

m2
l̃

m2
χ̃0

2

)(
1−

m2
χ̃0

1

m2
l̃

)
. (13.26)

The SUSY background for the LFV comes from uncorrelated leptons from different squark
or gluino decay chains. The SM background comes mainly from

t t̄ → bWbW→ blbl
′

νν
′

. (13.27)
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Figure 13.31. The distribution of dilepton invariant mass after selection of two isolatede±µ∓

leptons with plept
T > 20 GeV/c and Emiss

T > 300 GeV for flavour violation parameterk = 0.25
(left) andk = 0.1 (right). The superimposed curves are fits to the invariant mass distribution for
the case of 100% LFV.

The Drell–Yan background frompp→ ττ → eµ . . . is negligible. It should be stressed that
for the signature withe±µ∓ in the absence of the LFV we do not have the edge structure for
the distribution on the invariant massminv(e±µ∓). As the result of the LFV the edge structure
for e±µ∓ events arises too. Therefore the signature of the LFV is the existence of an edge
structure in thee±µ∓ distribution. The rate for a flavour violating decay is

Br(χ̃0
2 → e±µ∓χ̃0

1)= κBr(χ̃0
2 → e+e−χ̃0

1 , µ
+µ−χ̃0

1), (13.28)

where

Br(χ̃0
2 → e+e−χ̃0

1 , µ
+µ−χ̃0

1)= Br(χ̃0
2 → e+e−χ̃0

1)

+ Br(χ̃0
2 → µ+µ−χ̃0

1), (13.29)

κ = 2x sin2 θ cos2 θ, (13.30)

x =
1m2

ẽµ̃

1m2
ẽµ̃ +02

, (13.31)

Br(χ̃0
2 → e±µ∓)= Br(χ̃0

2 → e+µ−)+ Br(χ̃0
2 → e−µ+). (13.32)

Here θ is the mixing angle betweeñeR and µ̃R and0 is the sleptons decay width. The
parameterx is the measure of the quantum interference effect. There are some limits onẽ− µ̃

mass splitting from lepton flavour violating processes but they are not very strong.
For κ = 0.25, κ = 0.1 the distributions of the number ofe±µ∓ events on the invariant

mass minv(e±µ∓) (see Figure13.31) clearly demonstrates the existence of the edge
structure [695], i.e. the existence of the lepton flavour violation in neutralino decays. It appears
that for the point LM1 the use of an additional cut

minv(e
±µ∓) < 85 GeV (13.33)
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Figure 13.32. Regions of them0 versusm1/2 plane showing CMS the reach when only statistical
uncertainties are taken into account. (Top) for 1 fb−1 integrated luminosity, except the Higgs case
which assumes 2 fb−1. (Bottom) for 10 fb−1.

reduces both the SM and SUSY backgrounds and increases the discovery potential in the
LFV search. For the point LM1 we found that in the assumption of exact knowledge of the
background (both the SM and SUSY backgrounds) for the integrated luminosityL = 10 fb−1

it would be possible to detect LFV at 5σ level in χ̃0
2 decays forκ > 0.04.

13.17. Summary of the reach with inclusive analyses

13.17.1. Summary of the mSUGRA studies

In previous sections, several characteristic topologies (or signatures) for MSSM were studied
and it was shown that many are already detectable with rather low integrated luminosity
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Figure 13.33. Regions of them0 versusm1/2 plane showing CMS the reach when systematic
uncertainties are included. (Top) for 1 fb−1 integrated luminosity, except the Higgs case which
assumes 2 fb−1. (Bottom) for 10 fb−1.

(few years of LHC running) over a sizeable part of the parameter space, extending well beyond
the Tevatron reach.

The curves in Fig.13.32summarise the reach estimated for the various topologies of
the preceding sections for integrated luminosities of 1 and 10 fb−1 when only statistical
uncertainties are taken into account. The same results are shown in Fig.13.33when systematic
uncertainties are included. It is seen that the systematic uncertainties do not degrade the reach
very much for integrated luminosities up to 10 fb−1. It should be noted that the analyses have
not been reoptimised for the inclusion of systematics nor for higher masses which could be
reached with higher luminosity. Moreover, the reach will be further improved by the addition
of topologies with electrons, which are presently missing for the muon + jet + MET and same
sign dimuon searches.



CMS Physics Technical Design Report, Volume II: Physics Performance 1429

0

50

100

150

200

250

300

350

400

450

500

0 50 100 150 200 250 300 350 400

Mu (GeV)

M
as

s 
(G

eV
)

NUHM, LM1, M2 = 191, M1 = 98, MA = 373 GeV

χ
~

1
0

χ
~

2
0

χ
~

3
0

χ
~

4
0

χ
~

1
+

χ
~

2
+

0

50

100

150

200

250

300

350

400

450

500

0 50 100 150 200 250 300 350 400

Figure 13.34. Variation of the chargino and neutralino masses as a function ofµ for the CMS test
point LM1.

The best reach is obtained with the most inclusive channels, the jets + MET and
muons + jet + MET. The range of gluino and squark masses up to about 1.5 TeV can be
probed with an integrated luminosity of only 1 fb−1 and is extended to about 2 TeV with
10 fb−1. Moreover, a large part of the area is covered by several search topologies. The
simultaneous observation of a signal in various topologies will help unravel the underlying
physics. Examples are the triangular dilepton mass distribution, the observation of theZ0 or
the h0 in less inclusive channels, which provide a hint that their origin may be the decay of
a χ̃0

2 . If discovered, yet more exclusive analyses should then allow a more quantitative study,
e.g. the reconstruction of the sparticle masses and cross section measurements of relevant
sub-processes and their ratios.

13.18. Look beyond mSUGRA

13.18.1. Non-universal Higgs masses

It was emphasised in Section13.3 that the signatures of SUSY with a stable LSP result
from the fundamental Supersymmetry gauge couplings, together with the composition of
the lightest charginos and neutralinos. As all previous analyses were based on mSUGRA,
it is interesting to verify their robustness when relaxing some of the assumptions which
might affect the signal observability. As full generality, including giving up all universality
assumptions, would lead to an intractable model, a choice needs to be made. Here, a mild
extension is considered whereby the two Higgsino mass parameters at the GUT scale are no
longer supposed to be degenerate with the other scalar masses, which is sometimes called
the Non Universal Higgs Masses (NUHM [696]) scenario. This scenario is conveniently
parameterised in terms of two low scale parameters, the mass of the CP-odd Higgs (mA)
and the parameterµ. More specifically, we will analyse the effect of lowering the value ofµ

compared to its mSUGRA value on the observability of the signatures, as this modifies the
composition of the charginos and neutralinos as a function of the gaugino and Higgsino fields.
For simplicity,mA is kept at a fixed value. As exemplified in Fig.13.34for the test point LM1,
loweringµ also lowers the gaugino masses and in particular their splittings, which affect the
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Figure 13.35. Decay branching ratios as a function ofµ for q̃L into ll andττ and forq̃R into ll
at the test point LM1.

branching ratios through phase space effects (a similar behaviour is observed for the other test
points). Thẽq andl̃ spectra are almost unaffected. As for low values ofµ the lightest chargino
becomes lighter than the exclusion from LEP,m(χ̃

±

1 )>103 GeV, this region is excluded and
is indicated on Fig.13.35by a grey (blue) shaded strip.

13.18.1.1. Signatures at point LM1.The test point LM1 was studied above for its
detectability in cascade decays via aχ̃0

2 into l̃ Rl . Figure13.35shows the variation of some
branching ratios from the value ofµ near the region where radiative electroweak symmetry
breaking is not possible up to its value in mSUGRA.

It is seen that by loweringµ, B(q̃L → qχ̃0
2 → ql̃ Rl ) first increases (due to closing the

competing decay tõνν), then decreases when theχ̃0
2 becomes Higgsino-like, but it remains

considerably larger than its mSUGRA value for all values ofµ down to the LEP limit. In
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Figure 13.36. Decay branching ratios as a function ofµ for q̃L into ll , ττ andh0 and forq̃R into
ll at the test point LM6.

addition, some new channels open up, like the decay viaχ̃0
4 into left and right sleptons and

the decay via ãχ±

2 → ν̃l l̄ followed by ν̃l → χ̃±

1 l (the χ̃0
4 and χ̃±

2 become more Wino-like).
Other decays viãχ0

3 might also contribute, but only in the region excluded by LEP.
The branching for the decay tõττ shows qualitatively the same behaviour, but is larger

than its mSUGRA value in only a small region ofµ. Also here a small contribution from the
decayχ̃±

2 → ν̃τ is present at smallµ.
It is interesting to note that, although for mSUGRA theq̃R decays exclusively directly to

the LSP, it may have for lowerµ a non negligible branching ratio tõχ0
2 and also contributes

to the dilepton signature.
Finally, there is a non-zero branching ratio for theq̃L to the light Higgs via thẽχ±

2 or χ̃0
4

(not shown), but it remains below 1% over the whole range ofµ above the LEP limit and will
be difficult to detect.
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Figure 13.37. Decay branching ratios as a function ofµ for q̃L into ll and h0 at the test
point LM4.

13.18.1.2. Signatures at point LM6.The test point LM6 has many features in common
with LM1, but the χ̃0

2 decays mainly tõlL l with a small admixture of̃l Rl . Moreover the
decayχ̃0

2 → h0χ̃0
1 is kinematically allowed, although suppressed due to the strong gaugino

dominance in thẽχ0
1 and χ̃0

2 . The variation of the branching ratios as a function ofµ is
displayed in Fig.13.36.

The cascade decays ofq̃L to l̃ l and τ̃ τ via χ̃0
2 show grossly the same behaviour as for

LM1, with an increase at intermediate values ofµ followed by a decrease at lowµ. Again, the
contributions from other charginos and neutralinos are non negligible near the LEP exclusion
limit. Also q̃R decays contribute to the dilepton signal viaχ̃0

2 andχ̃0
3 intermediate states.

A distinctive feature of LM6 is its production of final states withh0. The q̃L branching
ratio via χ̃0

2 → h0χ̃0
1 , which is only 2% for mSUGRA increases drastically for lowerµ due

to the increased Higgsino components inχ̃0
1 and χ̃0

2 , then it drops as the decay becomes
kinematically forbidden. After a gap where the branching ratio is below 1%, a strong increase
is again visible for lowerµ from the cascade dominated byχ̃±

1 → h0χ̃
±

1 down to the LEP
limit. Such an effect is not observed at LM1 due to the smaller spacing of the masses.

13.18.1.3. Signatures at point LM4.Point LM4 was chosen for its characteristic decay ofχ̃0
2

into Z0χ̃0
1 . Figure13.37shows the variation of the branching ratios as a function ofµ.

As the decayχ̃0
2 → Z0χ̃0

1 requires Higgsino components in both theχ̃0
1 and χ̃0

2 , its
branching ratio remains above 90% for all values ofµ allowed by the LEP limit. The
branching ratio of theq̃L into Z(+) via a χ̃0

2 decreases mainly due to the decrease of
B(q̃L → qχ̃0

2) (the χ̃0
2 becomes less gaugino-like). This loss is, however, compensated by

the contributions from cascades viaχ̃±

2 → Wχ̃0
2 andχ̃±

2 → Z0χ̃±

1 and the overall effect is a
net increase of the branching ratio of theq̃L to final states with aZ0.

For low values ofµ there is also a contribution toh0 final states via the decaỹχ±

2 →

h0χ̃±

1 , but it remains small above the limit imposed by LEP.

13.18.1.4. Signatures at point LM5.At point LM5, the main signature for mSUGRA is
provided by the cascade viãχ0

2 → h0χ̃0
1 . The variation of the branching ratios withµ are

shown in Fig.13.38.
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Figure 13.38. Decay branching ratios as a function ofµ for q̃L into h0 andll and forq̃R into ll at
the test point LM5.

The sharp drop in the branching ratio ofχ̃0
2 to h0 below the mSUGRA value ofµ results

from the decrease in the mass splitting betweenχ̃0
2 andχ̃0

1 which suppresses the decay toh0.
For lower values ofµ, final states withh0 are again produced mainly via theχ̃±

2 → h0χ̃±

1 . In
between these two decay chains, a narrow gap is left where the Higgs branching ratio is less
than 2% and hence very difficult to detect.

It is seen that this loss of sensitivity to Higgs final states is to some extent compensated
by an increase of the dilepton final states in the region of the gap. The cascade decays of
both q̃L andq̃R contribute in this region, the main contributions being throughχ̃0

2 → Z∗χ̃0
1 ,

χ̃±

2 → Z0χ̃±

1 and χ̃±

2 → Wχ̃0
2 . It gives a branching ratio of up to 3.5% for the dilepton

decay ofq̃L and less than 1% for̃qR and hence should be detectable. However, the mixture
of intermediate states leading to the dileptons will make the sparticle mass reconstruction
very challenging.
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13.18.1.5. Conclusion. It can be concluded that the same flavour dilepton signatures
originating from the decay of̃ll or Z∗ are quite robust with respect to the chargino and
neutralino composition. Loweringµwith respect to its mSUGRA value, a sizeable increase of
the branching ratio is even observed for the test points LM1, LM4 and LM6. Theh0 signature
at point LM5 is less robust and a region with low branching ratio exists at intermediate values
of µ. It is compensated by an increase of dilepton final states. It may be noted that the loss
of χ̃0

2 decay toh0 is due to the reduction of thẽχ0
2 and χ̃0

1 mass splitting. It is therefore a
consequence of the low mass spectrum chosen and should disappear at larger values ofm1/2.
Another feature of the NUHM scenario is that for smallµ the cascades from̃qR also contribute
to the signatures, unlike the mSUGRA case. Moreover the signatures at low to intermediate
µ tend to be produced by several intermediate neutralino and chargino states. This points to
the difficulty of identifying which sparticles are at the origin of the observed end points in the
effective mass distributions.
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Chapter 14. Extra Dimensions and New Vector Boson High Mass States

14.1. Introduction

The theoretical and phenomenological landscape of beyond the standard model searches
extends to a multitude of exotic tendencies today in collider physics. Most are conceived
within one kind or another of extra dimensions and supersymmetric scenarios. The strict
or loose dualities between different frameworks for physics “beyond the Standard Model”
have a direct experimental consequence: the final states and signatures of the models are
very similar. This renders the characterisation of an excess or a deviation a fine and probably
long challenge. To mention a couple of examples: the question “is it extra dimensions (e.g.
UED/ TeV) or is it SUSY?” or “is it a Randall–Sundrum graviton mode or a Z′” is not going
to be answered immediately when the excess is observed. The results from all the collider
data to date, together with the as yet unobserved Higgs and including the data on the neutrino
masses and the composition of the universe, impose a wide program of searches that the LHC
experiments are preparing for.

In the present chapter and as well as the “alternatives” chapter that follows, a series of
searches is presented with signatures (corresponding to models) as indicated below:

• Dilepton, dijet, diphoton resonances

∗ usingee, µµ, γ γ , dijets
∗ searching forZ′ (leptons, jets), RS Extra Dimensions (leptons, photons, jets),ZK K in

TeV−1 (electrons) (can also be interpreted in the context of Little Higgs models)

• Dilepton, dijet continuum modification

∗ usingµµ, dijets
∗ searching for ADD graviton exchange (dimuons), contact interactions (dimuons, dijets)

• Dilepton + dijets

∗ usingee, µµ+ dijets
∗ searching for heavy neutrino from right-handedW (can also be interpreted in the

context of leptoquark searches)

• Single photon + missingET

∗ usingγ + missing ET

∗ searching for ADD direct graviton emission (can also be interpreted in the context of
GMSB gravitino-type searches)

• Single lepton + missingET

∗ usingµ+ missing ET

∗ searching forW′ (can also be interpreted in the context of little Higgs orWK K

excitation in TeV−1 models)

• Multilepton + multijet

∗ using top,W andZ reconstruction and constraints
∗ searching for technicolour, littlest Higgs (can also be interpreted in the context of

leptoquark searches)

• Same-sign dileptons

∗ usingee, µµ,eµ
∗ searching for same-sign top (can be interpreted in the context of technicolour, charged

Higgs or SUSY searches)
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• High multiplicity/sphericity

∗ searching for microscopic black holes in large extra dimensions scenarios

Although not included here, a number of searches are being developed for signatures that
involve heavy highly-ionising charged particles and split-SUSY type R-hadrons as well as
low PT multi-lepton signatures in UED scenarios. Strategies are being developed to extract
the Standard Model backgrounds from data and control its systematic uncertainties. Fake rates
are being estimated as possible while machine and cosmic ray induced backgrounds are not
included although methods to suppress them are being developed.

14.1.1. Models with heavy vector bosons

Additional heavy neutral gauge bosons (Z′) are predicted in many superstring-inspired [87,
88] and grand unified theories (GUTs) [89], as well as in dynamical symmetry breaking [90]
and “little Higgs” [91] models. There are no reliable theoretical predictions, however, of the
Z′ mass scale. Current lower limits on the Z′ mass are (depending on the model) of the order
of 600–900 GeV/c2 [54]. The mass region up to about 1 TeV/c2 is expected to be explored at
Run II at the Tevatron [92, 93]. The LHC offers the opportunity to search for Z′ bosons in a
mass range significantly larger than 1 TeV/c2. In the Z′ studies presented here (Sections14.3
and14.2) six models which are frequently discussed and whose properties are representative
of a broad class of extra gauge bosons are used:

• ZSSM within the Sequential Standard Model (SSM), which has the same couplings as the
Standard ModelZ0.

• Zψ , Zη and Zχ , arising in E6 and SO(10) GUT groups with couplings to quarks and leptons
as derived in Refs. [96, 97].

• ZLRM and ZALRM , arising in the framework of the so-called “left–right” [98] and “alternative
left–right” [92, 93] models with couplings as derived in Ref. [92, 93], with the choice of
gR = gL .

The W′ search presented in Section14.4 uses a reference model by Altarelli [697], in
which theW′ is a heavy copy of theW, with the very same left-handed fermionic couplings
(including CKM matrix elements), while there is no interaction with the Standard Model
gauge bosons or with other heavy gauge bosons such as aZ′.

14.1.2. Arkani-Hamed–Dimopoulos–Dvali (ADD) models

ADD refers to the class of models which incorporate the large extra dimensions scenario of
Arkani-Hamed, Dvali, and Dimopoulos [698]. These were the first extra dimensions models
in which the compactified dimensions can be of macroscopic size, consistent with all current
measurements, and they are referred to as “large extra dimensions” models. In the most basic
version,n extra spatial dimensions are compactified on a torus with common circumference
R, and a brane is introduced which extends only in the three infinite spatial directions. Strictly
speaking, the brane should have a very small tension (energy per unit volume) in order that it
does not significantly warp the extra dimensional space. It is assumed that all standard model
fields extend only in the brane. This can be considered as a toy version of what happens
in string theory, where chiral gauge theories similar to the standard model are confined to
reasonably simple brane configurations in reasonably simple string compactifications [699].

A consequence of these assumptions is that the effective 4d Planck scale is related to the
underlying fundamental Planck scale of the 4 +n-dimensional theory and to the volume of
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the compactified space. This relation follows from Gauss’ law, or by dimensional analysis

M2
Planck= M2+n

∗
Rn, (14.1)

where M2
Planck is defined by Newton’s constant:MPlanck= 1/

√
GN = 1.2× 1019 GeV/c2.

M2+n
∗ is defined as the gravitational coupling which appears in the 4 +n-dimensional version

of the Einstein–Hilbert action. It is the quantum gravity scale of the higher dimensional theory.
If MPlanck, M∗ and 1/R are all of the same order, as is usually assumed in string theory,

this relation is not very interesting. But it is plausible and experimentally allowed thatM∗ is
equal to some completely different scale. TakingM∗

∼ 1 TeV/c2 [700] the hierarchy problem
of the standard model is translated from an ultraviolet problem to an infrared one. Note that
if there is any interface with string theory, ADD-like models must arise from string ground
states in which the string scale (and thus the ultraviolet cutoff for gravity) is also in the TeV
range. This is difficult to achieve but has been studied in [701].

The ADD scenario renders observations of quantum gravity at the LHC possible. In such
models only the graviton, and possibly some non-SM exotics like the right-handed neutrino,
probe the full bulk space. There is a Kaluza–Klein (KK) tower of graviton modes, where
the massless mode is the standard 4d graviton, and the other KK modes are massive spin 2
particles which also couple to SM matter with gravitational strength.

Whereas bremsstrahlung of ordinary gravitons is a completely negligible effect at
colliders, the total cross section to producesomemassive KK graviton is volume enhanced,
and effectively suppressed only by powers ofM∗ and notMPlanck. From Eq. (14.1) it follows:

σ ∼
1

M2
Planck

(E R)n ∼
1

M2
∗

(E M∗)
n, (14.2)

whereE is the characteristic energy of the subprocess.
For graviton phenomenology it is useful to replace the ADD parameterM∗ by other

rescaled parameters. The two most useful choices are taken from the work of Giudice, Rattazzi
and Wells (GRZ) [702], and Han, Lykken and Zhang (HLZ) [703]:

Mn+2
∗

=
Sn−1

(2π)n
Mn+2

s , (14.3)

Mn+2
∗

=
8π

(2π)n
Mn+2

D , (14.4)

where Ms is the HLZ scale,MD is the GRW scale, andSn−1 is the surface area of a unit
n-sphere:

Sn−1 =
2πn/2

0(n/2)
. (14.5)

Both notations are equivalent. To obtain a complete dictionary between ADD, GRZ and
HLZ, one also needs to relate the ADD parameterR to those used by the other authors:
R = RHLZ = 2πRG RW, and take note of the different notations for Newton’s constant:

κ2
= 16πGN (HLZ); M

2
P =

1

8πGN
(GRW) . (14.6)

A Kaluza–Klein graviton mode has a mass specified by ann-vector of integersEk:

m2(Ek)=

Ek2

R2
GRW

. (14.7)
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Let r = |Ek|. Then for larger (as is often the relevant case for ADD phenomenology) the
number of KK graviton states of a given polarisation withr 6 rmax is given by the integral

Sn−1

∫ rmax

0
dr r n−1

=
1

n
Sn−1 r n

max

=

∫ mmax

0
ρ(m)dm, (14.8)

where the KK density of states is

ρ(m)=
mn−1

GN Mn+2
s

. (14.9)

Ms is the natural scaling parameter for KK graviton production. The density of states
formulation can be applied to a much more general class of models than ADD, and can also
include graviton wavefunction factors when the extra dimensions are not flat.

Consider an on-shell production of a KK graviton from app or collision. To leading
order this is a 2→ 2 process with two massless partons in the initial state, plus a massive KK
graviton and a massless parton in the final state. Letp1, p2 denote the 4-momenta of the initial
state partons,p3 the 4-momentum of the graviton, andp4 the 4-momentum of the outgoing
parton. The total cross section for any particular variety of partonic subprocess has the form

σ(1 + 2→ KK + 4)=

∫
dx1dx2 f1(x1, ŝ) f2(x2, ŝ)

∫
dt̂
∫ √

ŝ

0
dmρ(m)

dσm

dt̂
(ŝ, t̂), (14.10)

where f1(x1, ŝ), f2(x2, ŝ) are the parton distribution functions (PDFs) for the initial state
partons,ŝ = x1x2s = (p1 + p2)

2 is the square of the total centre of mass (cm) energy of the
subprocess, and̂t = (p1 − p3)

2 is the usual Mandelstam invariant. The formulae fordσm/dt̂ ,
the differential subprocess cross sections for KK gravitons of massm, are given in [702].

14.1.2.1. Graviton production above the cutoff.At the LHC, proton–proton collisions will
probe a distribution of partonic subprocess energies

√
ŝ. This creates a problem for the

consistent analysis of missing energy signatures in the framework of ADD models. These
models are simple low energy effective theories which are only valid for

√
ŝ below some

cutoff. This cutoff is at most 2M∗, and could be a factor of a few smaller if the ultraviolet
completion of the model is weakly coupled string theory [704]. The same is true for the
Lykken–Randall model [705], which is a low energy description of gravity in a single infinite
warped extra dimension, valid up to a cutoff∼M∗. It is inconsistent to use either type of
model to describe LHC collisions with subprocess energies greater than the cutoff.

This problem was first noted by the authors of [702], who suggested replacing the
ADD graviton density of statesρ(m) by ρ(m)θ(

√
ŝ− MD), whereθ is a step function. This

introduces a systematic theory error into the analysis. The size of this error is very sensitive to
the values ofMD andn. For initial LHC data sets, we will be probing the lower range ofMD

values, beginning at the current'1 TeV/c2 bounds from Tevatron and LEP. This increases
the theory systematic from the cutoff for any fixedn. For fixed MD, the theory systematic
increases rapidly for increasingn. Forn = 2, the theory uncertainty in the total cross section
remains below about 20% even forMD approaching 1 TeV/c2.49 For n = 6 and above, the
effect of the cutoff is enormous for modest values ofMD, because the rapid rise in the graviton
density of states is not compensated by the rapid falloff of the pdfs. The theory error for the
total cross section in this case can be as large as an order of magnitude.

49 To avoid strong astrophysical constraints,n = 2 ADD models also require anad hocinfrared cutoff, truncating
the massive graviton spectrum for masses below about 20 MeV. This has a negligible effect on LHC analysis.
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The resolution of this problem depends upon whether or not there is a signal in the
missing energy channels (we will not discuss the related problems which arise in channels
affected by virtual graviton exchanges). If there is a signal, the optimal procedure is to measure
the observablesd2σ/dpTdη as accurately as possible, perhaps at more than one collider
energy as suggested in [706, 707]. No theory systematic should be included in these analyses.
Instead, one should use the data to find the best fit form forρ(m,

√
ŝ). Simple trial forms

can be obtained, for example, from multiplying the ADD density of states by the form factors
obtained in models with strings [704, 708, 709] or branes [710]. For the lower range ofMD

values, the sensitivity ton suggested in [706, 707] will tend to be washed out. This is not a bad
outcome, since it is a result of convolving then dependence with the effects of strings, branes
or other new physics. Thus the theory systematic is replaced by likelihood fits to theories of
Planck scale physics.

More problematic is the case where there is no graviton signal in a given data set. Since
in this case we are trying to set a limit, we need an estimate of the theory systematic. The
simplest possibility is to implement the GRW cutoff defined above, and estimate the theory
error by varying the cutoff. For ADD withn> 6, one expects to obtain no lower bound at all
on MD, as noted in [702].

14.1.3. Virtual graviton exchange

The second class of collider signals for large extra dimensions is that of virtual graviton
exchange[702, 711] in 2 → 2 scattering. This leads to deviations in cross sections and
asymmetries in Standard Model processes with difermion final states. It may also give rise
to new production processes which are not present at tree-level in the Standard Model, such
asgg→ `+`−. The signature is similar to that expected in composite theories and provides a
good experimental tool for searching for large extra dimensions for the case

√
s< MD.

Graviton exchange is governed by the effective Lagrangian

L= i
4λ

M4
H

TµνT
µν + h.c. (14.11)

The amplitude is proportional to the sum over the propagators for the graviton KK tower
which may be converted to an integral over the density of KK states. However, in this case,
there is no specific cut-off associated with the process kinematics and the integral is divergent
for n> 1. This introduces a sensitivity to the unknown ultraviolet physics which appears
at the fundamental scale. This integral needs to be regulated and several approaches have
been proposed: (i) a naive cut-off scheme [702, 711], (ii) brane fluctuations [710], or (iii)
the inclusion of full weakly coupled TeV-scale string theory in the scattering process [704,
708]. The most model independent approach which does not make any assumptions as to the
nature of the new physics appearing at the fundamental scale is that of the naive cut-off. Here,
the cut-off is set toMH 6= MD; the exact relationship betweenMH andMD is not calculable
without knowledge of the full theory. The parameterλ= ±1 is also usually incorporated in
direct analogy with the standard parametrisation for contact interactions [123] and accounts
for uncertainties associated with the ultraviolet physics. The substitution

M∼
i 2π

M2
Pl

∞∑
En=1

1

s− m2
En

→
λ

M4
H

(14.12)

is then performed in the matrix element for s-channel KK graviton exchange with
corresponding replacements for t- and u-channel scattering. As above, the Planck scale
suppression is removed and superseded by powers ofMH ∼ TeV/c2.
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The resulting angular distributions for fermion pair production are quartic in cosθ and
thus provide a unique signal for spin-2 exchange.

The experimental analyses also make use of the cut-off approach. Using virtual Kaluza–
Klein graviton exchange in reactions with diphoton, dibosons and dilepton final states, (Gn →

γ γ,V V, ``), the LEP and Tevatron experiments exclude exchange scales up to∼ 1.1 TeV/c2.
In the dimuon studies presented here (14.3.2) with 1 fb−1 a 5-sigma effect from the virtual

contributions of ADD gravitons to Drell–Yan process is observable for effective fundamental
Planck scale of 4.0 TeV and forn = 6 extra dimensions.

14.1.4. Inverse TeV sized extra dimensions

The possibility of TeV−1-sized extra dimensions naturally arises in braneworld theories [700].
By themselves, they do not allow for a reformulation of the hierarchy problem, but they may
be incorporated into a larger structure in which this problem is solved. In these scenarios,
the Standard Model fields are phenomenologically allowed to propagate in the bulk. This
presents a wide variety of choices for model building: (i) all, or only some, of the Standard
Model gauge fields exist in the bulk; (ii) the Higgs field may lie on the brane or in the bulk;
(iii) the Standard Model fermions may be confined to the brane or to specific locales in the
extra dimension. The phenomenological consequences of this scenario strongly depend on
the location of the fermion fields. Unless otherwise noted, our discussion assumes that all of
the Standard Model gauge fields propagate in the bulk.

The masses of the excitation states in the gauge boson KK towers depend on where
the Higgs boson is located. If the Higgs field propagates in the bulk, the zero-mode state
of the Higgs KK tower receives a vacuum expectation value (vev) which is responsible for
the spontaneous breaking of the electroweak gauge symmetry. In this case, the resulting mass
matrix for the states in the gauge boson KK towers is diagonal and the excitation masses are
shifted by the mass of the gauge zero-mode, which corresponds to the Standard Model gauge
field, giving

mEn = (m2
0 + En · En/R2

c)
1/2 (14.13)

where En = (n1,n2, . . .) labels the KK excitation levels. However, if the Higgs is confined
to the brane, its vev induces mixing, amongst the gauge KK states of order(m0Rc)

2. The
KK mass matrix must then be diagonalised in order to determine the excitation masses. For
the case of 1 extra TeV−1-sized dimension, the coupling strength of the gauge KK states to
the Standard Model fermions on the brane is

√
2g, whereg is the corresponding Standard

Model gauge coupling.
In the case where the Standard Model fermions are rigidly fixed to the brane, they do not

feel the effects of the additional dimensions. For models in this class, precision electroweak
data place strong constraints on the mass of the first gauge KK excitation. Contributions to
electroweak observables arise from the virtual exchange of gauge KK states and a summation
over the contributions from the entire KK tower must be performed. ForD > 5, this sum is
divergent. In the full higher dimensional theory, some new, as of yet unknown, physics would
regularise this sum and render it finite. An example of this is given by the possibility that the
brane is flexible or non-rigid, which has the effect of exponentially damping the sum over
KK states. Due to our present lack of knowledge of the full underlying theory, the KK sum is
usually terminated by an explicit cut-off, which provides a naive estimate of the magnitude of
the effects.

Since theD = 5 theory is finite, it is the scenario that is most often discussed and is
sometimes referred to as the 5-dimensional Standard Model (5DSM). In this case, a global
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fit to the precision electroweak data including the contributions from KK gauge interactions
yieldsm1 ∼ R−1

c & 4 TeV/c2. In addition, the KK contributions to the precision observables
allow for the mass of the Higgs boson to be somewhat heavier than the value obtained in the
Standard Model global fit. Given the constraint onRc from the precision data set, the gauge
KK contributions to the anomalous magnetic moment of the muon are small. The first gauge
KK state can be produced as a resonance at the LHC in the Drell–Yan channel provided
m1. 6 TeV/c2. In the studies presented here using theZK K in the dielectron channel a
5-sigma reach form1 ∼ R−1

c ∼ 4.97 TeV/c2 is obtained with 10 fb−1.
In the scenario where the Standard Model fermions are localised at specific points in

the extra TeV−1-sized dimensions, the fermions have narrow gaussian-like wave functions
in the extra dimensions with width much smaller thanR−1

c . The placement of the different
fermions at distinct locations in the additional dimensions, along with the narrowness of their
wavefunctions, can then naturally suppress operators mediating dangerous processes such
as proton decay. The exchange of gauge KK states in 2→ 2 scattering processes involving
initial and final state fermions is sensitive to the placement of the fermions and can be used to
perform a cartography of the localised fermions, i.e., measure the wavefunctions and locations
of the fermions. At very large energies, it is possible that the cross section for such scattering
will tend rapidly to zero since the fermions’ wavefunctions will not overlap and hence they
may completely miss each other in the extra dimensions.

14.1.5. Randall–Sundrum (RS) models

Randall–Sundrum refers to a class of scenarios, also known as warped extra dimensions
models, originated by Lisa Randall and Raman Sundrum [94, 646]. In these scenarios there is
one extra spatial dimension, and the five-dimensional geometry is “warped” by the presence
of one or more branes. The branes extend infinitely in the usual three spatial dimensions,
but are sufficiently thin in the warped direction that their profiles are well-approximated by
delta functions in the energy regime of interest. If we ignore fluctuations of the branes, we
can always choose a “Gaussian Normal” coordinate system, such that the fifth dimension
is labelledy and the usual 4d spacetime byxµ. The action for such a theory contains, at a
minimum, a 5d bulk gravity piece and 4d brane pieces. The bulk piece has the 5d Einstein–
Hilbert action with gravitational couplingM3, and a 5d cosmological constant3. The brane
pieces are proportional to the brane tensionsVi , which may be positive or negative. These act
as sources for 5d gravity, contributing to the 5d stress-energy terms proportional to∑

i

Vi δ(y − yi ) (14.14)

where theyi are the positions of the branes. Combined with a negative3, this results in a
curved geometry, with a 5d metric of the form:

gµν(x
ρ, y)= a2(y) g̃µν(x

ρ) ,

gµy = 0 , gyy = 1 , (14.15)

wherea(y) is called the warp factor,̃g is a 4d metric, and we have made a useful choice of
coordinates. Warping refers to the fact that a 4d distanced0 measured aty = y0 is related
to an analogous 4d distanced1 measured aty = y1 by a(y0)d0 = a(y1)d1. Thus in Randall–
Sundrum scenarios 4d length, time, energy and mass scales vary withy.

Most collider physics phenomenology done with warped extra dimensions so far is based
upon one very specific model, the original simple scenario called RSI. In this model the extra
dimension is compactified to a circle of circumference 2L, and then further orbifolded by
identifying points related byy → −y. The fifth dimension then consists of two periodically
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identified mirror copies of a curved 5d space extending fromy = 0 to y = L. It is assumed
that there is a brane aty = 0, with positive tensionV0; it is known as the Planck brane –
strong gravity resides on that brane. There is another brane aty = L, with negative tension
VL , known as the TeV brane–the entire 4d universe is confined to the TeV brane.

Randall and Sundrum showed that, for a tuned choice of input parametersV0 = −VL =

−M23, the 5d Einstein equations have a simple warped solution on 0< y< L with metric:

gµν(x
ρ, y)= e−2ky ηµν ,

gµy = 0 , gyy = 1 , (14.16)

whereηµν is the 4d flat Minkowski metric, andk =
√

−3. Away from the branes, the 5d
curvature is constant and negative; it is thus equivalent locally toAdS5, with the anti-de Sitter
radius of curvature given by 1/k. At the locations of the branes the curvature is discontinuous,
due to the fact that the branes are delta function sources for curvature.

The RSI model is completely described by three parameters:k, M , andL. Restricting the
scenario to a low energy effective description implies consideringk, 1/L � M . In fact in RSI
it is assumed thatk is merely parametrically small compared to the 5d Planck scaleM , i.e.
k ∼ M/10. The effective 4d Planck scale, which is the same as the coupling of the graviton
zero mode, is given by dimensional truncation:

M2
Planck=

M3

2k

(
1− e−2kL

)
. (14.17)

Then, within an order of magnitude,M ∼ k ∼ MPlanck. In RSI the distanceL is fixed by
requiring thata(L)MPlanck' 1 TeV, thuskL ∼ 30. This isnot a large extra dimension: its
inverse size is comparable to the grand unification scale.

Since the standard model fields live on the TeV brane as in ADD models, the
phenomenology of RSI is concerned with the effects of the massive KK modes of the graviton.
These modes as measured on the TeV brane have their mass splittings of the order of a TeV,
and have TeV suppressed couplings to the standard model fields. In RSI, the Standard Model
is replaced at the TeV scale by a new effective theory in which gravity is still very weak, but
there are exotic heavy spin-two particles.

At the LHC the KK gravitons of RSI would be seen as difermion or dibosons resonances,
since (unlike the KK gravitons of ADD) the coupling of each KK mode is only TeV
suppressed [712]. The width of these resonances is controlled by the ratioc = k/M ; the
resonances become more narrow as the coupling parameterc = k/M is reduced, as shown
in Fig. 14.1.

The studies presented here focus on dilepton and diphoton final states while results using
dijets can be found in Section14.4.1. Note that due to the spin-2 nature of the graviton its
branching ratio to diphotons is roughly twice that of a single dilepton channel.

14.2. High mass dielectron final states

This section presents the CMS experiment discovery potential for new heavy resonances,
decaying into an electron pair. The e+e− decay channel provides a clean signature in the CMS
detector. The presence of a heavy particle would be detected in CMS by the observation of
a resonance peak in the dielectron mass spectrum over the Drell–Yan process (pp→ γ /Z →

e+e−) which constitutes the main Standard Model background.
Heavy resonances with mass above 1 TeV/c2 are predicted by several models beyond the

Standard Model. Three models are considered here: Kaluza–Klein (KK) excitations of a Z
boson (TeV−1 model, see Section14.1.4) and KK excitation of a graviton (Randall–Sundrum



CMS Physics Technical Design Report, Volume II: Physics Performance 1443

Figure 14.1. The cross section fore+e−
→ µ+µ− including the exchange of KK gravitons in

the RSI model. The narrowest resonances correspond tok/M = 0.05, the widest tok/M = 0.14.
(Taken from Ref. [713].)

(RS) model, see Section14.1.5), both predicted in extra dimensions models, and neutral heavy
Z′ boson predicted by Grand Unified Theories (GUT) (see Section14.1.1). For theZ′ bosons,
6 models are studied, as for theZ′

→ µ+µ− channel [100] that is discussed in Section14.3.
Details of the analyses presented in this section can be found in [714] and [715].

14.2.1. Event selection and correction

Two electrons are required for this analysis. They are reconstructed as super-clusters (SC) in
the ECAL calorimeter in the barrel and the endcap regions [716]. For endcap SC, the energy
loss in the preshower detector is taken into account. The two SC with highest energies are
selected as the electron candidates.

Reducible backgrounds (like QCD jets andγ -jets) are suppressed by applying the
following requirements:

• The ratio of the HCAL to ECAL energy deposits is required to beH/E < 10 %.
• The two SC must be isolated: the total additional transverse energy in a cone of radius

0.1<1R< 0.5 is required to be below 2% of the SC transverse energy (where1R =√
1η2 +1φ2).

• To identify electrons and reject neutral particles, a track is requested to be associated for
each electron candidate. If a track is associated with only one of these SC, the event is
however kept if it contains a third SC withE > 300 GeV with an associated track and
satisfying theH/E and isolation cuts described above.

The selected events are then corrected for the following effects:

• Saturation correction. For very energetic electrons and photons, saturation occurs in the
ECAL electronics because of the limited dynamical range of the Multi-Gain-Pre-Amplifier.
The saturation threshold has been established to be at 1.7 TeV in crystals of the barrel and
3.0 TeV in the endcaps. A correction method (for barrel only) has been developed using
the energy deposit in crystals surrounding the saturated crystal. The correction allows the
energy deposits of clusters suffering from saturation to be estimated with a resolution of
about 7% [717].
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Figure 14.2. Ratio Mee/Mtrue before and after corrections for KKZ boson production, for
M = 4 TeV/c2 (a) andM = 6 TeV/c2 (b).

• Energy correction. The ECAL measured electron energy after preshower, HCAL and
saturation corrections, is smaller than the generated energy. Dedicated energy correction
factors for very energetic electrons have been determined using calibration files. These
factors depend on both energy,η and whether saturation occurs or not. The resolution on
the corrected SC energy is 0.6% atE = 1000 GeV.

• z-vertex distribution. The measurement inη takes into account the knowledge of the
z-vertex position.

• FSR recovery. Hard photon emission from Final State Radiation can induce the detection
in the event of a third energetic SC If a SC withE > 300 GeV satisfying theH/E and
isolation cuts is observed very close to the SC of the electron candidates (1R< 0.1), this
additional SC is associated to the corresponding electron.

14.2.2. Mass peak distributions

The resonance mass is reconstructed from the energies and angles of the 2 electron candidates,
after the selection cuts and energy corrections mentioned above. Figures14.2a and14.2b
show the ratio of the reconstructed and the true masses,Mee/Mtrue, before and after energy
corrections for KK Z production withM = 4 and 6 TeV/c2, respectively. The peaks at
low values ofMee/Mtrue correspond to events with saturated ECAL electronics. The final
resolution on the resonance mass is around 0.6% for events with no saturation, and 7% in case
of saturation.

Figure 14.3a presents the signal and the Drell–Yan background for KKZ boson
production withM = 4 TeV/c2; Fig. 14.3b for Z′ boson production withM = 1.5 TeV/c2;
Fig. 14.3c for graviton production withM = 1.5 TeV/c2 and coupling parameter, defined in
Section14.1.5, c = 0.01.

14.2.3. Discovery potential of CMS

The discovery potential of a new physics resonance is determined using the likelihood
estimatorScL (defined in Appendix A.1) based on event counting, suited for small event
samples. The discovery limit is defined byScL > 5.



CMS Physics Technical Design Report, Volume II: Physics Performance 1445

)2M (GeV/c
3000 4000 5000

)2
N

 (
/ 1

50
 G

eV
/c

0

5

10

15

20

(a)

)2M (TeV/c
1.5 2 2.5 3 3.5 4 4.5

)2
N

(/
10

0G
eV

/c

0

2

4

6

8

10

12

14

)2M (TeV/c
1.5 2 2.5 3 3.5 4 4.5

)2
N

(/
10

0G
eV

/c

0

2

4

6

8

10

12

14

(b)

)
2

M (TeV/c
1.3 1.35 1.4 1.45 1.5 1.55 1.6

)2
N

(/
6G

eV
/c

0

1

2

3

4

5

6

)
2

M (TeV/c
1.3 1.35 1.4 1.45 1.5 1.55 1.6

)2
N

(/
6G

eV
/c

0

1

2

3

4

5

6

(c)

Figure 14.3. Resonance signal (white histograms) and Drell–Yan background (shaded
histograms) for KKZ boson production withM = 4.0 TeV/c2 (a), SSMZ′ boson production with
M = 3.0 TeV/c2 (b), and graviton production withM = 1.5 TeV/c2, coupling parameterc = 0.01
(c), for an integrated luminosity of 30 fb−1.

Table 14.1.Number of events for resonant signal,Ns, and for Drell–Yan background,Nb, and
corresponding significancesScL for an integrated luminosity of 30 fb−1. The massesM and the
mass windowsMw are in TeV/c2.

KK Z G, c = 0.01 G,c = 0.1 SSMZ′

M 4.0 6.0 1.5 3.5 1.0 5.0
Mw 3.5–4.5 5.0–6.7 1.47–1.52 3.30–3.65 0.92–1.07 4.18–5.81
Ns 50.6 1.05 18.8 7.30 72020 0.58
Nb 0.13 0.005 4.16 0.121 85.5 0.025
S 22.5 3.0 6.39 6.83 225 1.63

The number of signal and background events,Ns and Nb, computed for a given mass
window around the peak, are presented in Table14.1for the three models, together with the
corresponding significance, for an integrated luminosity of 30 fb−1.

The 5σ discovery limits as a function of mass are given in Fig.14.4a and Fig.14.4b,
for KK Z boson production andZ′ production (for the 6 considered models), respectively. In
the graviton case, the 5σ discovery plane as a function of the coupling parameterc and the
resonance mass is given in Fig.14.4c.

For KK Z bosons, a 5σ discovery can be achieved for a resonance mass up toM =

4.97 TeV/c2 for an integrated luminosity of 10 fb−1, M = 5.53 TeV/c2 for 30 fb−1 and
M = 5.88 TeV/c2 for 60 fb−1. For gravitons, with an integrated luminosity of 30 fb−1, a 5σ
discovery can be extracted for masses up to 1.64 TeV/c2 for c = 0.01 and up to 3.81 TeV/c2

for c = 0.1. ForZ′ boson production, with an integrated luminosity of 30 fb−1, a 5σ discovery
can be extracted for masses up to 3.31 TeV/c2 for model ψ and up to 4.27 TeV/c2 for
model ARLM. The 5σ discovery limits on the resonance masses for 10, 30 and 60 fb−1 are
summarised in Table14.2.

For KK Z boson production, the luminosities needed for a fiveσ discovery are 1.5, 4.0,
10.8, 29.4, and 81.4 fb−1 for M = 4.0, 4.5, 5.0, 5.5 and 6.0 TeV/c2, respectively; for SSMZ′

boson production, they are 0.015, 3.0 and 260 fb−1 for M = 1, 3 and 5 TeV/c2; for graviton
production, most of the interesting region of the (mass, coupling) plane is already covered
with 10 fb−1.

For KK Z andZ′ production, a K factor of 1 was conservatively taken for both the signal
and the Drell–Yan background, since heavyZ production interferes with Z/γ Drell–Yan
production. For the graviton analysis, as little interference is present with the Standard Model
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Figure 14.4. Five σ discovery limit as a function of the resonance mass for KKZ boson
production (a), for the 6Z′ models (b); fiveσ discovery plane for graviton production as a function
of the coupling parameterc and the graviton mass (c).

Table 14.2.The 5σ discovery limit on the resonance mass (given in TeV/c2) for the three models,
for an integrated luminosity of 10, 30 and 60 fb−1.

Model Luminosity (fb−1)

10 30 60

KK Z 4.97 5.53 5.88
G (c = 0.01) 1.38 1.64 1.82
G (c = 0.1) 3.34 3.81 4.10
Z′ (ψ) 2.85 3.31 3.62
Z′ (ALRM) 3.76 4.27 4.60

processes, a K factor of 1.0 is used for the signal and of 1.3 for the Drell–Yan background, in
order to take into account the higher order terms in the cross section. The latter number comes
from the CDF analysis [718] and is compatible with the K factor obtained from theoretical
computations [348].
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14.2.4. Systematic uncertainties

The uncertainty coming from the choice of the parton distribution function (PDF) was
investigated using the set of 20 positive and 20 negative errors, of the CETQ6.1M “best fit”
parametrisation [12, 719, 720]. For each event, a weight factor is computed according to
thex1, x2, andQ2 variables, for each of the 40 PDF errors, in the case of graviton production
with M = 1.5 TeV/c2 (c = 0.01) andM = 3.5 TeV/c2 (c = 0.1). The uncertainties on the PDF
modify the number of signal events by a factor 1.20 (positive deviations) and 0.86 (negative
deviations) forM = 1.5 TeV/c2 (c = 0.01). The corresponding numbers forM = 3.5 TeV/c2

(c = 0.1) are 1.47 and 0.78. For the Drell–Yan background, the re-weighting effects on the
numbers of events are 1.07 and 0.94 for masses around 1.5 TeV/c2, and 1.19 and 0.88 for
masses around 3.5 TeV/c2. For an integrated luminosity of 30 fb−1, the significances with
the “best fit” and with the positive/negative deviations are equal respectively to 6.40 and
7.25/5.78 for M = 1.5 TeV/c2, and to 6.83 and 8.54/5.93 forM = 3.5 TeV/c2. The main
effect of the variation comes from the gluon-fusion contribution to the graviton production
cross section. A lower dependence is observed for the KKZ and Z′ channels, which are
produced by quark-anti-quark annihilation. For KKZ boson production atM = 4 TeV/c2

with an integrated luminosity of 30 fb−1, the significances with the “best fit” and with the
positive/negative errors are equal respectively to 22.5 and 23.3/21.9.

Changing to 1 the value of the K factor of the Drell–Yan background for RS graviton
production increases the significance from 6.39 to 6.87 (M = 1.5 TeV/c2, c = 0.01) and from
6.83 to 7.09 (M = 3.5 TeV/c2, c = 0.1). The discovery limits increase respectively from 1.64
to 1.68 TeV/c2 and from 3.81 to 3.84 TeV/c2.

The data themselves will be used to estimate and cross-check the Drell–Yan background
at very high energy. For resonance discovery, the number of events in the side-bands of the
resonance and their mass dependence will be used to estimate the number of background
events under the resonance peak, provided there is enough data in the side-bands. In this
approach, the uncertainties on the background cross-sections, the PDF and the luminosity
measurement are highly reduced.

14.2.5. Identification of new particles

Once a resonance is found, information will be gained on its characterisation from the study of
other decay channels, likeγ γ (see Section14.6), of angular distributions and of asymmetries,
in view of the spin determination (see also Section14.3).

As an example, RS gravitons with spin 2 can be distinguished from the Standard Model
background andZ′ bosons with spin 1 using the distribution of the cosθ∗ variable, computed
as the cosine of the polar angle between the electron and the boost direction of the heavy
particle in the latter rest frame. In addition to the cuts defined above, the electron and positron
candidates are requested to have opposite charges, in order to identify the electron, from which
the cosθ∗ variable is computed.

The cosθ∗ distributions for graviton production withM = 1.25 TeV/c2, c = 0.01 and
M = 2.5 TeV/c2, c = 0.1, are presented in Fig.14.5, for an integrated luminosity of
100 fb−1. The error bars represent the corresponding statistical uncertainties, applied to
the signal distribution obtained from a large statistics simulation. The spin-2 hypothesis
is compared to the spin-1 hypothesis (dashed red curve in the figures), formed by the
Drell–Yan production (Figs.14.5a and14.5b) or the ALRM Z′ production (Figs.14.5c
and 14.5d). For graviton production, the expected background is included in the cosθ∗

distributions.
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Figure 14.5. Distributions of cosθ∗ for graviton production (full blue curves) and for Drell–
Yan production (dashed red curves) normalised to the signal, forM = 1.25 TeV/c2 (a) and
2.5 TeV/c2 (b), and forZ′ boson (ALRM model) (dashed red curves), normalised to the signal, for
M = 1.25 TeV/c2 (c) and 2.5 TeV/c2 (d), with an integrated luminosity of 100 fb−1. The error bars
represent the “1-experiment” distribution for the graviton production. The expected background is
included in the cosθ∗ distributions.

The spin 2 nature of RS gravitons can be determined in contrast to the Drell–Yan
production or theZ′ boson production for an integrated luminosity of 100 fb−1 up to
1.25 TeV/c2 for c = 0.01 and 2.5 TeV/c2 for c = 0.1.

14.3. High mass dimuon final states

Many scenarios beyond the Standard Model are expected to manifest themselves through
modifications in the mass spectrum of high-mass dimuon pairs. The potential of the CMS
experiment to discover dimuon decays of a new heavy neutral gauge boson, Z′, is discussed
in Section3.3.4; the discovery reach for a representative set of Z′ models was found to
be in the range between 2.9 and 3.8 TeV/c2 for an integrated luminosity of 10 fb−1. In
this section, we discuss the observability ofµ+µ− final states predicted in two classes of
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large extra dimensions models, RS and ADD. While the RS scenario gives rise to relatively
narrow resonances, the ADD model is expected to be observed via non-resonant modifications
of the dimuon spectrum; therefore, these two searches require somewhat different
experimental approaches. The search for compositeness in the dimuon channel is described in
Section15.2.

Once a new physics is discovered, observables other than dimuon invariant mass can
be used to determine the theoretical framework to which it belongs. The measurement of
the forward-backward asymmetries of leptonic decay products has long been known as a
powerful tool to identify Z′; some aspects of such a measurement at the LHC are discussed in
Section3.3.5. Spin discrimination of new heavy resonances based on an unbinned likelihood
ratio statistic incorporating the angles of the decay products is described in Section3.3.6.

14.3.1. The Randall–Sundrum model in the dimuon channel

We consider the range of RS1 graviton masses in the range 1<m< 4 TeV/c2 and the
dimensionless coupling constant in the expected theoretical range 0.016 c6 0.1 [721]. A
full simulation with pythia [69] version 6.227 and with thegeant4-based CMS program
[8] and reconstruction with the CMS full-reconstruction package [10], including pile-up of
minimum-bias collisions is carried out. We derive both the CMS discovery potential for
Randall–Sundrum gravitons and the performance of spin determination in this channel (see
details in Ref. [117]). The non-reducible backgrounds are the Drell–Yan process, vector boson
pair productionZ Z, W Z, W W, t t̄ production, etc. In the SM the expected leading-order
cross section of the Drell–Yan process dominates the other contributions (see the Section9.2
for details). The trigger simulation is based on the reconstruction package, using the on-line
reconstruction algorithm. We require the single or double muon trigger, no requirement for
calorimeter isolation of high-pT muons is made. The total trigger + reconstruction efficiency
varies between 95% and 90% for dimuons in the mass range 1<m< 4 TeV/c2. Only the
events which passed both the Level-1 and HLT cuts are selected. Note that the trigger
efficiency is significantly decreased after applying of the calorimeter isolation cuts (down to
15%). This drop is caused by electromagnetic showers accompanying high-energy muons.
In the following, no cuts on calorimeter isolation of muon tracks are applied at the
HLT level.

14.3.1.1. The Randall–Sundrum model discovery potential.The significance estimators used
for studying the discovery potential of the RS1 model wereScP, ScL and SL , defined in
AppendixA.1 (see discussion ofSL in Section3.3.4.1).

Figure14.6a shows the integrated luminosity required for a 5σ discovery as a function
of the dimuon mass. The results for different values of integrated luminosity are summarised
in Table14.3 and Fig.14.6b. The CMS experiment can observe a RS1 graviton with mass
up to 2.3 TeV/c2 with an integrated luminosity of

∫
L dt = 1 fb−1 if the couplingc is equal

to 0.1. Forc = 0.01 the mass reach does not exceed 1.9 TeV/c2, even for the asymptotic
regime of LHC operation with

∫
Ldt = 300 fb−1. The asymptotic reach limit forc = 0.1 is

4.5 TeV/c2.
A combined analysis [721] in the RS1 scenario shows that the value of the coupling

constantc is strongly restricted (Fig.14.6b) due to the theoretical constraints to assure that
the model does not introduce a new hierarchy (the scale parameter3π = MPlekL < 10 TeV/c2

with the symbols defined in Section14.1.5). The direct comparison of results on a mass reach
region forc with the data of the Fig.14.6shows that a luminosity of 100 fb−1 is needed to
test the RS1 model everywhere in (c – Mgrav) space of model parameters. However, these
conclusions are not definitive since the initial theoretical constraints are quite arbitrary.
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Figure 14.6. (a) Discovery limit for RS1 graviton withµ+µ− decay mode for different values
of RS1 coupling constantc = 0.01, 0.02, 0.05 and 0.1 (from top to bottom). Used discovery limit
S> 5 for the ScP estimator (solid lines),SL (dashed lines),ScL (dotted lines). (b) Reach of the
CMS experiment as a function of the coupling parameterc and the graviton mass for various values
of integrated luminosity. The left part of each curve is the region where significance exceeds 5σ .

Table 14.3.CMS discovery potential invariant mass reach (in TeV) to observe the RS1 graviton in
µ+µ− channel.

Coupling constantc Estimator 1 fb−1 10 fb−1 100 fb−1 300 fb−1

ScP 0.75 1.20 1.69 1.95
0.01 ScL 0.77 1.21 1.71 1.97

SL 0.78 1.23 1.73 1.99
ScP 1.21 1.72 2.30 2.63

0.02 ScL 1.22 1.72 2.31 2.64
SL 1.22 1.74 2.34 2.68
ScP 1.83 2.48 3.24 3.67

0.05 ScL 1.85 2.49 3.26 3.71
SL 1.85 2.51 3.31 3.79
ScP 2.34 3.11 4.12 4.52

0.1 ScL 2.36 3.13 4.14 4.54
SL 2.36 3.16 4.23 4.73

14.3.1.2. Systematic uncertainties.The results taking into account the systematic
uncertainties are shown in Fig.14.7. The expected effects of misalignment are considered
in two misalignment scenarios: the First Data and the Long Term scenarios [99], which
correspond to different stages of the alignment corrections for the positions of the tracker
and muon chambers. The current estimate is that the transition to the Long Term scenario can
be achieved at an integrated luminosity of about 1 fb−1 [86]. In contrast to Fig.14.6which
assumed a K-factor equal to unity, a K-factor ofK = 1.30± 0.05 is used both for the RS1
signal and Drell–Yan background. Additional variations due to EW corrections, hard-scale
and PDF uncertainties have been considered, the details being found in Ref. [117].

14.3.1.3. Spin discrimination in angular analysis.A study of muon angular distributions
allows a discrimination between the hypotheses of Graviton (spin-2 particle) andZ′ (spin-1
particle) – see the discussion and the results in Section3.3.6.
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Figure 14.7. (a) Discovery limit for coupling constantsc = 0.01, 0.1 (upper and lower curves,
respectively) after taking into account the systematic uncertainties including misalignment in
two scenarios: the curves ending at integrated luminosity of 1 fb−1 correspond the First Data
misalignment scenario, the other ones correspond to the Long Term scenario. The ranges show the
expected variations due to the systematic uncertainties. (b) The ranges of the expected variations
due to the systematic uncertainties for the mass reach of the CMS experiment.

14.3.2. The ADD model in the dimuon channel

We consider the fundamental Planck scale of the ADD model in the range of 3.0<
MS< 10.0 TeV/c2 and numbers of extra dimensions in the range of 36 n6 6 [698]. The
contribution of KK-modes of ADD gravitons to the Drell–Yan processes is computed
using the leading-order matrix element [722] which was implemented instagen generator
collection as external matrix element inpythia [69] version 6.227. A full simulation [8]
of the CMS detector and reconstruction [10], without a pile-up of minimum-bias collision
is performed to derive the CMS discovery potential for ADD virtual gravitons (see details
in Ref. [723]). The non-reducible backgrounds are the Drell–Yan process, vector boson pair
productionZ Z, W Z, W W, t t̄ production, etc. In the SM the expected leading-order cross
section of the Drell–Yan process dominates the other contributions (see Section9.2 for
details). The trigger simulation is realised in the reconstruction package, using the on-line
reconstruction algorithm. A single or double muon trigger is required, but no requirement for
calorimeter isolation of high-pT muons is made. The total trigger + reconstruction efficiency
varies between 70% and 90% for dimuons dependent on the model parameters. Only the
events which passed both the Level-1 and HLT cuts are selected.

14.3.2.1. The ADD discovery limit.The CMS discovery potential was estimated using as
significanceScP andScL, defined in Appendix A.1. The computed significance values for the
ideal detector as a function of a fundamental theory scale,MS, are presented in Fig.41.8for
integrated luminosities of 0.1, 1.0, 10, 100, 300, 1000 fb−1. The main observations are:

•
∫
Ldt = 1 fb−1, even a low luminosity regime allows us to measure the effect from the

virtual contributions of ADD gravitons to Drell–Yan process for an effective fundamental
Planck scale up to 4.0 TeV for the most unfavourable case withn = 6. For a scenario where
the number of extra dimensions isn = 3 the reach limit is extended to 5.8 TeV.

•
∫
Ldt = 10 fb−1, MS values of 4.8 and 7.2 TeV can be reached forn = 3 and n = 6

respectively.
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Figure 14.8. Significance as a function ofMS for (a)n = 3 and (b)n = 6.

•
∫
Ldt = 100 fb−1, for LHC operation in a high luminosity regime allow the observation of

the ADD signal at 5.8÷ 8.7 TeV of model scale dependent on a number of extra dimensions.
•
∫
Ldt = 300 fb−1, in the asymptotic regime the CMS sensitivity to fundamental Planck

scale is increased to values of 6.5÷ 9.3 TeV.

14.3.2.2. Systematics.The results taking into account the systematical uncertainties with
the ScP estimator are shown in Fig.14.8. To take into account the misalignment effect
two scenario of misalignment were considered during reconstruction procedure:First Data
scenario [99] for 0.1 and 1.0 fb−1 andLong Termscenario [99] for 10, 100, 300, 1000 fb−1.
The K-factor ofK = 1.30± 0.05 is used both for ADD signal and Drell–Yan background.
Additional variations due to hard-scale and PDF uncertainties as well as trigger and selection
uncertainties have been considered, the details being given in Ref. [723].

14.4. High energy single lepton final states

14.4.1. Introduction

Several theoretical models predict, in addition to the well known electroweak vector
bosonsγ , W, Z, further heavy gauge bosons. These additional particles are postulated
for example in Left–Right Symmetric Models [724–727], based on the gauge group
SU(3)C × SU(2)L × SU(2)R × U(1)B−L (B, L: baryon-, lepton-number) in theories predicting
a substructure of the known “elementary particles”, and in Little Higgs Models [91].

Here we investigate the detection capabilities for a hypothetical heavy partner of theW,
a charged spin-1 bosonW′. We do not assume one of the specific models mentioned above,
but derive theW′ properties from the Reference Model by Altarelli [697], which has been
used in several earlier experiments, so that the resulting limits can be compared easily. In this
Reference Model theW′ is a carbon copy of theW, with the very same left-handed fermionic
couplings (including CKM matrix elements), while there is no interaction with the Standard
Model gauge bosons or with other heavy gauge bosons as aZ′. Thus theW′ decay modes and
corresponding branching fractions are similar to those for theW, with the notable exception
of the tb channel, which opens forW′ masses beyond 180 GeV.

In hadron collisionsW′ bosons can be created throughqq̄ annihilation, in analogy toW
production. Previous searches for the ReferenceW′ at LEP and at the Tevatron give rise to
lower bounds approaching 1 TeV [728].
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This analysis is based on the decayW′
→ µν, with a branching ratio of roughly 10%.

The resulting signature of a high energy muon accompanied by missing energy allows an
easy separation of signal and background reactions. More details are found in [729].

14.4.2. Data samples

For this study we assume an integrated luminosity of 10 fb−1 and an average instantaneous
luminosity ofL= 2× 1033 cm−2 s−1 corresponding to an average pile-up of 3.5pp-collisions
per bunch crossing.

Reference ModelW′ events decaying into muon and neutrino have been generated
with pythia v6.227 [69], based on the leading order cross section and the parton density
functions CTEQ 5L (leading order) [719]. In total about 300 000 events have been produced
for W′ masses between 1 TeV and 8 TeV. The product of LO cross section and branching
fraction varies between 3.0× 103 fb (1 TeV) and 3.3× 10−4 fb (8 TeV), to be compared with
1.7× 107 fb for Standard ModelW production and muonic decay. The detector response
was simulated with the full CMS simulation [8] and reconstruction [10] software. Both the
signal events and the following background samples were analysed: W→ µν, Z → µµ, W W
inclusive, Z Z inclusive, ZW inclusive,t t inclusive. These data sets have been produced in
the CMS Data Challenge 2004. On average 3.5 minimum bias reactions have been overlaid to
each event.

14.4.3. Event selection and analysis

Events have been preselected requiring at least one globally reconstructed muon which pass
the trigger criteria.

The final cuts to selectW′
→ µν candidate events are:

• muon quality: at least 13 hits along the global track,χ2/Ndof < 50 for the fit;
• single muon requirement;
• muon isolation: no additional track (pT > 0.8 GeV) within a cone of size1R = 0.17.

These cuts have been chosen to maximise the signal/background ratio.
For the selected events the transverse mass

MT =

√
2pTµ Emiss

T (1− cos1φµ,Emiss
T
)

is calculated from the muon transverse momentumpTµ , the missing energy component in
the transverse planeEmiss

T and the angular1φµ,ET
miss between both in this plane. Figure14.9

shows the resulting distribution for signal (1 and 5 TeV) and background events. TheW′

boson distributions show a Jacobian peak which is spread out for largeMT due to the detector
resolution. It can be seen immediately, that a 1 TeV boson can be discovered or excluded
easily, while for higher masses a statistical analysis is needed to quantify the sensitivity.

14.4.4. Discovery and exclusion potential

To interpret the results, the CLs method [508] is applied, which is based on the likelihood
ratios, calculated for all bins of theMT distribution. CLs is defined as ratio of the confidence
levels for the signal and background hypotheses, CLs = CLs+b/CLb.

Figure14.10shows, that for an integrated luminosity of 10 fb−1, a limit of 4.7 TeV at the
95% CL is reachable, if no signal is present in the CMS data. Both the expected discovery
and exclusion limits are displayed in Fig.14.11as a function of integrated luminosity and
W′ mass. To investigate the sensitivity to the signal and background cross sections, they have
been varied in a wide range; relative changes by factors of 2 and 10, respectively, lead to a
lowering of the accessible mass range by about 0.5 TeV in the worst case.
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Figure 14.10. (Left) transverse invariant mass spectrum of signal (1 and 5 TeV, non-stacked) and
background (stacked) after applying the selection cuts. (Right) result of the CLs-method: with an
integrated luminosity of 10 fb−1. ReferenceW′ bosons can be excluded up to a mass of 4.7 TeV.

14.4.5. Systematic uncertainties

The uncertainties arising from an imperfect knowledge of the PDFs at LHC energies and the
error from the hard scale parameters have been investigated by using the Les Houches Accord
PDFs [95] and varying the hard scale, respectively. The relative errors on the cross-section of
the signal are listed in Table14.4. The error on the background is comparable to that of the
W′ at the corresponding invariant mass.

The steep falling invariant mass distribution especially of theW background holds a
potential danger for the detection ofW′ bosons: if only a small fraction of these events is
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Figure 14.11. The plots show which integrated luminosity is needed to discover (left) or exclude
(right) W′ bosons of a certain mass.

Table 14.4.Relative systematic uncertainties in percent, arising from an imperfect theoretical
knowledge (parton density functions, hard scale) and the expected luminosity error for an
integrated luminosity of 10 fb−1.

Systematic Uncertainties

Type 1 TeVW′ 2 TeV W′ 3 TeV W′ 4 TeV W′ 5 TeV W′

PDF1σ/σ +3.6
−4.3

+6.8
−5.9

+6.2
−8.3

+17.1
−10.6

+33.7
−18.9

Hard Scale1σ/σ +4.1
−4.1

+7.5
−6.9

+10.4
−9.2

+13.1
−10.3

+14.8
−12.7

Luminosity1L/L ±5% ±5% ±5% ±5% ±5%

reconstructed with a by far too large mass, which might result from a mis-measured muon
momentum, the detection of aW′ becomes extremely difficult. Such a behaviour would
be visible in non-gaussian tails for example in thepT resolution distribution. Using a large
sample of aW events it could be demonstrated, that the alignment precision expected after
an integrated luminosity of 10 fb−1 has only a small influence on the non-gaussian tails of the
muon pT resolution distribution.

The luminosity uncertainty at the considered integrated luminosity of 10 fb−1 is expected
to be 5%, while other experimental errors (neutron background, dead detector components,
etc.) are expected to be negligible.

14.4.6. Summary

For an integrated luminosity of 10 fb−1, W′ bosons of the Reference Model can be discovered
or excluded up to a mass of 4.5–5 TeV, from an analysis of the muonic decay mode.

14.5. High mass dijet final states

14.5.1. Dijet resonances and contact interactions

Dijet resonances and contact interactions are the two major signals of new physics with dijets.
Dijet resonances are direct and compelling observations of a new physical object at a massM ,
requiring an incoming parton-parton collision energy equal to the mass. Contact interactions
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Figure 14.12. (Left) The total cross section times branching ratio times acceptance for dijet
resonances from eight different models (see text). (Right) For resonance masses of 0.7, 2.0, and
5.0 TeV/c2, the fractional difference between an excited quark (solid curve) or an E6 diquark
(dashed curve) and the QCD dijet background is compared to the QCD statistical errors (vertical
lines).

(discussed in Section15.3) are indirect observations of an energy scale of new physics,3,
which can be significantly larger than the available collision energy. Resonances are clear
signals but contact interactions are often observed first.

14.5.2. Dijet resonance search

We search for processes producing narrow resonances,X, decaying to dijets:pp→ X →

jet + jet (inclusive) [730]. Our experimental motivation is that LHC is a parton-parton collider,
and resonances made from partons must decay to the same partons giving two jets in the final
state. The theoretical motivation is broad, since there are many models that predict narrow
dijet resonances.

14.5.2.1. Dijet resonance models.In Fig. 14.12we show the cross section times branching
ratio times acceptance calculated to lowest order for eight benchmark models. Here we
introduce them in order of descending cross section at low mass. Excited states of composite
quarks [731] are strongly produced giving large cross sections (qg→ q∗). Axigluons
(A) [732] or colorons (C) [733] from an additional colour interaction are also strongly
produced, but require an anti-quark in the initial state (qq̄ → A or C) slightly reducing
the cross section compared to excited quarks. Diquarks [734] from superstring inspiredE6

grand unified models are produced with electromagnetic coupling from the valence quarks of
the proton (ud → D). The cross section forE6 diquarks at high mass is the largest of all the
models considered, because at high parton momentum the probability of finding a quark in the
proton is significantly larger than the probability of finding a gluon or anti-quark. Colour octet
technirhos [735] from topcolour-assisted technicolour are produced for either gluons or quark-
anti-quark pairs in the initial state through a vector-dominance model of mixing between
the gluon and the technirho (qq̄, gg→ g → ρT8). Randall–Sundrum gravitons [94] from a
model of large extra dimensions are produced with a significant cross section at masses below
1 TeV/c2 primarily from gluons in the initial state (qq̄, gg→ G). Heavy W bosons [736]
inspired by left-right symmetric grand unified models have electroweak couplings and



CMS Physics Technical Design Report, Volume II: Physics Performance 1457

Cross Section [pb]
0 0.2 0.4 0.6 0.8 1

Li
ke

lih
oo

d

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

95% CL

Before Systematics

After Systematics

Cross Section [pb]
0 0.5 1 1.5 2 2.5

lik
el

ih
oo

d

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0.01

Before Systematics

After Systematics

Figure 14.13. Likelihoods for observing a narrow dijet resonance of mass 2 TeV/c2 in a 1 fb−1

data sample that contains only QCD background (left) and a data sample that also contains a
resonance with a significance of 5σ (right) are shown with statistical uncertainties only (dashed)
and including systematics (solid).

require anti-quarks for their production (q1q̄2 → W′) giving small cross sections. HeavyZ
bosons [736] inspired by grand-unified models are widely anticipated by theorists, but they are
weakly produced, and require an anti-quark in the initial state (qq̄ → Z′), so their production
cross section is around the lowest of the models considered. Lower limits from CDF [120]
and D0 [121] on the mass of these models range from 0.4 to 1.0 TeV/c2.

14.5.2.2. Dijet resonance sensitivity estimates.The signal and background dijet mass
distributions for narrow resonances were presented in Section4.1.4. In Fig. 14.12 we
demonstrate the size of the signal for excited quarks andE6 diquarks compared to the QCD
background and it’s statistical uncertainty. It is clear that we will be sensitive to such large
signals for strongly produced dijet resonances. Here we quantify our sensitivity to any model
of narrow dijet resonances. In Fig.14.13we show examples of likelihoods for excluding or
observing a narrow resonance signal on a QCD background as a function of the signal cross
section. In the case where the observed sample is QCD only, the signal likelihood peaks
around zero cross section, and the 95% CL excluded signal cross section is shown. In the case
where the observed sample is QCD plus a resonance signal, we have varied the signal size until
the Gaussian distributed likelihood is 5σ above zero. In Fig.14.13we have included estimates
of our systematic uncertainties. For a resonance mass of 0.7 (5.0) TeV/c2 the systematic
uncertainty on the observable signal cross section due to the jet energy uncertainty in the
background rate is 15% (25%), the uncertainty due to jet resolution in the resonance shape is
10% (10%), the uncertainty due to radiation’s affect on the resonance shape is 10% (25%),
and the uncertainty due to luminosity is 10% (10%). For resonance masses just above the
dijet mass thresholds where the trigger prescale decreases, there is an additional systematic
uncertainty from the jet energy uncertainty. Systematic uncertainties have a greater effect on
discovery than exclusion, because exclusions occur at a smaller signal cross section and are
dominated by statistical uncertainties.

Figure 14.14 demonstrates that the 95% CL exclusion and 5σ discovery signal cross
sections, including statistical uncertainties only, have reasonable values when compared to
the size of the QCD statistical errors. Also in Fig.14.13 we present the resonance cross
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Figure 14.14. (Left) For resonances of mass 0.7, 2.0 and 5.0 TeV/c2, the rate as a fraction of QCD
that CMS expects to exclude (dashed) or discover (solid) including statistical uncertainties only.
(Right) The resonance cross section that CMS expects to exclude (boxes) or discover (circles),
including systematic uncertainties, is compared to the cross section for eight resonance models.

Table 14.5.Sensitivity to dijet resonances with 100 pb−1, 1 fb−1 and 10 fb−1. For each resonance
model, we show the range of masses we expect to be able to exclude at a confidence level of 95%
or greater, and the range of masses we expect to be able to discover with a significance of 5σ or
greater. All estimates are with both statistical and systematic uncertainties.

Resonance Model 95% CL Excluded Mass (TeV/c2) 5σ Discovered Mass (TeV/c2)

100 pb−1 1 fb−1 10 fb−1 100 pb−1 1 fb−1 10 fb−1

Excited Quark 0.7–3.6 0.7–4.6 0.7–5.4 0.7–2.5 0.7–3.4 0.7–4.4
Axigluon or Colouron 0.7–3.5 0.7–4.5 0.7–5.3 0.7–2.2 0.7–3.3 0.7–4.3
E6 diquarks 0.7–4.0 0.7–5.4 0.7–6.1 0.8–2.0 0.8–3.7 0.8–5.1
Colour Octet Technirho 0.7–2.4 0.7–3.3 0.7–4.3 0.7–1.5 0.7–2.2 0.7–3.1
Randall–Sundrum 0.7–1.1 0.7–1.1 0.7–1.1
Graviton 1.3–1.6 1.3–1.6 N/A N/A N/A

2.1–2.3
W′ 0.8–0.9 0.8–0.9 0.8–1.0 N/A N/A N/A

1.3–2.0 1.3–3.2
Z′ N/A N/A 2.1–2.5 N/A N/A N/A

section values for jet|η|< 1 that CMS can expect to exclude at 95% CL or discover at 5σ

significance for an integrated luminosity of 1 fb−1. These can be compared with the cross
section of any model of narrow dijet resonances, and here we compare with our benchmark
models. From Fig.14.14we can read off the mass limits or discoveries that are possible with
1 fb−1 of data, which are listed in Table14.5 along with the results of repeating the same
analysis for 100 pb−1 and 10 fb−1. The resonances that are produced via the colour interaction
(excited quarks, axigluons, colorons and colour octet technirhos) or from the valence quarks
of each proton (E6 diquarks) have large cross sections and can be discovered up to a mass of
a few TeV. A single search for resonances in the dijet mass distribution provides CMS with
a sensitive test of many different models of the widely anticipated New Physics at the TeV
scale.
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14.6. High mass diphoton final states

14.6.1. Introduction

The study of the Randall–Sundrum (RS) graviton decaying into the two photons is particularly
interesting as the detection of such few TeV/c2 mass resonance in such channel together with
its observation in the dilepton channel will sign a RS graviton, distinguishing it from a Z′

production. The model is governed by two parameters: the graviton massM and its coupling
to Standard Model particlesc, the latter being related to the natural width of the resonance.

14.6.2. Event generation and kinematics pre-selection

The search for the G→ γ γ signal at LHC is affected by four types of backgrounds:

• The prompt diphoton production from the quark annihilation and gluon fusion diagrams,
which provides an intrinsic or ‘irreducible’ background.

• The γ + jets production consisting of two parts: i) prompt photon from hard interaction
+ the second photon coming from the outgoing quark due to final state radiation and ii)
prompt photon from hard interaction + the decay of a neutral hadron (mostly isolatedπ0)
in a jet, which could fake a real photon.

• The background from QCD hadronic jets, where electromagnetic energy deposits result
from the decay of neutral hadrons (especially isolatedπ0s) in both jets.

• Drell–Yan process withe+e− in a final state which could mimic photons when
correspondent electron tracks will not be assigned to the superclusters during the
reconstruction.

Generator-level pre-selection and parameters used for QCD and bremsstrahlung
backgrounds is described in [737].

14.6.3. Offline selection and analysis

The requirements for the analysis were as follows:

1 Two super-clusters (SCs) withET > 150 GeV and two HLT trigger bits triggered at the
same time: 2p (two photons) and r2p (two photons relaxed).

2 Calorimeter isolation criteria: for each SC the energy in a cone of1R = 0.5 (excluding
SC itself) should be< 0.02ET(SC)

3 E(HC AL)/E(EC AL) < 0.05
4 Tracker isolation: the sum of the energy of all tracks in a cone1R = 0.5 around the SC

should be< 0.01ET(SC)
5 Photon energy corrections are done in a simple way so far:

• For E1 energy< 1.7 TeV, only a simple energy dependent part of correction is
applied (just a shift of the peak).

• For E1 energy> 1.7 TeV, the MGPA saturation correction (1d) was applied (see and
[738]).

14.6.4. K-factors

To produce the final results and to calculate the expected statistical significance for RS-1
graviton search recently calculated next-to-leading order corrections (K factors) to the cross
sections of different types of background are used: K= 1.5 for quark annihilation [26],
K = 1.2 for gluon fusion [29], K = 1 for theγ + hadronic jets [29] and K= 1 for QCD jets.
For signal, a conservative K= 1 value is taken.
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Table 14.6. Number of events passed through the analysis cuts defined above forMG =

1.5 TeV/c2, c = 0.01 andL= 30 fb−1. Leading column is non-saturated events, all saturated
events, passed through the analysis, were added in brackets, where applied.

signal Born Box Brem QCD DY
(K = 1.5) (K = 1.2) (K = 1) (K = 1) (K = 1)

trigger + 2SC 28.9 8.6 0.10 29.2 798.7 4.3
+ EM isolation 24.5 5.5 0.08 20.3 361.8 3.5
+ HCAL/ECAL 24.3 5.4 0.08 4.4 12.8 3.5
+ tracker isolation 17.6 4.2(+0.2) 0.05 0.17 0.0 0.0

Table 14.7. Number of events passed through the analysis cuts defined above forMG =

3.5 TeV/c2, c = 0.1 andL= 30 fb−1. Leading column is non-saturated events, all saturated events,
passed through the analysis, were added in brackets, where applied.

signal Born Box Brem QCD DY
(K = 1.5) (K = 1.2) (K = 1) (K = 1) (K = 1)

trigger + 2SC 11.6 0.20 4.4∗ 10−4 0.78 821.9 0.10
+ EM isolation 10.8 0.14 3.6∗ 10−4 0.32 164.4 0.095
+ HCAL/ECAL 10.6 0.13 3.4∗ 10−4 0.016 0.0 0.095
+ tracker isolation 8.9(+1.0) 0.10(+0.02) 2.7(+0.24) ∗ 10−4 1.7∗ 10−3 0.0 7.2∗ 10−4
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Figure 14.15. Number of events passing all cuts for (1.5 TeV/c2, 0.01) (left) and (3.0 TeV/c2,0.1)
(right) RSI gravitons for 30 fb−1 integrated luminosity.

14.6.5. Results

The numbers of events passing the analysis cuts described above, for the signal and for the
backgrounds, are presented in Table14.6(1.5 TeV/c2, 0.01) and in Table14.7(3.5 TeV/c2,
0.1).

Figure 14.15 shows the number of events satisfying all cuts for both signal and
backgrounds for the cases (1.5 TeV/c2, 0.01) and (3.0 TeV/c2, 0.1) after 30 fb−1 luminosity.
The results for one year low luminosity of 10 fb−1 are presented in Fig.14.16.

Taking into account the K-factors described above, the number of events for signal and
background and the significanceScL (defined in AppendixA.1) for c = 0.01 andc = 0.1 are
shown respectively in Tables14.8and14.9for an integrated luminosity of 30 fb−1.

The significance as a function of the graviton mass(MG) for integrated luminosities of
10 fb−1, 30 fb−1 and 60 fb−1 are displayed in Fig.14.17.

The discovery region in the plane of the coupling parameterc and the graviton mass is
shown in Fig.14.18.
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Figure 14.16. Number of events passing all cuts for (1.0 TeV/c2, 0.01) (left) and (2.5 TeV/c2,0.1)
(right) RS-1 gravitons for 10 fb−1 integrated luminosity.
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Figure 14.17. Significance as a function of the graviton mass for 10 fb−1, 30 fb−1 and 60 fb−1

integrated luminosities, with c= 0.01 (left) and c= 0.1 (right).

Table 14.8.Significance forc = 0.01 andL= 30 fb−1.

MG = 1.0 MG = 1.25 MG = 1.5 MG = 1.75 MG = 2.0
TeV/c2 TeV/c2 TeV/c2 TeV/c2 TeV/c2

Ns 135.8 44.0 17.6 7.3 3.9
Nbkg 15.0 8.8 4.6 1.8 1.2
Significance 20.6 10.1 5.9 3.9 2.6

Table 14.9.Significance forc = 0.1 andL= 30 fb−1.

MG = 2.5 MG = 3.0 MG = 3.5 MG = 4.0 MG = 4.5
TeV/c2 TeV/c2 TeV/c2 TeV/c2 TeV/c2

Ns 103.8 31.6 9.9 3.44 1.11
Nbkg 1.11 0.35 0.13 0.06 0.02
Significance 27.3 15.0 8.2 4.6 2.6
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Table 14.10.Hard scale confidence limits uncertainties for 30 fb−1.

4ŝ 0.25̂s

c = 0.01 −62 GeV/c2 +56 GeV/c2

c = 0.1 −47 GeV/c2 +42 GeV/c2

The discovery region for 60 fb−1 extends to MG = 1.82 TeV/c2 if c = 0.01 and
to MG = 4.27 TeV/c2 if c = 0.1. For 30 fb−1 it is MG = 1.61 TeV/c2 if c = 0.01 and
MG = 3.95 TeV/c2 if c = 0.1. For 10 fb−1 it reaches toMG = 1.31 TeV/c2 if c = 0.01
andMG = 3.47 TeV/c2 if c = 0.1.

14.6.6. Systematic uncertainties for 30fb−1

Several systematic uncertainties and their effect on the mass reach have been evaluated for
an integrated luminosity of 30 fb−1. The effect of hard scale uncertainties is given in Table
14.10, computed by multiplying and dividing the scaleŝ by a factor 2. The uncertainties from
the pdfs, computed with LHAPDF, amount forc = 0.01 to −55 GeV/c2 and forc = 0.1 to
−152 GeV/c2. There is another source of uncertainties due to the fact, that we have used
K-factor = 1.5 for the Born process, while the most recent measurements at the Tevatron
pointed to a K-factor closer to 2 [739]. The effect of such a change on the mass reach is
−50 GeV/c2 for c = 0.01 and−30 GeV/c2 for c = 0.1.

14.7. Singleγ final state withEmiss
T from extra dimensions

14.7.1. Topology of single-photon final states

An introduction to the signals involving direct graviton emission in ADD type of extra
dimensions frameworks is given is Section14.3.2. The topology of single photon events can
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be identified by:

• a single highpT photon in the centralη region;
• high missing pT back-to-back to the photon in the azimuthal plane with a similarpT

distribution.

These characteristics are not strongly dependent on the ADD model parameters. The
details of this analysis can be found in [740].

14.7.2. Backgrounds from the Standard Model

All signal and background samples used in the following were simulated using the CMS fast
detector simulation [11]. Fully simulated reference samples were generated for the signal and
the largest irreducible background,Z0γ → νν̄ +γ . A detailed comparison of the resolution,
efficiency and purity of all reconstructed objects used in this analysis to thegeant-based
CMS simulation confirmed that the fast simulation provides a very good approximation of the
expected detector response. All samples were consistently generated using a generator level
cut in pythia p̂T > 400 GeV. The backgrounds considered in the study are,Z0γ → νν̄ +γ ,
W±

→ `ν where` is electron, muon or tau,W±γ → eν +γ γ+Jets, QCD, diγ and Z0

+ jets. For the main background, a normalisation method from measured data is developed
employing the reconstructed leptonic decays of theZ0 into muon and electron pairs.

The detector acceptance for selecting the leptons is parameterised using a two-
dimensional functionα(pγT , ηγ ). Figure14.19shows the measured and thepγT spectrum from
γ+Z0

→ µ+µ− after the (acceptance× efficiency) parameterisation is applied, in comparison
with the generator spectrum forγ+Z0

→ νi ν̄i events. ForpγT > 100 GeV/c there is 1170
Z0

→ µ+µ−/e+e− events expected after all selection cuts for 30 fb−1. These can be used as
the candle sample that provides a direct normalisation of theγ+Z0

→ νi ν̄i with a statistical
precision of 3%.
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Figure 14.20. Spectrum of the missingET for all backgrounds (black histogram) and for an
example signal sample (MD = 2.5 TeV,n = 2). The number of events corresponds to an integrated
luminosity of 30 fb−1.

14.7.3. Event selection

The main trigger path for the selection of signal and background events will be the single
photon trigger, both at the Level-1 and the HLT. Presently the single photon trigger has a
HLT level threshold of 80 GeV, which is far below the selection cut for events with isolated
photons above 400 GeV used here. Hence the expected trigger efficiency is close to 100%
and its efficiency can be monitored from data with aEmiss

T trigger which will have a threshold
in the range of 200–300 GeV, well below the acceptance of the bulk of the signal. Both the
topological characteristic and the necessity to reduce the Standard Model background lead to
the following selection criteria:

• At least aEmiss
T > 400 GeV is required and the photonpT has to be above 400 GeV.

• |η| of the photon< 2.4.
• 1φ(Emiss

T , γ ) > 2.5.
• A track veto for highpT tracks> 40 GeV is applied. This is a powerful criterion to reduce

all backgrounds containing high-energetic charged particles (such ase±, µ±, jets).
• An Isolated Photon Likelihood criterion is applied to remove residual background from

hard photon emission from jets as well as fake photons from jets.

Figure 14.20 shows the missing transverse energy spectra for events surviving the
selection path for both the signal and the backgrounds. As expected theZ0γ is by far the most
dominant component of the background, followed byW±γ while the contributions of the
other Standard Model backgrounds are small. For all ADD cross section the hard truncation
approach is used (see Section14.1), i.e. events withMG < MD are rejected.

14.7.4. Systematic uncertainties and discovery potential

We consider an uncertainty of 2% for the measurement of the photonpγT in the
electromagnetic calorimeter and an uncertainty of 5% for theEmiss

T measurement. The
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Figure 14.21. Expected significances as function ofMD for different numbern of extra
dimensions.

resulting decrease of the significance is 1.0% and 1.6% respectively. For the main background
the systematics can be reduced to the luminosity measurement using theZ0 candle calibration
method. It can thus be measured with a precision of 3% after 30 fb−1. The 5σ discovery
reach is achievable forMD <2.5 TeV/c2 and all values of extra dimensions while forMD <

3 TeV/c25σ reach is achievable forn between 2 and 4. Figure14.21shows the expected
significances as function ofMD.

14.8. Black holes

14.8.1. Introduction to higher-dimensional black holes

One of the consequences of large extra dimensions is the possibility to produce microscopic
black hole (BH) at LHC energies. Such a BH formed in a (4+n)-dimensional space-time has
a Schwarzschild radius

rs(4+n) =
1

√
πM(4+n)

(
MB H

M(4+n)

(
80((n + 3)/2)

n + 2

))1/(n+1)

(14.18)

whereM(4+n) is the reduced Planck scale andn is the number of large extra dimensions [741].
A high energy collision of two partons can result in the formation of a BH when the impact
parameter is smaller thanrs(4+n). In the semi-classical approach the BH cross section is given
by σ(MBH)= πr 2

s(4+n) at the parton level. If for low massesM(4+n), i.e. around 2 TeV, the BH
production cross sections at the LHC is in the pb range.

Once produced, these BHs are expected to decay thermally via Hawking radiation [742].
The Hawking temperature for a BH in 4 +n dimensions is [743]

T(4+n) ∼ M(4+n)(M(4+n)/MBH)
1/(n+1). (14.19)

These BHs have a very short lifetime typically of∼10−27 seconds.
BH events are expected to evaporate democratically by emission of all particle types that

exist in nature, independent of their spin, charge, quantum numbers or interaction properties.
Therefore they can be a source of new particles. BH physics at the LHC can provide the
possibility of probing quantum gravity in the lab.



1466 CMS Collaboration

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

500

1000

1500

2000

2500

3000

3500

4000

Signal

Backgrounds

(b)

Invariant Mass (GeV/c^2)
0 2000 4000 6000 8000 10000 12000 14000

E
ve

n
ts

-110

1

10

210

310

410

510

Signal

Backgrounds

(a)

Figure 14.22. (a) Reconstructed invariant mass distribution and (b) event sphericity for black hole
and standard model background events.

14.8.2. Analysis selection path and results

Black hole event samples were produced using thecharybdis event generator [744]. As a
benchmark the case which is analysed has the following parameters: a) 2 TeV/c2 effective
Planck scale, b) 4 TeV/c2 minimum and 14 TeV/c2 maximum black hole mass c) 3 extra
dimensions. Time evolution during Hawking radiation and gray body effects are included.
The detector response was simulated by us using the CMS fast simulation (famos, version
1.4.0) after validation against the detailed CMSgeant-based simulation. The Standard
Model backgrounds taken into account include QCD jets, top production and boson plus jet
production. The invariant mass of all final state objects (electrons, photons, jets and muons)
in the event is found to be correlated with the input black hole mass. In addition since the
black hole formation can only occur ifMBH > M(4+n), the event invariant mass can indicate
the effective Planck scaleM(4+n). In the benchmark scenario the invariant mass is required to
be greater than 2 TeV/c2. BH events are characterised by a high multiplicity of the final state
particles, which increase as a function of the BH mass (and decreases as a function of Hawking
temperature). In particular the ratio of jets to leptons is found to be 5 to 1. In this study with a
simple jet and lepton multiplicity counting the jet/lepton ratio is formed. The average value of
this ratio is found to be 4.5. The thermal nature of Hawking radiation requires the distribution
of BH remnants to be spherical as shown and a sphericity of 0.28 is required which eliminates
drastically the Standard Model backgrounds. The invariant mass distribution and sphericity
for the signal and background events is shown in Fig.14.22.

Events are counted when the total sum of thePT of all reconstructed objects plus the
missing transverse energy is larger than 2500 GeV. A study of the Level-1 and HLT trigger
path shows that the 4 jet trigger has a 93% efficiency for the signal events and is used in the
analysis.

The event selection criteria applied to the reconstructed events and the efficiencies of the
requirements are listed in Table14.11.

The minimum integrated luminosity needed for 5σ significance and for the benchmark
point is ∼2 pb−1. A survey of the parameter space using 25 points shows that for effective
Planck scale of 2–3 TeV, minimum black hole mass up to 4 TeV and 2–6 extra dimensions
the 5 sigma significance can be obtained with luminosity between fraction of pb−1 and 100’s
of pb−1. For effective Planck scale of 4 TeV a few fb−1 is needed for discovery. To account
for the systematic uncertainties in the number of signal events, the effect of PDF distribution
on cross section is calculated using the CTEQ6 NLO PDF set with the help of LHAPDF
interface. PDF uncertainties for the chosen benchmark point is found to be+24.2%

−9.07%. Using
these uncertainties, the error in significance calculation was computed to be 12%.



CMS Physics Technical Design Report, Volume II: Physics Performance 1467

Table 14.11.Event selection and background rejection for signal events and major background
processes.

Cut Signal tt+nJ W+nj Z+nJ QCD Dijet WW+nJ

Cross Section (pb) 18.85 371 896 781.84 33076.8 269.91
Events (10 fb−1) 188500 3.71×106 8.96×106 7.82×106 3.31×108 2.70×106

M Inv > 2 TeV/c2 18.71 13.29 6.53 3.85 2634.94 20.53
Tot. Multiplicity > 4 17.72 13.25 6.43 3.84 2613.18 20.42
Sphericity> 0.28 9.27 1.60 0.23 0.10 53.74 0.07

Final No. Events (10 fb−1) 92740 15990 2328 982 537391 740
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Figure 14.23. Z′ discovery reach for two of the models studied in the dielectron and dimuon
channels. The reach for the rest of the models studied is within the band between the two shown
here.

14.9. Discussion

The results on Z′s and RS gravitons in the channels studied in this chapter are summarised
here.

In Fig. 14.23the summary of the discovery reach in the dielectron and dimuon channels
is shown for two representativeZ′ models. The reach for the rest of the models studied lies
within the band of the two shown in the figure. The results for the dielectron channel are using
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here K-factor of 1.3 for the signal and background in order to be directly compared with the
dimuon results50. Although the analysis strategies and significance computation is different
between the two analyses the results are compatible. For low luminosity and mass reach up
to 3 TeV/c2 the muons suffer from misalignment effects which are recovered after 10 fb−1.
For high mass reach (above 3 TeV/c2) the saturation in the ECAL is causing a degradation
of the resolution in the dielectron channel. The reach using the dielectron channel is up to
3 TeV better than the dimuons due to less than 1% resolution. Optimising the analysis in
the dielectron channel to extract the background from the data and detailed studies of the
saturation is expected to further improve the reach in the dielectron channel for high masses.
The combined reach of the two channels requires a detailed analysis and is not presented
here. Note that a 1 TeV/c2 Z′ is observable with less than 0.1 fb−1 for all models and with a
single channel while every TeV/c2 in mass reach corresponds to approximately an order of
magnitude increase in integrated luminosity.

In Fig. 14.24the summary of the RS graviton discovery reach in the dielectron, dimuon
and diphoton channels is shown. Here the results for the diphoton channel are using CTEQ6M
PDFs to be directly compared with the dielectron and dimuon channels.51 Although the
branching ratio to photons is roughly twice that of electrons or muons the reach for low
coupling and graviton mass is comparable between dielectrons and diphotons due to the
QCD and prompt photon backgrounds in the photon channel which are harder to efficiently
suppress. For higher masses and coupling the diphoton is leading the reach due to the higher
branching ratio. The dimuon channel is trailing the reach compared to the dielectrons merely
due to resolution.

50 Recent calculation of K-factors for several of the processes discussed here can be found in reference [745].
51 In the main analysis the diphoton channel uses CTEQ5L while the dielectron and dimuon analyses use CTEQ6M
where the gluon-gluon contribution is enhanced compared to the CTEQ5L; while the Drell–Yan background is largely
insensitive to this choice, at low masses the gluon-gluon is the dominant graviton production process while at high
masses theqq dominates where CTEQ5L and CTEQ6M are comparable.
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Chapter 15. Alternative BSM Signatures

15.1. Technicolour

15.1.1. TheρTC → W + Z channel

Technicolour (TC) provides an alternative to the elementary Higgs mechanism of the
Standard Model. It introduces a new strong interaction [746] providing a dynamical nature to
Electroweak Symmetry Breaking. Technicolour is a QCD-like force, acting on technifermions
at an energy scale3TC ∼ νweak = 246 GeV. A numberND of technifermion doublet
condensates yield the pseudo-Goldstone bosonsπTC, together with a wide spectroscopy
of excited technimesons. The present simulation is performed using the phenomenology
of the lowest-lying technihadrons, commonly referenced as the “Technicolour Straw Man”
model (TCSM) [735]. The colour-singlet sector includes the spin-zeroπTC and the spin-one
technimesonsρTC andωTC. The decay cross-section of theρTC is expressed as an admixture
of πTC and the Standard ModelZ andW bosons:

ρT C → cos2 χ〈πT CπT C〉 + cosχ sinχ〈πT CVL〉 + sin2 χ〈VL VL〉 (15.1)

where VL is the longitudinal mode of theV = Z,W and sinχ ' 1/
√

ND ∼ 1/3. The
branching fraction BR(ρTC → W + Z) is competing with the two first terms in Eq.15.1, hence
changing with M(πTC).

The decay channelρTC → W + Z is the subject of this analysis [747] as it has the
advantage of a very clean final state, namely 3`+ ν. The background contributions arise
mainly from Standard Model processes involving weak boson production and decays. Other
technicolour decay modes that include jets such asρTC → πTC + W, have higher branching
fractions but are much harder to disentangle from the Standard Model background processes.

15.1.1.1. Event selection.All signal and backgrounds samples used in this analysis are
generated withpythia 6.2 [24] with the requirement of at least 3 prompt leptons in the
CMS fiducial region. TheZbb background is generated usingCompHEP [355] interfaced
to pythia. Contributions from processes of typeZ → 2` plus an additional fake lepton from
a jet have been taken into account in the systematic uncertainties, see Sect. 15.1.1.2. A set of
14 differentρTC samples are generated within the [M(ρTC),M(πTC)] phase space.

Nominal CMS Level-1 and High-Level Trigger requirements are applied [76]. The
CMS fast simulation [11] is used for detector simulation and event reconstruction.
The main reconstructed objects and their efficiencies have been validated against the detailed
geant-based CMS detector simulation [8, 10].

The analysis is designed to reduce the main Standard Model background contributions
W Z, Z Z, Zbb andt t , while retaining high signal efficiency. It is summarised as follows:

(i) Lepton selection: 3 high-pT and isolated electrons or muons.
(ii) Lepton trigger: single- or two-electron or muon mode (Level-1 and HLT).

(iii) Z : same-flavour and opposite-charge`-pair closest to M(Z), with pT (`1,2) >

(30,10)GeV/c.
(iv) W : solution to 3rd lepton withpT > 10 GeV/c + Missing ET + M(W) constraint.
(v) | M(` +`−)−M(Z ) |63σMZ

∼
= 7.8 GeV/c2.

(vi) pT(Z) and pT(W) > 30 GeV/c. For benchmark points with M(ρTC)= 200 GeV/c2, the
minimum pT(Z) and pT(W) threshold is 10 GeV/c.

(vii) |1[η(Z )−η(W )]|61.2.
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Figure 15.1. (a) M(µ+µ−) for ρTC(300,300) andt t ; (b)1[η(Z)− η(W)] for ρTC(300,300) and
W Z; (c) pT(Z) for ρTC(300,300) and all backgrounds (pT(W) is similar); (d) Reconstructed
M(3`+ ν) for ρTC(300,300) and all backgrounds. The vertical lines indicate the applied
requirements.

TheZ andW are reconstructed with a purity of∼99%, using the 3 highest-pT leptons in
the event, and the Missing Transverse Energy (MET), obtained as the vector sum of the jets
and leptons in the event. The M(W) constraint yields a 2 fold ambiguity in thepZ component
of the reconstructed neutrino: it is found that the most efficient choice for theρTC signal
is the minimumpZ solution. The kinematic cuts are illustrated in Fig. 15.1. The maint t
reduction is obtained via the Z-mass window requirement (v). The irreducible background
W Z → 3`+ ν is most efficiently separated from the signal via theη(Z)− η(W) correlation
requirement (vii).

The pT cut on Z and W further improves the signal to background ratio, however it
is kept modest in order to preserve the exponential background hypothesis of the 3`+ ν
invariant mass spectrum, used to compute the signal sensitivity. TheρTC(300,300) signal and
background yields are shown in Fig.15.1d and the corresponding reconstruction efficiencies
are listed in Table15.1.

15.1.1.2. Signal sensitivity and systematic uncertainties.The sensitivity of eachρTC

benchmark point is computed by taking into account realistic statistical fluctuations for
a given integrated luminosity. The sensitivity estimator is defined as the likelihood-ratio
SL , defined in AppendixA.1. The signal probability density function (p.d.f.) is assumed
Gaussian (dominated by detector resolution) and the background p.d.f. is exponential in all
ρTC fit regions. The output of the fitting procedure is shown in the contour plot over the
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Table 15.1.σ × BR(`= e or µ), 3-lepton pre-selection efficiency, total efficiency and final yield
within 3σ of the signal region (Nev), forL= 5 fb−1. ρTC(300,300) and the main background
contributions are shown. The simulation is repeated for allρTC benchmark points.

Sample σ × BR(pb) ε(3-lept) ε(Reco) (%) Nev(5 fb−1)

ρTC → W + Z → 3`+ ν 0.13 0.635 25.88± 0.40 103
W Z → 3`+ ν 0.39 0.471 9.91± 0.11 27
Z Z → 4` 0.07 0.719 15.80± 0.14 10
Zbb → 2`+ X 332 0.046 0.23± 0.01 12
t t 489.72 0.065 0.019± 0.001 8

Figure 15.2. Left: Signal 5σ Sensitivity curves for various integrated luminosities. Right:
sensitivity forL= 4 fb−1: the dotted (resp. dashed) curve shows the sensitivity (resp. the 90%
C.L. signal upper limit) after including systematic uncertainties.

[M(ρTC),M(πTC)] phase space in Fig.15.2(left), for various integrated luminosities. A signal
sensitivity above 5 is expected forL= 3 fb−1 (before including systematic uncertainties).

TheρTC sensitivity has been simulated for the early CMS data taking phase. Expected
detector related systematic uncertainties forL= 1 fb−1 are taken into account. While no
substantial contribution is found from the tracker and muon system misalignment or the
calorimeter miscalibration, the accuracy at which the lepton efficiency will be determined
from data affects the result: a 2% uncertainty is considered. Moreover, the lepton fake rate has
been simulated onZbb and extrapolated to anyZ + jet(s) type background, in order to take
into account additional contaminations from pion/kaon decays or from wrongly identified
lepton candidates. A production cross-section of 1047 pb per lepton flavour is assumed for
Z + n-jets, n> 0. A single lepton fake rate of O(10−3) is obtained using the fast simulation
[11], affecting theρTC sensitivity as shown below. Finally, a 7.5% uncertainty on the missing
transverse energy measurement is considered. The above uncertainties result in the following
relativeρTC sensitivity drop:

1tot
SYS =

√(
1Eff

SYS

)2
+
(
1Fake

SYS

)2
+
(
1MET

SYS

)2
=

√
(2.7%)2 + (8.5%)2 + (6.6%)2 = 11%. (15.2)

Introducing K-factors from next-to-leading-order (NLO) expectations for the signal
(a K-factor 1.35 is assumed in similarity with the Drell–Yan process) and background leads to
a relative signal sensitivity increase of 6%; however the latter estimate has not been included
in the final result.
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Table 15.2.Contact interaction models.

Model LL RR LR RL VV AA LL + RR LR + RL

Non-parity conserving Parity conserving

ηLL ±1 0 0 0 ±1 ±1 ±1 0
ηRR 0 ±1 0 0 ±1 ±1 ±1 0
ηLR 0 0 ±1 0 ±1 ∓1 0 ±1
ηRL 0 0 0 ±1 ±1 ∓1 0 ±1

In summary, the technicolour signatureρTC → W + Z in the context of the Straw Man
model is studied. The 5 sigma discovery reach is obtained for an integrated luminosity
L' 4 fb−1.

15.2. Search for contact interactions with dimuons

Contact interactions offer a general framework for describing a new interaction with typical
energy scale3�

√
s. The presence of operators with canonical dimensionN > 4 in the

Lagrangian gives rise to effects∼1/3N−4. Such interactions can occur for instance, if
the SM particles are composite, or when new heavy particles are exchanged.

In the following we will consider lepton-pair production. The lowest order flavour-
diagonal and helicity-conserving operators have dimension six [123].

The differential cross section takes the form

dσ

d�
= SM(s, t)+ ε · CI nt (s, t)+ ε2

· CNewPh(s, t) (15.3)

where the first term is the Standard Model contribution, the second comes from interference
between the SM and the contact interaction, and the third is the pure contact interaction effect.
The Mandelstam variables are denoted ass, t andu.

Usually the coupling is fixed, and the structure of the interaction is parameterised by
coefficients for the helicity amplitudes:

g coupling(by conventiong2/4π = 1),

|ηi j |6 1 helicity amplitudes(i, j = L,R),

ε
g2

4π

sign(η)

32
for f f̄ .

Some often investigated models are summarised in Table15.2. The models in the
second half of the table are parity conserving, and hence not constrained by the very
precise measurements of atomic parity violation at low energies. The results presented in
this contribution cover the LL model, which has the highest sensitivity at LHC energies from
the models in the first half of the table. More details can be found in [349].

15.2.1. Analysis

The topology under study is high-mass muon pairs with opposite sign. More details on the
analysis are found in [349]. The Global Muon Reconstructor (GMR, described in PTDR,
Volume 1, Section 9.1.2) output is used. The dimuon events are triggered by the single and
dimuon triggers. We have processed events, generated to cover the whole region of interest
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up to dimuon masses of 6 TeV/c2, through full simulation with OSCAR and reconstruction
with orca. The dimuon mass resolution is parameterised in two ways:

• as mass dependent one standard deviation (RMS);
• by fitting the mass resolution with a sum of two Gaussians to account for the long tail of

less well reconstructed masses.

The results are remarkably stable as a function of the dimuon mass: the second Gaussian
contributes around 14% and has a standard deviation 3.3 times bigger than the first Gaussian.

Our strategy is to generate events withpythia and apply parametrisations of the dimuon
mass efficiency and resolution obtained from full simulation. We have verified our approach
by comparing the resulting mass spectra with the ones obtained withoscar/orca or famos for
Drell–Yan and selected contact interactions samples, observing good agreement in all cases.

Two mass regions: 500–1000 GeV and 1000–6000 GeV are considered. The total cross
section and the forward–backward asymmetry as function of the dimuon mass are studied.
Our analysis shows that the sensitivity to contact interactions comes almost exclusively from
the cross section measurements for the LL model.

In order to reduce the systematic uncertainties both on the experimental and theory sides
a “double ratio” method is developed. The number of observed events for a given bin in
invariant mass is

Nobs = L · σ · ε (15.4)

whereL is the luminosity,σ the differential cross section for the given mass bin, andε the
experimental efficiency. We select a zeroth “normalisation” bin for invariant masses between
250–500 GeV/c2, both well above the Z pole and in an area well covered by the Tevatron, and
define the experimental ratios

RD AT A
i =

ND
i

ND
0

=
σ D

i · εD
i

σ D
0 · εD

0

. (15.5)

Here the cross sections and efficiencies are the ones for the real LHC data. The indexi runs
for all measured bins with masses above 500 GeV/c2. The luminosity cancels in the ratio.
The choice of this mass bin is not random. If we compare the flavour composition of partons
initiating the hard interaction (Table15.3), at the Z peak 32.1% are heavier flavours (not u or
d quarks), with their own parton density functions (PDF) uncertainties. At 250–500 GeV/c2

the u and d quarks are “initiators” already in 85.6% of the cases, increasing to 96.3% above
1 TeV/c2, etc. Moreover, at the Z peak d quarks are most abundant, while at higher masses
u quarks dominate, asymptotically approaching a ratio 4:1. It is clear that our choice of
normalisation bin gives flavour composition much closer to the most interesting high mass
events, compared to a normalisation using Z pole events. The PDF uncertainty on cross
sections is estimated using LHAPDF [95, 351]. It is interesting to note that this uncertainty
reaches a minimum for masses 250–600 GeV/c2, corresponding to medium values of the
parton momentum fractions X, reinforcing our choice of normalisation bin.

We define similar ratios for the Monte Carlo (theory) predictions. Theabsolutevalues of
the cross sections and efficiencies are not important for the ratios, what matters isthe shape
of these quantities as function of invariant mass. For example, the absolute value of K-factors,
a way to compensate for missing higher order N(N)LO terms and enable the comparison
of leading order Monte Carlo predictions to data (similarly for the electroweak radiative
corrections) disappears from the ratios and only theshapeof the K-function as depending on
invariant mass remains – a much smaller effect. And part of the uncertainties introduced due
to our limited knowledge of PDFs cancels in the ratio, leaving smaller residual uncertainties
due to the change of phase space for changing masses.
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Table 15.3.Flavour composition of partons initiating the hard Drell–Yan interaction.The PDF
uncertainty on the cross sections (positive and negative asymmetric errors) is estimated using
LHAPDF.

Mass d u s c b PDF+ PDF−
[GeV/c2] [%] [%] [%] [%] [%] [%] [%]

Z peak 35.9 32.1 17.2 9.77 5.10 +4.7−5.7
250–500 24.3 61.3 6.22 6.64 1.54 +3.4−4.2
500–600 22.8 68.4 4.03 3.95 0.89 +3.5−4.1
1000+ 21.7 74.6 1.86 1.48 0.33 +5.0 −5.8
2000+ 19.9 78.4 0.91 0.63 0.14 +9.0 −7.7
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Figure 15.3. Double ratios for contact interactions in the dimuon channel, LL model, scale
3= 20 TeV/c2, positive and negative interference, and luminosity 100 fb−1. The errors shown
are statistical.

Now let us define the double ratios

DRi =
RD AT A

i

RMC
i

. (15.6)

This method is inspired by a study of Drell–Yan events and extraction of proton and pion PDFs
at lower masses [748], as well as by the SuperKamiokande double ratio method for measuring
atmospheric neutrino oscillations [749]. If our theory understanding and detector modelling
are both perfect, we expectDRi ≡ 1. The experimental or Monte Carlo errors introduced in
the ratios from the uncertainties in the zeroth bin are negligible, as due to the steeply falling
Drell–Yan spectrum this bin has much more data compared to the high mass bins.

An example of double ratios for positive and negative interference is shown in Fig.15.3.
As can be seen, for scale3= 20 TeV/c2 the expected effects are quite sizable (note the
log scale), with the sensitivity for negative interference starting around dimuon masses of
750 GeV/c2, while for positive interference masses above 2 TeV/c2 are required.

The experimental systematic effects in the cross section measurement are estimated to be
2% from the total muon efficiency and no more than 1.4% from momentum resolution. The
former can be controlled quite well with the huge sample of Z events decaying to dimuons,
and the effects for TeV muons are taken into account on top of this. The latter is important
at high mass as smearing from lower masses from the steeply falling Drell–Yan spectrum can
contaminate the high mass measurements, especially if the tails of the momentum resolution
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Table 15.4.The PDF uncertainty on the cross section ratios (positive and negative asymmetric
errors) as estimated using LHAPDF. Clearly normalising to the 250–500 GeV/c2 mass bin is
superior compared to a normalisation relative to the Z peak (70–120 GeV/c2).

R
(

M
250−500

)
R
(

M
Zpeak

)
Mass PDF+ PDF− PDF+ PDF−
[GeV/c2] [%] [%] [%] [%]

500–600 +1.5 −1.5 +4.6 −4.2
1000+ +5.2 −4.8 +7.8 −7.1
2000+ +10.7 −7.8 +12.9 −9.4

are not under control. It is estimated by varying the two parametrisations of the mass
resolution by±40%, giving consistent results. The main source of systematic uncertainties
on the momentum resolution comes from the alignment of the muon chambers and the central
tracker, both at start-up and at high luminosity.

The systematic uncertainties from our limited knowledge of PDFs is estimated using the
CTEQ6M PDF set from LHAPDF. From Table15.4our estimate of the PDF uncertainty on
the cross section ratio is+5.2

−4.8% above 1 TeV or+10.7
−7.8 % above 2 TeV.

The genuine electro-weak radiative corrections change by∼10% in the relevant mass
range [158, 350]. The K-function changes faster below 250–300 GeV. From our normalisation
bin to the highest masses first estimates show a change below 8% on the cross section52.
Taking conservatively half of these changes with mass as an upper limit on the systematic
uncertainty we arrive at 5% and 4% respectively.

Combining all effects in quadrature, we arrive conservatively at systematic uncertainties
below 2.5% experimental, 11.5% from theory, 12% total at nominal conditions, 15% shortly
after start-up. With the accumulation of data and improved calculations there is hope to
improve this number by making progress in our understanding of PDF, electro-weak radiative
corrections and K-functions.

The discovery reach for a given model is determined by constructing a negative
log-likelihood function combining the deviations between measurements and predictions,
including the contact interaction contributions, for all simulated data points. The error on
a deviation consists of three parts, which are combined in quadrature: a statistical error, an
experimental systematic error and a theoretical uncertainty. The log-likelihood function is
integrated in the physically allowed region (all positive3 for positive interference and all
negative3 for negative interference) to derive the five standard deviationsσ discovery reach
and one-sided lower limits at 95% confidence level on the scale.

The discovery reach is summarised in Fig.15.4. The sensitivity is dominated by the cross
section measurement, the contribution of the forward-backward asymmetry is minor. The
sensitivity for negative interference is substantially better. Even at the highest luminosities
the statistical errors at LHC play a major role, as evident from the comparison of the cases
with total systematic uncertainties of 3, 15 and 30%. This is not surprising as the Drell–Yan
process is probing directly masses up to∼4–5 TeV/c2, where due to the steeply falling cross
sections the statistical errors remain important for all considered luminosities.

52 Calculations by M. Schmitt with the programphozprms [348].
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Figure 15.4. Five sigma discovery reach (left) and sensitivity at 95% CL (right) for contact
interactions in the dimuon channel for different luminosities and signs of the interference.

15.3. Search for contact interactions with dijets

New physics at a scale3 above the mass of the final state is effectively modelled as a contact
interaction. Here the propagator for a particle of massM ∼3 exchanged between quarks, or
exchanged between constituent particles inside two interacting composite quarks, shrinks to
a single point and gives a contact interaction. Quark contact interactions, for example those
that arise from a left-handed interaction among composite quarks [123, 124], will always
produce a rise in rate relative to QCD at high dijet mass or high inclusive jetET. However,
observation in the mass distribution alone requires precise understanding of the QCD rate as a
function of dijet mass, which is complicated by the large systematic uncertainties discussed in
Section4.1.6. Angular distributions benefit from much smaller systematic uncertainties. The
contact interaction is often more isotropic than the QCD background, since QCD is dominated
by t-channel scattering and produces jets predominantly in the forward direction. Our analysis
uses the dijet ratio, discussed in section4.1.5, to measure the angular distribution as a function
of dijet mass, and see any contact interactions which affect the dijet angular distribution [750].

15.3.0.1. Contact interaction sensitivity estimates.The QCD background distribution for the
dijet ratio was discussed in section 14.5. In Fig.15.5we show a smooth dijet ratio for QCD,
estimated at 0.6 from the fit to the full simulation. The error bars shown in Fig.15.5are the
statistical uncertainties expected with 1 fb−1 and the jet trigger prescales discussed in section
E.4.3.2. The uncertainties are calculated using Poisson statistics at high dijet mass, where
few events are expected and Gaussian statistics is less accurate. In Fig.4.7 we presented a
lowest order calculation of both QCD and a contact interaction among left-handed quarks.
The signal in Fig.15.5is estimated by scaling the lowest order contact interaction calculation
of Fig. 4.7 by the ratio of our full simulation prediction for QCD to the lowest order QCD
calculation: signal= contact× 0.6/QCD. Systematic uncertainties on the dijet ratio are small,
as discussed in section4.1.6and demonstrated in Fig.4.8. The calculated chisquared between
QCD and the contact interaction signal, including all uncertainties on the dijet ratio, is listed in
Table 15.5. In Fig. 15.5 we show the significance inσ , estimated as

√
χ2, compared to a

smooth fit as a function of 1/3+. The anticipated capability of CMS with 1 fb−1 to exclude
contact interactions at 95% CL or discover them at 5σ can be read off Fig.15.5, and they are
listed in Table15.6. This includes the uncertainty on3 due to the anticipated 5% uncertainty
on the observed jet energy. The same analysis is repeated for 100 pb−1 and 10 fb−1 and the
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Figure 15.5. Left: The expected value and statistical error of the dijet ratio of QCD in the CMS
detector for 1 fb−1 (solid) is compared with QCD plus a quark contact interaction at a scale3+ of
15 TeV (dashed), 10 TeV (dotted) and 5 TeV (dot-dashed). Right: The significance with statistical
uncertainties only (open circles) and with all uncertainties (solid circles) of the difference between
QCD alone and QCD plus a quark contact interaction is plotted vs 1/3+ and fit with a quadratic
function. Horizontal lines show the 5σ and 95% CL levels.

Table 15.5. Chisquared between signal and background. For each luminosity and contact
interaction scale considered we list the chisquared between QCD alone and QCD plus a contact
interaction, for the case where only statistical uncertainties are included (Stat), and for the case
where both statistical and systematic uncertainties are included (All).

Luminosity 100 pb−1 1 fb−1 10 fb−1

3+(TeV) 5 10 15 5 10 15 5 10 15
χ2 (Stat) 18.3 0.090 0.0037 316 5.82 0.107 3652 133 4.15
χ2 (All) 16.7 0.082 0.0011 240 5.55 0.061 1340 124 3.56

Table 15.6.Sensitivity to contact interactions with 100 pb−1, 1 fb−1, and 10 fb−1. We list the
largest value of the contact interaction scale we expect to be able to exclude at a confidence level
of 95% or greater, and the largest value we expect to be able to discover with a significance of 5σ

or greater. Estimates include both statistical and systematic uncertainties.

95% CL Excluded Scale 5σ Discovered Scale

Luminosity 100 pb−1 1 fb−1 10 fb−1 100 pb−1 1 fb−1 10 fb−1

3+ (TeV) <6.2 <10.4 <14.8 <4.7 <7.8 <12.0

results are also listed in Table15.6. The systematic uncertainties on the dijet ratio reduced the
CMS sensitivity to a contact interaction between 0.1 and 0.3 TeV/c2 depending on luminosity
and level of significance. To see how quickly CMS jet data will extend the search for new
physics, we note that with 100 pb−1 our anticipated 95% CL sensitivity,3+ < 6.3 TeV, is
more than twice the sensitivity of the DØ search(3+ < 2.7 TeV at 95% CL) [122]. We note
that our contact interaction sensitivity to composite quarks in Table15.6 is roughly twice
our mass resonance sensitivity to excited states of composite quarks in Table14.5, and is
equivalent to observing or excluding a quark radius of order 10−18 cm.

15.4. Heavy Majorana neutrinos and right-handed bosons

15.4.1. Introduction

This study is exploring the left–right (LR) symmetric modelSUC(3)⊗ SUL(2)⊗ SUR(2)⊗
U (1) [724, 725, 751] at LHC. The model embeds the SM at the scale of the order of 1 TeV
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and naturally explains the parity violation in weak interactions as a result of the spontaneously
broken parity. It necessarily incorporates three additional gauge bosonsWR and Z′ and
the heavy right-handed Majorana neutrino statesN. The Ns can be the partners (Nl ) of
the light neutrino statesνl (l = e, µ, τ ) and can provide their non-zero masses through the
see-saw mechanism [726]. Given the results from the atmospheric, solar and reactor neutrino
experiments the LR model is very attractive. In the framework of the LR symmetric model,
we have studied the production and the experimental signature of heavy Majorana neutrinos
and the associated heavy gauge bosons. The detailed analysis is presented in [752].

Existing experimental data constrain theZ′ mass to the valuesO(1)TeV/c2 [753].
The lower bound on theW′ mass derived from theKL − KS mass difference is quite
stringent,MW′ & 1.6 TeV [754], however with some uncertainties from the low energy QCD
corrections to the kaon system. The direct searches forW′ at the Tevatron yield bounds
MW′ & 720 GeV/c2 assuming a light ( keV-range)N, and MW′ & 650 GeV/c2 assuming
MN < MW′/2 [755]. These bounds are less stringent in more general LR models.

15.4.2. Heavy Majorana neutrino production and decay

The cross sections ofpp→ WR → l + Nl + X (the process studied here), andpp→ Z′
→

Nl + Nl + X (where Nl → l + j1 + j2) depend on the value of the coupling constantgR, the
parameters of the CKM mixing matrix for the right-handed sector, theWR − WL andZ′

− Z
mixing strengths, and the masses of the partnersNl of the light neutrino state. In the study
presented here the mixing angles are assumed small, the right-handed CKM matrix is identical
to the left-handed one andgR = gL . With these assumptions theZ′ is about 1.7 times heavier
thanWR and the production cross-section forpp→ WR → eNe is found to be at least one
order of magnitude higher than for thepp→ Z′

→ NeNe process. Finally it is assumed that
only the lightestMNe is reachable at the LHC. In the case of degenerated masses ofNl , the
channels withµ’s andτ ’s are open resulting in the increase of the cross section of the process
studied here by a factor of∼1.2. The analysis is performed in theMWR, MNe parameter
space. For the benchmark point considered (referred to as (LRRP))MNe = 500 GeV/c2 and
MWR = 2000 GeV/c2.

For the signal event generation and calculation of cross sections, thepythia Monte
Carlo program is used that includes the LR symmetric model with the standard assumptions
mentioned above and CTEQ5L parton distribution functions. The fraction ofpp→ W+

R
(pp→ W−

R ) reactions as a function ofMWR changes from'70%(' 30%) at MWR '

1 TeV/c2 to ' 95%(' 5%) atMWR ' 10 TeV/c2. For WR boson masses higher thanMWR '

2 TeV/c2 the production ofW+
R boson dominates. TheWR mass region above 1 TeV/c2 is

studied since smaller masses are excluded by indirect analyses [756].
The signal and background data sample are simulated using thegeant based CMS full

detector simulation [8] and reconstruction package [10].

15.4.3. Analysis

The two major backgrounds considered in this study are theZ+jets andt t̄ production. In
the event selection two isolated electrons and at least two jets are required. The dielectron
invariant massMee is required to be above 200 GeV/c2 to suppress theZ+jets Standard Model
background. The invariant mass of each electron with the two leading jetsMej j ( Mcand

Ne
is

formed. TheMeej j (WR boson candidate) invariant mass is required to be above 1 TeV/c2.
After this requirement the Standard Model background is suppressed as shown in Fig.15.6.

The totalWR mass the reconstruction efficiency forMWR = 2 TeV/c2 and for neutrino
masses above 500 GeV/c2 is between 20% and 25% while for neutrino masses much smaller
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Figure 15.6. Mej j for the signal overlaid with the SM background (shaded histogram) for 30 fb−1:
(a) Meej j >1 TeV/c2, (b) Meej j <1 TeV/c2.

than theWR mass the reconstruction efficiency drops due to the significant overlap of the
heavy neutrino decay products inη−φ.

15.4.4. Results

The 5 sigma discovery contour in the (MWR; MNe) plane is shown in Fig.15.7 for 1 and
30 fb−1. With 30 fb−1 a 5 sigma observation ofWR and Ne with masses up to 4 TeV/c2 and
2.4 TeV/c2 respectively can be achieved. The signal at the LRRP test point (WR of 2 TeV/c2

andNe 500 GeV/c2) is observable already after one month of running at low luminosity.

15.5. Little Higgs models

15.5.1. Introduction

The Little Higgs model [656] provides an alternative mechanism of electroweak symmetry
breaking keeping a light Higgs boson free from one-loop divergences of SM. It breaks a global
symmetry spontaneously and invokes a number of new particles of masses in TeV scale. A
heavy singlet quark of charge 2/3, marked asT, is the lightest among them and hence we
study the viability of its observation with limited integrated luminosity.

The heavy quarkT acquires its mass via Yukawa interactions of two gauge groups
with couplingsλ1 andλ2 which are of similar order.T has three dominant decay modes,
the corresponding branching ratios following the relation:B R(T → th)= B R(T → t Z)=
1
2 B R(T → bW).

15.5.2. Analysis

The decay channel T→ tZ, with leptonic decays of Z and W bosons, provides a clean
signature at the LHC environment. This channel has not been previously studied in CMS
and the work presented here is a feasibility study. Further details can be found in [757].

The signal samples were generated withpythia 6.227 [24] and theT production was
mimicked by activating the fourth quark generation through the W-b fusion. TheT quark mass
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Figure 15.7. CMS discovery potential of theWR boson and right-handed Majorana neutrinos of
the Left–Right Symmetric model for the integrated luminosityL t = 30 fb−1 (outer contour) and
for L t = 1 fb−1 (inner contour).

was set to 1 TeV/c2 and was treated as a narrow resonance. The CMS full detector simulation
was performed withoscar [8] and orca [10] while pile-up events corresponding to the
low luminosity running period of the LHC were taken into account. The major backgrounds
considered in this analysis were:t t , ZW+ jets,Z Z + jets,W W+ jets, Zbb, andZ+ jets.

The main selection requirements are summarised below:

• Events are required to pass the “double electron” or “double muon” L1 and HLT trigger
criteria.

• Electrons are required to havepT >20 GeV/c and muonspT > 10 GeV/c.
• The combined transverse momentum of the same flavour opposite sign lepton pair is

required to bep``T > 100 GeV/c. The invariant mass of the pair is required to be consistent
with the nominal Z mass within 10 GeV/c2.

• A further third lepton is required in the event (e± with pT > 20 GeV/c orµ± with
pT > 15 GeV/c). The combined transverse momentum of the third lepton with the missing
transverse energy is required to be greater than 60 GeV/c. In addition the transverse mass of
the third lepton with the missing transverse energy is required to be less than 120 GeV/c2,
to be consistent with the W boson transverse mass.

• Exactly one jet compatible with ab-jet and with calibrated transverse momentum more than
30 GeV/c is required.

• The combined transverse momentum of the W boson and theb-jet should be more than
150 GeV/c, while their invariant mass is required to be in the range(110–220)GeV/c2.

• The combinedZWbsystem invariant mass is required to be in the mass range of the search
for heavy quark, namely(850–1150)GeV/c2.
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Figure 15.8. Minimum cross section required for a 5σ discovery for a heavy quark of mass
MT = 1 TeV/c2 as a function of the luminosity. The horizontal lines correspond to the cross section
values for the two cases ofλ1/λ2. The vertical line indicates the luminosity of 30 fb−1 used for
this analysis.

The SM background ZZ→ leptonic, is the only background that gives non-zero
contribution (still less than 1 event at luminosity 30 fb−1). The total efficiency for the signal
selection is(9.7± 0.4)%. Assuming the production cross section of T→ tZ to be 192 fb
for MT = 1 TeV/c2 (for the case ofλ1 = λ2) and folding in the branching ratios involved, a
total of NS = 2.1± 0.1 signal events are expected for 30 fb−1. This implies that the discovery
potential of the channel is rather limited.

The statistical significance of the channel (Sc12, defined in AppendixA.1) is 2.5 with a
signal-to-background ratio of 41 for 30 fb−1. Taking into account systematic uncertainties
from the electron energy scale, jet and missing energy scale andb-tagging efficiency
uncertainty, the significance drops down to 2.0. Figure15.8 shows the signal cross section
as a function of the integrated luminosity at the LHC, for establishing at 5σ level, single
production of a heavy quark of mass= 1 TeV/c2. The luminosity needed for 5σ evidence
is estimated to be around 150 fb−1(40 fb−1) for choices of parametersλ1 = λ2 (λ1 = 2λ2).
The vertical line corresponds to the luminosity used for this analysis and demonstrates the
inadequacy of statistics for a luminosity of 30 fb−1.

15.6. Same sign top

At the LHC dileptonict t̄(+ jets) events can be selected with a relatively high signal-to-
noise ratio and efficiency. Within the clean sample of such events, both leptons (electrons
and muons) have an opposite electric charge. In several models beyond the Standard Model
however,t t/t̄t(+ jets) topologies are predicted where both leptons have an equal electric
charge. The signal excess is highly enhanced by the application of a combined likelihood
variable described in [284]. The likelihood variable is designed to differentiate the lepton from
theW boson decay from leptons arising for example in QCD jets or from fake reconstructions.
The signal of new physics can be diluted by the mis-identification of the electric charge
of the leptons in Standard Modelt t̄(+ jets) events and the mis-identification of the leptons
from the W decay themselves. The observability of an excess of same-sign signals above
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Table 15.7.Overview of the selection criteria applied on the events using simulated events with
pile-up collisions included. The expected number of events are rescaled to a dataset of 1 fb−1

taking into account the respective Leading-Order cross-sections of the processes.

µµ µe andee t̄t → τ + X Othert t̄ W±W∓ Z + jets S/N

Before selection 6915.0 20745.0 34606.2 485973.2 189951.7 578033.3 0.0078
Trigger 6114.7 16314.8 17415.6 100137.2 41288.4 266366.7 0.017
Two jetsET >25 GeV 4398.2 11982.7 13560.9 93858.2 20593.8 66146.7 0.032
b-tag criteria 989.8 2485.4 2289.6 8784.7 133.5 240.0 0.13
Two leptons identified 888.2 30.1 375.8 801.6 1.7 73.3 1.30
Two leptons selected 481.5 0.07 48.4 3.01 0.4 53.3 4.7
Efficiency (in %) 6.96 0.0003 0.14 0.0006 0.00022 0.0092
Opposite-sign 481.3 0 48.3 2.19 0 53.3
Same-sign 0.2 0.07 0.1 0.82 0.4 0

ee µe andµµ t t̄ → τ + X Othert t̄ W±W∓ Z + jets S/N

Before selection 6915.0 20745.0 34606.2 485973.2 189951.7 578033.3 0.0078
Trigger 5354.8 17074.7 17415.6 100137.2 41288.4 266366.7 0.015
Two jetsET >25 GeV 3960.9 12420.0 13560.9 93858.2 20593.8 66146.7 0.029
b-tag criteria 802.7 2672.4 2289.6 8784.7 133.5 240.0 0.11
Two leptons identified 724.5 34.6 453.8 2283.6 73.1 126.7 0.57
Two leptons selected 285.0 0.3 37.5 5.2 0.8 53.3 3.1
Efficiency (in %) 4.12 0.0013 0.11 0.0011 0.00044 0.0092
Opposite-sign 279.6 0.3 36.8 4.1 0.4 46.7
Same-sign 5.4 0 0.7 1.1 0.4 6.7

eµ µµ andee t̄t → τ + X Othert t̄ W±W∓ Z + jets S/N

Before selection 13830.0 13830.0 34606.2 485973.2 189951.73 578033.3 0.016
Trigger 10960.0 11469.5 17415.6 100137.2 41288.4 266366.7 0.030
Two jetsET >25 GeV 8021.8 8359.1 13560.9 93858.2 20593.8 66146.7 0.061
b-tag criteria 1682.7 1792.5 2289.6 8784.7 133.5 240.0 0.25
Two leptons identified 1500.6 66.4 822.1 3001.6 30.2 20.0 0.88
Two leptons selected 722.7 0.9 85.2 6.3 0.4 0 8.3
Efficiency (in %) 5.23 0.0065 0.25 0.0013 0.00022 0
Opposite-sign 715.5 0.9 83.8 4.9 0 0
Same-sign 7.2 0 1.3 1.4 0.4 0

the mis-reconstruction of the Standard Model background is determined. The details of the
analysis are mentioned in [758].

The jets in the final state are reconstructed with an Iterative Cone jet clustering algorithm
using a cone size of1R = 0.5. Input objects for the cones are selected from all calorimeter
towers above a pseudo-rapidity dependent energy threshold determined from the average
underlying event energy deposits [165]. The energy scale of the reconstructed jets is calibrated
with corrections from Monte Carlo studies. The primary vertices in the proton bunch crossing
are determined, and the vertex with the highest transverse momentum is taken as the one of
the hard scattering. Via a track-based algorithm, jets are rejected if they do not match with
this hard primary vertex.

The leptons are reconstructed and identified using the methods described in [284]. A
likelihood variable is used to suppress leptons from the heavy flavour quark background
exploiting several reconstruction aspects of leptons in the CMS detector. This likelihood
is determined for each muon or electron in the final state in order to enhance the purity
of choosing the correct lepton from the leptonicW decay. The combined likelihood
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Figure 15.9. For an integrated luminosity of 30 fb−1 the significance of the same-signt t or t t
excess above the Standard Model events is indicated as a function of the cross-section of the
inclusive processpp→ t t/t t .

includes observables as tracker isolation, calorimeter isolation, vertex matching significance,
transverse momentum of the lepton and angular distance to the closest jet. For the electron
likelihood a variable reflecting the reconstruction quality is added. The two muons or electrons
having the largest combined likelihood ratio value are taken as the hard leptons of interest.

The inclusive single-muon, single-electron, double muon and double electron triggers are
applied as described in [506]. The event should be triggered in at least one of these streams.
In total 88.4%, 77.4% and 79.2% of respectively theµµ, the ee and theµe signal events
remain after applying the trigger criteria. The event is required to have at least 2 jets with a
calibratedET above 25 GeV. These jets need to have a pseudo-rapidity in the range|η|< 2.4
and a b-tag discriminant larger than 0.5 [157]. The reconstructed hard leptons are required to
have transverse momentumpT exceeding 25 GeV/c in the pseudo-rapidity range of|η|< 2.4
and a combined likelihood variable larger than 0.05.

In Table15.7 the efficiencies and signal-to-noise ratios are shown after each selection
step. Applying all cuts a signal-to-noise ratio of 4.7, 3.1 and 8.3 is obtained for respectively
theµµ, theeeand theeµ final state. Cross-talk between these three considered final states
is by construction not possible. As the amount of selectedW W and Z + jets events in
Table15.7is small, their contribution is alternatively estimated by multiplying the efficiencies
of the event selection without theb-tagging and the individualb-tagging selection cut
efficiency under the assumption that both selection cuts are uncorrelated.

It is illustrated [758] that from the selected topology of dileptont t̄ events, a ratio
R =

N++,−−

N+−

can be determined which is sensitive to physics beyond the Standard Model. In
the ratio the total amount of events with equally charged leptons is divided by the total
amount of events with opposite charged leptons. As the efficiency of reconstructing the leptons
electric charge is very high, we can neglect the amount of selectedpp→ t t or pp→ t t
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events observed with two opposite-charged leptons. Using the uncertainty on the ratioR, the
significance of the observation of new physics channelspp→ t t or pp→ t t is determined
as a function of the cross section (see Fig.15.9). The dimuon channel has a larger sensitivity
compared to the decay channels with electrons. This is caused by the electron reconstruction
where a large fraction of electron energy clusters are matched with a wrong track resulting in
a charge ambiguity.

It is assumed that the new physics processes beyond the Standard Model have a similar
kinematic topology compared to thet t̄ process, therefore the selection efficiency of the new
physics channels is taken equal to that of the Standard Modelt t̄ process. Several models
predict an excess of events with same-sign leptons in this topology, via the processpp→ t t/t t
or pp→ t t/t t + b/c. These models are motivated by Flavour Changing Neutral Currents
(FCNC) [759,760], topcolour-assisted Technicolour (TC2) [761] or supersymmetry [762].
With a measurement ofR these kinematically similar processespp→ t t/t t can be observed
with 30 fb−1 of integrated luminosity if they have a cross section above 1 pb. Because a ratio of
kinematically similar event topologies is measured, most of the experimental and theoretical
systematic uncertainties cancel. The uncertainty of the background cross sections on the
significances shown in Fig.15.9 is found to be negligible. A feasibility study is performed
to estimate the potential uncertainty on the mis-identification efficiency of the electric charge
of electrons and muons fromZ boson decays [758]. The effect on the significance of the
excess oft t/t t events is found to be negligible.
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Appendix A. 95% CL limits and 5σ discoveries

A.1. Estimators of significance

Several methods exist to quantify the statistical “significance” of an expected signal at future
experiments. Following the conventions in high energy physics, the term significance usually
means the “number of standard deviations” an observed signal is above expected background
fluctuations. It is understood implicitly thatS should follow a Gaussian distribution with a
standard deviation of one. In statistics, the determination of the sensitivity is a typical problem
of hypothesis testing, aiming at the discrimination between a null-hypothesisH0 stating that
only background and no signal is present, and a alternative hypothesisH1, which states the
presence of a signal on top of the background. The “significance level” is the probability to
find a value of a suitably constructed test statistic beyond a certain pre-specified critical value,
beyond which the validity ofH1 is assumed. The significance level has to be converted into an
equivalent number of Gaussian sigmas to arrive at the common terminology of a high-energy
physicist.

Since a signal is usually searched for in many bins of a distribution, and in many channels,
a very high value of the significance of a local excess of events must be demanded before an
observed “peak” found somewhere in some distribution can be claimed to be an observation
of a signal. If the position of the signal peak is not known a-priori and treated as a free
parameter in searches for new physics, the probability of background fluctuations is much
higher. This is quantified in a case study in SectionA.2 below, and this aspect will need careful
consideration in the near future before first data taking at the LHC. The general, somewhat
arbitrary convention is that the value ofSof a local signal excess should exceed five, meaning
that the significance level, or the corresponding one-sided Gaussian probability that a local
fluctuation of the background mimics a signal, is 2.9× 10−7.

Here, the recommendations for the procedures to be used for the studies presented in
this document are summarised. The aim of many of these studies is the prediction of the
average expected sensitivity to the observation of a new signal in a future experiment. The real
experiment might be lucky, i.e. observe a higher significance than the average expectation, or a
downward fluctuation of the expected signal could lead to a lower observed significance. The
proposed methods have been checked in a large number of pseudo-experiments using Monte
Carlo simulation in order to investigate whether the probability of a background fluctuation
having produced the claimed significance of the discovery is properly described.

Counting methods use the number of signal events,s, and the number of background
events,b, observed in some signal region to define the significanceS. These event numbers
can be turned into a significance,ScP, by using either the Poisson distribution for small
numbers of events, or, in the high-statistics limit, the Gaussian distribution, leading to

Sc1 =
s

√
b
. (A.1)

The significance may also be obtained from the ratio of the likelihoods,L1 andL0, belonging
to the hypothesisH0 andH1,

SL =

√
2 ln Q, with Q =

L0

L1
. (A.2)
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This approach is theoretically well founded and is applicable also to the simple approach
of the counting method, leading to

ScL =

√
2
(
(s+ b) ln

(
1 +

s

b

)
− s

)
, (A.3)

which follows directly from the Poisson distribution. In the Gaussian limit of large numbers
s andb, ScL becomes equivalent toSc1. The likelihood approach can be extended to include
the full shapes of the signal and background distributions for the hypothesisH0 andH1, and
the likelihood may be obtained from binned or unbinned likelihood fits of the background-
only and the background-plus-signal hypotheses to the observed distributions of events.

Another estimator,

Sc12 = 2
(√

s+ b−
√

b
)
, (A.4)

has been suggested in the literature [79, 763]. The formula forSc12 is strictly only valid in the
Gaussian limit, but tabulated values exist for small statistics.

The presence of systematic errors deserves some special care. Two cases must be
separated clearly:

(a) If the background and signal contributions can be determined from the data, e.g. by
extrapolating the background level into the signal region from sidebands, systematic errors
may be irrelevant, and the systematic errors only influence our ability to predict the average
expected sensitivity. In this case, simple propagation of the theoretical errors ons and b
applied to the above formulae for the various significances is all that is needed.

(b) If systematic errors on the background will affect the determination of the signal
in the real experiment, e.g. because an absolute prediction of the background level or a
prediction of the background shape are needed, the theoretical uncertainty must be taken
into account when estimating the sensitivity. This can be done by numerical convolution
of the Poisson distribution, or the Gaussian distribution in the high-statistics limit, with the
probability density function of the theoretical uncertainty. Numerical convolutions of the
Poisson distribution with a theoretical error of a Gaussian shape, leading to a variant ofScP

including systematic errors, were used for this document [679]. Numerical convolutions of the
Poisson distribution with a systematic error of a Gaussian shape, leading to a variant ofScP

including systematic errors, were used for this document. The program ScPf [679] computes
the significance by Monte Carlo integration with the assumption of an additional Gaussian
uncertainty1b onb. The significance can be approximated by an extension ofSc12:

Sc12s = 2
(√

s+ b−
√

b
) b

b+1b2 . (A.5)

In the Gaussian limit it leads to

Sc1 = s/
√

b+1b2. (A.6)

The most crucial point in this context is a realistic description of the probability density
function of the systematic theoretical uncertainty, which can be anything ranging from a flat
distribution betweenb±1b to a pathological distribution with a significant non-Gaussian
tail, but, in practice, is hardly ever known precisely.

The distribution of a significance estimatorS in a series of experiments, its probability
density function (p.d.f.), is of prime importance for the calculation of discovery probabilities
in the presence of a real signal, or of fake probabilities due to fluctuations of the background.
In the large-statistics limit, the likelihood-based significance estimators are expected to follow
aχ2-distribution with a number of degrees of freedom given by the difference in the number
of free parameters between the alternative hypothesis and the null hypothesis [103]. When
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Figure A.1. Probability density functions of the estimator of significanceSL for small
statistics (11 signal events over a background of 1.5 events). Filled histogram: pure background
sample from 200 000 toy experiments, open histogram: background plus signal from 10 000
toy experiments. Gaussian fits are overlayed; the distribution ofSL for the background-only
sample has a mean of−0.004 and a width ofσ = 1.0, the background-plus-signal sample has a
width of 1.1.

testing for the presence of a signal on top of background at a fixed peak position, 2 lnQ = S2
L

is expected to follow aχ2 distribution with one degree of freedom, i.e. a standard Gaussian
distribution. All of the above estimators have been tested in a large number of toy experiments,
see e.g. [60, 100, 102]. In particular the likelihood based estimators were found to be well-
behaved, i.e. the distribution of the values of significance followed the expected behaviour
already at moderate statistics, as is shown for one example in Fig.A.1. Good scaling
with the square root of the integrated luminosity was also observed in these studies. On
the other hand, the estimatorSc1 cannot be considered a useful measure of significance at
low statistics.

A quantitative comparison as a function of the number of background events for fixed
values ofs/

√
b of the various estimators discussed above is shown in Fig.A.2. ScL andScP

are found to agree very well, whileSc12 tends to slightly underestimate the significance, a
result which was also verified in the above Monte Carlo studies with large samples of toy
experiments. WhileScL and ScP remain valid independent of the value ofb, the simpler
estimatorSc1 can only be used for background levels larger than 50 events.

A.2. On the true significance of a local excess of events

In searching for new phenomena in a wide range of possible signal hypotheses (e.g. a narrow
resonance of unknown mass over a broad range background), a special care must be exercised
in evaluating the true significance of observing a local excess of events. In the past, this fact
was given substantial scrutiny by statisticians (e.g. [764, 765]) and physicists (e.g., [766–770])
alike. The purpose of this Appendix is to quantify a possible scope of this effect on an example
of a search for the Standard Model Higgs boson in theH → Z Z(∗) → 4µ decay channel. As
the case study, we chose a counting experiment approach widely used in this volume.
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to slightly smaller values of significance.S1 significantly overestimates the significance at small
event numbers.
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Figure A.3. The backgroundpdf and an example
of one pseudo-experiment with a statistical fluctuation
appearing just like a signal.

Figure A.4. Profile of theScL scan corresponding to
the pseudo-experiment example shown on the left. Green
(inner) and yellow (outer) bands denote±1σ and±2σ
intervals. Spikes that can be seen are due to events
coming in or dropping off the trial-window, a feature of
low-statistics searches.

The dashed line in Fig.A.3 shows the expected 4µ invariant mass distribution for
background atL= 30 fb−1 after applying all them4µ-dependent analysis cuts described in
Sec. . Using this distribution, we played out∼108 pseudo-experiments; an example is shown
in Fig. A.3. For each pseudo-experiment, we slid asignal region windowacross the spectrum
looking for a local event excess over the expectation. The size of the window1m = w(m4µ)

was optimised and fixeda priori (about±2σ ) to give close to the best significance for a
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Figure A.5. ScL cumulative probability density
function.

Figure A.6. Local significance “renormalisation” from
an observed value to the true significance with a proper
probabilistic interpretation.

resonance with a width corresponding to the experimental SM Higgs boson widthσ(m4µ).
The step of probing different values ofm4µ was “infinitesimally” small(0.05 GeV/c2) in
comparison to the Higgs boson width of more than 1 GeV/c2. The scanning was performed
in a priori defined range of 115–600 GeV/c2.

We used a significance estimatorScL = sign(s)
√

2no ln(1 +s/b)− 2s, whereb is the
expected number of background events,no is the number of observed events, and the signal is
defined ass = no − b. This estimator, based on the Log-Likelihood Ratio, is known to follow
very closely the true Poisson significance, only slightly over-estimating it in the limit of small
statistics [51]. FigureA.4 presents the results of such a scan for the pseudo-experiment shown
in Fig. A.3. The maximum value ofScL, Smax, and the corresponding mass of a “Higgs boson
candidate” obtained in each pseudo-experiment were retained for further statistical studies.

After performing 108 pseudo-experiments, the differential probability density function
for Smax and its corresponding cumulative probability functionP(Smax> S) (Fig. A.5) were
calculated. From Fig.A.5, one can see that the frequency of observing some large values
of ScL (solid line) is much higher than its naive interpretation might imply (dashed line). If
desired, the actual probability can be converted to the true significance. The result of such
“renormalisation” is presented in Fig.A.6. One can clearly see that the required de-rating of
significance is not negligible; in fact, it is larger than the effect of including all theoretical and
instrumental systematic errors for this channel (see Section3.1). More details on the various
aspects of these studies can be found in [51].

There are ways of reducing the effect. A more detailed analysis of the shape of them4µ

distribution will help somewhat. Using the predicted number of signal eventss = stheory in
the significance estimator to begin with and, then, for validating the statistical consistency of
an excessno − b with the expectationstheory will reduce the effect further. One can also use a
non-flat prior on the Higgs mass as it comes out from the precision electroweak measurements.
Whether one will be able to bring the effect to a negligible level by using all these additional
constraints on the signal hypotheses is yet to be seen. The purpose of this Appendix is not
to give the final quantitative answer, but rather to assert that these studies must become an
integral part of all future search analyses when multiple signal hypotheses are tried.
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Appendix B. Systematic Errors

B.1. Theoretical uncertainties

The simulation of events at the LHC is complex and can be conventionally divided into
different parts which either involve the description of the interesting physics process or the
description of the initial scattering conditions and the physics environment.

The simulation of the hardest part of the physics process is done via matrix element
(ME) calculations at a certain order in the coupling constants and continues with the parton
showering (PS) of the resulting partons until a cut-off scale, over which the perturbative
evolution stops and the fragmentation of the final partons takes on. This cut-off is often
referred to as factorisation scale, because it is the scale at which the two processes (showering
and fragmentation) are supposed to factorise.

The interesting event is accompanied by the so-called underlying event (UE), term which
identifies all the remnant activity from the same proton-proton (p–p) interaction and whose
definition often includes ISR as well, and the pile-up, composed by other minimum bias
(MB) p–p interactions in the same bunch crossing (up to 25 at high luminosity at the LHC).
Moreover, since the initial state is not defined in p–p collisions, a proper description of the
proton parton density functions (PDFs) should be included in the calculations.

Each of these effects needs to be modelled to the best of our knowledge, and the
associated uncertainties need to be determined and propagated to the physics measurements.
Moreover, many of the sources are correlated: for instance, fragmentation and showering
are obviously dependent on each other, and in turn they assume a certain description of the
underlying event. The task of assessing systematics due to theory and modelling can therefore
be a difficult one and can sometime contain a certain degree of arbitrariness.

In what follows we propose some guidelines for the estimation of errors coming from the
above, trying to divide the systematics sources into wider categories as much uncorrelated as
possible: QCD radiation, fragmentation description, PDFs, UE and MB.

In attributing systematic errors we believe that one should use motivated recipes, avoiding
unrealistic scenarios which will lead to unnecessarily conservative errors or, much worse,
totally arbitrary assumptions.

B.1.1. Hard process description and parametric uncertainties

The description of the hard process should be done with Monte Carlo tools which are best
suited to the specific analysis. For instance, when precise description of hard gluon emission
becomes an issue, then next-to-leading order (NLO) generator tools likemc@nlo [771], or
higher leading order (LO)αs generators likeCompHEP [43], MadGraph [81], alpgen [161],
and sherpa [194] should be considered. This is in general true for both the signal and the
background description.

When adopting a ME tool, one should always keep in mind that its output is often (if
not always) supposed to be interfaced to PS Monte Carlo such asherwig [196], pythia [24]
or isajet [672], that treat the soft radiation and the subsequent transition of the partons into
observable hadrons. One of the most difficult problems is to eliminate double counting where
jets can arise from both higher order ME calculations and from hard emission during the
shower evolution. Much theoretical progress has been made recently in this field [772–775].
For what concerns the ME/PS matched description of multi-jet final states, a rich spectrum
of processes is currently available inalpgen. However, adopting general purpose generators
like pythia can still be the best option for topologies that are better described in the Leading



CMS Physics Technical Design Report, Volume II: Physics Performance 1491

Logarithm Approximation (LLA), for instance in the case of two leading jets and much softer
secondary jets. The two different descriptions should be regarded as complementary.

In general, a sensible choice for the selection of the best generation tools can be driven
by the HEPCODE data base [776]. However, comparison between different generators is
recommended whenever applicable.

Each analysis needs then to make sure that other important effects (e.g. spin correlations
in the final state, NLO ME corrections to top decays) are included in the generation
mechanism. For example,TopReX [44], as long with some of the Monte Carlo generators
already introduced in this section, provides a correct treatment of top quark spin correlations
in the final state. Neglecting some of these effects corresponds to introducing an error in the
analysis that cannot be considered as coming from a theoretical uncertainty.

For both signal and backgrounds, missing higher orders are a delicate source of
uncertainty. Formally, the associated error cannot be evaluated unless the higher order
calculation is available. This is often not possible, unless extrapolating by using comparisons
with analytical calculations of total or differential cross-sections at the next order, if available.
One should keep in mind that simple K-factors are not always enough and that the inclusion
of higher orders typically also involves distortions in differential distributions.

Moreover, one should not forget that any Standard Model calculation is performed in
certain schemes and that the input parameters are subject to their experimental uncertainties;
if the error on most of those and the choice of the renormalisation scheme are expected to give
negligible effects in comparison with other uncertainties, this might not be so for the choice
of the hard process scale, which we will discuss in the next section, and some of the input
parameters.

Among the input parameters, by far the one known with less accuracy will be the top
mass. The current uncertainty of about 2% [777] enters in the LO calculations for processes
which involve top or Higgs production. For instance, the total tt̄ cross-section is known to have
a corresponding 10% uncertainty due to this [45 ]. As far as Higgs production (in association
or not with tops) is concerned, gluon–gluon fusion proceeds via a top loop and therefore
the total cross-section can have a strong dependence on the top mass when mH ≈ 2mt.
Analyses which include Higgs bosons or top are encouraged to estimate the dependence of
the significant observables on the top mass itself. Effects of mt variation on acceptances of
these analyses should instead be negligible.

B.1.2. Hard process scale

The hard process under study drives the definition of the Q2 scale, which directly enters in the
parametrisation of PDFs andαs, hence in the expression of the cross sections.

The dependence of the observables on the choice for the Q2 hard process scale is
unphysical and should be regarded as one important contribution to the total uncertainty in the
theoretical predictions. The sensitivity of the predicted observables to such choice is expected
to decrease with the increasing order in which the calculation is performed, and can be tested
by changing the hard process scale parameters in the generation (where applicable) using a
set of sound values according to the characteristics of the hard process.

A sensible choice for the hard process scale in 2→ 1 processes is often̂s, which is the
default in general purpose generators likepythia. Alternative choices to quote theoretical
uncertainties can be 0.25ŝ and 4.0̂s. In pythia this can be obtained acting on PARP(34).

For 2→ n processes, many reasonable alternatives for the Q2 scale definition exist. The
pythia default(MSTP(32)= 8), corresponds to the average squared transverse mass of the
outgoing objects. It is possible to test the sensitivity on the Q2 scale switching to different
options, for example trying Q2 = ŝ (MSTP(32)= 4 in pythia).
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B.1.3. PDF description

The parton distribution functions of interacting particles describe the probability density for
partons undergoing hard scattering at the hard process scaleQ2 and taking a certain fraction
x of the total particle momentum. Since theQ2 evolution can be calculated perturbatively in
the framework of QCD, PDFs measurements can be cross checked using heterogeneous DIS,
Drell–Yan and jet data, and achieve predictivity for points where no direct measurements are
available yet, for example in a large region of the (x,Q2) space for p–p interactions at the
LHC energy.

Various approaches are currently available to quote the PDFs of the proton, which propose
different solutions for what concerns the functional form, the theoretical scheme, the order
of the QCD global analysis (including possible QED corrections), and the samples of data
retained in the fits: CTEQ [778], MRST [779], Botje [780], Alekhin [781], etc. The CTEQ
and MRST PDFs, including Tevatron jet data in the fits, seem to be well suited for use in
Monte Carlo simulations for the LHC.

The best way to evaluate theoretical uncertainties due to a certain proton PDFs is to
vary the errors on the parameters of the PDF fit itself. With the Les Houches accord [95]
PDF (LHAPDF) errors should be easily propagated via re-weighting to the final observables.
However, errors are available only for NLO PDF, whereas in most of the cases only LO
tools are available for the process calculation. Correctly performing evaluation of theoretical
uncertainties in these cases requires some care. The proposed solution is to adopt CTEQxL
(LO) for the reference predictions using CTEQxM (NLO) only to determine the errors.

For analyses which are known to be particularly sensitive to PDFs, like cross-section
measurements, it would be also desirable to compare two different sets of PDFs (typically
CTEQ vs MRST) taking then the maximum variation as an extra error. This is important
since, even considering the error boundaries, different set of PDFs may not overlap in some
region of the phase space.

The LHAGLUE interface [95] included from the most recent LHAPDF versions
simplifies the use of the Les Houches accord PDF inpythia by the switches MSTP(52)= 2,
MSTP(51)= LHAPDFid .

B.1.4. QCD radiation: the parton shower Monte Carlo

The showering algorithm is basically a numeric Markov-like implementation of the QCD
dynamic in the LLA. After the generation of a given configuration at partonic level, the
initial state radiation (ISR) and the final state radiation (FSR) are produced following unitary
evolutions with probabilities defined by the showering algorithm.

The probability for a parton to radiate, generating a 1→ 2 branching, are given by the
Altarelli–Parisi equations [782], however various implementations of the showering algorithm
exist in parton shower Monte Carlo, which mostly differ for the definition of theQ2 evolution
variable (virtuality scale) in the 1→2 radiation branching and for the possible prescriptions
limiting the phase space accessible to the radiation:pythia, herwig, ariadne [783],
isajet etc.

The virtuality scales for both ISR and FSR need to be matched to the hard process scale,
the latter setting an upper limit on the former ones; such limit has to be considered in a flexible
way, given the level of arbitrariness in the scale definitions. While this matching is somewhat
guaranteed if one adopts the same simulation tool for both hard scattering and parton shower,
a careful cross check is recommended in all other cases. In general, a critical judgement taking
into account the hard process type is needed. Allowing a virtuality scale higher than the hard
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process scale may give rise to double counting. This is the case of gg→gg processes with
additional hard gluons added in the showering. However other processes are safer from this
point of view, for instance the case of the qq̄ → Z process at LO.

Quantum interference effects in hadronic collisions have been observed by CDF [784]
and DØ [785] studying the kinematical correlations between the third jet (regarded as the
result of a soft branching in the LLA) and the second one. The implementation of the so called
colour coherence in PS Monte Carlo is made in the limit of large number of colours and for
soft and collinear emissions, restricting the phase space available to the radiation depending
on the developed colour configuration. Different implementations of the colour coherence are
available inherwig andpythia, while isajet doesn’t take into account such effects.

The theoretical uncertainty associated to the parton showering descriptions, includes what
is normally referred to as ISR or FSR and their interference. In order to achieve practical
examples for the recommended parton shower settings, we will considerpythia as the default
tool for showering from now on.

Turning OFF ISR and FSR (MSTP(61)= 0, MSTP(71)= 0 respectively) or even the
interference part (MSTP(62)= 0, MSTP(67)= 0) is certainly a too crude approach and, to a
large extent, a totally arbitrary procedure to assess a systematic error. We believe it is much
more realistic to vary, according to sound boundaries, the switches regulating the amount
and the strength of the radiation of the showering. These can correspond to3QCD and the
maximum virtuality scales up to which ISR stops and from which FSR starts. It would be
important to switch the parameters consistently going from low to high values in both ISR
and FSR.

Notice that the radiation parameters were typically fitted at LEP1 together with the
fragmentation parameters, benefiting from a much simplified scenario where no ambiguity
on the maximum virtuality scale applies, the only relevant energy scale of the problem being
ŝ = s. One has to take into account that while for instance FSR accompanying heavy boson
decays at the LHC can be directly related to the LEP experience, FSR in processes like
gg→ bb̄ entails additional uncertainties arising from the maximum allowed virtuality scale
and ISR/FSR interference. On top of that, additional complications arise from the fact that
ISR at hadron machines contributes to the description of the underlying event. Matching
two different tunings of the same parameter (in particular PARP(67)) can be very subtle at
the LHC.

These are the suggested settings inpythia, which have been cross-checked with the ones
adopted by the CDF experiment and also follow the prescription by the main author:

• 3QCD: PARP(61), PARP(72), PARJ(81) from 0.15 to 0.35 GeV consistently, symmetric with
respect to 0.25. Notice that these settings have been optimised for the CTEQ6L PDFs. In
general different ranges apply when changing PDFs. In order to give the user full control
on these parameters the option MSTP(3)= 1 has to be set, otherwise3QCD is assumed to
be derived from the PDFs parametrisation.

• Q2
max: PARP(67) from 0.25 to 4 and PARP(71) from 1 to 16 going from low to high

emission in a correlated way. In doing so one should also make sure that the tuning of the
underlying event is not changing at the same time. Possible re-tuning of the underlying event
in different radiation scenarios may be needed, in particular for what concerns PARP(82).

B.1.5. Fragmentation

Perturbative QCD cannot provide the full description of the transition from primary quarks to
observable hadrons, but only the part which involves large momentum transfer. The formation
of final hadrons involves a range of interactions which goes above the Fermi scale and where
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the strong coupling constantαs increases above unity, making it necessary to describe this
part in a non-perturbative way, normally referred to as fragmentation or hadronisation.

The non-perturbative description of fragmentation is realised via models, which need
to be tuned to experimental data. The data correspond, typically, to event shapes and
multiplicities at leptonic machines or to the inclusive jet shapes at hadronic machines. A
comprehensive overview of the models can be found in [786].

Fragmentation is said to depend only on the factorisation scale if jet universality is
assumed, i.e. assuming that jets fragment in the same way at hadron and lepton machines. Jet
universality will be ultimately verified at the LHC; one should clarify whether instrumental
effects and the LHC environment will have an impact on the final observables. For instance,
the much larger fraction of gluon jets or the different description of the underlying event can
change the values of the parameters that regulate the fragmentation. Moreover, for events with
high multiplicity of jets it will also be crucial to properly describe fragmentation in conditions
where large jet overlapping is to be expected and where inclusive tunings might not be ideal.

The consequence of jet universality is that, once the PS cut-off scale is fixed, the
fragmentation description for light quarks should be universal, and the LEP/SLD tunings
(or the Tevatron ones) could be used as they are for the LHC.

It is important to underline that the description of the non-perturbative part of the radiation
also depends on the way the perturbative one is described. This means that one should not use
a tuning of fragmentation done with LO(+LL) tools (typicallypythia at LEP) attached to
perturbative calculation which are done at higher (or different) order.

B.1.5.1. Light quarks fragmentation.In the absence of LHC data, the best choice is therefore
to use a model tuned to the LEP and SLD data [787–789]. It is important to choose the
tuning in a consistent way from the same experiment, given that a combined LEP/SLD tuning
has never been attempted. As a possibility, suggested by the major success in describing the
data and by its extensive use in the experimental collaborations, is the use ofpythia, which
uses the string (or Lund) fragmentation model [790]. The parameters that we consider more
relevant inpythia for the description of fragmentation are the following, where the central
value is taken by the fit performed by the OPAL Collaboration, as an example:

PARJ(81)= 0.250
PARJ(82)= 1.90
PARJ(41)= 0.11
PARJ(42)= 0.52
PARJ(21)= 0.40

where PARJ(81) (3QCD) and PARJ(82) (Q2
min) refer to the radiation part. To properly evaluate

a systematic error due to pure fragmentation one should vary only PARJ(42) and PARJ(21) by
their respective errors (0.04 and 0.03 for OPAL). The variation should account for the proper
parameter correlation if the effect is critical for the analysis. PARJ(41) is totally correlated
to PARJ(42).

Alternatively, or additionally, it would also be important to comparepythiawith herwig
with consistent tunings from LEP [787–789]; in doing so it is important to factorise the UE
description (see next section) that can induce important differences in the results.

B.1.5.2. Heavy quarks fragmentation.The description of the heavy quarks fragmentation is
important for top physics and for those processes with large b production in the final states.
Exclusive channels are particularly influenced by the description of the fragmentation of
the b quark.



CMS Physics Technical Design Report, Volume II: Physics Performance 1495

The description of the fragmentation of the heavy quarks has been tuned to Z data
at LEP and SLD[778, 791–793] (via a measurement of xB and xD) and b̄b data at the
Tevatron, using different fragmentation functions like Lund, Bowler [794], Peterson [795],
Kartvelishvili [796].

In the spirit of fragmentation universality the LEP/SLD tunings can be adopted for
the LHC, but with much care. Significant differences among the fitted values in different
experiment can point out that the factorisation scale used for the PS is not the same
everywhere. One should make sure that the scale used is set consistently with the chosen
fragmentation function parameters. This can be done by using the tuning from only one
experiment, making sure to also use the main switches of the parton showering, (PARJ(81)
and PARJ(82) inpythia).

The fragmentation function that best describes heavy flavour data at LEP is Bowler. With
the same OPAL tuning reported above the best fit of the Bowler parameters,a andbm2

⊥
, to

data gives:

bm2
⊥

= 65+17
−14

a = 15.0± 2.3.

The Bowler model would extend the string model to heavy flavours, describing the
corrections in terms of the charm and bottom masses. Unfortunately, no tuning exists in the
literature which is capable to describe at the same time light and heavy quark fragmentation,
i.e. adopting universal parametersa = PARJ(41) andb = PARJ(42) for both light and heavy
quarks.

Alternatively, the widely used Peterson function can be used, and its parameters are
directly switchable inpythia for just b and c fragmentation:

PARJ(54)= −0.031± 0.011
PARJ(55)= −0.0041± 0.0004

where the two parameters correspond, respectively, toεc andεb fitted in the OPAL tuning.
The systematic can then be evaluated by varying the errors on the fitted parameters or by
comparing with a different fragmentation function like Kartvelishvili, or Lund.

An important feature of the b fragmentation that should be considered by those analyses
in the top sector sensitive to the details of the fragmentation, is the way the b fragments in top
decays. At the LHC the b from a t is hadronising with a beam remnant, introducing potentially
worrying differences with respect to the fragmentation at LEP. The main effects are presented
in [797] and are known ascluster collapse, happening when a very low mass strings quark-
remnant directly produces hadrons without fragmenting, hence enhancing the original flavour
content, andbeam drag, which is an angular distortion of hadron distribution toward the end
of the string in the remnant. If, under reasonable assumptions on the transverse momentum in
top events at the LHC, one can exclude to a large extent the importance of the first effect, beam
drag could potentially introduce B meson production asymmetries, even though estimations
are keeping the effect at the level of 1% at the LHC [797].

B.1.6. Minimum bias and underlying event

Multiple parton interaction models, extending the QCD perturbative picture to the soft regime,
turn out to be particularly adequate to describe the physics of minimum bias and underlying
event. Examples of these models are implemented in the general purpose simulation programs
pythia, herwig/jimmy [193] and sherpa. Other successful descriptions of underlying
event and minimum bias at hadron colliders are achieved by alternative approaches like
phojet [798], which rely on both perturbative QCD and Double Pomeron Models (DPM).
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Huge progress in the phenomenological study of the underlying event in jet events have
been achieved by the CDF experiment at Tevatron [799], using the multiplicity and transverse
momentum spectra of charged tracks in different regions in the azimuth-pseudorapidity space
defined with respect to the direction of the leading jet. Regions that receive contributions
only by the underlying event have been identified. The average charged multiplicity per
unit of pseudorapidity in these regions turns out to be significantly higher with respect to
the one measured in minimum bias events. This effect, referred to as “pedestal effect”, is
well reproduced only by varying impact parameters models with correlated parton-parton
interactions(MSTP(82) > 1 in pythia). Simpler models are definitely ruled out.

The main problem of extrapolating the predictions of the multiple interactions models
to the LHC is that some of the parameters are explicitly energy dependent, in particular
the colour screening pT cut-off (PARP(82) at the tuning energy PARP(89) inpythia). The
CDF tuning, often referred to as Tune-A, is not concentrating on this particular aspect. Other
works [197, 800] have put more emphasis on this issue. However, one of their results is that
currently onlypythia can be tuned to provide at the same time description of CDF and lower
energy minimum bias data from UA5. One of these tunings can be summarised as follows:

• PARP(82) = 2.9
• PARP(83) = 0.5
• PAPR(84) = 0.4
• PARP(85) = 0.33
• PARP(86) = 0.66
• PARP(89) = 14000
• PARP(90) = 0.16
• PARP(91) = 1.0
• MSTP(81) = 1
• MSTP(82) = 4.

Sensible estimation of theoretical uncertainties arising from underlying event and
minimum bias modelling can be performed assigning±3σ variations to the colour screening
pT cut-off parameter tuned on minimum bias CDF and UA5 data and extrapolated to the
LHC energy [800], i.e. varying PARP(82) in the range [2.4–3.4], while keeping the other
parameters listed above to their tuned values.

As a new tool for the description of UE and MB we would like to mentionpythia
6.3 [801], that allows for new interesting features, including the new pT-ordered initial- and
final-state showers and a new very sophisticated multiple interactions model that achieves
description of colliding partons in the proton in terms of correlated multi-parton distribution
functions of flavours, colours and longitudinal momenta. However, as stressed by thepythia

authors, the new model (PYEVNW) is still not so well explored. Therefore the old model
(PYEVNT) is retained as the default choice, with full backward compatibility. Moreover,
in the use ofpythia 6.3, one should be careful when switching to the new pT-ordered
showers and multiple interaction models, as their parameters are not tuned yet, in particular
for what concerns the energy dependence, necessary to get meaningful extrapolations at
the LHC energy.

B.1.7. Pile-up and LHC cross sections

The design parameters of the LHC at both low and high luminosity are such that, on top of
possible signal events, additional minimum bias interactions are produced in the same beam
crossing, the so-called pile-up effect.
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Pile-up is a purely statistical effect. The number of minimum bias interactions generated
in a single beam crossing is a Poissonian distribution that depends on the instantaneous
luminosity, which varies of about a factor 2 during a LHC fill. Although luminosity variation
is not arising from theoretical uncertainties, it is recommended to cross check the stability of
the results against variation of the nominal luminosity.

An issue which can affect the pile-up is the definition of the minimum bias itself.
The latter, indeed, may or may not include the diffractive and elastic contributions, with
figures for the total cross section which can vary from 100 mb to 50 mb respectively. If the
pythia generator is adopted, these two different options correspond to MSEL 2 and MSEL 1,
however, in order to get full control on the different contributions to the cross sections, one
can use MSEL 2, setting MSTP(31) = 0, and providing explicit input through SIGT(0, 0, J),
where the meaning of the index J is described below:

J = 0 Total cross section (reference value = 101.3 mb)

J = 1 Elastic cross section (reference value = 22.2 mb)

J = 2 Single diffractive cross section XB (reference value = 7.2 mb)

J = 3 Single diffractive cross section AX (reference value = 7.2 mb)

J = 4 Double diffractive cross section (reference value = 9.5 mb)

J = 5 Inelastic, non-diffractive cross section (reference value = 55.2 mb).

Where J= 0 has to correspond to the sum of the contributions for J= 1, . . . ,5. With respect
to alternative cross section predictions [802], pythia reference values for diffractive cross
sections might be slightly shifted on the high side. A possible sound alternative could be to
reduce the diffractive cross sections of around 30%, keeping constant the total cross section.

In order to assess the sensitivity of one analysis to the diffractive variations in the pile-up,
at least the two options MSEL 1 and MSEL 2 should be tried. Diffractive contribution will in
general result in few additional soft charged particles spiralling in the high magnetic fields of
the LHC experiments. This effect is most likely to be relevant in the tracker detectors, where
multiple hits in the same layer can be generated by the same track.

B.1.8. Decays

In contrast to the simple decay models available in the common PS Monte Carlo, alternative
hadron decay models exist, for exampleevtgen [803], which have huge collections of
exclusive hadron decays up to branching ratios as low as 10−4.

evtgen follows the spin density matrix formalism and has an easily tuneable and
upgradeable hadron decay data base which currently constitutes the largest and most refined
collection of hadron decay models.

Comparison between the simple default decay models implemented in PS Monte Carlo
and those available inevtgen should be recommended at least for analyses dealing with
B hadrons or relying on b-tagging. However, since switching to a new hadron decay model
could have a deep spin-offs on the exclusive description of the final states (multiplicity of
kaons, pions, photons and muons, multiplicity of tracks reconstructed in secondary vertices)
it might be worth to study also effects on trigger performances.

The LHC version ofevtgen was initially provided by the LHCb experiment and is
currently maintained by LCG Generator [804]. It comprises an interface topythia simulation
that solves the technical problems of switching between the two different scenarios (i.e.
hadron decays performed bypythia, hadron decays performed byevtgen).
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B.1.9. LHAPDF and PDF uncertainties

The detailed investigations of processes at LHC required a well understanding of the
systematic theoretical uncertainties [201]. One of the important source of such errors is the
parton distribution functions (PDFs).

The Les Houches Accord Parton Density Functions (LHAPDF) package [95] is designed
to work with the different PDF sets53. In this approach a “fit” to the data is no longer described
by a single PDF, but by a PDF set consisting of many individual PDF members. Indeed, PDFs
are specified in a parameterised form at a fixed energy scaleQ0, such as

f (x, Q0)= a0xa1(1− x)a2(1 +a3xa4 . . .). (B.1)

The PDFs at all higherQ are determined by NLO perturbative QCD evolution equations. The
total number of PDF parameters (d) could be large (for example, forCTEQ parametrisation
one hasd = 20 [12]). Fitting procedure is used for evaluation an effectiveχ2 function, which
can be used to extract the “best fit” (the global minimum ofχ2) and also to explore the
neighbourhood of the global minimum in order to quantify the uncertainties. As a result one
has the “best-fit” PDF and 2d subsets of PDF [12, 95]:

f0(x, Q), f ±

i (x, Q)= f
(
x, Q; {a±

i }
)
, i = 1, . . . ,d. (B.2)

B.1.9.1. Master equations for calculating uncertainties.Let X({a}) be any variable that
depends on the PDFs. It can be a physical quantity such as theW production cross section, or
a differential distribution.

Let X0 = X({a0}) be the estimate forX calculated with the best-fit PDF andX±

i be the
observableX calculated withi -th subsetf ±

i (x, Q).
Following to CTEQ6 collaboration one can estimate the variation ofX by using a master

formula [12]:

1X =

√√√√ d∑
i =1

(
X+

i − X−

i

)2
. (B.3)

However, very often manyX+
i andX−

i have different magnitudes and even signs! This failure
of the master formula is a result of the simple observation that the PDF set that minimises the
uncertainty in a given observableX is not necessarily the same as the one that minimises the
fit to the global data set.

The better estimator for the uncertainty of a generic observableX was proposed in [805].
It is defined as the maximum positive and negative errors on an observableX by

1X+ =

√∑d
i =1

(
max[(X+

i − X0), (X
−

i − X0) , 0]
)2
,

1X− =

√∑d
i =1

(
max[(X0 − X+

i ), (X0 − X−

i ), 0]
)2
.

(B.4)

In Eqs. (B.4) one sums the maximum deviations on the observable in each of the parameter
directions, and hence retain both maximal sensitivity to the parameters that vary most and
estimate the range of allowed values of the cross section. Note, that the errors in Table C.2
were evaluated with this Eq. (B.4).

53 Note, at CMS it was recommended to use the CTEQ 5L set for PTDR simulation. Since there is onlyoneCTEQ
5L PDF set (without corresponding subsets), it was recommended to use CTEQ 6M for evaluation of uncertainties
due to PDFs for PTDR estimates and only in a special case can one use another sets (e.g. MRST).
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Figure B.1. dσ/d PT distribution for t t̄-pair production at LHC. The central histogram
corresponds to the ‘best-fit’ of CTEQ6M PDF, while the shaded area represents the deviation
due to PDF uncertainties.

Eq. (B.4 could also be used for calculations of differential distribution. Fig.B.1 presents
the differential distributiondσ/d PT for t t̄-pair production at LHC.

B.1.9.2. How to calculate X({ai }). The most simple and straightforward method is to
simulate a sample with the “best-fit” PDFs and then to repeat a such simulation 2d times with
different 2d PDF subsets. As a results one gets(1 + 2d) samples ofunweightedevents with
differentkinematics for each samples. Then use these samples to calculate(1 + 2d) values for
observable:

X0 =

∑
events

Xn({a0})), X±

i =

∑
events

Xn({a
±

i }), i = 1, . . . ,d. (B.5)

In practice, such method requires a large CPU-time and can be recommended only to be used
for very few special cases, when a high accuracy is required.

In the second approach (“re-weighting” method) one needs to simulate onlyonesample
with the ‘best-fit’ PDF. In doing so the additional weights, corresponding to all other PDF
subsets are evaluated. This weight is the ratio of the parton luminosity [PDF({ai }) – the
product of PDFs] evaluated with PDF subset to the parton luminosity, calculated with the
‘best-fit’ PDF. As a result, for anyn-event one has 2d additional weights:

w(0) = 1(best fit PDF), w±

(i ) =
PDF({a±

i })n

PDF({a0})n
; w±

(i ) =O(1). (B.6)

The corresponding(1 + 2d) values for observableX are evaluated as follows:

X0 =

∑
events

Xn({a0})), X±

i =

∑
events

w±

(i ) Xn({a0}). (B.7)

Contrary to the first method (see (B.5)) these(1 + 2d) samples have the events withdifferent
weights, but withidenticalkinematics for each samples. Note, that all additional samples have
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different “total number of events”:

N0 =

∑
events

w(0)(= 1), N±

i =

∑
events

w±

(i ) 6= N0, andN±

i =O(N0). (B.8)

Starting from cmkin 6 0 0 version it is possible for each event the evaluation of the
additional weights, corresponding to different PDF subsets (i.e.w±

(i ), see (B.6)). This option
is available forcmkin run with pythia-like generators (pythia, MadGraph, CompHEP,
alpgen, TopReX, StaGen, etc) andherwig. This information is written in/mc param/
user block after all variables filled byCMKIN and a user (by using ofkis xxx routines).

B.2. Experimental uncertainties

The systematic uncertainties associated with the detector measurements contributing to an
analysis are mostly covered in the corresponding chapters of Volume 1 of this Report [7] and
are summarised here.

B.2.1. Luminosity uncertainty

As discussed in Chapter 8 of [7], the design goal for the precision of the luminosity
measurement at CMS is 5%, which is assumed to be achieved after 1 fb−1 of data has been
collected. For integrated luminosities of less than 1 fb−1, it is assumed that the precision is
limited to 10%. For studies based on 30 fb−1 or more in this Report, it is assumed that further
improvement on the uncertainty can be achieved and a 3% uncertainty is assumed, via e.g. W,
Z based luminosity measurements.

B.2.2. Track and vertex reconstruction uncertainties

The uncertainty in the silicon track reconstruction efficiency is taken to be 1% for all tracks.
The primary vertex precision along thez coordinate is expected to be about 10µm once 1 fb−1

has been collected. The transverse vertex precision is expected to be about 1µm.
The effects of uncertainties on the alignment of silicon sensors on track and vertex

reconstruction are studied using a dedicated software tool (Section 6.6.4 of [7]) that is able to
displace tracker elements according to two scenarios: a “First Data Taking Scenario” with
placement uncertainties as expected at LHC start-up from measurements using the laser
alignment system for the strip tracker and from in-situ track-based alignment of the pixel
detector, and a “Long Term Scenario” appropriate after the first few fb−1 have been collected
and a complete track-based alignment has been carried out for all tracker elements.

The effect of the magnetic field uncertainty in the central region of CMS is expected to
contribute a momentum scale uncertainty of 0.0003 GeV/c to 1/pT. When combined with
the aggregate effect from alignment uncertainties, the overall momentum scale uncertainty is
0.0005 GeV/c at start-up.

B.2.3. Muon reconstruction uncertainties

As with the silicon tracker studies, a dedicated software tool has been developed (Section 3.2.2
of [7]) to study the effects of muon detector placement uncertainties on muon reconstruction.
Two scenarios, a “First Data Taking Scenario” with placement uncertainties as expected at
LHC start-up and a “Long Term Scenario” appropriate after the first few fb−1, are available
and used in analyses sensitive to the alignment precision of the muon detectors. The latter
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Figure B.2. Jet energy scale uncertainty is applied as a rescaling of the four-momentum of the
reconstructed jetpµ, jet

scaled± = (1±α) · pµ, jet
meas whereα is the percentage uncertainty plotted above.

scenario describes a detector alignment precision of 200µm in the plane transverse to the
beam axis using the laser alignment system and track-based alignment strategies.

The effect of magnetic field uncertainties on the muon momentum will be dominated by
the uncertainty in the central region and its impact on the momentum scale determined by fits
to the silicon tracker hits for muon momenta well below the TeV/c scale.

B.2.4. Electromagnetic calibration and energy scale uncertainties

The precision to which the ECAL crystals can be intercalibrated from a variety of techniques
is discussed in Section 4.4 of [7], and ranges from 0.4–2.0% using about 5 fb−1 of in situ
single isolated electron data. A software tool is used to apply calibration constants to the
accuracy expected to be obtained with either 1 fb−1 or 10 fb−1 of integrated luminosity.
The absolute energy scale can be determined using the Z mass constraint in Z→ ee decays,
and is expected to be measured to a precision of about 0.05%.

B.2.5. Jet and missing transverse energy uncertainties

The estimated systematic uncertainty on the jet energy scale is shown in Fig.B.2. At
startup the accuracy of the jet energy scale relies on the understanding of single-particle test
beam calibration and the level of agreement achieved in the data-to-Monte Carlo simulation
comparisons of the detector response. The response of an individual tile or crystals is known
to limited accuracy from source calibration in the HCAL and test stand measurements for
crystals in the ECAL. Hence, given the limitations of the precalibration of the calorimeters,
an overall uncertainty of 15% is expected for the “day-one” absolute energy scale. This applies
equally for jet response and the energy scale uncertainty of the missing transverse energy.

In the first 1–10 fb−1 of data, theγ+ jet calibration [283] and the hadronic W boson
mass calibration in top quark pair production events [287] are currently the best estimates
for the accuracy on the absolute jet energy scale. The hadronic W jets in the selected
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sample have a meanpT that is approximately 50 GeV/c. A lowering of the jet selection
threshold increases the effects of the offset correction from pile-up. The systematic on offset
corrections and backgrounds puts the absolute jet energy scale at 3%. The jet reconstruction
efficiencies are flat above 50 GeV/c, but drop in the lowpT region. The current estimate
of the high pT jet energy scale based on the hadronic W calibration is 3%. The calorimeter
response curves that are required to extrapolate to highpT are not expected to significantly
increase the energy scale uncertainty beyond the 3% from the W calibration. In the lowpT

region excluded from the hadronic W analysis, the absolute jet energy scale will be set by
the γ+jet calibration which will extend down to 20 GeV. Below 20 GeV, only the single-
particle calibration methods apply and these will have an accuracy of 10%. The recommended
treatment for the jet energy systematic in this report is to apply an uncertainty according to
this functional form:

σ
jet

E /E =


10% pT < 20 GeV/c
10%− 7%∗ (pT − 20 GeV/c)/(30 GeV/c) 20 GeV/c< pT < 50 GeV/c
3% pT > 50 GeV/c

.

It is expected that the Z+jet sample and further analysis of the hadronic W systematics will
reduce the overall jet energy scale uncertainty, but these analyses remain under active study.

The low pT region is particularly important for the missing transverse energy (MET)
response. As the MET will have significant contributions from lowpT jets and unclustered
energy, it is expected that the lowpT component of the MET will not be understood to
better than 10% following the first 1–10 fb−1 of data. The recommended treatment of the
MET energy scale uncertainty has two approaches (one simple and one more detailed). For a
MET which is known to be dominated by lowpT jets and unclustered energy, an uncertainty
of 10% should be applied to the components of the MET uncorrelated to the jet energy scale
uncertainty of the jets. This is the simple approach and gives a conservative error on the
MET. For events with reconstructed highpT jets, the contributions to the MET uncertainty
are correlated to the jet energy scale uncertainty of the highpT jets. The recommended
treatment of the MET uncertainty is to apply separate uncertainties on the lowpT and high
pT components of the MET. The MET is reconstructed as described in [147] and [148]. This
gives a type-1 correction of the following form:

Emiss
Tx(y) = −

[
Eraw

Tx(y) +
∑
jets

(
pcorr. jet

Tx(y) − praw jet
Tx(y)

) ]
whereEraw

Tx(y) is the sum over the raw calorimeter tower energies and the jet sum in the equation
is over jets with a reconstructedpT above a given jetpcut

T selection cut, typically 20–25 GeV/c.
The jetpT is used in these formula to account for the angular separation of the towers included
in the jet sum, contributing to the jet mass. Rewriting the above equation in this form

Emiss
Tx(y) = −

(Eraw
Tx(y) −

∑
jets

praw jet
Tx(y)

)
low pT

+
(∑

jet

pcorr. jet
Tx(y)

)
high pT


shows explicitly the lowpT (in the first set of brackets) and the highpT components (second
set of brackets) of the MET. The proposed systematics treatment is to vary the components of
the low pT MET by 10% scale uncertainty uncorrelated with the highpT component and to
vary the highpT component according the jet energy scale uncertainty for the measured jets.



CMS Physics Technical Design Report, Volume II: Physics Performance 1503

If a subset of the highpT jets are identified as electromagnetic objects, isolated electrons or
photons, then these EM-jets should be given EM-scale energy corrections which are closer to
unity than hadronic jet corrections. The energy scale uncertainty on an EM-object will also be
much lower than the jet energy scale systematic. Therefore, if the EM-objects are not removed
from the jet list, the quoted energy scale uncertainty will be conservative relative to the lower
errors associated with separate treatment of identified EM-objects.

In addition to the jet energy scale uncertainty, there are uncertainties on the jet resolution.
At startup the jet resolution is estimated to be accurate to 20% of the quoted resolution based
on the test-beam data and simulation studies. The dijet balancing resolution will be determined
from data and will further constrain this uncertainty. It is expected that the systematics on the
third jet veto and other selection criteria will limit the uncertainty on the jet resolution to
10% in the 1–10 fb−1 dataset. The recommended treatment for this systematic is to add an
additional smearing to the jet energy which broadens the overall jet resolution by 10%. This
can be done by throwing a Gaussian random number and adding an energy term which is
46% of the jet resolution. Therefore, the jet-by-jet event-by-event smearing should be done
as follows:

E′ jet
T = Ejet

T + Gaus[0, 0.46∗ σ(ET, η)] (B.9)

whereσ(ET, η) is the reference jet resolution which for the central barrel is given by (using
Monte Carlo simulation derived jet calibrations whereEMC

T is equal toErec
T on average)

σ(Ejet
T , |η|< 1.4)= (5.8 GeV)⊕

(
1.25∗

√
Ejet

T

)
⊕ 0.033∗ Ejet

T (B.10)

(terms added in quadrature) and Gaus[0,0.46∗ σ(ET, η)] is a randomly thrown sampling of
a normal distribution per jet with a mean of zero and a width of 46% of the jet resolution and
thereforeE

′ jet
T is the smeared jet energy to be used in the estimation of the jet resolution

systematic uncertainty of the measurement. The 46% is chosen so that when added in
quadrature to the nominal resolution gives an overall widening of the energy resolution of
10%. The resolutions of the endcap and forward jet regions are found in [165, Table 5].
These are

σ(Ejet
T ,1.4< |η|< 3.0)= (4.8GeV) ⊕

(
0.89∗

√
Ejet

T

)
⊕ 0.043∗ Ejet

T

σ(Ejet
T ,3.0< |η|< 5.0)= (3.8GeV)⊕ 0.085∗ Ejet

T

where for these jet resolution fits the stochastic term in the forward region is small compared

to the noise and constant terms (hence the missing
√

Ejet
T term for 3.0< |η|< 5.0). The shift

in the +10% direction can be symmetrised to account for the−10% shift. Otherwise, the
difference between the reconstructed and generated jet energies must be reduced by 10% in
order to estimate the−10% uncertainty from the nominal Monte Carlo jet resolution. The
jet resolution uncertainty is particularly important when searching for signals that are on a
rapidly falling QCD multi-jetpT spectrum.

B.2.6. Heavy-flavour tagging uncertainties

A strategy for measuring the b-tag efficiency using an enriched sample of b-jets from tt̄ events,
and its estimated precision, is described in Section 12.2.8 of [7]. The relative uncertainty on
the b-efficiency measurement is expected to be about 6% (4%) in the barrel and 10% (5%) in
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the endcaps for 1 fb−1 (10 fb−1) of integrated luminosity. These uncertainties correspond to a
b-tag working point efficiency of 50%.

The light-quark (and gluon) mis-tag uncertainty is expected to be larger than the b
efficiency uncertainty; however, for this Report a global uncertainty of 5% is assumed for the
mis-tag uncertainty. As with the efficiency determination, it is important to identify strategies
to measure the mis-tagging probabilities in data as well.

Likewise, a strategy to measure the uncertainty on the efficiency for identifyingτ leptons
is described in Section 12.1.4 of [7], and involves comparing the ratio of Z→ ττ → µ+ jet to
Z → µµ events. With a 30 fb−1 data sample, the relative uncertainty onτ -tagging is estimated
to be about 4%. A measurement of theτ misidentification probability can be determined from
a sample ofγ+ jet events, and with a 10 fb−1 data sample is expected to have an uncertainty
at the level of 4–10%.
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Appendix C. Monte Carlo Models and Generators

C.1. Introduction

This section presents a short description of the basic event generators used in CMS during
preparation of the PTDR (see CMS “Generator Tools group” for details). A comprehensive
review of the present Monte Carlo models and generators is given elsewhere [806]. Note that
only MC generators used in CMS are described here, and a full description of several popular
packages (likeisajet orAcerMC, see [806]) is omitted.

There are several available Monte Carlo event generators forpp, pA andAA collisions,
namelyherwig [196], hijing [807], isajet [672], pythia [69] and sherpa [808]. Each of
these simulates a hadronic final state corresponding to some particular model of the underlying
physics. The details of the implementation of the physics are different in each of these
generators, however the underlying philosophy of the generators is the same.

The cross section values and the differential distribution for almost all processes are
evalueated as follows:

σ(pp→ C X)=

∑
i j

∫
f p
i (x1, Q2) f p

j (x2, Q2)σ̂ (i j → C)dx1dx2, (C.1)

where f p
i (x, Q2) are the Parton Distribution Functions (PDF) ofi th parton, that carried a

fractionx of the initial proton momentum at a scale (Q2); σ(i j → C) is the cross section for
the hard process (i.e. describing two partons,i and j , interaction).

A general scheme of event generation assumes the evaluation of the hard process (the
cross section value, the incoming and outgoing particle’s momenta and colours), then evolves
the event through a parton showering and hadronisation step, and the decay of the unstable
particles. The event information (stored in/HEPEVT/ common block [69]) contains the
momenta of the final hadrons, leptons and photons and positions of their decay vertexes.
Typically such information contains also the characteristics (momenta, colours,KF-codes,
mother’s and daughter’s relations) of all intermediate partons (quarks, gluons, gauge bosons,
unstable physical particles, etc) that provide a trace-back the history of particle production
inside of an event. By using an acceptance-rejection methods weighted events can be returned.

Parton showering is based on the expansion around the soft and collinear evolution limits
and is often ascribed to either the initial or final state. The algorithm used byherwig and
sherpa also include some effects due to quantum interference. The events that have more
energy in the parton process have more showering, and consequently more jet activity.

The collection of quarks and gluons must then be hadronised into mesons and baryons.
This is done differently in each of the event generators, but is described by a set of
(fragmentation) parameters that must be adjusted to agree with experimental results.herwig

looks for colour singlet collections of quarks and gluons with low invariant mass and groups
them together; this set then turns into hadrons.pythia splits gluons into quark-anti-quark
pairs and turns the resulting set of colour singlet quark-anti-quark pairs into hadrons via a
string model.isajet simply fragments each quark independently paying no attention to the
colour flow.

The dominant cross-section at the LHC consists of events with no hard scattering. There is
little detailed theoretical understanding of these minimum-bias events and the event generators
must rely on present data. These minimum-bias events are important at LHC, particularly at
design luminosity, as they overlap with interesting hard-scattering events. The generators use a
different approach in this case.herwig uses a parametrisation of data mainly from the CERN
pp̄ Collider. pythia uses a mini-jet model where the jet cross-section is used at very low
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Figure C.1. Purely schematic data flow inpythia andherwig.

transverse momenta, i.e the hard scattering process is extrapolated until it saturates the total
cross-section. CMS has used thepythia approach with dedicated modifications that agree
with present data from Tevatron [69]. The model of the hadronic interactions implemented in
the physics generator has a direct impact on physical observables such as jet multiplicity, their
average transverse momentum, internal structure of the jets and their heavy flavour content.
This led to the choice to usepythia for most processes, allowing for a consistent set of signal
and background events to be generated.

TableC.2presents the predicted cross-section values for the basic SM processes, as used
in the simulations for PTDR. The cross-section values (at leading order) were calculated by
usingpythia 6.327 withCTEQ5L (default PDF for PTDR) and withCTEQ6M PDFs.αs at 1st
(2nd) order is used withCTEQ5L (CTEQ6M) PDFs. ForCTEQ6M the quoted errors are related
to the uncertainties due to PDFs (see Subsection B.1.9).

C.2. General scheme of generator usage in CMS

All event generators, included in CMS simulation software, can be separated into two groups.
The first group (herwig, hijing, isajet, pythia) provides thefull simulationof events.

The basic package explored in CMS ispythia and only few specific processes were simulated
with herwig or hijing.

A purely schematic data flow inpythia andherwig is presented in Fig.C.1.
After initialisation the package (herwig or pythia) calls “hard process” routines

(see “1” arrow lines in Fig.C.1). Then information (the momenta of initial and final
partons, the colours andKF-codes) is passed to package for parton showering, hadronisation,
fragmentation and decays of the unstable particles.

However, all these “full event simulation” generators have very limited number of the
hard process matrix elements (typically for 2→ 2 reaction at LO). Therefore, several special
generators are used for simulation of many other LO processes. In fact, such packages
generate the hard processes kinematic quantities, such as masses and momenta, the spin, the
colour connection, and the flavour of initial- and final-state partons. The information is stored
in the “Les Houches” format [809] (/HEPEUP/ common block) and is passed to full event
simulation package likepythia or herwig (see thick “output” line on Fig.C.1).

Three generators, namelyalpgen [161], CompHEP [355], andMadGraph [81, 493],
are widely used for simulation of many processes, especially for the generation of the hard
processes with multi-jet final states. For example,alpgen allows to generateQQ̄ pair
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Figure C.2. Illustration of thecmkin interface.

production with up to 6 jets. Due to the complexity of the matrix elements, describing the
multi-jet processes, and a re-weighting procedure the generation of events is very CPU-time
consuming. As a result, the information with kinematics is stored in the output files. (see
“2” lines on Fig.C.1). Then, like in a genericpythia process, such information is passed to
pythia (see thick “output” line on Fig.C.1).

There are several“dedicated generators”, TopReX [44], StaGen, SingleTop, cosmic,
simub, phase, pyquen [810, 811], hydjet [812], edde. These generators are used for
simulation of several specific process (see below for a short description of these codes).
The information with hard processes kinematic quantities is stored in/HEPEUP/ common
block [809] and is passed to the “full event simulation” package (see “3” lines on Fig.C.1).

After full simulation of event withpythia or herwig the output information is stored
in the/HEPEVT/ common block. In addition twospecial functionalitycodes provide a better
description of photon radiation from a charge final particles (photos [39]) and τ±-lepton
decays (tauola [155]). Typically, these codes read information from/HEPEVT/ common,
perform simulation and then add generated information (new particles) into the/HEPEVT/

common block (see Fig.C.1).

C.3.cmkin

Almost all generators available in CMS could be used with thecmkin package. Now
the cmkin is used foroscar and famos detector simulation input. This software package
provides a common interface between physics event generators and CMS detector simu-
lation (see Fig.C.2). It also provides an environment to make physics plots of generated
events. cmkin provides an interface to a number of physics generators likepythia,
isajet andherwig. It also offers the possibility to use different ‘external generators’ like
alpgen [161], CompHEP [355], MadGraph [81, 493] andTopReX [44]. Cosmic muon simu-
lation is available as well. Simple particle generation is also included, i.e. single and double
particles as well as simple multi particle events. The interface is based on a common block
HEPEVT - a HEP standard to store particle kinematics information for one event [69]. The
/HEPEVT/ common block is converted to HBOOK n-tuples. The event output format follows
the HEPEVT standard and additional information can be included by the user in the block
/MC PARAM/.
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There is a unified compilation script which is used as follows:
kine_make_ntpl.com <generator> [lhapdf]

where the first parameter can have one of the following values:pythia, herwig, isajet, simple,
single, double, simplemulti, cosmic, comphep, alpgen, madgraph, phase, toprexor stagen. The
optional second parameterlhapdf is given when the user wants to useLHAPDF library [95].

C.4. Full event simulation generators

C.4.1.pythia

The pythia package [69] is a general-purpose generator for hadronic events in pp, e+e−

and ep colliders. It contains a subprocess library and generation machinery, initial- and final-
state parton showers, underlying event, hadronisation and decays, and analysis tools.pythia

contains around 240 different 2→ 2 (and some 2→ 1 or 2→ 3) subprocesses, all at leading
order. The subsequent decays of unstable resonances (W, Z, top, Higgs, SUSY, . . . ) brings
up the partonic multiplicity, for many processes with full spin correlations in the decays.
The external processes can be evolved through the showering and hadronisation (like internal
ones).

The final-state shower is based on forward evolution in terms of a decreasing timelike
virtuality m2, with angular ordering imposed by veto. The framework is leading-log, but
includes many NLL aspects such as energy–momentum conservation,αs(p2

⊥
) and coherence.

Further features include gluon polarisation effects and photon emission.
The initial-state shower is based on backward evolution, i.e. starting at the hard scattering

and moving backwards in time to the shower initiators, in terms of a decreasing spacelike
virtuality Q2. Initial and final showers are matched to each other by maximum emission cones.

The composite nature of hadrons (and resolved photons) allows for several partons from
each of the incoming hadrons to undergo scatterings. Such multiple parton–parton interactions
are instrumental in building up the activity in the underlying event, in everything from
charged multiplicity distributions and long-range correlations to minijets and jet pedestals.
The interactions are described by perturbation theory, approximated by a set of more or less
separate 2→ 2 scatterings; energy conservation and other effects introduce (anti)correlations.
The scatterings are colour-connected with each other and with the beam remnants.

The Lund string model, used for hadronisation, is based on a picture with linear
confinement, where (anti)quarks or other colour (anti)triplets are located at the ends of the
string, and gluons are energy and momentum carrying kinks on the string. The string breaks
by the production of newqq pairs, and a quark from one break can combine with an anti-quark
from an adjacent one to form a colour singlet meson.

Unstable particles are allowed to decay. In cases where better decay models are available
elsewhere, e.g. forτ± with spin information or forB hadrons, such decays can be delegated
to specialised packages.

At present the parameters from almost allpythia common blocks (seeBLOCK DATA
PYDATA) could be set via data cards. With thecmkin these parameters could be set in data
card file with the following format (note, that only capital letters should be used):

pythia cmkin comment

parameter
MSEL = 6 MSEL6 t t̄ production

one-and two-dimensional arrays
CKIN(1)= 100 CKIN1 = 100 min.

√
ŝ

i.e. PMAS(6,1)= 178 PMAS6,1 = 178 top-quark mass
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• Common cards forcmkin
Below we present a list ofpythia parameters used for full event simulation for PTDR. Some
of these parameters correspond to the old multiple interactions scenario, namelyTune A[813].

MSTP(2)= 1 : 1(first)/2(second) order runningαs

MSTP(33)= 0 : do not include ofK -factors in hard cross sections
MSTP(51)= 7 : PDF set (here is CTEQ5L)
MSTP(81)= 1 : multiple parton interactions is switched ON
MSTP(82)= 4 : defines the multiple parton interactions model
PARP(67)= 1 : amount of initial-state radiation
PARP(82)= 1.9 : PT cut-off for multi-parton interactions
PARP(83)= 0.5 : fraction of total hadronic matter in core
PARP(84)= 0.4 : radius of core
PARP(85)= 0.33 : gluon production mechanism in multiple interactions
PARP(86)= 0.66 : gluon prod. mechanism in multiple interactions
PARP(88)= 0.5
PARP(89)= 1000 : reference energy scale for whichPARP(82) is set
PARP(90)= 0.160 : effectivePT cut− off = [PARP(82)/PARP(89)]∗∗PARP(90)
PARP(91)= 1.0 : width of Gaussian primordialk⊥ distribution inside hadron
PARJ(71)= 10 : maximum averagecτ for particles allowed to decay
MSTJ(11)= 3 : choice of the fragmentation function
MSTJ(22)= 2 : allow to decay those unstable particles
PMAS(5,1)= 4.8 : the mass of theb-quark
PMAS(6,1)= 175.0 : the mass of thet-quark

C.4.2.herwig

herwig contains a wide range of Standard Model, Higgs and supersymmetric processes [196].
herwig uses the parton-shower approach for initial- and final-state QCD radiation, including
colour coherence effects and azimuthal correlations both within and between the jets.

In the treatment of supersymmetric processes,herwig itself doesn’t calculate the SUSY
mass spectrum or decay rates, but reads in an input file containing the low-energy parameters
(masses, couplings, decays, . . . ). This file can be written by hand or more conveniently
be generated with theisawig program. This program provides an interface toisajet (and
therefore to all models inisasusy and isasugra), to hdecay (for NLO Higgs decays), and
can also add R-parity violating decays.

Colour coherence effects of (initial and final) partons are taken into account in all
hard subprocesses, including the production and decay of heavy quarks and supersymmetric
particles.herwig uses the angular ordered parton shower algorithm which resumes both soft
and collinear singularities.herwig includes spin correlation effects in the production and
decay of top quarks, tau leptons and supersymmetric particles. For the SUSY decays, there is
an option for using either the matrix elements (fast) or the full spin correlations.herwig uses
a cluster hadronisation model based on non-perturbative gluon splitting, and a similar cluster
model for soft and underlying hadronic events. This model gives a good agreement with the
LEP data on event shapes, but does not fit the identified particle spectrum well.

C.4.3.isajet

isajet is a Monte Carlo program which simulatespp, pp̄, e+e− interactions at high
energies [672]. isajet is based on perturbative QCD plus phenomenological models for parton
and beam jet fragmentation. At CMSisajet is used for calculations of SUSY parameters.
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C.4.4.hijing

Hard or semi-hard parton scatterings with transverse momentum of a few GeV/c are expected
to dominate high energy heavy ion collisions. Thehijing (Heavy Ion Jet INteraction
Generator) Monte Carlo model [807] was developed by M Gyulassy and X-N Wang with
special emphasis on the role of minijets inpp, pA andAA reactions at collider energies.

Detailed systematic comparison ofhijing results with a very wide range of data
demonstrates that a quantitative understanding of the interplay between soft string dynamics
and hard QCD interaction has been achieved. In particular,hijing reproduces many inclusive
spectra two particle correlations, and can explain the observed flavour and multiplicity
dependence of the average transverse momentum.

C.5. Tree level matrix element generators

C.5.1.alpgen

alpgen is designed for the generation of Standard Model processes in hadronic collisions,
with emphasis on final states with large jet multiplicities [161]. It is based on the exact leading
order evaluation of partonic matrix elements andt and gauge boson decays with helicity
correlations. The code generates events in both a weighted and unweighted mode. Weighted
generation allows for high-statistics parton-level studies. Unweighted events can be processed
in an independent run through shower evolution and hadronisation programs.

The current available processes are:

• W/Z/H QQ̄ + N jets (Q = c,b, t) with N 6 4

• QQ̄ + N jets, withN 6 6

• QQ̄Q′ Q̄′ + N jets, withN 6 4

• W + charm +N jets, withN 6 5

• N jets,W/Z + N jets, withN 6 6

• nW+ mZ+ l H + N jets, withn + m+ l + N 6 8, N 6 3

• Nγ + M jets, withN > 1, N + M 6 8 andM 6 6

• H + N jets (N 6 4), with the Higgs produced viaggH vertex

• single top production.

C.5.2.CompHEP

CompHEP [814] is a package for evaluating Feynman diagrams, integrating over multi-
particle phase space and generating events with a high level of automation.CompHEP includes
the Feynman rules for SM and several versions of MSSM (SUGRA, GMSB, MSSM with
R-parity violation).

CompHEP computes squared Feynman diagrams symbolically and then numerically
calculates cross sections and distributions. After numerical computation one can generate the
unweighted events with implemented colour flow information. The events are in the form of
the Les Houches Accord event record [809] to be used in thepythia program for showering
and hadronisation.

CompHEP allows for the computation of scattering processes with up to 6 particles and
decay processes with up to 7 particles in the final state.
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C.5.3.MadGraph andmadevent

madevent [81] is a multi-purpose, tree-level event generator which is powered by the
matrix element generatorMadGraph [493]. Given a user process,MadGraph automatically
generates the amplitudes for all the relevant subprocesses and produces the mappings for
the integration over the phase space. This process-dependent information is packaged into
madevent, and a stand-alone code is produced. It allows the user to calculate cross sections
and to obtain unweighted events automatically. Once the events have been generated – event
information, (e.g. particle id’s, momenta, spin, colour connections) is stored in the “Les
Houches” format [809]. Events may be passed directly to a shower Monte Carlo program
(interfaces are available forherwig andpythia).

The limitation of the code are related to the maximum number of final state QCD
particles. Currently, the package is limited to ten thousand diagrams per subprocess. So,
for example,W + 5 jets is close to its practical limit. At present, only the Standard Model
Feynman rules are implemented and the user has to provide his/her own rules for beyond
Standard Model physics, such as MSSM.

C.5.4.TopReX

The event generatorTopReX [44] provides the simulation of several important processes in
pp and pp̄ collisions, not implemented inpythia. In the matrix elements used inTopReX
the decays of the finalt-quarks,W±, Z and charged Higgs bosons are also included. The final
top quark could decay into SM channel (t → qW+, q = d, s,b), b-quark and charged Higgs
(t → bH+) and the channels with flavour changing neutral current (FCNC):t → u(c)V ,
V = g, γ, Z. The implemented matrix elements take into account spin polarisations of the
top quark, that provides a correct description of the differential distributions and correlations
of the top quarks decay products.

C.6. Supplementary packages

C.6.1.photos

photos is a universal package to simulate QED photon radiative corrections [39]. The
precision of the generation may in some cases be limited, in general it is not worse
than the complete double bremsstrahlung in LL approximation. The infrared limit of the
distributions is also correctly reproduced. The action of the algorithm consists of generating,
with internally calculated probability, bremsstrahlung photon(s), which are later added to the
/HEPEVT/ record. Kinematic configurations are appropriately modified. Energy-momentum
conservation is assured. When usingphotos, the QED bremsstrahlung of the principal
generator must be switched off. For example in case ofpythia one has to useMSTJ 41=1.

C.6.2.tauola

tauola is a package for simulation of theτ±-lepton decays [155]. It uses thephotos package
to simulate radiative corrections in the decay. Thetauola interface is made with thepythia
generator. This interface evaluates also the position ofτ -lepton decay (i.e. the information on
the production vertex of the decay products ofτ -lepton).



1512 CMS Collaboration

C.6.3.pyquen

The event generatorpyquen (PYthia QUENched) [810, 811] provides the simulation of
rescattering and energy loss of hard partons in dense QCD-matter (quark-gluon plasma)
created in ultrarelativistic heavy ion collisions. The approach relies on an accumulative energy
losses, when gluon radiation is associated with each scattering in expanding medium together
including the interference effect by the modified radiation spectrumd E/d` as a function of
decreasing temperatureT . The model is implemented as fast Monte Carlo tool, to modify
standardpythia jet event.

C.6.4.hydjet

The event generatorhydjet [812] (HYDrodynamics + JETs) provides the fast simulation of
heavy ion events at LHC energy including longitudinal, transverse and elliptic flow effects
together with jet production and jet quenching (rescattering and energy loss of hard partons in
dense QCD-matter, quark-gluon plasma). The model merges a fast generator of flow effects
hydro [815] with pythia (for jet production) andpyquen [810, 811] (for jet quenching) by
simulating full heavy ion event as a superposition of soft, hydro-type state and hard multi-jets.

First of all,hydjet calculates the numberNhard of hard nucleon-nucleon sub-collisions
and numberNpart nucleons-participants (at given impact parameterb of AA collision and
minimum PT of hard parton scattering) and generates the initial parton spectra by calling
pythia Nhard times (fragmentation off). After each jet parton affected by medium-induced
rescattering and energy loss according withpyquen model. In the end of eachpythia sub-
event adding new (in-medium emitted) gluons intopythia parton list and rearrangements
of partons to update string formation are performed. Thenpyquen forms final hadrons with
PYEXEC subroutine (fragmentation on). Finally,hydjet calculates the multiplicity of soft,
hydro-induced part of the event and add new particles in the end of the event record.

C.7. K-factors for dilepton production

Some event generators such aspythia do not employ the most advanced matrix-element
calculations. They must be reasonably fast since in most applications, many millions of events
must be generated. Experimenters apply anad-hoccorrection or “kludge” called theK -factor
so that the cross-section value used for, say, the production of muon pairs, is correct. This
K -factor amounts to the ratio of a highly accurate cross-section calculation to a less accurate
one, typically a leading-order calculation:

KNLO =
σNLO

σLO
and KNNLO =

σNNLO

σLO
.

Clearly theK -factor reflects the accuracy of the better theoretical calculation, and there can
be significant differences betweenKNNLO andKNLO. The most significant contributions to the
K -factor come from QCD radiative corrections are expected to be on the order of 10% or
more. Usually one does not include electroweak radiative corrections in theK -factor.

We have examined theK -factor for the Drell–Yan production of charged lepton pairs, as
well as the signal for newZ′ neutral gauge bosons. The programphozprms is used to compute
mass-dependent cross-sections [348], and a generalised version calledwuwd is used to study
Z′ cross-sections [816]. We checked carefully the differential cross-section,dσ/d M obtained
from phozprms with the programresbos [817, 818] and found very good agreement. We use
the MRST parton distribution functions [819] for these calculations. Very similar results are
obtained using CTEQ6M [12].
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Figure C.3. K -factors as a function of mass for the LHC.
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Figure C.4. K -factors as a function of mass for the Tevatron.

Usually experimenters use a constant value for theK -factor, but in fact this is not
accurate. The variation of theK -factor with mass is substantial, as shown in Fig.C.3. (There is
a similar, though different, variation in theK -factor for Drell–Yan production at the Tevatron
– see Fig.C.4.) Notice thatKNLO 6= KNNLO, in general, and the difference can be as large
as 7%. A number of values for theK -factor are listed in TableC.1.

It is customary to take the differenceKNNLO − KNLO as a measure of the theoretical
uncertainty due to missing higher orders. According to the results obtained withphozprms,
this uncertainty is on the order of 5%. It is interesting to compare this to the uncertainty
coming from the parton distribution functions (PDFs). We used the CTEQ6M set which
contains “error” PDFs with which one can estimate this uncertainty [12]. The relative
uncertainty of the Drell–Yan cross-section as a function of mass is shown in Fig.C.5. The
positive and negative variations of the cross-section were summed separately. The error bands
show the full uncertainty obtained from the twenty error-PDFs – no rescaling was done to take
into account the fact that these error-PDF’s correspond to 2σ variations of the PDF parameters.
One sees that the PDF uncertainty varies from about 3% at low masses to 20% toward the
upper reach of the LHC. Of course, these uncertainties will be reduces as data from HERA,
the Tevatron and fixed-target experiments are used to improve the PDFs.
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Table C.1.Values forKNNLO, KNLO andKNNLO/KNLO as a function of mass.

mass (GeV/c2) KNNLO KNLO KNNLO/KNLO

100 1.212 1.225 0.989
200 1.256 1.252 1.003
300 1.286 1.268 1.014
400 1.303 1.275 1.022
600 1.323 1.280 1.033
800 1.330 1.278 1.040

1000 1.333 1.274 1.046
2000 1.339 1.257 1.065
3000 1.362 1.270 1.073
4000 1.385 1.304 1.061
5000 1.378 1.338 1.031

Table C.2.Leading order cross sections for some typical process at the LHC calculated by using
pythia 6.327 withCTEQ5L (default PDF for PTDR) and withCTEQ6M PDFs.P0 denoteŝpT-min.
for the hard process.

process cross section comment

σtot(pp→ X) 110± 10 mb different models
σtot(pp→ X) 111.5± 1.2+4.1

−2.1 mb COMPETE Coll.

process CTEQ5L CTEQ6M comment

Z-boson 48.69 nb 50.1+4.19%
−4.76% nb

Z + jet(g + q) 13.94 nb 12.73+3.16%
−3.94% nb P0 = 20 GeV

qq̄ → Z γ 44.21 pb 46.7+3.93%
−4.22% nb P0 = 20 GeV

W±-boson 158.5 pb 161.3+4.32%
−4.93% nb

W± + jet(g + q) 41.42 nb 37.24+3.34%
−4.10% nb P0 = 20 GeV

W±γ 56.21 pb 56.42+4.11%
−4.38% nb P0 = 20 GeV

W+W− 69.69 pb 75.0+3.87%
−4.03% pb

W± Z 26.69 pb 28.76+3.93%
−4.08% pb

qq̄ → Z Z 11.10 pb 10.78+4.02%
−4.21% pb

W QQ̄ mb = 4.8 GeV,mc = 1.5 GeV, TopReX
W±cc̄ 1215 pb 1086+4.12%

−4.53% pb Mcc̄ > 3.0 GeV

W±cc̄ 33.5 pb 31.3+4.00%
−4.18% pb Mcc̄ > 50 GeV

W±bb̄ 328 pb 297+4.04%
−4.37% pb Mbb̄ > 9.6 GeV

W±bb̄ 34.0 pb 31.3+4.00%
−4.18% pb Mbb̄ > 50 GeV

Zbb̄, mb = 4.62 GeV 789.6± 3.66 pb mcfm Mbb̄ > 9.24 GeV
dijet processes 819µb 583+4.78%

−6.02%µb P0 = 20 GeV

γ + jet 182 nb 135+4.92%
−6.14% nb P0 = 20 GeV

γ γ 164 pb 137+4.62%
−5.65% pb P0 = 20 GeV

bb̄, mb = 4.8 GeV 479µb 187+9.7%
−13.2%µb

t t̄ , mt = 175 GeV 488 pb 493+3.24%
−3.31% pb

t t̄ , mt = 175 GeV 830± 90 pb NLO+NNLO
t t̄ bb̄ 10 pb AcerMC 1.2

inclusive Higgs mH = 150 GeV 23.8 pb
inclusive Higgs mH = 500 GeV 3.8 pb

The variation of theK -factors with mass comes in part because of theZ-resonance. The
size of theZ-peak relative to the continuum production of lepton pairs is therefore relevant.
This relative size depends on the coupling of theZ-boson to the up and down quarks in
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Figure C.5. Uncertainty from the parton distribution functions, evaluated using the CTEQ6M set.
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Figure C.6. K -factors as a function of mass of a newZ′ resonance, for two cases:η and I
(see text). The curve ‘SSM’ refers to a sequential Standard ModelZ′.

the proton. There is practically no uncertainty on those couplings, and they are completely
determined in the Standard Model. However, if a newZ′ resonances is present, its couplings
will not be knowna priori. Thus it is interesting to consider to what extent theK -factor will
depend on those couplings.

We have considered two examples of possibleZ′ resonances, and computedKNLO as a
function of the resonance mass, as shown in Fig.C.6. The first model, labelled “η,” illustrates
the case of aZ′ which couples primarily to up-quarks, and the second one, labelled “I ,”
couples mainly to down-quarks [816]. As is clear from the figure, the radiative corrections
as a function of mass are quite different in these two extreme cases. Thus, there will be an
ambiguity in the cross-section measurement of a newZ′ resonance at the level of about 5%
until the relative couplings of thatZ′ to up and down quarks can be established.
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Appendix D. GARCON: Genetic Algorithm for Rectangular Cuts OptimizatioN

Typically HEP analysis has quite a few selection criteria (cuts) to optimise for example
a significance of the “signal” over “background” events: transverse energy/momenta cuts,
missing transverse energy, angular correlations, isolation and impact parameters, etc. In such
cases simple scan over multi-dimensional cuts space (especially when done on top of a scan
over theoretical predictions parameters space like for SUSY e.g.) leads to CPU time demand
varying from days to many years... One of the alternative methods, which solves the issue is
to employ a Genetic Algorithm (GA), see e.g. [820–822].

We wrote a code, GARCON [63], which automatically performs an optimisation and
results stability verification effectively trying∼1050 cut set parameters/values permutations
for millions of input events in hours time. Examples of analyses are presented in this
Physics TDR; see, for example, Sections3.1, 8.4.1, 13.6, 13.7, 13.14 and recent papers
[51, 317, 675, 676].

Thegarcon program among many other features allows user:

• to select an optimisation function among known significance estimators, as well as to
define user’s own formula, which may be as simple as signal to background ratio, or a
complicated one including different systematic uncertainties separately on different signal
and background processes, different weights per event and so on;

• to define a precision of the optimisation;
• to restrict the optimisation using different kind of requirements, such us minimum number

of signal/background events to survive after final cuts, variables/processes to be used
for a particular optimisation run, number of optimisations inside one run to ensure that
optimisation converges/finds not just a local maximum(s), but a global one as well (in case
of a complicated phase space);

• to automatically verify results stability.

garcon, like GA-based programs in general, exploits evolution-kind algorithms and uses
evolution-like terms:

• Individual is a set of qualities, which are to be optimised in a particular environment or set
of requirements. In HEP analysis case Individual is a set of lower and upper rectangular cut
values for each of variables under study/optimization.

• Environment or set of requirements of evolutionary process in HEP analysis case is a
Quality Function (QF) used for optimisation of individuals. The better QF value the better
is an Individual. Quality Function may be as simple asS/

√
B, where S is a number of signal

events and B is a total number of background events after cuts, or almost of any degree of
complexity, including systematic uncertainties on different backgrounds, etc.

• A given number of individuals constitute a Community, which is involved in evolution
process.

• Each individual involved in the evolution: breeding with possibility of mutation of new
individuals, death, etc. The higher is the QF of a particular individual, the more chances
this individual has to participate in breeding of new individuals and the longer it lives
(participates in more breeding cycles, etc.), thus improving community as a whole.

• Breeding in HEP analysis example is a producing of a new individual with qualities (set of
min/max cut values) taken in a defined way from two “parent” individuals.

• Death of an individual happens, when it passes over an age limit for it’s quality: the bigger
it’s quality, the more it lives.
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• Cataclysmic Updates may happen in evolution after a long period of stagnation in evolution,
at this time the whole community gets renewed and gets another chance to evolve to even
better quality level. In HEP analysis case it corresponds to a chance to find another local and
ultimately a global maximum in terms of quality function. Obviously, the more complicated
phase space of cut variables is used the more chances exist that there are several local
maximums in quality function optimisation.

• There are some other algorithms involved into GAs. For example mutation of a new
individual. In this case newly “born” individual has not just qualities of its “parents”, but
also some variations, which in terms of HEP analysis example helps evolution to find a
global maximum, with less chances to fall into a local one. There are also random creation
mechanisms serving the same purpose.

There is nothing special involved ingarcon input preparation. One would need to
prepare a set of arrays for each background and a signal process of cut variable values
for optimisation. Similar to what is needed to have to perform a classical eye-balling cut
optimisation.

In comparison to other automatised optimisation methodsgarcon output is transparent
to user: it just says what rectangular cut values are optimal and recommended in an analysis.
Interpretation of these cut values is absolutely the same as with eye-balling cuts when one
selects a set of rectangular cut values for each variable in a “classical” way by eye.

All-in-all it is a simple yet powerful ready-to-use tool with flexible and transparent
optimisation and verification parameters setup. It is publicly available along with a paper
on it [63] consisting of an example case study and user’s manual.
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Appendix E. Online Selection

E.1. Introduction

The CMS trigger menu depends upon the luminosity delivered by the LHC and the available
bandwidth between and out of the systems. The LHC luminosity is expected to start at
L= 1032 cm−2 s−1 in 2007 and gradually rise toL= 1034 cm−2 s−1 by 2010. The CMS data
acquisition can be operated with one to eight slices of Event Filter Farms that execute High-
Level Trigger (HLT) algorithms. It is expected that we start with one slice in 2007, allowing
a bandwidth of 12.5 kHz between Level-1 and HLT, and build up to the full eight slices by
2010, when the Level-1 to HLT bandwidth can be raised to 100 kHz. It is assumed that the
data logging capability after the HLT selection will remain constant at a rate between 100 Hz
to 150 Hz54. The Level-1 and HLT algorithms will be configured to operate with the lowest
possible thresholds making the best use of the available bandwidth.

Here we focus solely on trigger studies forL= 2× 1033 cm−2 s−1. The scenario of
operation assumes that CMS uses four DAQ slices capable of 50 kHz. While the actual choice
of trigger thresholds, especially at HLT, depends strongly upon the physics of interest at the
time of operation, we propose here an example set of trigger menus within the constraints
of the data acquisition system. An effort has been made to optimise the Level-1 and HLT
thresholds coherently, taking into account possible bandwidth limitations.

The structure of this note is as follows: first we overview the object-identification
algorithms used for these studies. The emphasis is given to the changes that have been
introduced since a similar study was performed in the DAQ TDR [76]. We then introduce
a series of new trigger paths, aiming at increasing the event yield for various physics
analyses. The central idea is to exploit various multi-object (orcross-channel) triggers in an
attempt to improve the rejection and, at the same time, lower the kinematic thresholds of the
corresponding objects. We finally present the performance of the triggers, and we calculate
the overlap among them and the total HLT output rate.

E.2. Description of trigger tools

E.2.1. Level-1 reconstruction

There have been no significant changes in the Level-1 algorithms since the DAQ TDR. We
have introduced anHT algorithm which sums the corrected jetET of all the jets found above
a programmable threshold, within|η|< 5. It does not account forET carried by muons and
neutrinos.

The Level-1 strategy is the following: We have made an effort to keep the thresholds at the
same levels, or even reduce them in order to be able to study cross-channel triggers (typically
appearing with lower kinematic cuts). The notable exception is the tau triggers, where an
increase in the HCAL noise and the usage of a new pile-up model in the simulation do affect
the Level-1τ identification tools, and therefore the related trigger rates. We have introduced
additional Level-1 conditions for all HLT paths. The determination of thresholds and prescales
is a compromise between the desire to distribute reasonably the available L1 bandwidth
to the various triggers, and the need to optimise the L1 and HLT thresholds coherently in
well-defined trigger paths.

54 At the time of the writing of this document, several scenarios for the HLT output rate, the disk requirements for
the storage manager and the associated cost are under discussion.
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E.2.2. HLT reconstruction

Well defined Level-1 terms are used in order to obtain triggers whose behaviour and efficiency
can be studied with real data. We have replaced some of the Level-1 conditions with respect
to the DAQ TDR with new Level-1 terms when this leads to more reasonable trigger paths or
triggers that are more stable and carry less of a bias. The optimisation of the thresholds for the
various triggers has been a compromise between the physics needs of the CMS experiment
and the total HLT rate available. This study serves only as an intermediate step in a long-term
trigger study project. Further improvements in the reconstruction tools, better optimisation
of the thresholds, implementation of additional triggers and a CMS-wide discussion of the
allocation of the HLT bandwidth to the physics groups according to the priorities of the
experiment, are foreseen.

A general and detailed description of the HLT system can be found in Ref. [76]. Here we
summarise the recent modifications of the HLT tools, and the expected changes in the rates of
the various triggers with respect to the earlier studies.

• Muons: The muon algorithm has not changed, with the exception of the drift-tube local
reconstruction and segment building. Therefore, no significant changes in the rates of
single- and dimuon trigger paths are expected. The option of constructing muon triggers
without isolation has been added.

• Electrons–Photons.Here the most important change is that all saturated trigger towers
at Level-1 are now considered isolated. This increases both the signal efficiency and the
background. At HLT, the photon rate can be reduced by increasing the thresholds or by
applying some isolation cuts. For the electrons the options include a matching with pixel
lines and tracks, as well as isolation requirements in the hadron calorimeter and the tracker.
A study of the algorithm optimisation can be found in Ref. [7]. An improvement of the
rejection power of the electron–photon algorithms is achieved with a simultaneous decrease
of the HLT thresholds. Similar enhancements are expected for cross-channel triggers where
one of the objects under consideration is an electron or a photon.

• Jets and Emiss
T . The main jet-finder algorithm (Iterative Cone withR = 0.5) has not

been modified. Some optimisations of the tower thresholds have been added, and the jet
corrections have been updated (“Scheme C”). Similarly, there are no major algorithm
changes forEmiss

T , however it has been ensured that all triggers including aEmiss
T object

do not have any off-line corrections applied. Another improvement that has been recently
introduced is the ability to constructacoplanartriggers by combining two jets, or a jet and
a Emiss

T object that do not lie “back-to-back” Details of the physics algorithms can be found
in Refs. [165] and [148].

• b-jets. The algorithm now uses muon information for fast rejection. Further improvements
have been made for faster decisions and for an increased efficiency in fully hadronic final
states. The documentation for theb-jet HLT algorithm can be found in Ref. [290].

• Taus: The HLTτ algorithm has not changed. However, the increase in the Level-1 rate does
propagate into the HLT. The isolation parameters for the electromagnetic calorimeter and
the tracker have been tuned after recent studies performed by the Higgs group, described in
Ref. [280]. The overall rate forτ -related triggers is expected to be slightly increased.

A new addition to the HLT reconstruction tools is theHT algorithm. It sums the
corrected jetET of all the ET > 5 GeV jets found within|η|< 5, along with the energy of the
pT > 5 GeV/c HLT muons found in the event, and theEmiss

T computed using the calorimeter
deposits. It is meant to be driven off the corresponding L1HT term.
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E.3. Triggering with forward detectors

E.3.1. Objective

We discuss55 the feasibility of a special forward detectors trigger stream, with target output
rate ofO(1) kHz at L1 andO(1) Hz on the HLT, as well as the potential of the already foreseen
CMS L1 trigger streams for retaining events with diffractive processes.

The proposed forward detectors trigger stream combines the information of the central
CMS detector with that from detectors further downstream of the CMS IP. The forward
detectors considered are the TOTEM T1 and T2 tracker telescopes as well as the TOTEM
Roman Pot (RP) detectors up to 220 m downstream of CMS [823, 824]. Information from
TOTEM will be available to the CMS L1 trigger. We also consider detectors at a distance
of 420 m, in the cryogenic region of the LHC ring, currently being studied by the FP420
project [254].

Topologically, diffractive events are characterised by a gap in the rapidity distribution
of final-state hadrons. In addition, the fractional momentum loss,ξ , of diffractively scattered
protons peaks atξ = 0 (“diffractive peak”). The TOTEM RP detectors will permit to measure
protons in the region 0.2> ξ > 0.02. Detectors at a distance of 420 m from the IP would
provide a coverage of 0.02> ξ > 0.002, complementary to that of the TOTEM detectors, but
cannot be included in the Level-1 trigger without an increase in the Level-1 latency of 3.2µs
(though a special, long latency running mode might be feasible at lower luminosities).

The studies discussed in the following assume that the RP detectors are 100% efficient
in detecting all particles that emerge at a distance of at least 10σbeam+ 0.5 mm from the beam
axis (1.3 mm at 220 m, 4 mm at 420 m). Their acceptance was calculated for the nominal LHC
optics (β∗

= 0.55 m), version V6.5 [825, 826], and by way of a simulation program that tracks
particles through the accelerator lattice [827]. LHC bunches with 25 ns spacing were assumed.

The results presented below do not depend on the specific hardware implementation of
the TOTEM T1, T2 and RP detectors; they hold for any tracker system with the T1, T2η

coverage in conjunction with RPs at 220 m from the IP.

E.3.2. Level-1 trigger rates for forward detectors trigger stream

E.3.2.1. 2-Jet conditions.A particularly interesting and challenging diffractive channel is
the central exclusive production of a Higgs Boson,pp→ pHp, with Higgs mass close to the
current exclusion limit. The dominant decay of a SM Higgs Boson of mass∼120 GeV/c2 is
into two b-quarks and generates 2 jets with at most 60 GeV/c transverse momentum each. In
order to retain as large a signal fraction as possible, as low anET threshold as possible of
the Level-1 2-jet trigger is desirable. In practice, the threshold value cannot be chosen much
lower than 40 GeV per jet. The Level-1 trigger applies cuts on the calibratedET value of the
jet. Thus, a threshold of 40 GeV corresponds to 20–25 GeV in reconstructedET, i.e. to values
where noise starts becoming sizable.

For luminosities of 1032 cm−2s−1 and above, the Level-1 rate from standard QCD
processes for events with at least 2 central jets (|η|< 2.5) with ET > 40 GeV exceeds by far
the target output rate ofO(1) kHz. Thus additional conditions need to be employed to reduce
the rate from QCD processes. The efficacy of several conditions was investigated [247, 248,
828–830]. In the following, the corresponding rate reduction factors are always quoted with
respect to the rate of QCD events that contain at least 2 central jets withET > 40 GeV per jet.

55 These studies were carried out in collaboration with TOTEM.
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Table E.1.Reduction of the rate from standard QCD processes for events with at least 2 central
Level-1 jets with ET > 40 GeV, achievable with requirements on the tracks seen in the RP
detectors. Additional rate reductions can be achieved with theHT condition and with a topological
condition. Each of them yields, for all luminosities listed, an additional reduction by about a
factor 2.

Reduction when requiring track in RPs at

220 & 420 m 420 &

Pile-up Level-1 2-jet Total
220 m 420 m (asymmetric) 420 m

Luminosity events rate [kHz] for reduction
[cm−2 s−1] per BX ET > 40 GeV needed ξ < 0.1 ξ < 0.1

1× 1032 0 2.6 2 370
1× 1033 3.5 26 20 7 15 27 160 380 500
2× 1033 7 52 40 4 10 14 80 190 150
5× 1033 17.5 130 100 3 5 6 32 75 30
1× 1034 35 260 200 2 3 4 17 39 10

The QCD background events were generated with the Pythia Monte Carlo generator. In
order to assess the effect when the signal is overlaid with pile-up, a sample of 500,000 pile-up
events was generated with Pythia. This sample includes inelastic as well as elastic and single
diffractive events. Pythia underestimates the number of final state protons in this sample.
The correction to the Pythia leading proton spectrum described in [831] was used to obtain
the results discussed in the following.

Given a Level-1 target rate for events with 2 central Level-1 jets ofO(1) kHz, a total rate
reduction between a factor 20 at 1× 1033 cm−2 s−1 and 200 at 1× 1034 cm−2 s−1 is necessary.
TableE.1summarises the situation for luminosities between 1032 cm−2 s−1 and 1034 cm−2 s−1,
and for different RP detector conditions: a track at 220 m on one side of the IP (single-arm
220 m), without and with a cut onξ ; a track at 420 m on one side of the IP (single-arm 420 m);
a track at 220 m and 420 m (asymmetric); a track at 420 m on both sides of the IP (double-
arm 420 m). Because the detectors at 220 m and 420 m have complementary coverage inξ ,
the asymmetric condition in effect selects events with two tracks of very differentξ value, in
which one track is seen at 220 m on one side of the IP and a second track is seen on the other
side at 420 m. If not by the L1 trigger, these asymmetric events can be selected by the HLT
and are thus of highest interest. At luminosities where pile-up is present, the rate reduction
achievable with the RP detector conditions decreases because of the diffractive component in
the pile-up.

A collimator located in front of the LHC magnet Q5, planned to be operative at higher
luminosities, will have an effect on the acceptance of the RP detectors resembling that of aξ

cut. This effect has not been taken into account in TableE.1.
Using T1 and T2 as vetoes in events with 2 central Level-1 jets was found to be effective

only in the absence of pile-up [832].
In addition to theET values of individual Level-1 jets, the CMS Calorimeter Trigger has

at its disposal the scalar sum,HT, of theET values of all jets. Requiring that essentially all the
ET be concentrated in the two central Level-1 jets with highestET, i.e. [E1

T + E2
T]/HT > 0.9

(HT condition), corresponds to imposing a rapidity gap of at least 2.5 units with respect to the
beam direction. This condition reduces the rate of QCD events by approximately a factor 2,
independent of the presence of pile-up and with only a small effect on the signal efficiency.

A further reduction of the QCD rate could be achieved with the help of a topological
condition. The 2-jet system has to balance the total momentum component of the two protons
along the beam axis. In signal events with asymmetricξ values, the proton seen on one side
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Table E.2. Estimated threshold values that result in a L1 output rate of∼ 1 kHz, for various
conditions on central CMS detector quantities and on tracks seen in the RP detectors at 220 m
and 420 m.

L1 ET or pT threshold [GeV] atO(1)KHz
L1 output rate for luminosity [cm−2 s−1]

L1 condition 1× 1033 2× 1033 5× 1033 1× 1034

1 Jet 115 135 160 190
2 Jet 90 105 130 150
1 Jet+220s 90 115 155 190
2 Jet+220s 65 90 125 150
1 Jet+220d 55 85 130 175
2 Jet+220d 30 60 100 140
1 Jet+220s(c) 70 90 150 185
2 Jet+220s(c) 60 70 115 145
1 Jet+220d(c) 30 65 110 155
2 Jet+220d(c) 20 45 85 125
1 Jet+420s 65 90 125 165
2 Jet+420s 45 70 100 130
1 Jet+420d 20 40 80 115
2 Jet+420d < 10 30 60 90
1µ+220s 12 16 23 >100
1µ+ 220d 4 9 17 80
1µ+220s(c) − 11 22 100
1µ+220d(c) − 6 13 30
1µ+420s 7 11 14 37
1µ+420d < 2 4 7 14

in the RP detectors at 220 m distance is the one with the largerξ and thus has lost more
of its initial momentum component along the beam axis. Hence the jets tend to be located
in the sameη-hemisphere as the RP detectors that detect this proton. A trigger condition
requiring that [η jet1 +η jet2] × sign(η220m RP) > 0 reduces the QCD background by a factor 2,
independent of pile-up, and with no loss in signal efficiency.

A reduction of the QCD rate to levels compatible with a Level-1 output target rate of
O(1) kHz by including RP detectors at a distance of 220 m from the CMS IP thus appears
feasible for luminosities up to 2× 1033 cm−2 s−1, as long as aξ cut can be administered in the
L1 trigger.

E.3.2.2. Other conditions.The effect of combining already foreseen Level-1 trigger
conditions with conditions on the RP detectors is illustrated in TableE.2 [829]. Single- and
double-arm RP detector conditions are indicated with ‘s’ and ‘d’ endings, respectively. Entries
marked with a ‘(c)’ indicate thresholds applicable if a cut onξ < 0.1 is implemented for the
RP detectors at 220 m. The jet conditions consider all Level-1 jets with|η|< 5.

A further rate reduction by approximately a factor two can be obtained at luminosities
with negligible pile-up by imposing a rough large rapidity gap cut at L1. This was
implemented by requiring that there be no forward jets, i.e. jets in the HF, in either hemisphere
in the event.

E.3.3. Level-1 signal efficiencies

Of the Level-1 conditions discussed so far, only those based on the RP detectors have a
significant impact on the signal efficiency. Of further interest is the question how many signal
events are being retained by the already foreseen trigger streams, notably the muon trigger.
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Figure E.1. L1 selection efficiency forpp→ pHp and H(120,GeV/c2)→ bb̄ as function of
the ET threshold value when at least 2 central Level-1 jets withET above threshold are required.
All plots are for the non-pile-up case and theHT condition has been applied. Left: Comparison
between the EDDE and Exhume Monte Carlo generators, without applying any additional RP
conditions. Right: Comparison of the effect of different RP conditions on the efficiency in the
Exhume Monte Carlo sample.

E.3.3.1. Central exclusive Higgs production (H(120 GeV/c2)→ bb̄). In order to study the
effect of the Level-1 trigger selection on the Higgs signal, signal samples of 100,000 events
with central exclusive production of a Higgs Boson were generated with the Monte Carlo
programs EDDE [261] (version 1.1) and Exhume [259] (version 1.0).

FigureE.1shows the Level-1 selection efficiency as a function of theET threshold values
when at least 2 central Level-1 jets withET above threshold are required [829]. For a threshold
of 40 GeV per jet, Exhume and EDDE both yield an efficiency of about 20%. The plot on the
right-hand side overlays the efficiency curves obtained with Exhume when the 2-jet condition
is combines with RP detector conditions. With anET threshold of 40 GeV per jet, the single-
arm 220 m (420 m) condition results in an efficiency of the order 12% (15%), the double-arm
420 m condition in one of 8% and the asymmetric condition in one of 6%. This also means
that, even without the possibility of including the RP detectors at 420 m from the CMS IP in
the Level-1 trigger, 6% of the signal events can be triggered on with the single-arm 220 m
condition, but will have a track also in the 420 m detectors that can be used in the HLT.

An alternative trigger strategy is to exploit the relatively muon-rich final state fromB-
decays: about 20% of the events have at least a muon in the final state. Requiring at least
one (two) L1 muon(s) withpT above 14 GeV/c (3 GeV/c) yields an efficiency of 6% (2%).
Demanding at least 1 muon and 1 jet, the latter withET >40 GeV, is a condition not yet
foreseen in the CMS trigger tables. For a muonpT threshold of 3 GeV/c, the rate at a
luminosity of 1033 cm−2 is slightly less than 3 kHz, and about half of the decays with muons
in the final state (i.e. 9%) are retained [830].

E.3.3.2. Central exclusive Higgs production (H(140 GeV/c2)→ W W). For SM Higgs
Boson masses above 120 GeV/c2, the H → W W branching ratio becomes sizable; in this
case the final state contains high-pT leptons that can be used for triggering. Efficiencies are
in general high [830]. About 23% of the events have at least one muon in the final state.
Approximately 70% of these (i.e. 16%) are retained by requiring at least one muon with a
pT threshold of 14 GeV/c. An extra≈ 10% (i.e. 2%) would be retained by implementing the
muon/jet slot discussed above with thresholds of 3 GeV/c on the muonpT and 40 GeV on the
jet ET.
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Figure E.2. L1 selection efficiency as function of theET threshold value forpp→ pW X
(left) and pp→ pj j X (right), when at least one (left) or two (right) Level-1 jets (|η|< 5) above
threshold are required. All plots are for the non-pile-up case.

E.3.3.3. Single diffractive hard processes.Double-Pomeron exchange processes constitute
only a small part of the diffractive cross section. Hard single-diffraction,pp→ pX, where
only one proton remains intact and the other is diffractively excited, have much higher
cross sections than hard double-Pomeron exchange events. Efficiencies have been studied
for pp→ pX, with X containing aW or a Z boson that decay to jets and to muons, as well
as with X containing a dijet system. Samples of 100,000 signal events each were generated
with thepomwig Monte Carlo generator [833] (version 1.3).

For two example processes, FigureE.2 shows the efficiency as a function of the Level-
1 threshold value, normalised to the number of events where for the diffractively scattered
proton 0.001< ξ < 0.2 holds [829]. Three different trigger conditions are considered: trigger
on central detector quantities alone (i), trigger on central detector quantities in conjunction
(ii) with the single-arm 220 m condition, and (iii) with the single-arm 420 m condition. Also
shown is the number of events expected to pass the L1 selection per pb−1 of LHC running. A
significant part of events is retained when a proton is required in the 220 m RPs.

E.3.4. Effect of pile-up, beam-halo and beam-gas backgrounds

Pile-up effects are included in all rate and efficiency studies presented. In the 220 m stations,
0.055 protons/pile-up event are expected on average, in the 420 m stations, 0.012 protons/pile-
up event. At a luminosity of 1034 cm−2 s−1, there are 35 pile-up events on average; this entails,
on average, 2 extra tracks in the 220 m stations and less than one in the 420 m stations.

The effect from beam-halo and beam-gas events on the Level-1 rate is not yet included
in the studies discussed here. Preliminary estimates suggest that they are chiefly a concern
for any trigger condition based solely on the forward detectors. For any trigger condition that
includes a requirement on central CMS detector quantities the size of their contribution is
such that they do not lead to a significant increase of the Level-1 output rate.

E.3.5. HLT strategies

Jets are reconstructed at the HLT with an iterative cone (R< 0.5) algorithm. The Level-1
selection cuts are repeated with HLT quantities. The following conditions are imposed [829]:

(A) The event pass the single-arm 220 m Level-1 condition withξ < 0.1 cut. As demonstrated
in TableE.1, this condition reduces the Level-1 output rate to belowO(1) kHz. Additional
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Table E.3.Results of HLT selection.

HLT selection condition A + B + C A + B + D A + B + C + E

HLT rate at 1× 1033 cm−2 s−1 15 Hz 20 Hz < 1 Hz
line HLT rate at 2× 1033 cm−2 s−1 60 Hz 80 Hz 1 Hz
e Signal eff.H(120)GeV/c2

→ bb̄ 11% 7% 6%

rate reduction factors of∼ 300 (∼ 1000) at 1(2)× 1033 cm −2 s −1 are needed to reach the
HLT target output rate ofO(1)Hz.

(B) The two jets are back-to-back in the azimuthal angleφ (2.8<1φ < 3.48 rad), and have
(E1

T − E2
T)/(E

1
T + E2

T) < 0.4, andET > 40 GeV for each jet.
(C) The proton fractional momentum lossξ is evaluated with the help of calorimeter

quantities [834–836]:

ξ+− = (1/
√

s)6i ET i exp(∓ηi ), (E.1)

where the sum runs over the two jets and the +,− signs denote the two hemispheres.
The result is compared with theξ value measured by the RP detectors. At present, no
simulation of the RP reconstruction is available. As estimate of theξ resolution, 15%
(10%) is assumed at 220 m (420 m). Events are rejected if the difference between the two
values ofξ is larger than 2σ .

(D) At least one of the two jets isb-tagged.
(E) A proton is seen at 420 m.

The case without pile-up presents no difficulty: essentially no QCD background events
survive the selection. If conditions A+B+C are applied, the signal efficiency forpp→ pHp
with H(120 GeV/c2) → bb̄ is at 11% essentially unchanged with respect to the Level-1
selection, but the HLT output rate exceeds the target output rate, see TableE.3. If b-tagging
is required but noξ matching (conditions A +B+D), the efficiency drops to 7%, without any
improvement in the rate reduction. The combination of conditions A+B+C+E finally leads
to the targeted HLT output rate ofO(1)Hz, without any loss in signal efficiency compared
to L1.

E.4. High-Level Trigger paths

We are starting with the DAQ-TDR trigger table as the baseline. This includes single- and
double-triggers for the basic objects (e, γ , µ, τ ) along with jets andb-jets. Some cross-
channel triggers are also present. We are expanding the cross-channel “menu” by introducing
additional triggers. We introduce anHT algorithm, which we combine with other objects. We
are also adding a series of central single-jets, non-isolated muons, and a diffractive trigger
discussed earlier.

E.4.1. Level-1 conditions

TableE.4summarises the Level-1 conditions used to drive all the trigger paths. A pseudo “L1
bit number” has been assigned for easy reference in the following sections.

E.4.2. Evolution of DAQ-TDR triggers

The trigger paths that have been studied in Ref. [76] have been inherited and constitute
the “bulk” of this next iteration of the CMS Trigger Menu forL= 2× 1033 cm−2 s−1.
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Table E.4.Level-1 conditions used in High Level Trigger paths.

Level-1 bit # Trigger ( GeV) Prescale

0 Singleµ 14 1
1 Doubleµ 3 1
2 Single isolatedeγ 23 1
3 Double isolatedeγ 11 1
4 Doubleeγ (isolated/non-isolated) 19 1
8 Single central jet 177 1
9 Single forward jet 177 1

10 Singleτ -jet 100 1
11 2 central jets 130 1
12 2 forward jets 130 1
13 2τ -jets 66 1
14 3 central jets 86 1
15 3 forward jets 86 1
16 3τ -jets 40 1
17 4 central jets 70 1
18 4 forward jets 70 1
19 4τ -jets 30 1
26 (isolated)eγ + τ 14, 52 1
31 HT 300 1
32 Emiss

T 60 1
33 Single jet (central, forward orτ ) 140 10
34 Single jet (central, forward orτ ) 60 1 000
35 Single jet (central, forward orτ ) 20 100 000
36 Single jet (central, forward orτ ) 150 1
37 2 jets (central, forward orτ ) 100 1
38 3 jets (central, forward orτ ) 70 1
39 4 jets (central, forward orτ ) 50 1

Modifications (optimisation of isolation cuts and thresholds) have been made for certain of
the triggers, to reflect changes in the physics algorithms, or the improved understanding of
the background from Monte Carlo (MC) simulations. The proposed Trigger Tables includes:

• Muons. The standard muon triggers include calorimeter-based isolation at L2, and both
calorimeter and tracker isolation at L3. ThepT thresholds remain at 19 GeV/c for the
single-muon and (7, 7) GeV/c for the dimuon trigger. A second set of relaxed single- and
double-muons has been added withpT > 37 GeV andpT > 10 GeV, respectively. The main
motivation here is Drell–Yan studies. In general, physics analyses that do not need a low
pT muon but do suffer from the isolation requirement on the muon. The reduced rejection
caused by the removal of the isolation cuts is compensated by the higher-pT thresholds on
the muons, without affecting the event yield for the physics signal. The relaxed triggers
have the advantage that the muons here are immune to radiative losses for the higher energy
spectrum (pT > 500 GeV/c). Both isolated and relaxed triggers run off the corresponding
non-isolated single- and double-muon bits at L1.

• Electrons. The pT threshold remains at 26 GeV/c for the single electron trigger and has
a new value of (12, 12) GeV/c for the dielectron trigger. An additional relaxed dielectron
trigger appears withpT > 19 GeV/c. The single-electron and double-electron triggers run
off the corresponding Level-1 bits.

• Photons. The new pT thresholds are 80 GeV/c for the single-photon trigger and (30,
20) GeV/c for the diphoton trigger (both relaxed and non-relaxed flavours). A few prescaled
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single- and double-photon triggers have also been introduced, for the purpose of studying
trigger efficiencies. The photon HLT algorithms run off the corresponding Level-1eγ bits
(single- and double-triggers).

• Taus. The single-τ trigger runs off the corresponding Level-1 bit. The double-τ trigger is
driven by the.OR.-ing of the single- and double-τ trigger bits at L1. There is no explicit
kinematic cut on the tau at HLT. There is, however, a match-to-track requirement in addition
to the pT > 100(66)GeV/c L1 precondition for the inclusive (double) tau trigger. The
single-τ has also aEmiss

T > 65 GeV requirement at HLT.
• Tau and electron. The Level-1 condition is the correspondingτ+eγ trigger. The pT

threshold remains at 16 GeV/c for the electron. There is no explicitpT cut for theτ at
HLT, but there is the match-to-track requirement for theτ candidate.

• Jets.The Level-1 conditions for the single-, double-, triple- and quadruple-jet triggers have
been simplified considerably. Single jet triggers run off anOR. of a central-, forward- or
tau-jet trigger at L1. Double-, triple- and quadruple-jet triggers use an.OR. of the all the
Level-1 terms requiring the same number of jets or less. For example, the triple-jet trigger
is driven by anOR. of the single-, double- and triple-jet Level-1 bits. In all cases, jets can
be found in either the central or the forward region of the detector, and they include theτ

candidates. The additionalpT cuts at HLT are: 400 (single), 350 (double), 195 (triple) and
80 (quadruple) GeV. The new double-jet trigger is expected to have a large overlap with the
single-jet trigger path. However, it is useful for testing the additional bias introduced by
the requirement for a second jet in the event. A series of prescaled triggers have also been
introduced, which are discussed later (Sec.E.4.3.2).

• b-jet. This trigger is also based on the logical.OR. of the single-, double-, triple- and
quadruple-jet Level-1 terms. At HLT, we have the additional requirement that the event is
consistent withb-content. TheET cut for the HLT jets is one of the following: 350 GeV
if the event has one jet, 150 GeV if the event has three jets, or 55 GeV if the event has
four jets.

• Jet and E miss
T . The ET thresholds are 180 and 80 GeV, respectively. The Level-1 condition

is a singleEmiss
T object above 60 GeV.

E.4.3. New triggers

E.4.3.1. Cross-channel triggers.The trigger studies presented in the DAQ TDR [76] have
been the most comprehensive CMS effort to date to calculate rates for various trigger paths
across many physics channels. For those studies the focus has been the optimisation of the
rejection of the individual object-id algorithms (muon, electron, tau, etc.) rather than the
combination of them into more powerful trigger tools. However, single (or even double)
trigger objects are limited by the rate and, therefore, have their thresholds often higher than
desired for many physics analyses. If the signal contains more than one trigger objects,
using trigger paths combining different objects may yield a considerable gain by allowing
lower trigger thresholds and higher efficiency. Cross-channel triggers can be much more
stable and less prone to rate fluctuations from operating conditions. The correlations among
trigger objects can help reduce difficult backgrounds and instrumental fakes. The additional
advantage is that such cross-channel triggers have noticeably lower rates than the single
trigger channels and therefore contribute fairly little to the overall bandwidth.

Some cross-channel triggers have already been considered and their rates estimated [76],
such asτ + e andτ + Emiss

T , motivated by the Higgs searches with hadronic decays ofτ and
leptons, and jet +Emiss

T , important for searches of super-symmetric particles. The new addition
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to the Trigger Menu, expanding the scope of Higgs searches, is a combinedτ + µ trigger with
pT thresholds at 40 and 15 GeV/c, respectively. It is driven by the single-µ Level-1 bit.

We are presenting here a few additional cross-channel triggers, along with the physics
motivation.

• A new category of triggers introduced here is the acoplanar dijet and jet+Emiss
T for SUSY

signals. The gain is the lower thresholds that become possible because of the topology
constraint. Possible biases should be studied, so these triggers are meant to run in parallel
with the standard jet and jet +Emiss

T triggers without the acoplanarity requirements. We
introduce a double-jet trigger withET thresholds at (200, 200) GeV and|1φ|< 2.1, and a
new jet +Emiss

T trigger with ET thresholds at (100, 80) GeV and|1φ|< 2.1. The former is
driven by an.OR. of the single- and double-jet requirements at Level-1 (bits 36, 37). The
latter is driven by a simpleEmiss

T > 60 GeV Level-1 requirement.
• “ Emiss

T + X” triggers. A combination of anEmiss
T object with anHT cut, one (or more) jet

or lepton may be the only way to accessEmiss
T -enhanced triggers if there are problems (e.g.

instrumental fakes) that prevent CMS from running an inclusiveEmiss
T trigger. At this point

we have implemented:
∗ Multi-jets andEmiss

T . These will be useful for SUSY studies, just like the series of jet
triggers. However, the additionalEmiss

T requirement allows us to lower the thresholds
on the jets, and therefore increase the sensitivity of the analyses. We introduce
here a dijet +Emiss

T trigger with Ejet
T > 155 GeV,Emiss

T > 80 GeV, a triple− jet + Emiss
T

trigger with Ejet
T > 85 GeV,Emiss

T > 80 GeV and a quadruple− jet + Emiss
T trigger with

Ejet
T > 35 GeV, Emiss

T > 80 GeV. These all run off the single Level-1 requirement for
Emiss

T > 60 GeV.
∗ HT + Emiss

T and HT + e. It is difficult to contain the rate for an inclusiveHT trigger
without any additional cuts. The requirement for aEmiss

T cut or an additional electron
in the event allows us to access events with lowerEmiss

T or softer electrons. This
can give an increased efficiency forW+jets, top physics, SUSY cascades, and other
similar physics channels. Here we propose anHT + Emiss

T trigger with HT > 350 GeV,
Emiss

T > 80 GeV and anHT + e trigger with HT > 350 GeV andpT > 20GeV/c for the
electron. They are both driven by theEmiss

T > 60 GeV condition at L1.

Some additional cross-channel triggers that have not been included in this Trigger Table
iteration but should be considered in future trigger studies are:

• An e+µ trigger is of interest in many studies, for example:
∗ qq H, H → ττ → 2`, with an expected gain thanks to the lower lepton thresholds

compared to the single-electron and single-muon trigger paths,
∗ many SUSY decays including leptons in the final state,
∗ top measurements in the double leptonic channel (t t̄ → bb̄`ν`ν), gaining sensitivity at

the lowerpT spectrum, and
∗ Bs → ``, to allow for the lepton-number-violating channel to be studied.

• Emiss
T + `. The idea here is to exploit the presence of aW boson or a top decay in many

channels. This could be used in many SM channels where lowering the lepton threshold
extends the range of the measurement. For example:

∗ top measurement in the double leptonic and semi-leptonic channels,
∗ single top production, and
∗ W measurements.

Furthermore, this is a typical signature of an event containing super-symmetric particles.
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Figure E.3. The integrated trigger rates at Level-1 (left) and HLT (right) above theET thresholds
for the highestET jet is plotted versus theET threshold for three luminosity scenarios:L=

1032 cm−2 s−1 (solid), andL= 1033 cm−2 s−1 (dashed), andL= 1034 cm−2 s−1 (dot-dashed).
HLT thresholds that give 2.5 Hz are shown by vertical dotted lines.

• Triggers combining a lepton and a jet, or a lepton and ab-jet could be of interest for top
measurements. Thè+ jet signature is also very common in super-symmetric events.

• Finally, a combination of a lepton and a photon (e+γ andµ+γ ) is ideal for Flavour
Changing Neutral Current analyses, exploiting the extraordinary capabilities of CMS in
detecting photons. These triggers allow to lower the thresholds on the lepton and the photon,
increasing the event yield compared to the single-e, µ or γ trigger paths.

E.4.3.2. Single jet triggers. In this section we propose the single jet trigger paths. These
have been driven by the needs of the inclusive jet and dijet analysis. The full study can be
found in Ref. [118]. Here we summarise conclusions, along with a short description of the
strategy for adjusting thresholds and prescales as the luminosity changes. This study looks at
the evolution of the single-jet triggers for various luminosities. It serves as an example of how
to preserve the long-term continuity of the triggers used for physics analyses. It is, therefore,
interesting and instructive beyond the strict scope of the single-jet trigger suite.

To measure jet spectra down to low jetET and dijet mass requires multiple triggers,
of roughly equal total rate, and with appropriately chosenET thresholds and prescales. In
Fig. E.3 we show estimates of the Level-1 and HLT single jet trigger rates vs. corrected
jet ET. In Table E.5 we show the single jet trigger paths from Level-1 to HLT including
thresholds, prescales and estimates of the rates. We find that the maximum allowed HLT
rate is the constraining factor for triggering on jets. For luminosityL= 1032 cm−2 s−1,
L= 1033 cm−2 s−1 andL= 1034 cm−2 s−1 the highestET threshold at HLT was chosen to
give a rate of roughly 2.5 Hz, as illustrated in Fig.E.3, so that four triggers would saturate an
allowed jet rate of roughly 10 Hz at HLT.

The highestET threshold in each scenario is not prescaled. Lower thresholds are
prescaled and are chosen at roughly half theET of the next highest threshold. This allows
reasonable statistics in the overlap between the two samples, necessary for measuring trigger
efficiencies and producing a continuous jet spectrum. Note that the total L1 jet rate required
is only around 0.3 KHz, a small fraction of the Level-1 total bandwidth. Since we are limited
by HLT, not L1, for each trigger path the Level-1 thresholds are chosen low enough to have a
Level-1 trigger efficiency of more than 95% at the corresponding HLT threshold in the path,
as shown in FigureE.4. This strategy utilizes ten times more bandwidth at L1 than at HLT
to insure that all of the resulting HLT sample has high enough trigger efficiency to be useful
for analysis.
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Table E.5. Single jet trigger table showing path names, trigger thresholds in correctedET,
prescales, and estimated rates at Level-1 and HLT for four different luminosity scenarios.

L1 HLT

Path ET Unpres. Prescale Presc. ET Rate
Cut Rate Rate Cut
(GeV) (KHz) (N) (KHz) GeV) (Hz)

Single Jet Triggers in Scenario 1:L= 1032 cm−2 s−1

High 140 0.044 1 0.044 250 2.8
Med 60 3.9 40 0.097 120 2.4
Low 25 2.9×102 2,000 0.146 60 2.8

Single Jet Triggers in Scenario 2:L= 1033 cm−2 s−1

Ultra 270 0.019 1 0.019 400 2.6
High 140 0.44 10 0.044 250 2.8
Med 60 39 400 0.097 120 2.4
Low 25 2.9×103 20,000 0.146 60 2.8

Single Jet Triggers in Scenario 3:L= 2× 1033 cm−2 s−1

Ultra 270 0.038 1 0.038 400 5.2
High 140 0.88 20 0.044 250 2.8
Med 60 78 800 0.097 120 2.4
Low 25 5.8×103 40,000 0.146 60 2.8

Single Jet Triggers in Scenario 4:L= 1034 cm−2 s−1

Super 450 0.014 1 0.014 600 2.8
Ultra 270 0.19 10 0.019 400 2.6
High 140 4.4 100 0.044 250 2.8
Med 60 3.9×102 4,000 0.097 120 2.4
Low 25 2.9×104 200,000 0.146 60 2.8
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Figure E.4. The efficiency for passing the Level-1 jet trigger is shown as a function of HLT
corrected jetET for each of the trigger paths shown in tableE.5. The Level-1 thresholds were
chosen to give an efficiency of greater than 95% at the corresponding HLT threshold.

TableE.5 illustrates a trigger strategy to maintain the continuity of jet analysis as the
luminosity increases over a time span of years. The most important feature is that each
luminosity scenario maintains the thresholds introduced in the previous scenario, allowing
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combination of trigger samples over time. For the prescaled thresholds, we may increase
the prescales, either in discrete steps or dynamically, to maintain the allowed HLT rate
with increasing luminosity. However, to maintain maximum sensitivity to new physics, the
highestET threshold must never be prescaled. For example, in tableE.5when the luminosity
increases by only a factor of 2 fromL= 1033 cm−2 s−1 to L= 2× 1033 cm−2 s−1, we double
the prescales on the prescaled triggers but don’t change either the threshold or the prescale
of the highestET trigger labelled Ultra. This allows us to maintain stability of the single jet
trigger thresholds, and analyses that depend on them, with only modest increases in the total
rate for single jets. When the HLT rate in the unprescaled trigger becomes intolerably high,
a higherET threshold unprescaled trigger is introduced, and the old unprescaled trigger can
then be prescaled as necessary.

For the particular case of single-jet triggers: To commission the calorimeters, or perform
a one-time jet study, it may be desirable to have more jets. If we want to write more than
roughly 10 Hz of single jets at HLT, we can still use the same suite of single-jets, but lower
the prescales to obtain more jets at lowET. This is preferable to moving the threshold for the
unprescaled trigger, or any of the triggers, and ending up with a special trigger that is only
applicable for a given running period and difficult to combine with other samples.

For L= 2× 1033 cm−2 s−1, the suggested jet thresholds have been studied again in the
scope of the global High-Level trigger analysis (Sec.E.5) and new Level-1 prescales and
rates have been determined. For the trigger table proposed in this study, we have chosen four
triggers, withET thresholds of 400, 250, 120 and 60 GeV, amd prescales of 1, 10, 1000 and
100 000, respectively.

E.4.3.3. Other triggers. The remaining triggers that have been introduced since the DAQ
TDR are:

• Inclusive Emiss
T trigger. As discussed earlier, this is a difficult trigger that is subject to the

good understanding and control of the detector noise. We suggest here a singleEmiss
T trigger

with ET > 91 GeV, driven by theEmiss
T > 60 GeV L1 condition. This is just an indicative

value, rather on the low side, asEmiss
T rates appear lower compared to Ref. [76]. It is foreseen

that additionalEmiss
T triggers with different thresholds and prescales will be introduced in

the future.
• Diffractive trigger. This trigger is different than all others described earlier in that it uses

the TOTEM detector [823, 824]. At Level-1 we ask for two central jets withET > 40 GeV,
along with a proton tagged with the 220 m Roman Pot. At HLT, a similar dijet cut and a
“back-to-back” azimuthal condition are applied. We also require that we have a consistent
measurement of the proton energy lossξ in the two hemispheres (within 2σ , measured at
the Roman Pots). A final condition for a tagged proton seen by the 420 m Roman Pot brings
the HLT rate down toO(1) Hz. This trigger is discussed in detail in Sec.E.3.

E.5. Performance

The performance of the trigger system is studied by using simulated data that has been
digitised with appropriate pileup56, taking into account both the inelastic (55.2 mb) and the
diffractive (24.1 mb) cross sections. To reduce the amount of simulation time, about 50 million

56 We have estimated the average number of in-time interactions per bunch crossing to be 5 forL= 2×

1033 cm−2 s−1. Additional, out-of-time interactions have been ignored.
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Table E.6.Description and sizes of MC Samples used for the trigger studies. The contribution to
the HLT rate does not include pre-scaled triggers.

Sample description Cuts Cross section HLT rate
(Momenta in GeV/c) (mb) # of events (Hz)

Minimum bias with
in-time pile-up; — 79.3 50 000 000 —
〈# of interactions〉 = 5

QCD p̂T ∈ [15,20] 1.46× 10 0 49 491
QCD p̂T ∈ [20,30] 6.32× 10−1 49 244
QCD p̂T ∈ [30,50] 1.63× 10−1 49 742
QCD p̂T ∈ [50,80] 2.16× 10−2 99 486
QCD p̂T ∈ [80,120] 3.08× 10−3 96 238
QCD p̂T ∈ [120,170] 4.94× 10−4 99 736
QCD p̂T ∈ [170,230] 1.01× 10−4 99 226
QCD p̂T ∈ [230,300] 2.45× 10−5 99 481
QCD p̂T ∈ [300,380] 6.24× 10−6 98 739
QCD p̂T ∈ [380,470] 1.78× 10−6 46 491
QCD p̂T ∈ [470,600] 6.83× 10−7 47 496
QCD p̂T ∈ [600,800] 2.04× 10−7 48 986
QCD p̂T ∈ [800,1000] 3.51× 10−8 45 741

Partial total 930 099 55.3± 6.9

W → eν 1 electron with|η|< 2.7, pT > 25 7.9× 10−6 3 944 9.7± 0.2
Z → ee 2 electrons with|η|< 2.7, pT > 5 8.2× 10−7 4 000 1.4± 0.0
pp→ jet(s)+γ , jet: pT > 20,γ : pT > 30 2.5× 10−6 4 000 1.0± 0.0
p̂T > 30 GeV/c

W → µν 1 muon with|η|< 2.5, pT > 14 9.8× 10−6 4 000 14.0± 0.3
Z → µµ 2 muons with|η|< 2.5, pT > 20, 10 7.9× 10−7 2 941 1.5± 0.0
pp→ µ+ X 1 muon withpT > 3 2.4× 10−2 839 999 25.5± 1.2

minimum bias events were simulated and reused in random combinations. It was ensured that
these events do not cause triggers by themselves to avoid over estimating the rates due to this
reuse of events.

In the following sections we list trigger rates along with their statistical uncertainties.
These take into account the luminosity-dependent weight of the events from the different
samples, the corresponding cross sections and thep̂T of the main interaction and the pile-up
contribution. They donot take into account the uncertainties of these individual factors, i.e.
no systematic effects are studied here.

The Level-1 calorimeter trigger object rate studies are performed using QCD data that has
been generated in several bins ofp̂T. A special event-weighting procedure has been applied to
properly take into account the cross sections of the sub-samples. The Level-1 muon andEmiss

T
rate studies are performed using a purely minimum bias sample.

The HLT rates are estimated using specially enriched samples. For the triggers invoking
muons, electrons and photons we have used a minimum bias sample enriched in muons, as
well asW → e/µν, Z → ee/µµ and jet(s) +γ MC datasets. For the triggers including jets we
have used QCD samples. These samples also contribute to the electron and photon triggers.
Events triggered exclusively with muons have been excluded from the QCD samples, to avoid
double-counting with the muon-enriched sample. TableE.6 summarises the MC samples
used for the trigger studies, and their corresponding contribution to the HLT rate. A more
detailed breakdown of the contributions to the electron, photon and muon trigger rates from
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Table E.7. Trigger table showing Level-1 rates for DAQ TDR chosen thresholds for
L= 2× 1033 cm−2 s−1. Whenever the “95% efficiency point” is reported in DAQ TDR, we also
give the actual kinematic threshold that has been applied.

Trigger 95% Eff. point Threshold (GeV) Rate (kHz) Cumulative Rate (kHz)

Singleeγ 29 23.4 3.38± 0.23 3.4± 0.2
Doubleeγ 17 11.5 0.85± 0.12 4.0± 0.3
Singleµ — 14 2.53± 0.20 6.5± 0.3
Doubleµ — 3 4.05± 0.26 10.3± 0.4
Singleτ 86 93 3.56± 0.24 9.7± 0.4
Doubleτ 59 66 1.97± 0.18 10.6± 0.4
1-, 3-, 4-jets 177, 86, 70 135, 58, 45 2.43± 0.20 11.9± 0.4
Jet +Emiss

T — 88, 46 1.07± 0.13 12.2± 0.4
eγ + τ — 21, 45 3.64± 0.24 12.9± 0.5

Level-1 Trigger Total 12.9± 0.5

the different samples is discussed later (Sec.E.5.3-rates). For our calculations, we have used
the standard HLT physics algorithms (ORCA/ 8/ 13/ 3 [10]) for the implementation of all
trigger paths. At the time of this writing, this includes the latest algorithms and jet calibrations.
For the global evaluation of the trigger rates we have used the “HLT steering code”

E.5.1. Level-1 rates

The background at Level-1 is entirely dominated by strong interactions. The muon rates at
Level-1 are dominated by lowpT muons which are reconstructed as highpT muons due to
limited resolution at the trigger level. For the electron/photon trigger the rate is dominated by
jets that fragment to highET π

0 s. The jet rates are dominated by true jets in the QCD events.
The Emiss

T background is due to the limited energy resolution, and pile-up of minimum bias
interactions.

We first produce a trigger table with Level-1 rates for DAQ TDR chosen thresholds for
comparison. For the calculations we use a sample of 2 million minimum bias crossings with an
average of 5 events per crossing, constructed from the minbias events, without reuse of events.
The out-of-time pile-up is neglected. Even though there are small differences for the individual
triggers, the integral rate is consistent with the rates reported in Ref. [76]. This comparison
serves as a cross-check and is a necessary intermediate step before the introduction of new
trigger terms. TableE.7 summarises the Level-1 rate calculations for the DAQ TDR triggers
with the new MC samples. Besides the “95% efficiency points” (used throughout the DAQ
TDR), the applied L1 thresholds are also given.

For the new trigger table: We select several thresholds for each trigger object type and
quote corresponding rates and prescales forL= 2× 1033 cm−2 s−1. For the single objects
we have added a series of prescaled triggers to determine the efficiency turn-on. For the
multi-object triggers we have picked the lowest common threshold that is allowed for the
allocated bandwidth. For the cross-channel triggers we have attempted to keep the lepton
thresholds as low as possible, within the allocated bandwidth based on the physics needs of
the experiment. The prescales are chosen such that the simulated rate at all times falls below
the DAQ bandwidth taking into account a safety factor of 3. The total Level-1 rate for all
triggers (including prescaled ones) is 22.6± 0.3 kHz.
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Table E.8.Comparison of HLT bandwidth given to various trigger paths calculated in this study
with the DAQ TDR. See text for details on different kinematic cuts and changes in the HLT
algorithms.

Trigger DAQ TDR Rate (Hz) New Rate (Hz)

Inclusivee 33.0 23.5± 6.7
e-e 1.0 1.0± 0.1
Relaxede-e 1.0 1.3± 0.1
Inclusiveγ 4.0 3.1± 0.2
γ -γ 5.0 1.6± 0.7
Relaxedγ -γ 5.0 1.2± 0.6
Inclusiveµ 25.0 25.8± 0.8
µ-µ 4.0 4.8± 0.4
τ + Emiss

T 1.0 0.5± 0.1
τ + e 2.0 < 1.0
Double Pixelτ 1.0 4.1± 1.1
Double Trackerτ 1.0 6.0± 1.1
Single jet 1.0 4.8± 0.0
Triple jet 1.0 1.1± 0.0
Quadruple jet 7.0 8.9± 0.2
jet + Emiss

T 5.0 3.2± 0.1
b-jet (leading jet) 5.0 10.3± 0.3
b-jet (2nd leading jet) 5.0 8.7± 0.3

E.5.2. Level-1 trigger object corrections

The trigger decisions are based onET of the objects reconstructed by various algorithms.
Unfortunately, the energy deposition in the calorimeter and the size of the trigger towers, are
not entirely uniform. We have used fits to the reconstructed-to-generatedET ratios to correct
for non-uniformity of the response for jets and electron/photon candidates found at all levels
of trigger [830]. This correction procedure adjusts the mean response to the generated level.

The energy response of the calorimeters and the limited number of bits used in trigger
calculations result in a finite resolution for the reconstructed trigger objects. Similarly,
misalignments of the tracking systems and the limited number of patterns in the muon trigger
look-up-tables also result in a finite resolution. To avoid systematic problems in understanding
the trigger efficiency turn-on with theET of the trigger objects, it is envisioned that only data
where high trigger efficiency is assured is used for analysis.

E.5.3. HLT rates

A rough comparison of the HLT bandwidth given to various triggers, calculated with the latest
algorithms and the ones reported in Ref. [76] is shown in TableE.8. It must be noted that
not only thresholds but also other cuts are different in the two trigger studies. Furthermore,
additional changes in the HLT algorithms (summarised in Sec.E.2.2) must be taken into
account. This comparison serves only as a consistency check. It reaffirms that despite the
evolution of the CMS reconstruction algorithms over the years, trigger rates remain under
control and that no major bandwidth changes are expected.

TableE.10shows in a similar way the contributions to the single and double standard and
relaxed muon rates from the various MC samples.

The contributions to the single and double electron and photon trigger rates at HLT from
the various MC samples is given at TableE.9-egamma. The main contributions to the single
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Table E.9. Contributions to the HLT rates for the electron and photon triggers from the various
MC datasets.

Trigger Threshold (GeV) Rates (Hz)

QCD W → eν Z → ee jet(s) +γ

Inclusivee 26 12.6± 6.7 9.7± 0.2 1.2± 0.0 —
e-e 12, 12 0.1± 0.1 — 1.0± 0.0 —
Relaxede-e 19, 19 0.3± 0.1 — 1.0± 0.0 —
Inclusiveγ 80 1.1± 0.2 — — 2.0± 0.1
γ -γ 30, 20 1.3± 0.8 — — 0.3±0.0
Relaxedγ -γ 30, 20 0.9± 0.6 — — 0.3± 0.0

Table E.10.Contributions to the HLT rates for the muon triggers from the various MC datasets.

Trigger Threshold Rates (Hz)

(GeV) Enriched-µ sample W → µν Z → µµ

Inclusiveµ 19 10.9± 0.8 13.4± 0.3 1.5± 0.0
Relaxedµ 37 5.1± 0.5 5.7± 0.1 1.1± 0.0
µ-µ 7, 7 3.4± 0.4 — 1.3± 0.0
Relaxedµ-µ 10, 10 7.1± 0.5 — 1.4± 0.0

Table E.11.The Level-1 Trigger Menu atL= 2× 1033 cm−2 s−1. Individual and cumulative rates
are given for the different trigger paths and selected kinematic thresholds.

Level-1 Threshold Level-1 Rate Cumulative Level-1 Rate
Trigger (GeV) (kHz) (kHz)

Inclusiveeγ 22 4.2± 0.1 4.2± 0.1
Doubleeγ 11 1.1± 0.1 5.1± 0.1
Inclusiveµ 14 2.7± 0.1 7.8± 0.2
Doubleµ 3 3.8± 0.1 11.4± 0.2
Inclusiveτ 100 1.9± 0.1 13.0± 0.2
Doubleτ 66 1.8± 0.1 14.1± 0.2
1-,2-,3-,4-jets 150, 100, 70, 50 1.8± 0.1 14.8± 0.3
HT 300 1.2± 0.1 15.0± 0.3
Emiss

T 60 0.3± 0.1 15.1± 0.3
HT + Emiss

T 200, 40 0.7± 0.1 15.3± 0.3
jet + Emiss

T 100, 40 0.8± 0.1 15.4± 0.3
τ + Emiss

T 60, 40 2.7± 0.1 17.4± 0.3
µ + Emiss

T 5, 30 0.3± 0.1 17.6± 0.3
eγ + Emiss

T 15, 30 0.7± 0.1 17.7± 0.3
µ + jet 7, 100 0.1± 0.1 17.8± 0.3
eγ + jet 15, 100 0.6± 0.1 17.8± 0.3
µ + τ 7, 40 1.2± 0.1 18.4± 0.3
eγ + τ 14, 52 5.4± 0.2 20.7± 0.3
eγ + µ 15, 7 0.2± 0.1 20.7± 0.3
Prescaled 22.6± 0.3

Total Level-1 Rate 22.6± 0.3
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Table E.12. The High-Level Trigger Menu atL= 2× 1033 cm−2 s−1 for an output of
approximately 120 Hz. TheET values are the kinematic thresholds for the different trigger paths.

Level-1 Level-1 HLT Threshold HLT Rate
Trigger bits used Prescale (GeV) (Hz)

Inclusivee 2 1 26 23.5± 6.7
e-e 3 1 12, 12 1.0± 0.1
Relaxede-e 4 1 19, 19 1.3± 0.1
Inclusiveγ 2 1 80 3.1± 0.2
γ -γ 3 1 30, 20 1.6± 0.7
Relaxedγ -γ 4 1 30, 20 1.2± 0.6

Inclusiveµ 0 1 19 25.8± 0.8
Relaxedµ 0 1 37 11.9± 0.5
µ-µ 1 1 7, 7 4.8± 0.4
Relaxedµ-µ 1 1 10, 10 8.6± 0.6

τ + Emiss
T 10 1 65 (Emiss

T ) 0.5± 0.1
Pixel τ -τ 10, 13 1 — 4.1± 1.1
Trackerτ -τ 10, 13 1 — 6.0± 1.1
τ + e 26 1 52, 16 < 1.0
τ + µ 0 1 40, 15 < 1.0
b-jet (leading jet) 36, 37, 38, 39 1 350, 150, 55 (see text) 10.3± 0.3
b-jet (2 nd leading jet) 36, 37, 38, 39 1 350, 150, 55 (see text) 8.7± 0.3

Single-jet 36 1 400 4.8± 0.0
Double-jet 36, 37 1 350 3.9± 0.0
Triple-jet 36, 37, 38 1 195 1.1± 0.0
Quadruple-jet 36, 37, 38, 39 1 80 8.9± 0.2
Emiss

T 32 1 91 2.5± 0.2

jet + Emiss
T 32 1 180, 80 3.2± 0.1

acoplanar 2 jets 36, 37 1 200, 200 0.2± 0.0
acoplanar jet +Emiss

T 32 1 100, 80 0.1± 0.0
2 jets +Emiss

T 32 1 155, 80 1.6± 0.0
3 jets +Emiss

T 32 1 85, 80 0.9± 0.1
4 jets +Emiss

T 32 1 35, 80 1.7± 0.2

Diffractive Sec. E.3 1 40, 40 < 1.0
HT + Emiss

T 31 1 350, 80 5.6± 0.2
HT + e 31 1 350, 20 0.4± 0.1

Inclusiveγ 2 400 23 0.3± 0.0
γ -γ 3 20 12, 12 2.5± 1.4
Relaxedγ -γ 4 20 19, 19 0.1± 0.0
Single-jet 33 10 250 5.2± 0.0
Single-jet 34 1 000 120 1.6± 0.0
Single-jet 35 100 000 60 0.4± 0.0

Total HLT rate 119.3± 7.2

electron trigger come from the QCD andW → eν samples, whereas for the single photon
trigger the primary source is the jet(s) +γ events.

E.5.4. Trigger tables

TableE.11summarises the Level-1 triggers used in this study, their kinematic thresholds, the
individual and cumulative rates. We have assumed a DAQ capability of 50 kHz, taking into
account a safety factor of 3.
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Figure E.5. Heuristic comparison of HLT bandwidth assigned to various trigger paths calculated
in this study with the DAQ TDR. For the triggers introduced in this study the DAQ TDR entries
appear empty. See text for details on different kinematic cuts and changes in the HLT algorithms.

Table E.12 gives the full list of trigger paths proposed forL= 2× 1033 cm−2 s−1 that
have been described earlier for an HLT output rate of approximately 120 Hz.

Fig.E.5shows a graphic representation of the HLT bandwidth assigned to all trigger paths
presented in this study. For the triggers that appeared in the DAQ TDR, the corresponding rates
are overlaid, in a heuristic comparison.
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Glossary

ADC Analog to Digital Converter
AdS Anti de Sitter space
ALEPH An experiment at LEP
ALICE A Large Ion Collider Experiment at the LHC
ALPGEN Monte Carlo event generator for multi-parton processes in

hadronic collisions
ATLAS A Toroidal LHC ApparatuS experiment

BMU Barrel Muon system
BR Branching Ratio
BX Bunch Crossing
BXN Bunch Crossing Number

CASTOR Calorimeter in the forward region of CMS
CDF Collider Detector Facility experiment at the FNAL Tevatron
CL Confidence Level
CLHEP Class Library for HEP
CMKIN CMS Kinematics Package (legacy Fortran)
CMS Compact Muon Solenoid experiment
CMSIM CMS Simulation Package (legacy Fortran)
CMSSW CMS Software framework
CPT Computing, Physics, TriDAS and software projects of CMS
CPU Central Processing Unit
CompHEP Monte Carlo event generator for high-energy physics collisions
CSC Cathode Strip Chamber muon system
CVS Concurrent Versions System

DØ Experiment at the FNAL Tevatron
DAQ Data Acquisition
DELPHI An experiment at LEP
DESY Deutsches Elektronen SYnchrotron laboratory, Hamburg
DST Data Summary Tape – a compact event format
DT Drift Tube muon system
DY Drell–Yan

EB Electromagnetic Calorimeter (Barrel)
ECAL Electromagnetic Calorimeter
ED Extra Dimensions
EE Electromagnetic Calorimeter (Endcap)
EM Electromagnetic
EMU Endcap Muon system
ES Endcap preShower detector
EW ElectroWeak

FAMOS CMS Fast Simulation
FLUKA Computer program for hadron shower calculations
FNAL Fermi National Accelerator Laboratory, USA
FSR Final State Radiation
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Gb Gigabit (109 bits)
GB Gigabyte (109 bytes)
GCALOR Computer program for hadron shower calculations
GEANT Detector simulation framework and toolkit
GMSB Gauge Mediated Symmetry Breaking
GUT Grand Unified Theory

H1 An experiment at the DESY HERA collider
HAD Hadronic
HCAL Hadron Calorimeter
HB Hadron Calorimeter (Barrel)
HE Hadron Calorimeter (Endcap)
HEP High Energy Physics
HEPEVT HEP Event (generated event format)
HERA Electron-proton collider at DESY
HERWIG Hadron Emission Reactions With Interfering Gluons, a Monte

Carlo event generator for high-energy physics collisions
HF Hadron Calorimeter (Forward)
HI Heavy Ion(s)
HIJING Heavy Ion Jet INteraction Generator, Monte Carlo event

generator for heavy-ion collisions
HLT High-Level Trigger
HO Hadron Calorimeter (Outer Barrel)

IGUANA Interactive Graphics for User ANAlysis – used for the CMS
Event Display Package

I/O Input/Output
IP Impact Parameter, also Impact Point or Internet Protocol
ISR Initial State Radiation, also Intersecting Storage Ring collider

at CERN

JES Jet Energy Scale

Kalman Filter Computational method for fitting tracks
kb kilobit (103 bits)
kB kilobytes (103 bytes)

L1 Level-1 hardware-based trigger
L3 An experiment at LEP
LCG LHC Computing Grid (a common computing project)
LED Large Extra Dimenstions, also Light Emitting Diode
LEP Large Electron Positron collider at CERN
LHC Large Hadron Collider
LHCb Large Hadron Collider Beauty experiment
LHCC LHC (review) Committee
LHEP Physics model of GEANT4
LL Leading Logarithm, also Log Likelihood
LO Leading Order calculation
LOI Letter Of Intent
LPC LHC Physics Center, Fermilab
LS Like-Sign
LSP Lightest Supersymmetric Particle
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Mb Megabit (106 bits)
MB Muon system (Barrel), also Mother Board or Megabyte

(106 bytes)
MC Monte Carlo simulation program/technique, also Mini-Crate of

DT system
ME Muon system (Endcap), also Matrix Element or Monitoring

Element
MET Missing Transverse Energy
metadata Data describing characteristics of other data
MIP Minimum Ionizing Particle
MSUGRA Minimal SUper GRAvity model of supersymmetry
MSSM Minimal SuperSymmetric Model
MTCC Magnet Test Cosmic Challenge

ndf number of degrees of freedom
NLO Next-to-Leading Order calculation
NN Neural Network
NNLO Next-to-Next-to-Leading Order calculation
NS Numbering Scheme

OO Object Oriented
OPAL An experiment at LEP
ORCA Object-oriented Reconstruction for CMS Analysis
OS Opposite-Sign, also Operating System
OSCAR Object-oriented Simulation for CMS Analysis and

Reconstruction

P5 Point 5 collision area of LHC
PAW Physics Analysis Workstation (legacy interactive analysis

application)
PB Petabyte (105 bytes)
PC Personal Computer
PD Pixel Detector
PDF Parton Density Function, also Probability Distribution

Function (p.d.f.)
PRS Physics Reconstruction and Selection groups
PS Proton Synchrotron, also Parton Showers
PV Primary Vertex
PYTHIA Monte Carlo event generator for high-energy physics collisions

QCD Quantum Chromodynamics
QED Quantum Electrodynamics
QGSP Physics model of GEANT4

RecHit Reconstructed hit in a detector element
RHIC Relativistic Heavy Ion Collider (at Brookhaven, USA)
RMS Root Mean Square
ROOT An object-oriented data analysis framework
RPC Resistive Plate Chamber muon system
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SLT Soft Lepton Tag
SM Standard Model, also SuperModule (ECAL) or Storage

Manager (DAQ)
S/N Signal to Noise ratio
SPS Super Proton Synchrotron collider at CERN
SS Same-Sign
SST Silicon Strip Tracker
SUSY SUperSYmmetry
SV Secondary Vertex

T1, T2 Tracking telescopes of TOTEM
TAG Event index information such as run/event number, trigger bits,

etc.
Tb Terabit (1012 bits)
TB Terabyte (1012 bytes)
TDR Technical Design Report
TEC Tracker EndCap
TIB Tracker Inner Barrel
TID Tracker Inner Disks
TOB Tracker Outer Barrel
TOTEM Separate experiment at P5 for forward physics
TPD Tracker Pixel Detector
TriDAS Trigger and Data Acquisition project

UA1 An experiment at the CERN SPS collider
UA2 An experiment at the CERN SPS collider
UE Underlying Event
UED Universal Extra Dimensions

VBF Vector Boson Fusion
VPT Vacuum PhotoTriode

WWW World Wide Web

ZDC Zero Degree Calorimeter
ZEUS An experiment at the DESY HERA collider
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Colour plates CP1–CP9

Various figures are in colour throughout the online edition but only plates CP1–CP9 are in
colour in both the print and online editions.

Figure CP1. Example of a pp→ H + X event with Higgs particle decay H→ γ γ . (See
section2.1.)
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Figure CP2. Display of an event candidate in the CMS detector at the LHC for the Standard
Model Higgs boson decay channel H→ ZZ∗

→ 4e. The event is shown in a longitudinal (top)
and transversal (bottom) projection of the detector. A mass of 150 GeV/c2 is measured from the
reconstructed electrons. (See section2.2.)
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Figure CP3. Example of a H→ ZZ → 4µ event showing only the reconstructed tracks. One
muon goes in the endcap detectors. (See section3.1.1.)
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Figure CP4. Example of a pp→ H + X event with H→ WW → µνµν. (See section3.2.2.1.)
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Figure CP5. Typical simulated event of a dimuon decay of 3 TeV/c2 Z′ produced at
L= 2× 1033 cm−2 s−1, showing the muon tracks only. (See section3.3.1.)
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The CMS experiment at the CERN LHC
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ABSTRACT: The Compact Muon Solenoid (CMS) detector is described. The detector operates at
the Large Hadron Collider (LHC) at CERN. It was conceived to study proton-proton (and lead-
lead) collisions at a centre-of-mass energy of 14 TeV (5.5 TeV nucleon-nucleon) and at luminosi-
ties up to 1034 cm−2s−1 (1027 cm−2s−1). At the core of the CMS detector sits a high-magnetic-
field and large-bore superconducting solenoid surrounding an all-silicon pixel and strip tracker, a
lead-tungstate scintillating-crystals electromagnetic calorimeter, and a brass-scintillator sampling
hadron calorimeter. The iron yoke of the flux-return is instrumented with four stations of muon
detectors covering most of the 4π solid angle. Forward sampling calorimeters extend the pseudo-
rapidity coverage to high values (|η | ≤ 5) assuring very good hermeticity. The overall dimensions
of the CMS detector are a length of 21.6 m, a diameter of 14.6 m and a total weight of 12500 t.
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Chapter 1

Introduction

The Compact Muon Solenoid (CMS) detector is a multi-purpose apparatus due to operate at the
Large Hadron Collider (LHC) at CERN. The LHC is presently being constructed in the already
existing 27-km LEP tunnel in the Geneva region. It will yield head-on collisions of two pro-
ton (ion) beams of 7 TeV (2.75 TeV per nucleon) each, with a design luminosity of 1034 cm−2s−1

(1027 cm−2s−1). This paper provides a description of the design and construction of the CMS detec-
tor. CMS is installed about 100 metres underground close to the French village of Cessy, between
Lake Geneva and the Jura mountains.

The prime motivation of the LHC is to elucidate the nature of electroweak symmetry break-
ing for which the Higgs mechanism is presumed to be responsible. The experimental study of the
Higgs mechanism can also shed light on the mathematical consistency of the Standard Model at
energy scales above about 1 TeV. Various alternatives to the Standard Model invoke new symme-
tries, new forces or constituents. Furthermore, there are high hopes for discoveries that could pave
the way toward a unified theory. These discoveries could take the form of supersymmetry or extra
dimensions, the latter often requiring modification of gravity at the TeV scale. Hence there are
many compelling reasons to investigate the TeV energy scale.

The LHC will also provide high-energy heavy-ion beams at energies over 30 times higher
than at the previous accelerators, allowing us to further extend the study of QCD matter under
extreme conditions of temperature, density, and parton momentum fraction (low-x).

Hadron colliders are well suited to the task of exploring new energy domains, and the region
of 1 TeV constituent centre-of-mass energy can be explored if the proton energy and the luminosity
are high enough. The beam energy and the design luminosity of the LHC have been chosen in
order to study physics at the TeV energy scale. A wide range of physics is potentially possible
with the seven-fold increase in energy and a hundred-fold increase in integrated luminosity over
the previous hadron collider experiments. These conditions also require a very careful design of
the detectors.

The total proton-proton cross-section at
√

s = 14 TeV is expected to be roughly 100 mb. At
design luminosity the general-purpose detectors will therefore observe an event rate of approxi-
mately 109 inelastic events/s. This leads to a number of formidable experimental challenges. The
online event selection process (trigger) must reduce the huge rate to about 100 events/s for storage
and subsequent analysis. The short time between bunch crossings, 25 ns, has major implications
for the design of the read-out and trigger systems.
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At the design luminosity, a mean of about 20 inelastic collisions will be superimposed on the
event of interest. This implies that around 1000 charged particles will emerge from the interaction
region every 25 ns. The products of an interaction under study may be confused with those from
other interactions in the same bunch crossing. This problem clearly becomes more severe when
the response time of a detector element and its electronic signal is longer than 25 ns. The effect of
this pile-up can be reduced by using high-granularity detectors with good time resolution, resulting
in low occupancy. This requires a large number of detector channels. The resulting millions of
detector electronic channels require very good synchronization.

The large flux of particles coming from the interaction region leads to high radiation levels,
requiring radiation-hard detectors and front-end electronics.

The detector requirements for CMS to meet the goals of the LHC physics programme can be
summarised as follows:

• Good muon identification and momentum resolution over a wide range of momenta and
angles, good dimuon mass resolution (≈ 1% at 100 GeV), and the ability to determine un-
ambiguously the charge of muons with p < 1 TeV;

• Good charged-particle momentum resolution and reconstruction efficiency in the inner
tracker. Efficient triggering and offline tagging of τ’s and b-jets, requiring pixel detectors
close to the interaction region;

• Good electromagnetic energy resolution, good diphoton and dielectron mass resolution (≈
1% at 100 GeV), wide geometric coverage, π0 rejection, and efficient photon and lepton
isolation at high luminosities;

• Good missing-transverse-energy and dijet-mass resolution, requiring hadron calorimeters
with a large hermetic geometric coverage and with fine lateral segmentation.

The design of CMS, detailed in the next section, meets these requirements. The main distin-
guishing features of CMS are a high-field solenoid, a full-silicon-based inner tracking system, and
a homogeneous scintillating-crystals-based electromagnetic calorimeter.

The coordinate system adopted by CMS has the origin centered at the nominal collision point
inside the experiment, the y-axis pointing vertically upward, and the x-axis pointing radially inward
toward the center of the LHC. Thus, the z-axis points along the beam direction toward the Jura
mountains from LHC Point 5. The azimuthal angle φ is measured from the x-axis in the x-y plane
and the radial coordinate in this plane is denoted by r. The polar angle θ is measured from the z-
axis. Pseudorapidity is defined as η =− ln tan(θ/2). Thus, the momentum and energy transverse to
the beam direction, denoted by pT and ET , respectively, are computed from the x and y components.
The imbalance of energy measured in the transverse plane is denoted by Emiss

T .

1.1 General concept

An important aspect driving the detector design and layout is the choice of the magnetic field
configuration for the measurement of the momentum of muons. Large bending power is needed
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Figure 1.1: A perspective view of the CMS detector.

to measure precisely the momentum of high-energy charged particles. This forces a choice of
superconducting technology for the magnets.

The overall layout of CMS [1] is shown in figure 1.1. At the heart of CMS sits a 13-m-
long, 6-m-inner-diameter, 4-T superconducting solenoid providing a large bending power (12 Tm)
before the muon bending angle is measured by the muon system. The return field is large enough
to saturate 1.5 m of iron, allowing 4 muon stations to be integrated to ensure robustness and full
geometric coverage. Each muon station consists of several layers of aluminium drift tubes (DT)
in the barrel region and cathode strip chambers (CSC) in the endcap region, complemented by
resistive plate chambers (RPC).

The bore of the magnet coil is large enough to accommodate the inner tracker and the
calorimetry inside. The tracking volume is given by a cylinder of 5.8-m length and 2.6-m di-
ameter. In order to deal with high track multiplicities, CMS employs 10 layers of silicon microstrip
detectors, which provide the required granularity and precision. In addition, 3 layers of silicon
pixel detectors are placed close to the interaction region to improve the measurement of the impact
parameter of charged-particle tracks, as well as the position of secondary vertices. The expected
muon momentum resolution using only the muon system, using only the inner tracker, and using
both sub-detectors is shown in figure 1.2.

The electromagnetic calorimeter (ECAL) uses lead tungstate (PbWO4) crystals with cov-
erage in pseudorapidity up to |η | < 3.0. The scintillation light is detected by silicon avalanche
photodiodes (APDs) in the barrel region and vacuum phototriodes (VPTs) in the endcap region. A
preshower system is installed in front of the endcap ECAL for π0 rejection. The energy resolution
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Figure 1.2: The muon transverse-momentum resolution as a function of the transverse-momentum
(pT ) using the muon system only, the inner tracking only, and both. Left panel: |η | < 0.8, right
panel: 1.2 < |η |< 2.4.

of the ECAL, for incident electrons as measured in a beam test, is shown in figure 1.3; the stochas-
tic (S), noise (N), and constant (C) terms given in the figure are determined by fitting the measured
points to the function (

σ

E

)2
=
(

S√
E

)2

+
(

N
E

)2

+C2 . (1.1)

The ECAL is surrounded by a brass/scintillator sampling hadron calorimeter (HCAL) with cov-
erage up to |η | < 3.0. The scintillation light is converted by wavelength-shifting (WLS) fibres
embedded in the scintillator tiles and channeled to photodetectors via clear fibres. This light is
detected by photodetectors (hybrid photodiodes, or HPDs) that can provide gain and operate in
high axial magnetic fields. This central calorimetry is complemented by a tail-catcher in the bar-
rel region (HO) ensuring that hadronic showers are sampled with nearly 11 hadronic interaction
lengths. Coverage up to a pseudorapidity of 5.0 is provided by an iron/quartz-fibre calorime-
ter. The Cerenkov light emitted in the quartz fibres is detected by photomultipliers. The forward
calorimeters ensure full geometric coverage for the measurement of the transverse energy in the
event. An even higher forward coverage is obtained with additional dedicated calorimeters (CAS-
TOR, ZDC, not shown in figure 1.1) and with the TOTEM [2] tracking detectors. The expected jet
transverse-energy resolution in various pseudorapidity regions is shown in figure 1.4.

The CMS detector is 21.6-m long and has a diameter of 14.6 m. It has a total weight of 12500
t. The ECAL thickness, in radiation lengths, is larger than 25 X0, while the HCAL thickness, in
interaction lengths, varies in the range 7–11 λI (10–15 λI with the HO included), depending on η .
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Figure 1.3: ECAL energy resolution, σ(E)/E, as a function of electron energy as measured from
a beam test. The energy was measured in an array of 3× 3 crystals with an electron impacting
the central crystal. The points correspond to events taken restricting the incident beam to a narrow
(4×4 mm2) region. The stochastic (S), noise (N), and constant (C) terms are given.
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Figure 1.4: The jet transverse-energy resolution as a function of the jet transverse energy for barrel
jets (|η |< 1.4), endcap jets (1.4 < |η |< 3.0), and very forward jets (3.0 < |η |< 5.0). The jets are
reconstructed with an iterative cone algorithm (cone radius = 0.5).
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Chapter 2

Superconducting magnet

2.1 Overview

The superconducting magnet for CMS [3–6] has been designed to reach a 4-T field in a free bore
of 6-m diameter and 12.5-m length with a stored energy of 2.6 GJ at full current. The flux is re-
turned through a 10 000-t yoke comprising 5 wheels and 2 endcaps, composed of three disks each
(figure 1.1). The distinctive feature of the 220-t cold mass is the 4-layer winding made from a
stabilised reinforced NbTi conductor. The ratio between stored energy and cold mass is high (11.6
KJ/kg), causing a large mechanical deformation (0.15%) during energising, well beyond the values
of previous solenoidal detector magnets. The parameters of the CMS magnet are summarised in
table 2.1. The magnet was designed to be assembled and tested in a surface hall (SX5), prior to
being lowered 90 m below ground to its final position in the experimental cavern. After provi-
sional connection to its ancillaries, the CMS Magnet has been fully and successfully tested and
commissioned in SX5 during autumn 2006.

2.2 Main features of the magnet components

2.2.1 Superconducting solenoid

The superconducting solenoid (see an artistic view in figure 2.1 and a picture taken during assembly
in the vertical position in SX5 in figure 2.2) presents three new features with respect to previous
detector magnets:

• Due to the number of ampere-turns required for generating a field of 4 T (41.7 MA-turn), the
winding is composed of 4 layers, instead of the usual 1 (as in the Aleph [7] and Delphi [8]
coils) or maximum 2 layers (as in the ZEUS [9] and BaBar [10] coils);

• The conductor, made from a Rutherford-type cable co-extruded with pure aluminium (the
so-called insert), is mechanically reinforced with an aluminium alloy;

• The dimensions of the solenoid are very large (6.3-m cold bore, 12.5-m length, 220-t mass).

For physics reasons, the radial extent of the coil (∆R) had to be kept small, and thus the
CMS coil is in effect a “thin coil” (∆R/R ∼ 0.1). The hoop strain (ε) is then determined by the
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Figure 2.1: General artistic view of the 5 modules composing the cold mass inside the cryostat,
with details of the supporting system (vertical, radial and longitudinal tie rods).

magnetic pressure (P = B2
0

2µ0
= 6.4 MPa), the elastic modulus of the material (mainly aluminium

with Y = 80 GPa) and the structural thickness (∆Rs = 170 mm i.e., about half of the total cold
mass thickness), according to PR

∆Rs
= Y ε , giving ε = 1.5× 10−3. This value is high compared to

the strain of previous existing detector magnets. This can be better viewed looking at a more
significant figure of merit, i.e. the E/M ratio directly proportional to the mechanical hoop strain
according to E

M = PR
2∆Rsδ

∆Rs
∆R = ∆Rs

∆R
Y ε

2δ
, where δ is the mass density. Figure 2.3 shows the values of

E/M as function of stored energy for several detector magnets. The CMS coil is distinguishably
far from other detector magnets when combining stored energy and E/M ratio (i.e. mechanical
deformation). In order to provide the necessary hoop strength, a large fraction of the CMS coil
must have a structural function. To limit the shear stress level inside the winding and prevent
cracking the insulation, especially at the border defined by the winding and the external mandrel,
the structural material cannot be too far from the current-carrying elements (the turns). On the basis
of these considerations, the innovative design of the CMS magnet uses a self-supporting conductor,
by including in it the structural material. The magnetic hoop stress (130 MPa) is shared between
the layers (70%) and the support cylindrical mandrel (30%) rather than being taken by the outer
mandrel only, as was the case in the previous generation of thin detector solenoids. A cross section
of the cold mass is shown in figure 2.4.

The construction of a winding using a reinforced conductor required technological develop-
ments for both the conductor [11] and the winding. In particular, for the winding many problems
had to be faced mainly related to the mandrel construction [12], the winding method [13], and the
module-to-module mechanical coupling. The modular concept of the cold mass had to face the
problem of the module-to-module mechanical connection. These interfaces (figure 2.5) are critical
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Table 2.1: Main parameters of the CMS magnet.

General parameters
Magnetic length 12.5 m
Cold bore diameter 6.3 m
Central magnetic induction 4 T
Total Ampere-turns 41.7 MA-turns
Nominal current 19.14 kA
Inductance 14.2 H
Stored energy 2.6 GJ

Cold mass
Layout Five modules mechanically and

electrically coupled
Radial thickness of cold mass 312 mm
Radiation thickness of cold mass 3.9 X0

Weight of cold mass 220 t
Maximum induction on conductor 4.6 T
Temperature margin wrt operating temperature 1.8 K
Stored energy/unit cold mass 11.6 kJ/kg

Iron yoke
Outer diameter of the iron flats 14 m
Length of barrel 13 m
Thickness of the iron layers in barrel 300, 630 and 630 mm
Mass of iron in barrel 6000 t
Thickness of iron disks in endcaps 250, 600 and 600 mm
Mass of iron in each endcap 2000 t
Total mass of iron in return yoke 10 000 t

because they have to transmit the large magnetic axial force corresponding to 14 700 t, without
allowing local displacements due to possible gaps. These displacements can be partially converted
into heat, causing a premature quench. A construction method which involved the machining of
the upper surface of the modules and a local resin impregnation during the mechanical mounting
allowed us to get an excellent mechanical coupling between the modules.
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Figure 2.2: The cold mass mounted vertically before integration with thermal shields and insertion
in the vacuum chamber.

Figure 2.3: The energy-over-mass ratio E/M, for several detector magnets.
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Figure 2.4: Cross section of the cold mass with the details of the 4-layer winding with reinforced
conductor.

Figure 2.5: Detail of the interface region between 2 modules. In order to guarantee mechanical
continuity, false turns are involved. The modules are connected through bolts and pins fixed through
the outer mandrels.
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Figure 2.6: A view of the yoke at an early stage of magnet assembly at SX5. The central barrel
supports the vacuum chamber of the superconducting coil. At the rear, one of the closing end cap
disks is visible.

2.2.2 Yoke

The yoke (figure 2.6) is composed of 11 large elements, 6 endcap disks, and 5 barrel wheels,
whose weight goes from 400 t for the lightest up to 1920 t for the central wheel, which includes
the coil and its cryostat. The easy relative movement of these elements facilitates the assembly
of the sub-detectors. To displace each element a combination of heavy-duty air pads plus grease
pads has been chosen. This choice makes the system insensitive to metallic dust on the floor and
allows transverse displacements. Two kinds of heavy-duty high-pressure air pads with a capacity
of either 250 t (40 bars) or 385 t (60 bars) are used. This is not favourable for the final approach
when closing the detector, especially for the YE1 endcap that is protruding into the vacuum tank.
A special solution has been adopted: for the last 100 mm of approach, flat grease-pads (working
pressure 100 bar) have been developed in order to facilitate the final closing of the detector. Once
they touch the axially-installed z-stops, each element is pre-stressed with 100 t to the adjacent
element. This assures good contact before switching on the magnet. In the cavern the elements
will be moved on the 1.23% inclined floor by a strand jacking hydraulic system that ensures safe
operation for uphill pulling as well as for downhill pushing by keeping a retaining force. The
maximum movements possible in the cavern are of the order of 11 meters; this will take one hour.

To easily align the yoke elements, a precise reference system of about 70 points was installed
in the surface assembly hall. The origin of the reference system is the geometrical center of the
coil. The points were made after loading the coil cryostat with the inner detectors, the hadronic
barrel in particular which weights 1000 t. A mark on the floor was made showing the position of
each foot in order to pre-position each element within a± 5 mm tolerance. Finally, all the elements
were aligned with an accuracy of 2 mm with respect to the ideal axis of the coil.
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Figure 2.7: The electrical scheme of the magnet with the protection circuit. One of the main
components of the protection is the dump resistor, made of three elements.

2.2.3 Electrical scheme

The CMS solenoid can be represented as a 14 H inductance mutually coupled with its external
mandrel. This inductive coupling allows for the so-called quench back effect, as the eddy currents,
induced in the external mandrel at the trigger of a current fast discharge, heat up the whole coil
above the superconducting critical temperature. This is the fundamental basis of the protection
system, which, in case of a superconducting to resistive transition of the coil, aims at keeping
the lowest possible thermal gradients and temperature increase in the superconducting windings,
and prevents the occurrence of local overheating, hence reducing the thermal stresses inside the
winding. A diagram of the powering circuit with protection is shown in figure 2.7.

A bipolar thyristor power converter rated at 520 kW with passive L-C filters is used to power
the CMS solenoid. It covers a range of voltages from +26 V to -23 V, with a nominal DC current
of 19.1 kA. In case of a sudden switch off of the power converter, the current decays naturally in
the bus-bar resistance and through the free-wheel thyristors until the opening of the main breakers.
Inside the power converter, an assembly of free-wheel thyristors, mounted on naturally air-cooled
heat sinks, is installed. In case of non-opening of the main switch breakers, the thyristors are
rated to support 20 kA DC for 4 minutes. The current discharge is achieved by disconnecting the
electrical power source by the use of two redundant 20 kA DC normally-open switch breakers,
leaving the solenoid in series with a resistor, in a L-R circuit configuration. The stored magnetic
energy is therefore extracted by thermal dissipation in the so-called dump resistor. This resistor is
external to the solenoid cryostat and is designed to work without any active device. It is positioned
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outdoors taking advantage of natural air convection cooling. The fast discharge (FD) is automat-
ically triggered by hardwired electronics only in case of a superconductive-to-resistive transition,
a so-called quench, and for unrecoverable faults which require fast current dumping. The FD time
constant is about 200 s. An emergency FD button is also available to the operator in case of need.
As the coil becomes resistive during the FD, energy is dissipated inside the coil, which heats up.
As a consequence, this necessitates a post-FD cool-down of the coil. The FD is performed on a
30 mΩ dump resistor, as a compromise to keep the dump voltage lower than 600 V, and to limit
the coil warm-up and subsequent cool-down time. For faults involving the 20 kA power source, a
slow discharge (SD) is triggered through hardwired electronics on a 2 mΩ dump resistor. The SD
current evolution is typically exponential, and its time constant is 7025 s, but the coil stays in the
superconducting state as the heat load, about 525 W, is fully absorbed by the cooling refrigerator.
For current lower than 4 kA, a FD is performed in any case, as the heat load is small enough for the
refrigerator. The same resistor is used in both cases for the FD and the SD, using normally open
contactors, leaving the dump resistor modules either in series (FD) or in parallel (SD). For other
cases, and depending on the alarms, the coil current can be adjusted by the operator, or ramped
down to zero, taking advantage of the two-quadrant converter.

2.2.4 Vacuum system

The vacuum system has been designed to provide a good insulation inside the 40 m3 vacuum
volume of the coil cryostat. It consists of 2 double-primary pumping stations, equipped with 2
rotary pumps and 2 Root’s pumps, that provide the fore vacuum to the two oil diffusion pumps
located at the top of CMS and connected to the coil cryostat via the current leads chimney and the
helium phase separator. The rotary pumps have a capacity of 280 m3/h while the two Root’s pumps
have a flow of 1000 m3/h. The biggest oil diffusion pump, installed via a DN 400 flange on the
current leads chimney, has a nominal flow of 8000 l/s at 10−4 mbar of fore vacuum. The smallest
one delivers 3000 l/s at the phase separator.

2.2.5 Cryogenic plant

The helium refrigeration plant for CMS is specified for a cooling capacity of 800 W at 4.45 K, 4500
W between 60 and 80 K, and simultaneously 4 g/s liquefaction capacity. The primary compressors
of the plant have been installed, in their final position, while the cold box, as well as the intermedi-
ate cryostat which interfaces the phase separator and the thermo-syphon, were moved underground
after the completion of the magnet test. These components were commissioned with the help of a
temporary heat load of 6.5 kW that simulated the coil cryostat which was not yet available. The
performance of the cold box has been measured in cool-down mode and in nominal and operation
mode.

2.2.6 Other ancillaries

• Current leads. The two 20-kA current leads are made of a high purity copper braid, having
a cross section of 1800 mm2 and RRR (Residual Resistivity Ratio) of 130, placed inside a
conduit and cooled by circulating helium gas. Without cooling, the current leads are able
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Figure 2.8: The layout for the surface test at SX5, showing only the central barrel. The magnet is
connected to the cryoplant (through the proximity cryogenics), the vacuum and the power systems.

to hold a current of 20 kA for 5 minutes, followed by a FD without any damage, as the
temperature at the hot spot stays below 400 K [14].

• Grounding circuit. The grounding circuit is connected across the solenoid terminals. It fixes
the coil circuit potential, through a 1 kΩ resistor, dividing by two the potential to ground.
The winding insulation quality is monitored by continuously measuring the leakage current
through a 10 Ω grounding resistor.

• Quench detection system. The quench detection system is a key element of the Magnet Safety
System (MSS). The role of the quench detection system is to detect a resistive voltage be-
tween two points of the coil, whose value and duration are compared to adjustable thresholds.
The voltage taps are protected by 4.7 kΩ, 6 W resistors. There are 2 redundant systems, with
resistor bridge detectors and differential detectors. For each system, there are 5 detectors.
Each resistor bridge detector spans two modules and one detector spans the whole solenoid.
Each coil module is compared with two other modules through two differential detectors.

2.3 Operating test

The magnet and all its ancillaries were assembled for testing in SX5 and ready for cool-down in
January 2006. Figure 2.8 shows the test layout.
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Figure 2.9: Graph of the coil minimum and maximum temperatures during the cool-down from
room temperature to 4.5 K.

2.3.1 Cool-down

The cool-down of the solenoid started on February, the 2nd, 2006 and in a smooth way brought the
cold mass to 4.6 K in 24 days. Figure 2.9 shows the cool-down curve. The only glitch was due to
an overpressure on a safety release valve that stopped cooling for one night before the system was
restarted.

One important aspect monitored during the cool-down was the amount of coil shrinkage. In
order to explain this point, we refer to the coil suspension system inside the cryostat (figure 2.1),
made of longitudinal, vertical, and axial tie-rods in Ti alloy. The magnet is supported by 2× 9
longitudinal tie rods, 4 vertical tie rods, and 8 radial tie rods. The tie rods are equipped with
compensated strain gauges to measure the forces on 2×3 longitudinal, plus the vertical and radial
tie rods. The tie rods are loaded in tension and flexion. To measure the tension and flexion strain,
3 strain gauges are placed on the tie rods at 0◦, 90◦, and 180◦.

The measured stresses in the tie bars due to the cool-down, causing a shrinkage of the cold
mass and putting the tie-bars in tension, are shown in table 2.2. A comparison with the expected
values is provided as well. The measured axial and radial shrinkage of the cold mass is shown in
figure 2.10.

2.3.2 Charge and discharge cycles

The magnetic tests took place during August 2006, with additional tests during the magnet field
mapping campaign in October 2006. The current ramps for the field mapping are detailed in fig-
ure 2.11. The tests were carried out through magnet charges to progressively higher currents,
setting increasing dI/dt, followed by slow or fast discharges. During these current cycles all the
relevant parameters related to electrical, magnetic, thermal, and mechanical behaviours have been
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Table 2.2: Calculated and measured cold mass displacements and related stresses on tie-rods due
to the cool-down to 4.5 K.

Expected value Measured value
Cold Mass Shrinkage
Longitudinal 26 mm 27 mm
Radial 14 mm 15 mm
Tie rod stress due to cool-down
Vertical 315 MPa 310±45 MPa
Radial 167 MPa 153±20 MPa
Longitudinal 277 MPa 260±20 MPa

Figure 2.10: Axial (a) and radial (b) shrinkage of the cold mass from 300 K to 4.5 K.
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Figure 2.11: Magnet cycles during the CMS magnet tests in October 2006.

recorded. Depending on the level of the current at the trigger of a fast discharge, the time needed
for re-cooling the coil can be up to 3 days.

2.3.3 Cold mass misalignment

The support system is designed to withstand the forces created by a 10 mm magnetic misalign-
ment, in any direction of the cold mass with respect to the iron yoke. Geometrical surveys were
performed at each step of the magnet assembly to ensure a good positioning. Nevertheless, the
monitoring of the coil magnetic misalignment is of prime importance during magnet power test.
The misalignment can be calculated either by analysing the displacement of the cold mass or the
stresses of the tie rods when the coil is energised. The displacement is measured at several loca-
tions and directions at both ends of the coil with respect to the external vacuum tank wall, by the
use of rectilinear potentiometers. Results are displayed in figures 2.12 and 2.13. The displacement
of the coil’s geometric centre is found to be 0.4 mm in z, in the +z direction. According to the
computations, such a displacement indicates that the coil centre should be less than 2 mm off the
magnetic centre in +z. As the coil supporting system is hyper-static, the tie rods are not all ini-
tially identically loaded. But the force increase during energising is well distributed, as shown in
figure 2.14 and figure 2.15, giving the force measurements on several tie rods. These figures also
indicate the forces computed in the case of a 10-mm magnetic misalignment, together with forces
calculated for the ideally-centred model, showing there is no noticeable effect of misalignment on
the forces.

Using the strain gauges glued on the cold mass (outer mandrel of the central module, CB0),
one can determine the Von Mises stress. The cold mass Von Mises stress versus the coil current is
given in figure 2.16. The measured value of Von Mises stress at 4.5 K and zero current is 23 MPa.
The value at 19.1 kA is 138 MPa. These values are in agreement with computations done during
design [3, 6].
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Figure 2.12: Axial displacement in Z at both ends of the coil in different positions during energis-
ing.

Figure 2.13: Radial displacement at both ends of the coil in different positions during energising.

2.3.4 Electrical measurements

The apparent coil inductance measured through the inductive voltage V = LdI/dt is decreasing
while increasing the current, as the iron yoke reaches the saturation region. From voltage measure-
ments at the coil ends in the cryostat, while ramping up the coil current at a regulated dI/dt, the
inductance is calculated and results are given in figure 2.17. Initially the apparent inductance of the
coil is 14.7 H at zero current, and then it decreases to 13.3 H at 18 kA. The 21 resistive electrical
joints, which connect the 5 modules together and, for each module, the 4 layers, are positioned ex-
ternally to the coil, on the outer radius of the external mandrel, in low magnetic field regions. The
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Figure 2.14: Force increase on several axial tie rods; the average force at zero current is 45 t.

Figure 2.15: Force increase on several radial tie rods; the average force at zero current is 15 tons.

resistance measurements of the joints indicate values ranging from 0.7 nΩ to 1.6 nΩ at 19.1 kA,
corresponding to a maximum dissipation in the joint of 0.6 W. The specific joint cooling system is
fully efficient to remove this local heat deposit in order to avoid that the resistive joints generate a
local quench of the conductor. As mentioned above, the fast discharge causes a quench of the coil,
through the quench-back process. The typical current decay at the nominal current of 19.14 kA is
given in figure 2.18.

The effect of the mutual coupling of the coil with the external mandrel is clearly visible at
the beginning of the current fast discharge as shown in the zoomed detail of figure 2.18. It appears
clearly that a high dI/dt of about 500 A/s occurs at the very beginning of the discharge. The
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Figure 2.16: Stresses measured on the CB0 module as a function of the current.

Figure 2.17: Coil inductance as a function of the magnet current.

minimum and maximum temperatures of the coil are displayed in figure 2.19 for a fast discharge
at 19.14 kA. A maximum temperature difference of 32 K is measured on the coil between the
warmest part, located on the coil central module internal radius, and the coldest part, located on the
external radius of the mandrel. It should be noted that the thermal gradient is mainly radial. The
temperature tends to equilibrate over the whole coil 2 hours after the trigger of the fast discharge.
The average cold mass temperature after a fast discharge at 19 kA is 70 K.

During a magnet discharge, the dump resistor warms up, with a maximum measured temper-
ature increase of 240°C, resulting in an increase of the total dump resistance value by up to 19%.
Also the coil internal electrical resistance is increased by up to 0.1 Ω at the end of a FD at 19.14 kA.
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Figure 2.18: Magnet current during fast discharge at the nominal field of 4 T. The insert shows the
details at the beginning of the discharge.

Figure 2.19: Minimum and maximum temperatures detected on the cold mass during the fast
discharge from 19.1 kA.

The effect of both the dump resistor and the magnet electrical resistance increasing was revealed
through the measurement of the discharge time constant, which was equal to 177 s, 203 s, 263 s,
348 s and 498 s for fast discharges respectively at 19 kA, 17.5 kA, 15 kA, 12.5 kA and 7.5 kA. This
is visible in figure 2.20. The temperature recovery of the dump resistor is achieved in less than 2
hours after the trigger of a fast dump. It is 5 hours after the trigger of a slow dump.

In the case of a fast dump at 19.14 kA, typically half of the total energy (1250 MJ) is dissipated
as heat in the external dump resistor. The energy dissipated in the dump resistor as a function of the
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Figure 2.20: The normalised discharge current as a function of time for different initial currents,
showing the effect of the increase in magnet and external dump resistance with current.

Figure 2.21: Energy dissipated in the external dump resistor and the mean and maximum temper-
atures of the coil during FD.

magnet current at the trigger of a FD was measured for each FD performed during the magnet tests
and is given in figure 2.21. The magnet current is precisely measured by the use of two redundant
DCCTs (DC current transformer). The peak-to-peak stability of the current is 7 ppm with a voltage
ripple of 2.5% (0.65 V). In order to gain on the operation time, an acceleration of the slow dump
has been tested and validated by switching to the fast dump configuration at 4 kA. It has been
checked that the cryogenic refrigerator can take the full heat load, and the magnet stays in the
superconducting state. This Slow Dump Accelerated (SDA) mode was tested in semi-automatic
mode through the cryogenics supervisory system and the magnet control system, and it will be
fully automatic for the final installation in the cavern.
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Figure 2.22: Axial forces acting on the yoke Z-stops during the coil energising.

2.3.5 Yoke mechanical measurements

The elements of the return yoke, barrels and endcaps, are attached with several hydraulic locking
jacks, which are fixed on each barrel and endcap. They are pre-stressed in order to bring the barrels
and endcaps into contact at specific areas using the aluminium-alloy Z-stop blocks. There are
24 Z-stops between each barrel and endcap. A computation of the total axial compressive force
gives 8900 tons. The stresses are measured on some Z-stops; the forces on these Z-stops are given
in figure 2.22 and compared to the case of a uniformly distributed load on all the Z-stops. To
allow for uniform load distribution and distortion during magnet energising, the yoke elements are
positioned on grease pads. During magnet energising, the displacement of the barrel yoke elements
under the compressive axial force is very limited, while the displacement of the yoke end cap disk
YE+1 is clearly noticeable on the outer radius of the disk, due to the axial attraction of the first
yoke endcaps towards the interaction point. The measurement of the distance between the barrel
elements parallel to the axial axis of the detector is given in figure 2.23. The endcap YE+1 disk is
equipped with rosette strain gauges on its inner face, under the muon chambers and near the bolts
at the interface between two adjacent segments. The main stresses measured in these regions do
not exceed 88 MPa.

2.3.6 Coil stability characteristics

The NbTi superconductor critical temperature is Tc = 9.25 K at zero field. At B = 4.6 T (peak field
on the conductor), Tc = 7.30 K. The current-sharing temperature Tg is defined as the maximum
temperature for which the current can flow, with no dissipation, in the superconducting part. For
CMS the operating current is 19 143 A, while the critical current, according to the measurements
done on a short sample extracted from the length used in the inner layer of the central module
(the one exposed to the higher field), is Ic (T= 4.5 K, B= 4.6 T) = 62 kA leading to Tg = 6.44 K,
i.e., the temperature margin is 1.94 K. This margin is a little higher than the designed one (1.83

– 23 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Figure 2.23: Measured displacement of the yoke during the coil energising.

Figure 2.24: The minimum and maximum temperatures and voltage of the coil as a function of
time, with only a few amperes of current, showing the superconducting-to-resistive-state transition
at around 9.3 K.

K) because the nominal current is less than the one used in this kind of computation (19.5 kA)
and the expected conductor critical current was from 7% to 10% lower than the real one obtained
through advanced and qualified processes. The Tc value was confirmed at 9.3 K during cryogenic
recovery tests (figure 2.24) at zero field. The conductor pure-aluminium stabilizer RRR, deduced
from electrical measurements during cool-down, is found to be above 1800.
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Figure 2.25: Measurements of the coil warm-up behaviour as a function of time; the Y-axis scale
is common for all the three curves.

2.3.7 Coil warm-up

Following the test of the magnet on the surface, the cold mass had to be warmed up to room tem-
perature before lowering. The coil, inside its cryostat, was attached to the central barrel YB0 to
avoid any risk due to vacuum degradation during the transport operations. The warm-up was per-
formed using a dedicated power supply (200 V-300 A DC) to maintain integrity of the coil/mandrel
interface. Knowing the temperature dependence of both the electrical resistivity and the specific
heat of the coil materials, the temperature increase for a given electrical power is calculated. Tak-
ing into account the capacity of the warm-up supply, and limiting the temperature increase to 1
K/hour, the warm-up was performed as shown in figure 2.25. As the warm-up was done after a fast
discharge, the coil temperature was already at 70 K. Nevertheless, the warm-up took place only
at night as the yoke was opened to continue integration activities inside the detector. Ultimately,
the warm-up lasted only 3 weeks. The maximum temperature gradient across the coil during the
warm-up exercise was less than 9 K.
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Chapter 3

Inner tracking system

3.1 Introduction

The inner tracking system of CMS is designed to provide a precise and efficient measurement
of the trajectories of charged particles emerging from the LHC collisions, as well as a precise
reconstruction of secondary vertices. It surrounds the interaction point and has a length of 5.8m
and a diameter of 2.5m. The CMS solenoid provides a homogeneous magnetic field of 4 T over
the full volume of the tracker. At the LHC design luminosity of 1034 cm−2 s−1 there will be on
average about 1000 particles from more than 20 overlapping proton-proton interactions traversing
the tracker for each bunch crossing, i.e. every 25ns. Therefore a detector technology featuring high
granularity and fast response is required, such that the trajectories can be identified reliably and
attributed to the correct bunch crossing. However, these features imply a high power density of
the on-detector electronics which in turn requires efficient cooling. This is in direct conflict with
the aim of keeping to the minimum the amount of material in order to limit multiple scattering,
bremsstrahlung, photon conversion and nuclear interactions. A compromise had to be found in this
respect. The intense particle flux will also cause severe radiation damage to the tracking system.
The main challenge in the design of the tracking system was to develop detector components able
to operate in this harsh environment for an expected lifetime of 10 years. These requirements on
granularity, speed and radiation hardness lead to a tracker design entirely based on silicon detector
technology. The CMS tracker is composed of a pixel detector with three barrel layers at radii
between 4.4cm and 10.2cm and a silicon strip tracker with 10 barrel detection layers extending
outwards to a radius of 1.1m. Each system is completed by endcaps which consist of 2 disks in
the pixel detector and 3 plus 9 disks in the strip tracker on each side of the barrel, extending the
acceptance of the tracker up to a pseudorapidity of |η | < 2.5. With about 200m2 of active silicon
area the CMS tracker is the largest silicon tracker ever built [15, 16].

The construction of the CMS tracker, composed of 1440 pixel and 15 148 strip detector
modules, required the development of production methods and quality control procedures that are
new to the field of particle physics detectors. A strong collaboration of 51 institutes with almost
500 physicists and engineers succeeded over a period of 12 to 15 years to design, develop and build
this unique device.
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3.1.1 Requirements and operating conditions

The expected LHC physics program [17] requires a robust, efficient and precise reconstruction of
the trajectories of charged particles with transverse momentum above 1GeV in the pseudorapidity
range |η |< 2.5. A precise measurement of secondary vertices and impact parameters is necessary
for the efficient identification of heavy flavours which are produced in many of the interesting
physics channels. Together with the electromagnetic calorimeter and the muon system the tracker
has to identify electrons and muons, respectively. Tau leptons are a signature in several discovery
channels and need to be reconstructed in one-prong and three-prong decay topologies. In order to
reduce the event rate from the LHC bunch crossing rate of 40MHz to about 100Hz which can be
permanently stored, tracking information is heavily used in the high level trigger of CMS.

The operating conditions for a tracking system at the LHC are very challenging. As already
mentioned, each LHC bunch crossing at design luminosity creates on average about 1000 particles
hitting the tracker. This leads to a hit rate density of 1MHz/mm2 at a radius of 4cm, falling to
60 kHz/mm2 at a radius of 22cm and 3 kHz/mm2 at a radius of 115cm. In order to keep the
occupancy at or below 1% pixelated detectors have to be used at radii below 10cm. For a pixel
size of 100×150 µm2 in r-φ and z, respectively, which is driven by the desired impact parameter
resolution, the occupancy is of the order 10−4 per pixel and LHC bunch crossing. At intermediate
radii (20cm < r < 55cm) the reduced particle flux allows the use of silicon micro-strip detectors
with a typical cell size of 10cm×80 µm, leading to an occupancy of up to 2–3% per strip and LHC
bunch crossing. In the outer region (55cm < r < 110cm) the strip pitch can be further increased.
Given the large areas that have to be instrumented in this region, also the strip length has to be
increased in order to limit the number of read-out channels. However, the strip capacitance scales
with its length and therefore the electronics noise is a linear function of the strip length as well. In
order to maintain a good signal to noise ratio of well above 10, CMS uses thicker silicon sensors
for the outer tracker region (500 µm thickness as opposed to the 320 µm in the inner tracker) with
correspondingly higher signal. These thicker sensors would in principle have a higher depletion
voltage. But since the radiation levels in the outer tracker are smaller, a higher initial resistivity can
be chosen such that the initial depletion voltages of thick and thin sensors are in the same range of
100 V to 300 V. In this way cell sizes up to about 25cm×180 µm can be used in the outer region of
the tracker, with an occupancy of about 1%. These occupancy-driven design choices for the strip
tracker also satisfy the requirements on position resolution.

CMS is the first experiment using silicon detectors in this outer tracker region. This novel
approach was made possible by three key developments:

• sensor fabrication on 6 inch instead of 4 inch wafers reduced the sensor cost to
5–10 CHF/cm2 and allowed the coverage of the large required surfaces with silicon sensors,

• implementation of the front-end read-out chip in industry-standard deep sub-micron technol-
ogy led to large cost savings and to an improved signal-to-noise performance,

• automation of module assembly and use of high throughput wire bonding machines.

The radiation damage introduced by the high particle fluxes at the LHC interaction regions
is a severe design constraint. Table 3.1 shows the expected fast hadron fluence and radiation dose
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Table 3.1: Expected hadron fluence and radiation dose in different radial layers of the CMS tracker
(barrel part) for an integrated luminosity of 500fb−1 (≈ 10 years). The fast hadron fluence is a
good approximation to the 1MeV neutron equivalent fluence [17].

Radius Fluence of fast hadrons Dose Charged particle flux
(cm) (1014 cm−2) (kGy) (cm−2s−1)

4 32 840 108

11 4.6 190
22 1.6 70 6×106

75 0.3 7
115 0.2 1.8 3×105

in the CMS barrel tracker for an integrated luminosity of 500fb−1 corresponding to about 10 years
of LHC operation [15, 17]. Neutrons generated by hadronic interactions in the ECAL crystals
make up a substantial contribution to the fast hadron fluence, which actually dominates in the outer
tracker close to the ECAL surface. The uncertainties on these estimates due to the extrapolation
error of the inelastic proton proton cross-section, momentum distributions and multiplicities to√

s = 14TeV and in the Monte Carlo description of the cascade development lead to a safety factor
of 1.5 (2 in regions where the neutron contribution dominates) which was applied to these estimates
in order to define the design requirements for the tracker.

Three different effects had to be considered in the design of a radiation tolerant silicon tracker.
Surface damage is created when the positively charged holes, generated by the passage of an ion-
izing particle, get trapped in a silicon oxide layer. This is mostly a concern for the front-end chips
where this additional space charge changes for instance the characteristics of MOS structures. Sur-
face damage simply scales with the absorbed dose. The silicon sensors are mainly affected by bulk
damage, i.e. modifications to the silicon crystal lattice which are caused by non-ionizing energy
loss (NIEL) and lead to additional energy levels in the band gap. NIEL is a complicated process,
depending on particle type and energy, but is found to scale approximately with the fast hadron flu-
ence. The consequences are an increase of the leakage current (linear in fluence), a change in the
doping from n- to p-type with a corresponding change in depletion voltage by a few hundred volts
over the lifetime of the tracker, and the creation of additional trapping centers which will reduce
the signal by roughly 10% after 10 years of LHC running [18]. The design of the silicon sensors
and the read-out electronics has to take this into account and assure a signal-to-noise ratio of 10:1
or better over the full lifetime of the detector, in order to guarantee a robust hit recognition at an
acceptable fake hit rate. Finally, transient phenomena due to the generation of charge by ionizing
particles in the electronic circuitry can change for instance the state of memory cells and therefore
disturb or even stop the correct functioning of the read-out (single event upset, SEU).

The increased detector leakage current can lead to a dangerous positive feedback of the self
heating of the silicon sensor and the exponential dependence of the leakage current on temperature,
called thermal runaway. This has to be avoided by efficient coupling of the silicon sensors to
the cooling system and by a low operating temperature. For this reason it is foreseen that the
whole tracker volume will be operated at or slightly below −10°C. After 10 years of operation it is

– 28 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

expected that this will require a cooling fluid temperature of about−27°C which in turn means that
all structures in the tracker have to survive temperature cycles between room temperature and about
−30°C. A second effect, called reverse annealing, requires to keep the silicon sensors permanently
well below 0°C except for short maintenance periods. This effect is caused by the interaction of
radiation induced defects in the silicon sensors which can lead to more serious damage and to an
even stronger change in depletion voltage with fluence. Experimentally it is found that reverse
annealing becomes insignificant for temperatures roughly below 0°C [18].

The read-out chips employed in the CMS tracker are fabricated in standard 0.25 µm CMOS
technology which is inherently radiation hard due to the thin gate oxide (and special design rules).
The lifetime of the silicon strip tracker is therefore limited by the radiation damage to the silicon
sensors. For efficient charge collection they always need to be over-depleted, requiring bias volt-
ages up to 500 V after 10 years of LHC operation. This reaches the limit of the typical high voltage
stability of current sensor layouts. Furthermore, the increased leakage currents of the sensors will
at some point lead to thermal runaway. All tests have shown that the silicon strip tracker will re-
main fully operational for 10 years of LHC running. For the pixel detector on the other hand, which
has to survive even higher radiation doses, under-depleted operation is possible due to a different
sensor layout. Its lifetime reaches from at least 2 years at full LHC luminosity for the innermost
layer to more than 10 years for the third layer.

The ultimate position resolution of the pixel and strip sensors is degraded by multiple scatter-
ing in the material that is necessary to precisely hold the sensors, to supply the electrical power (in
total about 60 kW for the CMS tracker) and to cool the electronics and the silicon sensors. Nuclear
interactions of pions and other hadrons in this material reduce significantly the tracking efficiency
for these particles. In addition, this material leads to photon conversion and bremsstrahlung which
adversely affect the measurement accuracy of the electromagnetic calorimeter. It was therefore a
requirement to keep the amount of this material to a minimum.

3.1.2 Overview of the tracker layout

A schematic drawing of the CMS tracker is shown in figure 3.1. At radii of 4.4,7.3 and 10.2cm,
three cylindrical layers of hybrid pixel detector modules surround the interaction point. They are
complemented by two disks of pixel modules on each side. The pixel detector delivers three high
precision space points on each charged particle trajectory. It is described in detail in section 3.2. In
total the pixel detector covers an area of about 1m2 and has 66 million pixels.

The radial region between 20cm and 116cm is occupied by the silicon strip tracker, which
is described in detail in section 3.3. It is composed of three different subsystems. The Tracker
Inner Barrel and Disks (TIB/TID) extend in radius towards 55cm and are composed of 4 barrel
layers, supplemented by 3 disks at each end. TIB/TID delivers up to 4 r-φ measurements on a
trajectory using 320 µm thick silicon micro-strip sensors with their strips parallel to the beam axis
in the barrel and radial on the disks. The strip pitch is 80 µm on layers 1 and 2 and 120 µm on
layers 3 and 4 in the TIB, leading to a single point resolution of 23 µm and 35 µm, respectively.
In the TID the mean pitch varies between 100 µm and 141 µm. The TIB/TID is surrounded by
the Tracker Outer Barrel (TOB). It has an outer radius of 116cm and consists of 6 barrel layers of
500 µm thick micro-strip sensors with strip pitches of 183 µm on the first 4 layers and 122 µm on
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Figure 3.1: Schematic cross section through the CMS tracker. Each line represents a detector
module. Double lines indicate back-to-back modules which deliver stereo hits.

layers 5 and 6. It provides another 6 r-φ measurements with single point resolution of 53 µm and
35 µm, respectively. The TOB extends in z between ±118cm. Beyond this z range the Tracker
EndCaps (TEC+ and TEC- where the sign indicates the location along the z axis) cover the region
124cm < |z|< 282cm and 22.5cm < |r|< 113.5cm. Each TEC is composed of 9 disks, carrying
up to 7 rings of silicon micro-strip detectors (320 µm thick on the inner 4 rings, 500 µm thick
on rings 5-7) with radial strips of 97 µm to 184 µm average pitch. Thus, they provide up to 9 φ

measurements per trajectory.
In addition, the modules in the first two layers and rings, respectively, of TIB, TID, and

TOB as well as rings 1, 2, and 5 of the TECs carry a second micro-strip detector module which is
mounted back-to-back with a stereo angle of 100 mrad in order to provide a measurement of the
second co-ordinate (z in the barrel and r on the disks). The achieved single point resolution of this
measurement is 230 µm and 530 µm in TIB and TOB, respectively, and varies with pitch in TID
and TEC. This tracker layout ensures at least ≈ 9 hits in the silicon strip tracker in the full range of
|η |< 2.4 with at least≈ 4 of them being two-dimensional measurements (figure 3.2). The ultimate
acceptance of the tracker ends at |η | ≈ 2.5. The CMS silicon strip tracker has a total of 9.3 million
strips and 198 m2 of active silicon area.

Figure 3.3 shows the material budget of the CMS tracker in units of radiation length. It
increases from 0.4 X0 at η ≈ 0 to about 1.8 X0 at |η | ≈ 1.4, beyond which it falls to about 1 X0 at
|η | ≈ 2.5.

3.1.3 Expected performance of the CMS tracker

For single muons of transverse momenta of 1, 10 and 100 GeV figure 3.4 shows the expected reso-
lution of transverse momentum, transverse impact parameter and longitudinal impact parameter, as
a function of pseudorapidity [17]. For high momentum tracks (100GeV) the transverse momentum
resolution is around 1−2% up to |η | ≈ 1.6, beyond which it degrades due to the reduced lever arm.
At a transverse momentum of 100GeV multiple scattering in the tracker material accounts for 20 to
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Figure 3.2: Number of measurement points in the strip tracker as a function of pseudorapidity η .
Filled circles show the total number (back-to-back modules count as one) while open squares show
the number of stereo layers.
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Figure 3.3: Material budget in units of radiation length as a function of pseudorapidity η for the
different sub-detectors (left panel) and broken down into the functional contributions (right panel).

30% of the transverse momentum resolution while at lower momentum it is dominated by multiple
scattering. The transverse impact parameter resolution reaches 10 µm for high pT tracks, domi-
nated by the resolution of the first pixel hit, while at lower momentum it is degraded by multiple
scattering (similarly for the longitudinal impact parameter). Figure 3.5 shows the expected track
reconstruction efficiency of the CMS tracker for single muons and pions as a function of pseudo-
rapidity. For muons, the efficiency is about 99% over most of the acceptance. For |η | ≈ 0 the effi-
ciency decreases slightly due to gaps between the ladders of the pixel detector at z≈ 0. At high η

the efficiency drop is mainly due to the reduced coverage by the pixel forward disks. For pions and
hadrons in general the efficiency is lower because of interactions with the material in the tracker.

– 31 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

) [
%

]
t

/p t
 pδ(σ

1

10 , pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

m
]

µ
) [ 0

 dδ(σ

10

210

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ

η
0 0.5 1 1.5 2

η
0 0.5 1 1.5 2

m
]

µ
) [ 0

 zδ(σ

10

210

310

, pt=1GeVµ

, pt=10GeVµ

, pt=100GeVµ
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10 and 100 GeV: transverse momentum (left panel), transverse impact parameter (middle panel),
and longitudinal impact parameter (right panel).
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Figure 3.5: Global track reconstruction efficiency for muons (left panel) and pions (right panel)
of transverse momenta of 1, 10 and 100 GeV.

3.1.4 Tracker system aspects

All elements of the CMS tracker are housed in the tracker support tube, which is suspended on the
HCAL barrel. The tracker support tube is a large cylinder 5.30 m long with an inner diameter of
2.38 m. The 30-mm-thick wall of the cylinder is made by two 950-1/T300 carbon fiber composite
skins, 2 mm in thickness, sandwiching a 26-mm-high Nomex core. Over the entire length of the
tube’s inner surface, two carbon fiber rails are attached on the horizontal plane. The tracker outer
barrel (TOB) and both endcaps (TEC+ and TEC-) rest on these rails by means of adjustable sliding
pads. The tracker inner barrel and disks (TIB/TID) are in turn supported by the TOB. The angle
between the guiding elements of these rails is controlled to better than 0.183 mrad, corresponding
to a parallelism between the guides better than ±0.5mm in all directions over the full length.

An independent support and insertion system for the pixel detectors, the central section of
the beam pipe and the inner elements of the radiation monitor system spans the full length of the
tracker at its inner radius. This is composed of three long carbon fiber structures, joined together
during tracker assembly to form two continuous parallel planes, on which precision tracks for
the installation, support and positioning of each element are machined. The central element is
a 2266.5-mm-long and 436-mm-wide cylinder which is connected with flanges to the TIB/TID
detector. This element provides support and accurate positioning to the pixel detectors. Two 2420-
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mm-long side elements are coupled to it only by very precise pinned connections, bridging the
gap between the faces of the TIB/TID and the closing flanges of the tracker without direct contact
to the TEC detectors. These side elements are therefore structurally decoupled from the silicon
strip detectors and can be installed and removed at any time with no impact on the strip detectors.
They serve several purposes: they provide support and alignment features for the central section
of the beam pipe, they allow the installation of the inner elements of the radiation monitor system,
and they are used for installation and removal of all the components permanently or temporarily
housed in the inner region of the tracker: beam pipe, bake-out equipment, pixel barrel, pixel disks
and radiation monitor. This system of permanent tracks, light but very stiff and stable, installed
in the core of the tracker will allow for the quickest possible intervention in this region during
maintenance, inducing no disturbance to the volume occupied by the silicon strip detectors. This
feature will be extremely valuable after some years of operation, when activation of components
and radiation damage on sensors will start becoming an issue.

The outer surface of the tracker tube faces the electromagnetic calorimeter, which is operated
at room temperature and requires good temperature stability. The surface of the electromagnetic
calorimeter must be kept at (18± 4)°C while the tracker volume needs to be cooled to below
−10°C. In order to achieve this thermal gradient over a very limited radial thickness, the inside
surface of the tracker support tube is lined with an active thermal screen. It ensures a temperature
below−10°C inside the tracker volume even when the sub-detectors and their cooling are switched
off, while maintaining a temperature above +12°C on the outer surface of the support tube in order
to avoid condensation. It also reduces the thermal stress across the support tube structure. The
thermal screen consists of 32 panels. On the inside, cold fluid is circulated in a thin aluminium
plate whilst, separated by 8mm of Rohacell foam, several polyimide-insulated resistive circuits
are powered to heat up the outer surface to the required temperature. The system is feed-back
controlled, based on 64 temperature sensors.

The total power dissipation inside the tracker volume is expected to be close to 60 kW. Mainly
for robustness in operation, the CMS tracker is equipped with a mono-phase liquid cooling system.
The liquid used for refrigeration of the silicon strip and pixel detector as well as the thermal screen
is C6F14. It has a sufficiently low viscosity even at the lowest required temperature, excellent
behaviour under irradiation and is extremely volatile (with practically no residues) thus minimizing
eventual damages from accidental leaks. The cooling system provides up to 77m3/hour of C6F14

liquid to the tracker, at a temperature of down to −35°C and with a pressure drop of up to 8 bar.
This corresponds to a cooling capacity of up to 128 kW.

The full tracker volume (about 25m3) is flushed with pre-chilled dry nitrogen gas at a rate of
up to one volume exchange per hour.

3.2 Pixel detector

3.2.1 Pixel system general

The pixel system is the part of the tracking system that is closest to the interaction region. It
contributes precise tracking points in r-φ and z and therefore is responsible for a small impact
parameter resolution that is important for good secondary vertex reconstruction. With a pixel cell
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Figure 3.6: Geometrical layout of the pixel detector and hit coverage as a function of
pseudorapidity.

size of 100×150 µm2 emphasis has been put on achieving similar track resolution in both r-φ and
z directions. Through this a 3D vertex reconstruction in space is possible, which will be important
for secondary vertices with low track multiplicity. The pixel system has a zero-suppressed read
out scheme with analog pulse height read-out. This improves the position resolution due to charge
sharing and helps to separate signal and noise hits as well as to identify large hit clusters from
overlapping tracks.

The pixel detector covers a pseudorapidity range −2.5< η <2.5, matching the acceptance
of the central tracker. The pixel detector is essential for the reconstruction of secondary vertices
from b and tau decays, and forming seed tracks for the outer track reconstruction and high level
triggering. It consists of three barrel layers (BPix) with two endcap disks (FPix). The 53-cm-long
BPix layers will be located at mean radii of 4.4, 7.3 and 10.2 cm. The FPix disks extending from
≈6 to 15 cm in radius, will be placed on each side at z=±34.5 and z=±46.5 cm. BPix (FPix)
contain 48 million (18 million) pixels covering a total area of 0.78 (0.28) m2. The arrangement
of the 3 barrel layers and the forward pixel disks on each side gives 3 tracking points over almost
the full η-range. Figure 3.6 shows the geometric arrangement and the hit coverage as a function
of pseudorapidity η . In the high η region the 2 disk points are combined with the lowest possible
radius point from the 4.4 cm barrel layer.

The vicinity to the interaction region also implies a very high track rate and particle fluences
that require a radiation tolerant design. For the sensor this led to an n+ pixel on n-substrate detector
design that allows partial depleted operation even at very high particle fluences. For the barrel
layers the drift of the electrons to the collecting pixel implant is perpendicular to the 4 T magnetic
field of CMS. The resulting Lorentz drift leads to charge spreading of the collected signal charge
over more than one pixel. With the analog pulse height being read out a charge interpolation allows
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to achieve a spatial resolution in the range of 15–20 µm. The forward detectors are tilted at 20◦ in a
turbine-like geometry to induce charge-sharing. The charge-sharing is mainly due to the geometric
effect of particles entering the detector at an average angle of 20◦ away from normal incidence [19];
charge-sharing is also enhanced by the ~E×~B drift. A position resolution of approximately 15 µm
in both directions can be achieved with charge-sharing between neighbouring pixels. The reduction
in the depletion depth or the increase in bias voltage will lead to a reduction of charge-sharing and
therefore a degradation of the spatial resolution with radiation damage.

In order to allow a replacement of the innermost layers the mechanics and the cabling of the
pixel system has been designed to allow a yearly access if needed. At full LHC luminosity we
expect the innermost layer to stay operational for at least 2 years. The 3 layer barrel mechanics
as well as the forward disks are divided into a left and a right half. This is required to allow
installation along the beam pipe and to pass beyond the beam pipe support wires at z=± 1632 mm.
The 6 individual mechanical pieces are referenced to each other through precisely machined rails
inside the TIB cylinder. Power, cooling, the optical controls as well as the optical read-out lines
are brought to the detector through supply tube shells. In case of the barrel pixel system the supply
tubes have a flexible connection that needs to bend by a few degrees during insertion following the
slightly curved rails around the beam pipe support ring.

The pixel system is inserted as the last sub-detector of CMS after the silicon strip tracker has
been installed and after the central section of the beam pipe has been installed and baked out.

3.2.2 Sensor description

Technological choices

The sensors for the CMS-pixel detector adopt the so called n-on-n concept. The pixels consist
of high dose n-implants introduced into a high resistance n-substrate. The rectifying pn-junction
is placed on the back side of the sensor surrounded by a multi guard ring structure. Despite the
higher costs due to the double sided processing this concept was chosen as the collection of elec-
trons ensures a high signal charge at moderate bias voltages (< 600V) after high hadron fluences.
Furthermore the double sided processing allows a guard ring scheme keeping all sensor edges at
ground potential.

The isolation technique applied for the regions between the pixel electrodes was developed
in close collaboration with the sensor vendors. Open p-stops [20] were chosen for the disks and
moderated p-spray [21] for the barrel. Both types of sensors showed sufficient radiation hardness
during an extensive qualification procedure including several test beams [22, 23].

Disk sensors

The disk sensors use the p-stop technique for interpixel isolation. To maximize the charge collec-
tion efficiency and minimize the pixel capacitance within the design rules of the vendor a width
of 8 µm for the p-stop rings and a distance of 12 µm between implants was chosen. Figure 3.7
shows a photograph of 4 pixel cells. The open ring p-stops, the bump-bonding pad and the contact
between the aluminium and the implanted collecting electrode are highlighted.
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Figure 3.7: Picture of four pixels in the same double column for a pixel disk sensor.

Aluminium p−Implant

Bias dotBias grid

Contact via
Bump (In)

Full p−spray doseReduced p−spray

Figure 3.8: Photograph of four pixel cells. The Indium bumps are already deposited but not yet
reflown.

The opening on the p-stop rings provides a low resistance path until full depletion is reached
to allow IV (current-voltage) characterization of the sensor on wafer and a high resistance path
when the sensor is over-depleted (10–20 V over-depletion) to assure interpixel isolation.

The process is completely symmetric with five photolithographic steps on each side to mini-
mize the mechanical stress on the silicon substrate and the potential bowing of the diced sensors.

The sensors were all fabricated in 2005 on 4 inch wafers. The depletion voltage is 45–50 V
and the leakage current is less than 10 nA per cm2. The 7 different sensor tiles needed to populate
a disk blade, ranging from 1× 2 read-out chips (ROCs) to 2× 5 ROCs, are implemented on a
single wafer.

A production yield higher than 90% has been achieved and 150 good sensors for each of the
seven flavours are available to the project for module assembly.

Barrel sensors

The sensors for the pixel barrel use the moderated p-spray technique for interpixel isolation. A
photograph of four pixels in a barrel sensor is shown in figure 3.8. Most area of a pixel is covered
with the collecting electrode formed by the n-implant. The gap between the n-implants is kept
small (20 µm) to provide a homogeneous drift field which leads to a relatively high capacitance of
the order of 80-100 fF per pixel.
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In one corner of each pixel the so called bias dot is visible. They provide a high resistance
punch-through connection to all pixels which allows on-wafer IV measurements which are impor-
tant to exclude faulty sensors from the module production.

The dark frame around the pixel implants visible in figure 3.8 indicates the opening in the
nitride covering the thermal oxide. In this region the p-spray dose reaches the full level. Close
to the lateral pn-junction between the pixel implant and the p-sprayed inter-pixel region the boron
dose is reduced.

The sensor shown in figure 3.8 has undergone the bump deposition process. The Indium
bumps are visible as roughly 50 µm wide octagons.

The sensors are processed on n-doped DOFZ-silicon [24] with 〈111〉 orientation and a resis-
tivity of about 3.7kΩcm (after processing). This leads to a full depletion voltage of 50-60 V of
the 285 µm thick sensors. All wafers for the production of the barrel sensors come from the same
silicon ingot to provide the best possible homogeneity of all material parameters.

The pixel barrel requires two different sensor geometries, 708 full (2×8 ROCs) and 96 half
modules (1×8 ROCs). They were processed in 2005 and 2006 using two different mask sets.

3.2.3 Pixel detector read-out

System overview

The pixel read-out and control system [25] consists of three parts: a read-out data link from the
modules/blades to the pixel front end driver (pxFED), a fast control link from the pixel front end
controller (pFEC) to the modules/blades and a slow control link from a standard FEC to the supply
tube/service cylinder. The latter is used to configure the ASICs on the supply tube/service cylinder
through a I2C protocol. Figure 3.9 shows a sketch of the system.

The front end consists of a Token Bit Manager (TBM) chip which controls several read-out
chips (ROCs). The pFEC sends the 40MHz clock and fast control signals (e.g. trigger, reset) to the
front end and programs all front end devices. The pxFED receives data from the front end, digitizes
it, formats it and sends it to the CMS-DAQ event builder. The pFEC, FEC and pxFED are VME
modules located in the electronics room and are connected to the front end through 40 MHz optical
links. The various components are described in the following sections.

Read-out chip

Sensor signals are read out by ROCs bump bonded to the sensors. A ROC is a full custom ASIC
fabricated in a commercial 0.25-µm 5-metal-layer CMOS process and contains 52×80 pixels [26].
Its main purposes are:

• Amplification and buffering of the charge signal from the sensor.

• Zero suppression in the pixel unit cell. Only signals above a certain threshold will be read
out. This threshold can be adjusted individually for each pixel by means of four trim bits.
The trim bits have a capacitive protection against single event upset (SEU), which has shown
to reduce SEUs by 2 orders of magnitude [26]. The mean threshold dispersion after trimming
at T=−10°C is 90 electrons equivalent with a noise of 170 electrons.
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Figure 3.9: Block diagram of the pixel control and read-out system.

• Level 1 trigger verification. Hit information without a corresponding L1 trigger is aban-
doned.

• Sending hit information and some limited configuration data (analog value of last addressed
DAC) to the TBM chip. Pixel addresses are transferred as 6 level analog encoded digital
values within 5 clock cycles (125ns) while the pulse height information is truly analog.

• Adjusting various voltage levels, currents and offsets in order to compensate for chip-to-chip
variations in the CMOS device parameters. There are a total of 29 DACs on the chip.

The ROC needs two supply voltages of 1.5 V and 2.5 V. There are 6 on chip voltage regulators.
They compensate for differences in supply voltage due to voltage drops in module cables of dif-
ferent lengths, improve AC power noise rejection and strongly reduce intermodule cross-talk. An
on-chip temperature sensor allows the monitoring of the module temperature online. The ROC is
controlled through a modified I2C interface running at 40 MHz. The configuration data can be
downloaded without stopping data acquisition.

There are a few architecture inherent data loss mechanisms. The particle detection ineffi-
ciency has been measured in a high-rate pion beam. It is in fairly good agreement with expectations
and reaches 0.8%, 1.2% and 3.8% respectively for the three layers at a luminosity of 1034 s−1cm−2

and 100 kHz L1 trigger rate.
The power consumption depends on the pixel hit rate. At the LHC design luminosity, the

ROC contributes with 34 µW per pixel about 88% (62%) to the total pixel detector front end power
budget before (after) the detector has received a total fluence of 6×1014/cm2.
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Token Bit Manager chip

The TBM [27] controls the read-out of a group of pixel ROCs. The TBM is designed to be located
on the detector near to the pixel ROCs. In the case of the barrel, they will be mounted on the
detector modules and will control the read-out of 8 or 16 ROCs depending upon the layer radius.
In the case of the forward disks, they will be mounted on the disk blades and will control the read-
out of 21 or 24 ROCs depending on blade side. A TBM and the group of ROCs that it controls will
be connected to a single analog optical link over which the data will be sent to the front end driver,
a flash ADC module located in the electronics house. The principal functions of the TBM include
the following:

• It will control the read-out of the ROCs by initiating a token pass for each incoming Level-1
trigger.

• On each token pass, it will write a header and a trailer word to the data stream.

• The header will contain an 8 bit event number and the trailer will contain 8 bits of error
status. These will be transferred as 2 bit analog encoded digital.

• It will distribute the Level-1 triggers, and clock to the ROCs.

Each arriving Level-1 trigger will be placed on a 32-deep stack awaiting its associated token pass.
Normally the stack will be empty but is needed to accommodate high burst rates due to noise,
high track density events, or trigger bursts. Since there will be two analog data links per module
for the inner two layers of the barrel, the TBMs will be configured as pairs in a Dual TBM Chip.
In addition to two TBMs, this chip also contains a Control Network. The Hub serves as a port
addressing switch for control commands that are sent from the DAQ to the front end TBMs and
ROCs. These control commands will be sent over a digital optical link from a front end controller
in the electronics house to the front end Hubs. The commands will be sent using a serial protocol,
running at a speed of 40 MHz. This high speed is mandated by the need to rapidly cycle through
a refreshing of the pixel threshold trim bits that can become corrupted due to single event upsets.
There are four external, write only ports on each Hub for communicating with the ROCs and there
is one internal read/write port for communicating with the TBMs within the chip. The first byte of
each command will contain a 5-bit Hub address and a 3-bit port address. When a Hub is addressed,
it selects the addressed port, strips off the byte containing the Hub/port address and passes the
remainder of the command stream unmodified onto the addressed port. The outputs of the external
ports consist of two low voltage differential lines for sending clock and data.

Analog chain

The hit information is read out serially through analog links in data packets containing all hits
belonging to a single trigger. Within such packets a new analog value is transmitted every 25 ns
and digitized in the Front End Driver (pxFED) at the same rate. Each pixel hit uses 6 values, or
150 ns. Five values are used to encode the address of a pixel inside a ROC and the sixth value
represents the signal charge. Only the charge signals are truly analog while headers and addresses
are discrete levels generated by DACs. No ROC IDs are sent but every ROC adds a header, whether
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it has hits or not in order to make the association of hits to ROCs possible. The sequential read-out
is controlled by a token bit which is emitted by the TBM, passed from ROC to ROC and back to the
TBM. The differential electrical outputs of the ROCs are multiplexed by the TBM onto either one or
two output lines. On the same lines the TBM transmits a header before starting the ROC read-out.
After receiving the token back from the last ROC in the chain the TBM sends a trailer containing
status information. From the TBM to the end ring of the pixel barrel the read-out uses the module
Kapton cable. The Kapton cable has a ground mesh on the back side and the differential analog
lines are separated by quiet lines from the fast digital signals. Nevertheless, cross-talk from LVDS
signals was found to be unacceptable and a low swing digital protocol is being used instead. On
the end ring the analog signals are separated from the digital and all analog signals of the sector are
sent on a separate Kapton cable to a printed circuit board that houses the Analog Optical Hybrids
(AOH). The signal path between TBM and AOH is designed with a constant impedance of 40 Ω

and terminated on the AOH. The optical links of the pixel system are identical to those used in the
silicon strip tracker. An ASIC that adapts the output levels of the pixel modules to those expected
by the laser driver has been added to the AOH of the pixel system. A clean identification of the six
levels used for encoding pixel addresses is crucial for the reconstruction of hits. The ratio of RMS
width to separation of the digitized levels after the full read-out chain is 1:30. The rise-time at the
digitizer input is 3 ns which makes corrections from previously transmitted levels negligible. The
full read-out chain adds a noise equivalent to 300 electrons to the analog pulse height, dominated
by baseline variations of the laser drivers.

Front End Driver

Optical signals from the pixel front end electronics (ROCs and TBMs) are digitized using the
pixel Front End Digitizer (pxFED). A pxFED is a 9U VME module. It has 36 optical inputs each
equipped with an optical receiver and an ADC. The ADC converts at LHC frequency supplied by
the TTC system which can be adjusted by an individually programmed phase shift (16 steps within
25 ns) for precise timing. A programmable offset voltage to compensate bias shifts can also be
set. The output of the 10 bit-ADC is processed by a state machine to deliver pixel event fragments
consisting of header, trailer, input channel number, ROC numbers, double column numbers and
addresses and amplitudes of hit pixels all at a subject-dependent resolution of 5 to 8 bits. Event
fragments are strobed into FIFO-1 (1k deep× 36 bit wide) which can be held on demand to enable
read-out via VME. In normal processing mode FIFO-1 is open and data of 4 (5) combined input
channels are transmitted to 8 FIFO-2 memories (8k × 72 bits). In order to determine thresholds
and levels required for the state machine, FIFO-1 can alternatively be operated in a transparent
mode making unprocessed ADC output data available. The output from FIFO-2 is clocked into
two FIFO-3 memories (8k × 72 bits) whose outputs are combined to provide the data now at a
frequency of 80 MHz (twice the common operating pxFED-frequency) to the S-Link interface
acting as a point-to-point link with the CMS-DAQ system. Parallel to the data flow spy FIFOs
are implemented (restricted in size) to hold selected event fragments and make them available for
checking data integrity. Error detection takes place in the data stream from FIFO-1 to FIFO-2 and
corresponding flags are embedded in the event trailer and also accessible from VME. A selected
DAC output from each ROC (on default representing the ROC’s temperature) is available as well.
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In addition, errors are directly transmitted to the CMS-TTS system using a dedicated connector
on the S-Link supplementary card. A histogramming feature has been implemented to monitor
the rate of double column hits. This histogram is intended to be read out via VME periodically to
check for dead or overloaded columns. The pxFED houses an internal test system which, when
enabled, replaces the normal ADC input by a pattern of 256 clocked analog levels simulating a
normal pixel event. There are three test DACs (10-bit) available to generate such a pattern meaning
that every third input channel receives the same simulated event. This test system allows to test
most of the features of the pxFED without the need of external optical input signals. All FIFOs, the
state machine with its adjustable parameters, the VME protocol, error detection and histogramming
features are integrated into several FPGAs mounted on daughter cards making the pxFED flexible
to changes and improvements. The corresponding firmware can be downloaded via VME or using a
JTAG bus connector mounted on the mother board. The whole pixel read-out system will consist of
40 pxFED modules (32 for the barrel and 8 for the forward) set up in three 9U VME crates located
in the electronics room. Individual modules can be accessed by VME geographical addressing.

Front End Controller

The Pixel Front End Controller (pFEC) supplies clock and trigger information to the front end, and
provides a data path to the front end for configuration settings over a fiber optic connection. The
pFEC uses the same hardware as the standard CMS FEC-CCS [28]. The firmware which defines
the behaviour of the mezzanine FEC (mFEC) module has been replaced by a pixel specific version,
converting the FEC into a pFEC. Each mFEC board becomes two command links to the front end.
The Trigger Encoder performs all trigger transmission functions, encoding TTC triggers to match
the pixel standard, block triggers to a given channel, generate internal triggers, either singly, or
continuously, for testing purposes. Within each command link are a one kilobyte output buffer for
data transmission, and a two kilobyte input buffer for data receiving. All data, whether write or
read operations, are retransmitted back from the front end for possible verification. To minimize
the VME data transfer time, the pFEC uses several data transfer modes. When transferring pixel
trim values to the front end, the pFEC calculates the row number information for a given column
of pixels on the fly. This results in nearly a 50% reduction in the time required to transfer trim
values over VME to a given command link buffer. In this way, the entire pixel front end trims can
be reloaded in 12 s. Another 2 s are used to load the other configuration registers, for a total of
14 s to reload the front end completely. This column mode is also the reason that the return buffer
is twice as big as the transmit buffer. The return buffer receives the row number as well as the
trim value for each pixel. Once data is loaded into an output buffer, the transfer may be initiated
either by computer control, or by a signal from the TTC system. Since single event upsets are
expected to occur in the front end registers, it is anticipated that periodic updates will be necessary.
Since updating the front end may disrupt data taking, it is preferable to perform small updates
synchronized to orbit gaps or private orbits. This is done through the TTC initiated downloads.
For transmission verification purposes, the number of bytes transmitted is compared to the number
of bytes returned from the front end. Also, the returning Hub/port address is compared to the
transmitted address. Status bits are set with the results of this comparison, and these values are
stored, for possible review, should an error condition occur.
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Figure 3.10: Block diagram of the Pixel front end control system. Note that the total number of
CCU nodes is 9 for the BPix and 5 for the FPix.

The detector front end control system

The CMS Pixel detector front end control system for both the barrel (BPix) and the forward (FPix)
detectors consists of four communication and control unit boards (CCU Boards). Each CCU board
controls a quarter of the detector with eight Barrel read-out sectors or twelve Forward port cards.
Figure 3.10 shows the block diagram of a CCU Board. The same ring topology configured as a
local area network as in the silicon strip tracker is used. The front end controller (FEC) module
is the master of the network and uses two optical fibers to send the timing and data signals to a
number of slave CCU nodes, and another two fibers to receive return communication traffic. The
two receiver channels on the digital optohybrid (DOH) transmit the 40 MHz clock and control
data at 40 Mbit/s in the direction from the FEC to the ring of communication and control units
(CCUs). The two transmitter channels send clock and data back to the FEC from the ring of
CCUs. The CCU is the core component developed for the slow control, monitoring and timing
distribution in the tracking system [29]. To improve system reliability against a single component
failure a redundant interconnection scheme based on doubling signal paths and bypassing of faulty
CCUs is implemented. An additional “dummy” CCU node allows to mitigate a single DOH failure
preserving complete functionality. A CCU node failure leads to a loss of communication to all
electronics attached to that CCU. The first two CCU nodes in the ring provide also the I2C data
channels necessary to control the digital optohybrids on the CCU boards.

In the BPix each read-out sector is controlled by a separate CCU node. Eight active and one
dummy CCU node build a single control ring. One I2C data channel is used to access and control
the front end read-out electronics and three output channels generate the necessary signals to reset
the digital and the analog optohybrids as well as the read-out chips (ROCs) in one read-out sector.
The FPix control ring consists of four active and one dummy CCU node. Each of the active CCU
nodes control 3 port cards, which constitute a 45◦ sector in the detector coverage at one end. A
connection between a CCU and a port card includes a bi-directional 100 KHz I2C communication
channel and two reset signals. One reset signal is for the port card electronics, and the other one
goes to the read-out chips on the detector panels.
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Figure 3.11: Complete support structure half shell with the three detector layers.

3.2.4 The pixel barrel system

The pixel barrel system as installed inside CMS comprises the barrel itself, i.e. detector modules
mounted on their cylindrical support structure, as well as supply tubes on both sides. The barrel
with its length of 570 mm is much shorter than the Silicon Strip Tracker inside which it is installed.
Supply tubes carry services along the beam pipe from patch panels located outside of the tracker
volume to the barrel. The supply tubes also house electronics for read-out and control. The length
of the full system is 5.60 m. Support structure and supply tubes are split vertically to allow in-
stallation in the presence of the beam-pipe and its supports. Electrically the +z and −z sides of
the barrel are separated. Each side is divided in 16 sectors which operate almost independently,
sharing only the slow control system.

Pixel barrel support structure

The detector support structure for the three layers at the radii of four, seven and eleven centimeters
equipped with silicon pixel modules has a length of 570 mm ranging from −285 mm to +285 mm
closest to the CMS interaction region. Figure 3.11 shows a sketch of a complete support structure
half shell.

Aluminium cooling tubes with a wall thickness of 0.3 mm are the backbones of the support
structure. Carbon fiber blades with a thickness of 0.24 mm are glued onto the top or bottom of two
adjacent cooling tubes in such a way that their normal directions alternate pointing either to the
beam or away from it. The tubes have trapezoidal cross sections defined by the azimuthal angles
of the ladders they hold.

Four to five of these tubes are laser welded to an aluminium container which distributes the
cooling fluid. The resulting manifold provides the necessary cooling of the detector modules to
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Figure 3.12: Overview of a supply tube half shell.

about −10 ◦C with C6F14. Support frames on both ends, which connect the single segments, build
a complete detector layer half shell. These flanges consist of thin fibreglass frames (FR4) that are
filled with foam and covered by carbon fibre blades.

Printed circuit boards mounted on the the flanges hold the connectors for the module cables
and provide control signal fan-out and power distribution to the individual modules of a sector.

Pixel detector supply tube. The electrical power lines, the electrical control signal and the opti-
cal signals as well as the cooling fluid are transferred across the supply tubes to the pixel barrel. The
two supply tube parts of a half shell in +z and−z direction have a length of 2204 mm (figure 3.12).

The supporting elements of the basic structure are the stainless steel tubes with a wall thick-
ness of 0.1 mm running along the z-direction connected to the stiffener rings (FR4) and the inner
and outer flanges made out of aluminium. The tubes supply the detector with the cooling fluid.
The gaps in between are filled with foamed material with the corresponding shape to guarantee the
necessary rigidity. All power and slow control leads are embedded in the supply tube body. This
allows a clear layout of the wiring and also makes the system more reliable.
The motherboards, which hold the optical hybrids for the analog and digital control links, are
installed in the eight read-out slots near the detector on the integrated supply boards. The cor-
responding boards at the outer ends carry the power adapter boards, which provide the detector
power and the bias voltage for this sector. In the central slot the digital communication and con-
trol board (CCU Board) is installed. From here the digital control signals are distributed to the
individual read-out boards in each of the eight read-out sectors. Here also all slow control signals
like temperatures, pressures and the humidity are brought together and connected by the dedicated
slow control adapter board to the cables. The optical fibres are installed in the cable channels. The
36 single fibres for the analog read-out and the eight fibres for the digital control of the detector
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Figure 3.13: Exploded view (middle panel) of a barrel pixel detector full module (right panel) and
picture of an assembled half module (left panel).

modules will then be connected through the MUSR connector to the optical ribbon cable. These
adapters are mounted at the circumference in the first part of the supply tube. The length of each
supply tube is 2204 mm. Only a flexible mechanical connection is made between the barrel and
the supply tube.

Pixel barrel detector modules

The barrel part of the CMS pixel detector consists of about 800 detector modules. While the
majority of the modules (672) are full modules as seen in figure 3.13 on the right, the edges of the
six half-shells are equipped with 16 half-modules each (96 in total, see figure 3.13 on the left).

Geometry and components. A module is composed of the following components (figure 3.13).
One or two basestrips made from 250 µm thick silicon nitride provide the support of the module.
The front end electronics consists of 8 to 16 read-out chips with 52×80 pixels of size 100×150 µm2

each, which are bumpbonded to the sensor. The chips are thinned down to 180 µm . The High
Density Interconnect, a flexible low mass 3 layer PCB with a trace thickness of 6 µm equipped
with a Token Bit Manager chip that controls the read-out of the ROCs, forms the upper layer
of a module and distributes signals and power to the chips. The signals are transferred over an
impedance matched 2 layer Kapton/copper compound cable with 21 traces and 300 µm pitch. The
module is powered via 6 copper coated aluminium wires of 250 µm diameter.

– 45 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

3210−1−2−3
0

0.025

0.05

0.075

0.1

0.125

0.15

0.175

0.2

η

X
/X

0

Sensors & Chips
Cabling
Structure & Cooling

Figure 3.14: Material budget of the pixel barrel in units of radiation length versus rapidity. The
plot does not contain contributions from the pixel support cylinder, the supply tube and cabling
from the detector end flange to the supply tube.

A completed full-module has the dimensions 66.6×26.0 mm2, weights 2.2 g plus up to 1.3 g
for cables, and consumes 2 W of power. The material of the pixel barrel amounts to 5 percent
of a radiation length in the central region. Sensors and read-out chips contribute one third of the
material while support structure and cooling fluid contribute about 50 percent. The distribution of
material as a function of pseudorapidity is shown in figure 3.14.

3.2.5 The forward pixel detector

The FPix detector consists of two completely separate sections, one on each side of the interac-
tion region. They are located inside the BPix supply tube but are mounted on separate insertion
rails. Each section is split vertically down the middle so the detector can be installed around the
beam-pipe and its vertical support wire and so it can also be removed for servicing during ma-
jor maintenance periods without disturbing the beam-pipe. Each of these four sections is called a
half-cylinder.

Mechanics of a half-cylinder

Each half-cylinder consists of a carbon fiber shell with two half-disks located at its front end, one
at 34.5 cm from the IP and the other at 46.5 cm. The half-disks support the actual pixel detectors
that extend from 6 cm to 15 cm in radius from the beam.

The half-disk has 12 cooling channels (each in the shape of a “U”) assembled between a half
ring shown in figure 3.15. The assembly requires three slightly different types of cooling channels.
Each channel is made by Al-brazing two blocks of Al with the channel for the cooling fluid already

– 46 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Figure 3.15: The FPix half-disk cooling channels mounted in the outer half-ring structure. The
turbine-like geometry is apparent. Panels are mounted on both sides of the cooling channels.

machined in the two parts. The brazed parts are then machined to their final shape. The walls of
the channels are 0.5 mm thick. The average weight of the channels is 8.21 g.

All channels passed a Helium leak test at 1.33×10−8 mbar-litre/s. The pressure drop of the
individual cooling channels for a flow of 2600 sccm of dry N2 is 0.49 ± 0.02 mbar. Six daisy-
chained cooling channels form a cooling loop. The pressure drop over a loop (for a flow rate of
1230 sccm) of dry N2 is 0.96±0.13 mbar. For C6F14 at −20°C with a rate of 12cc-s the pressure
drop is 294 mbar.

Each of the twelve cooling channels of a half-disk has trapezoidal beryllium panels attached
to each side. The panels support the sensors and read-out chips that constitute the actual particle
detectors. As explained above, the cooling channels are rotated to form a turbine-like geometry
to enhance charge-sharing. The panels are made of 0.5mm beryllium. The beryllium provides a
strong, stable and relatively low-mass support for the actual pixel detectors. The cooling channels
are supplied with C6F14 at about −15°C. A single cooling channel with panels mounted on both
sides forms a subassembly called a blade. There are 24 panels, forming 12 blades, in each half-disk.

Powering up the electronics on one blade increases the temperature by ≈2°C. The tempera-
ture of each ROC is part of the information available for each event. Each panel also has a resistance
temperature detection sensor. The pixel sensors have fiducial marks visible with a coordinate mea-
suring machine (CMM). Their position is then related to reference marks mounted on the half-disk
units.

After installing the half-disks in the half-cylinder, the disk position is measured relative to
the half-cylinder using a CMM and also by photogrammetry. This permits relating the position
of the sensors to the CMS detector. The detector is surveyed at room temperature but operated at
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Figure 3.16: Overview of the Forward Pixel half-cylinder. A photograph of the portion of the first
production half-cylinder facing the interaction region (IR). The aluminium flange, the filter boards
(see below), and the CCU board are not shown. The half-cylinder is mounted in a survey fixture.
The carbon fiber cover at the end away from the IR protects the downstream components during
insertion of the beam pipe suspension wires that run through a slot in the half-cylinder towards the
left end of the picture.

about −10°C. The deformation (magnitude and direction) of the panels on a half-disk, when its
temperature changes from 20°C to −20°C has been measured to be 150 µm. This result has been
reproduced by a finite element analysis of the half-disk and it will be used in the final alignment
of the pixels. We anticipate knowing the pixel geometry to a few tens of microns before the final
alignment with tracks.

The service half-cylinder also contains all the mechanical and electrical infrastructure needed
to support, position, cool, power, control and read out the detector. In particular, it contains elec-
tronics for providing bias voltage to the sensors, power to the read-out chips, signals for controlling
the read-out chip via optical fibers linking it to the control room, and laser drivers for sending the
signals (address and energy deposition) off the detector to the data acquisition system. The service
half-cylinder also provides the path for cooling fluid necessary to remove the heat generated by the
sensors and read-out chips.

At the end of each service half-cylinder there is an annular aluminium flange that contains
holes to pass the power cables, cooling tubes, control and monitoring cables, and fiber optic read-
out from intermediate patch panels to the FPix detector. The electronics cards needed for the
operation of the detector are mounted on the inner surface of the half-cylinder. A picture of a
half-cylinder is shown in figure 3.16.
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Figure 3.17: Sketches of the two types of FPix panels showing the different sizes and numbers of
the plaquettes on each (left side). A photograph of an actual 3-plaquette panel (right side).

Forward pixel detection elements - the plaquettes

The basic unit of construction for the forward pixel detector is the plaquette. A plaquette consists
of a single pixel sensor bump-bonded to an appropriate number of Read-Out Chips (ROCs) and
wire-bonded to a very-high-density-interconnect (VHDI) that provides power, control, and data
connections.

In order to cover the trapezoidal or pie-shaped panels without leaving cracks, five different
sizes of plaquettes are needed. These are respectively 1×2, 2×3, 2×4, 1×5, 2×5, where the first
digit refers to the number of rows and the second to the number of columns of read-out chips that
are attached to a given sensor. The largest plaquette, the 2×5, has dimensions of 16 mm × 35 mm.
The panels on the side of the cooling channel closest to the IP contain 1×2, 2×3, 2×4, and 1×5
plaquettes or a total of 21 ROCs. The panels on the side of the cooling channels farthest from the
IP contain 2×3, 2×4 and 2×5 type plaquettes with a total of 24 ROCs. The sensors are offset on
the upstream and downstream panels so that there are no cracks in the coverage due to the ROC
read-out periphery. The two types of panels are shown in figure 3.17. A total of 672 plaquettes are
needed.

The joining, or hybridization, of the pixel sensors and the pixel unit cells of the ROC is
achieved by fine-pitch bumping using Pb/Sn solder and then flip-chip mating. The bumping is
done on the 8” ROC wafers and the 4” sensor wafers. After bumping, the ROC wafers are thinned
by backside grinding to 150 µm and then diced. Finally, each of the 5 different types of sensors are
mated to the appropriate number of ROCs. The sensor with its ROCs bump-bonded to it is called
a module. For FPix, the hybridization was done in industry. The fraction of broken, bridged, or
missing bumps is at the level of a few 10−3.

After delivery from the vendor, the bump-bonded pixel detector module is then installed on
a Very High Density Interconnect (VHDI). The VHDI is a two-layer flexible printed circuit, lam-
inated to a 300 µm thick silicon substrate, whose trace geometry and characteristics (impedance,
low intrinsic capacitance, and low cross-talk) have been optimized for the intended use of convey-
ing digital control and analog output signals to and from the sensors and ROCs.
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The VHDI is made as follows. A bulk 6” silicon wafer is laminated to a flexible sheet con-
taining several VHDI circuits. Passive components are also attached using surface-mount solder
techniques. The wafer of populated circuits is then diced into individual circuits using a diamond
saw. The circuits are then electrically tested.

The hybridized pixel module is attached and wire bonded to a populated VHDI to become a
plaquette. The joining is made using parallel plate fixtures aligned on linear rails. The alignment
of components is inspected using a coordinate measuring machine. A flexible plate is used for
fine adjustments on the fixtures resulting in alignments between joined components within 100
µm. The adhesive bond between plaquette components is made in a vacuum at 60°C, to soften
the adhesive and prevent air entrapment. An air cylinder applies and controls the mating pressure,
which is limited by the compression allowed on the bump-bonds.

The effects of thermal cycling and radiation on the assembled plaquettes have been exten-
sively tested. The tests demonstrate that the adhesive and the application method mitigate warping
due to temperature changes, and provide reliable strength and thermal conductivity.

Once plaquettes are mechanically joined, they are clamped in cassettes that accommodate
all processing steps such as wirebonding which provides electrical connections between the ROCs
and the VHDI. After wirebonding we encapsulate the feet of wirebonds. This encapsulation is
necessary due to periodic I~dl × ~B forces expected to occur during actual CMS operation. The
encapsulant acts as a damping force on the wire, preventing large resonant oscillations to work
harden the wire and cause eventual breakage [30]. Finally the plaquettes undergo quick testing
at room temperature. During this test the quality of the plaquettes is evaluated in terms of the
characteristics of the sensor, the read-out chip, the number of bad pixels and missing bonds. The
assembly and testing rate is optimized for a rate of six plaquettes per day.

The completed plaquettes are subjected to a quick plug-in test. Then they are loaded into a
Burn-In Box where they undergo 10 temperature cycles between 20°C and −15°C. These cycles
can take up to 2 days to complete, depending upon the thermal load. During these cycles, the
plaquettes are monitored for electrical operation. We have seen no failures during the cycling.
After the burn-in process is completed, the plaquettes are subjected to a series of electrical tests
to ensure their suitability for their eventual mounting on a panel. These tests, at the operating
temperature of −15°C, include the functionality of the ROC, the integrity of the bump-bond, and
the I-V characteristics of the sensor. Other tests measure the thresholds and noise characteristics
of each pixel on the entire plaquette assembly, and the individual pixel thresholds are trimmed via
the ROC capability. We have found that the pixel trim values from the plaquette test on each pixel
remain valid even after subsequent steps of the assembly process. After testing the plaquette data
is loaded into the Pixel Construction Database and the plaquettes are graded. We have three main
categories of grades:

• A - the plaquette is available for immediate mounting on a panel;

• B - potential issues have been found during testing and need further analysis;

• C - the plaquettes are unsuitable for mounting.

The data on each B-grade plaquette are examined carefully. In many cases, the plaquettes
are found to have missed being classified as A-grade due to very minor deficiencies (e.g. slightly
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Figure 3.18: Sketch of a plaquette mounted on a panel showing its several layers.

too many noisy pixels) which will not be significant when an entire panel’s quality is assessed.
These are “promoted” to A-grade and declared usable on panels. Current plaquette yields, based
on an original grade of A or a promotion to A-grade from B, are in the 80% range, varying slightly
according to plaquette size.

Panel assembly

A panel is formed from three or four plaquettes attached to an assembly of a High Density In-
terconnect (HDI) laminated to a beryllium plate. The HDI is a three-layer flexible printed circuit
whose trace geometry and characteristics (impedance, low cross-talk) have been optimized for the
intended use of transferring digital control and analog output signals.

The process by which a panel is assembled is as follows. A single HDI circuit is laminated to
a trapezoidal-shaped 0.5 mm thick beryllium plate. Passive components are attached using surface-
mount solder techniques. The Token Bit Manager (TBM) is attached to the corner tab of the HDI
using a die attach method and wire-bonding. After functional and burn-in tests with only the TBM,
the individual plaquettes are attached to the HDI using adhesive for mechanical attachment and
wire-bonds for electrical connection.

There are four types of panels, a right and left 3-plaquette version, and a right and left 4-
plaquette version. The right and left handed versions have their TBMs on opposite sides of the
panel centerline. Both types are required so that no panel part projects past a line in the vertical
plane. The reason for the “3” and “4” type panels is that they are eventually mounted on opposite
side of a blade, and the gaps between plaquettes on one type are covered by the active area of the
other.

A panel is built up out of several layers of components. These are shown in figure 3.18. The
total number of panels in all eight half-disks is 192.

Final detector assembly validation

The panels are attached onto the front and back of the half-disk cooling channels. The 4-plaquette
panels are mounted on the side closest to the interaction region (IR), and the 3-plaquette versions
on the opposite side. The half-disk assembly is mounted onto the half-service cylinder and is again
tested.
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Electronics chain

Each HDI is connected to another flexible printed circuit board, the adapter board. Each adapter
board serves three blades (or 6 panels). One important purpose of the adapter board is to send and
receive signals from the panels, which are mounted perpendicular to the axis of the service cylinder
to and from the electronics mounted on the inner surface of the service cylinder. This is done by a
pigtail at the end of each panel that plugs into connectors on the fingers of the adapter board.

The adapter board has three types of ASICs mounted on it. These are used to pass the clock,
trigger and control data signals to each panel and return the received control signals back to the
pFEC.

The adapter board is connected to another printed circuit board, the port card, by a light-
weight extension cable. These cables are of two types, a power cable which distributes the power
to the ROCs and TBMs, and the HV bias to the sensors. The other cable is to transmit the pixel
data and control signals to the panel from the port card. The port card is a low-mass printed circuit
board. It houses the electronics needed to interface the front-end chips with the VME electronics
(the pFEC and pxFED) and power supplies located in the counting room. The port card transmits
the clock signal, L1 trigger and slow control signals to the front end electronics. It distributes the
power and bias voltages to the chips and sensors. It also monitors the currents and voltages as well
as the temperature on some panels. These functions are done by various ASICs that are common
to the CMS tracker. These ASICs include the DCU for monitoring, the TPLL for regenerating the
trigger and timing signal, the gatekeeper for keeping the optical up and down links open as needed.

To control and monitor the various ancillary chips and optohybrids, there is a CCU board for
each half service cylinder, as described above.

The port card contains the Analog Optohybrid (AOH). Each of the 6 laser diodes of the AOH
chip receives data from one panel via its TBM and sends it over its own optical fiber to the Front
end Driver (FED).

The control of the ROCs is achieved through the Pixel Front End Controller. Optical signals
are sent from it to the Digital Optohybrids on the port card, through the extension cables to the
adapter board, then to the TBM on the panel, through the HDI and the VHDI to the ROCs.

Power and monitoring

Power connections are made from CAEN power supplies via cables that run through the flange at
the end of the half-cylinder away from the IR into a set of power/filter boards. From these boards,
it is sent along wires to the port card, in the case of low voltages, and directly to the adapter board
in the case of the sensor bias voltage.

Monitoring points for temperature are distributed throughout the service cylinder. There are
also humidity sensors. Additional temperature sensors are mounted on the panels. High and low
voltage and detector monitoring are connected to the DCS system described below.

Testing

Testing is a key element of quality assurance in the assembly process. While rework is possible, it
is difficult and error prone. At every step, we confirm that we are using only “known good parts”.
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Testing must keep up with the driving assembly step, plaquette production. Full characterization
of a plaquette requires hundreds of thousands of measurements. To accomplish this, we have
developed special read-out hardware and software that can carry out these measurements quickly
and efficiently. A software using a USB-based data acquisition scheme is employed when flexibility
is needed to develop measurement programs of modest complexity and duration, such as the burn-in
procedure. For the most extensive measurements, including plaquette testing and characterization,
we use a PCI-based system and a software program called Renaissance [31].

Final testing is performed using the real data-acquisition and control hardware and prototype
data-acquisition software and constitutes an end-to-end system test. Detailed testing also estab-
lishes an initial set of parameters for the many DACs and thresholds in the system.

3.2.6 Power supply

All needed high and low DC voltages are generated by means of a commercial modular system
of the type CAEN-EASY4000 . This system is also employed by the CMS silicon strip tracker
for which the main regulating cards (A4601H) were custom designed [32]. Only small changes in
hard- and firmware were necessary for adaptation to the pixel project.

The core of this system, accessed through LAN, is located in the detector control room
(USC55) and consists of one main controller (SY1527) containing 3 branch controllers (A1676A).
The actual power supply cards are placed in two racks of 5 crates in close proximity to the detector
thanks to their radiation tolerance and magnetic field resistance. This has been chosen in order to
reduce power loss in the cables. The power supply crates are connected by flat cables (≈ 100 m) to
the branch controllers. They are fed by local 3-phase 230 VAC to 48 VDC master converters of each
2 kW (A3486H) also suited for operation at hostile environments.

The crates house two types of electronic cards, one of 4 channels of 2.5 V/7 A (A4602)
feeding the service electronics on the supply tubes (auxiliary power), while the other (A4603H)
deliver 2 complex channels of each 2 low (1.75 V/7 A and 2.5 V/15 A) and 2 high voltage lines
(−600 V/20 mA) for ROC and sensor biasing respectively. Each of these channels contains float-
ing pulse-width-modulated DC/DC switching transformers with a common ground return for the
1.75 and 2.5 V lines. The isolation resistance (ground return versus earth on the racks) is typically
100 Ω at 5 MHz. Every card is controlled by an optically decoupled microprocessor for setting and
measuring voltages, currents, ramp times, trip parameters, interlocks and others.

The DC levels are regulated over sense lines. The reaction time of the sensing circuit (typi-
cally 200 µs) is subject to fine tuning to comply with capacitive load, cable impedance and length
(typically 50 m). The line drop in the cables amounts to roughly 2 V, while the regulators would
allow for a maximum of 6 V. Fourteen A4602 cards, yielding 40 independent channels of auxiliary
power, feed the 32 slots of the barrel service tubes with each 2 DOHs and 6 AOHs as well as 4
groups of each 12 port cards of the forward half disks. The main supplies of 112 complex LV and
HV channels (56 A4603H cards) feed the 64 barrel groups (192 ROCs, this contains groups with
half size modules) of each 12 detector modules, and 48 forward groups (135 ROCs) of each 3 disk
blades. Each of these groups draws a typical current of 4.6 A on the analogue (1.75 V) and 9 A on
the digital (2.5 V) line respectively. The large current reserve of the supplies is needed to comply
with conditions during bootstrapping where the ROCs remain briefly in an undefined state. It was
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verified that the regulators undergo a smooth transition from the constant-voltage to the constant-
current regime if the programmed current limits are approached. Beside microprocessor controlled
actions (1 s) fast over-current security is guaranteed by various solid state fuses (10 ms) as well as
crowbars (100 µs) for over-voltage.

Noise levels are typically 5 mVpp on the LV and 50 mVpp on the HV outputs which can easily
be accepted thanks to the LV regulators in the ROCs and the intrinsically small sensor capacitances
respectively. Of major concern in the overall design were fast drops in the digital current con-
sumption (2.5 V line) in case of low ROC activity like in orbit gaps. Due to the cable inductance
a typical current drop of 2 A per group generates over-voltage spikes at the module level in the
order of some Volts depending on local buffer capacitors. The integrity of the cable-module-ROC
circuit was therefore checked by a full simulation in SPICE together with measurements on pulsed
current loads. This served for the designs of the cables and the electronic layout, e.g. grounding
or HV distribution. (In one sector layer-1 modules are fed by one line while layer-2,3 modules
are commonly fed by the other.) Finally a 6×4 mm2 shielded copper cable was chosen for the
40 m from the power supply cards to the patch panel (PP1) located in the HCAL with alternating
current directions between adjacent lines. Two twisted pair lines for the senses and a bunch of 10
commonly shielded lines for HV are contained in the same cable complex (0.1 mm2).

Inductance, capacitance and characteristic impedance between two of the main lines were
measured to be 6 µH/m, 0.13 nF/m and 24 Ω respectively. The 4 m connection between PP1 and
PP0 (tracker bulkhead) uses Al conductors in the cable. The auxiliary power cable is also shielded
and contains 26×0.75 mm2 and 4 twisted pair copper lines with 0.1 mm2 for the sense wires.

3.2.7 Cooling

The power consumption per pixel amounts to around 55 µW, including about 13 µW from the
sensor leakage current at final fluences of 6×1014/cm2. For the total of ≈ 66 million pixels this
adds up to 3.6 kW. The power load on the aluminium cooling tubes is therefore expected to be about
50 W/m. The sensor temperature will be maintained at around −10°C. As for the strip detectors,
liquid phase cooling with C6F14 is used. To keep the temperature increase of the coolant below
2°C, a total flow rate of 1 litre/s is required.

The pixel system is cooled by a total of 18 cooling loops: 10 for the barrel and 4 for each of
the two end disk systems. For the barrel, the coolant enters at +z and exits at −z, or vice versa.
The coolant for the two disk sets on each side of the interaction region is supplied and reclaimed
from the same z side. One barrel loop feeds in parallel 9 thin-walled aluminium pipes, each cooling
8 modules in series. One disk loop cools in parallel one quarter of each of the 2 disks; inside the
quarter disks the 6 blade loops are connected serially. The coolant flow at the pixel modules is
turbulent. The total lengths of the cooling loops starting from and returning to the pixel cooling
rack amount to about 80 m, resulting in pressure drops of below 2 bar.

3.2.8 Slow controls

The safe operation of the barrel and forward pixel detectors is guaranteed by the CMS Pixel slow
controls system (DCS). Its tasks are to monitor temperatures and humidities at different locations
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of the detector and to monitor and control the high and low voltages necessary for operation of the
on-detector electronics.

The monitoring of temperatures and humidities is based on a commercial Siemens S7–300
modular mini Programmable Logic Controller (PLC) system. The Siemens S7–300 system mon-
itors a total of 192 temperature and 8 humidity sensors installed in the Pixel barrel and forward
endcap disks. For the temperature sensors, platinum resistance temperature detection sensors with
a nominal resistance of 1 kΩ (Pt1000 RTD) have been chosen. The measurement of humidity is
based on detecting the water vapor induced shear stress in a small polymer element that is con-
nected to a Wheatstone Bridge piezoresistor circuit [33]. This circuit provides a small (mV) output
signal that is linearly proportional to relative humidity (RH) between the full range of 0% to 100%
RH and is amplified by the same kind of conditioning electronics that is used by the silicon strip
tracker. The PLC of the Siemens S7–300 system is programmed in the Statement List (STL)
language [34] to convert the currents and voltages of the temperature and humidity sensors into
calibrated physical units (i.e. degrees Celsius for temperatures and percentages for humidities).
For the purpose of avoiding damage to the detector in case the cooling system (dry air supply)
fails, routines are programmed within the PLC to interlock the CAEN power supplies (shut-off the
cooling) in that case.

An additional 96 Pt1000 temperature sensors are read out via the data-acquisition (DAQ)
system, together with the temperature dependent voltage sources integrated into each one of the
pixel read-out chips. The temperatures recorded by the DAQ system are passed to the slow controls
system by means of a dedicated software interface [35].

The Barrel and Forward Pixel slow controls system is integrated into the PVSS graphical user
interface (chapter 9) of the main CMS DCS.

3.3 Silicon strip tracker

3.3.1 Silicon sensors

The sensor elements in the strip tracker are single sided p-on-n type silicon micro-strip sen-
sors [36, 37]. They have been manufactured on 6 inch wafers in a standard planar process, leading
to significant cost reduction per unit area when compared to the more traditional 4 inch wafers.
The base material is n doped float zone silicon with 〈100〉 crystal orientation. This crystal ori-
entation was preferred over the more common 〈111〉 orientation because measurements [38] have
shown that the built-up of surface charge on 〈100〉 wafers due to irradiation is much smaller and
consequently irradiation causes less inter-strip capacitance increase on this material.

In TIB/TID and on the inner 4 rings of the TECs (figure 3.1), thin sensors of (320±20)µm
wafer thickness are used, with substrate resistivity of ρ = 1.55− 3.25kΩcm. TOB and the outer
3 rings of the TECs are equipped with thicker sensors of (500± 20)µm thickness, with substrate
resistivity of ρ = 4−8kΩcm. Due to the single sided processing, these sensors show a significant
bow, which is required to be less than 100 µm.

A uniform n+ implantation on the back side of the wafers, covered by aluminium, forms an
ohmic contact which is connected to positive voltage up to about 500 V. Those sensors which are
penetrated by the beams of the laser alignment system (section 3.3.7) feature a 10 mm hole in the
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back side metalization, as well as anti-reflective coating in order to achieve transmission through
up to four sensors with a sufficient signal on a fifth sensor.

On the front side, strip shaped diodes are formed by p+ implantation into the n type bulk.
Due to the radiation damage to the crystal lattice, the bulk material will undergo type inversion and
change to p type. At this point, the pn junction moves from the strip side of the wafer to the rear
side contact. Each implanted strip is covered by an aluminium strip from which it is electrically
insulated by means of a silicon oxide and nitride multilayer. This integrated capacitor allows for AC
coupling of the signals from the strips to the read-out electronics, which is thus protected from the
high leakage currents after irradiation. Each metal strip has two bond pads on each end, which are
used to make a wire bond connection to the read-out chip and in case of the daisy chained sensors
to make a wire bond connection between the two sensors in one detector module. For testing
purposes there is also a DC pad connected to the p+ implant. Each strip implant is connected via a
(1.5±0.5) MΩ polysilicon bias resistor to a p+ bias ring which encloses the strip region and also
defines the active area of the sensor.

For all sensors in the CMS strip tracker the ratio of p+ implant width over strip pitch is
w/p = 0.25, leading to a uniform total strip capacitance per unit length of about 1.2 pF/cm across all
sensor geometries [38]. The actual w/p value was chosen in order to minimize the strip capacitance
while still maintaining a good high voltage behaviour of the sensor. The aluminium strips feature
a metal overhang of 4 to 8 µm on each side of the strip which pushes the high field region into the
silicon oxide where the breakdown voltage is much higher, leading to stable high voltage operation.
For the same reason, the bias ring is surrounded by a floating guard ring p+ implant. It gradually
degrades the electric field between the n+ implant at the cut edge of the sensor and the bias ring,
which are at backplane potential (high voltage) and ground, respectively. Figure 3.19 shows the
layout of a corner of the active region of a sensor.

In order to equip all regions in the CMS tracker, 15 different sensor geometries are
needed [36] (figure 3.19): two rectangular sensor types each for TIB and TOB, and 11 wedge-
shaped sensor types for TEC and TID. They have either 512 or 768 strips, reflecting the read-out
modularity of 256 channels (two 128-channel front-end chips multiplexed to one read-out channel).
Since the sensors are fabricated on 6 inch wafers, they can be made rather large. Typical dimen-
sions are for instance about 6× 12cm2 and 10× 9cm2 in the inner and outer barrel, respectively.
The total number of silicon sensors in the strip tracker is 24 244, making up a total active area of
198m2, with about 9.3 million of strips [36].

3.3.2 Read-out system

The signals from the silicon sensors are amplified, shaped, and stored by a custom integrated cir-
cuit, the APV25 [39]. Upon a positive first level trigger decision the analogue signals of all chan-
nels are multiplexed and transmitted via optical fibers to Front End Driver (FED) boards in the
service cavern where the analogue to digital conversion takes place. This read-out scheme brings
the full analogue information to a place where it can be used for accurate pedestal and common
mode subtraction as well as data sparsification. Clock, trigger, and control signals are transmitted
by optical links as well. A schematic view of the silicon strip tracker read-out scheme is given in
figure 3.20. This analogue read-out scheme was chosen for several reasons: optimal spatial reso-
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Figure 3.19: Left panel: drawing of one corner of the active region of a wedge-shaped silicon
strip sensor for the tracker endcaps. Right panel: silicon sensor geometries utilized in the CMS
tracker. In the outer layers the sensors are paired to form a single module, as shown in the figure.
The Inner Barrel and Outer Barrel sensors exist in two types, of same area and different pitch. The
sensors utilized for the first inner ring exist in two different versions, one for TID and one for TEC,
respectively. (Only the TEC version is shown.)

Figure 3.20: Read-out scheme of the CMS tracker.

lution from charge sharing, operational robustness and ease of monitoring due to the availability
of the full analogue signal, robustness against possible common mode noise, less custom radiation
hard electronics and reduced material budget as the analogue to digital conversion and its power
needs are shifted out of the tracker volume.
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Front-end ASICs

The APV25 has been designed in an IBM 0.25 µm bulk CMOS process. Compared to processes
with bigger feature sizes, the thin gate oxide inherent to this deep sub-micron process is much less
affected by radiation induced charge-up and thereby, in conjunction with special design techniques,
ensures radiation tolerance [40]. The APV25 has 128 read-out channels, each consisting of a low
noise and power charge sensitive pre-amplifier, a 50ns CR-RC type shaper and a 192 element
deep analogue pipeline which samples the shaped signals at the LHC frequency of 40MHz. This
pipeline is used to store the data for a trigger latency of up to 4 µs and to buffer it. A subsequent
stage can either pass the signal as sampled at the maximum of the 50ns pulse (peak mode) or form
a weighted sum of three consecutive samples which effectively reduces the shaping time to 25ns
(deconvolution mode). The latter is needed at high luminosity in order to confine the signals to the
correct LHC bunch crossing. The pulse shape depends linearly (linearity better than 5%) on the
signal up to a charge corresponding to 5 minimum ionizing particles (MIPs, one MIP is equivalent
to 25 000 electrons in this case), with a gradual fall off beyond. When a trigger is received, the
analogue data from all 128 channels of the appropriate time slice in the pipeline are multiplexed and
output at a rate of 20 MS/s (mega-samples per second) as a differential bi-directional current signal,
together with a digital header. Due to the tree structure of the analogue multiplexer the order in
which the channels are output is non-consecutive and therefore re-ordering is necessary prior to the
actual data processing. An internal calibration circuit allows to inject charge with programmable
amplitude and delay into the amplifier inputs in order to be able to monitor the pulse shape.

The APV25 needs supply voltages of 1.25 V and 2.5 V with a typical current consumption
of about 65 mA and 90 mA respectively, leading to a total power consumption of typically around
300 mW for one APV25 or 2.3 mW per channel. The noise of the analogue read-out chain is
dominated by the front end MOSFET transistor in the APV25. Measurements have shown that
the total noise for an APV25 channel depends linearly on the connected detector capacitance Cdet.
The equivalent noise charge is found to be ENCpeak = 270e + 38e/pF ·Cdet in peak mode and
ENCdeconv = 430e+61e/pF ·Cdet in deconvolution mode, both measured at room temperature [39].
Mainly due to the MOSFET characteristics, the noise reduces with temperature approximately as
ENC ∼

√
T . Therefore, the noise at operating temperature is about 10% lower.

More than 100 APV25 chips from all production lots have been irradiated with X-rays to
10 Mrad ionizing dose, in excess of the expectation for 10 years of LHC operation. No significant
degradation in pulse shape or noise level has been observed.

The APV25 is fabricated on 8 inch wafers with 360 chips per wafer. More than 600 wafers
corresponding to 216 000 chips have been manufactured and probe-tested. After initial yield prob-
lems were solved, an average yield of 88% was achieved.

Another custom ASIC, the APVMUX, is used to multiplex the data streams from two APV25
chips onto one optical channel by interleaving the two 20 MS/s streams into one 40 MS/s stream,
which is then sent to a laser driver of the optical links. One APVMUX chip contains 4 such
multiplexers.
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Optical links

Analogue optical links are used to transmit the data streams from the tracker to the service cavern
over a distance of about 100 m at 40 MS/s. Likewise, the digital timing and control signals (see
below) are transmitted by digital optical links running at 40 Mb/s [41]. Optical links are superior to
an electrical distribution scheme mainly since they have minimal impact on the material budget and
are immune to electrical interference. The transmitters are commercially available multi-quantum-
well InGaAsP edge-emitting devices, selected for their good linearity, low threshold current and
proven reliability. Epitaxially grown planar InGaAs photo-diodes are used as receivers. The optical
fiber itself is a standard, single-mode, non dispersion shifted telecommunication fiber. The fibers
are grouped in ribbons of 12 fibers which in turn are packaged in a stack of 8 inside a 96-way
ribbon cable, which features a small diameter (< 10mm) and a low bending radius (8cm). For the
analogue data link up to three transmitters are connected to a laser driver ASIC on an Analogue
Opto-Hybrid (AOH), one of which sits close to each detector module. The electrical signals from
the APVMUX are transmitted differentially over a distance of a few centimeters to the laser driver,
which modulates the laser diode current accordingly and provides a programmable bias current to
the diode. For the bi-directional digital optical link a set of two receivers and two transmitters is
mounted on a Digital Opto-Hybrid (DOH), converting the optical signals to electrical LVDS [42]
and vice versa.

Front End Drivers

The strip tracker Front End Driver (FED) is a 9U VME module which receives data from 96 optical
fibres, each corresponding to 2 APV25 or 256 detector channels [45]. All 96 fibres are processed
in parallel. The optical signals are converted to electrical levels by opto-receivers [43] and then
digitized by a 40MHz, 10 bit ADC. The ADC sampling point for each fibre can be programmed
independently in 1 ns steps. After auto-synchronization to the APV data stream, pedestal correc-
tions are applied and the common mode subtracted. The common mode correction is calculated
for each trigger and each APV separately. The samples are then re-ordered to restore the physical
sequence of detector channels which is essential for the following step of cluster finding. Pedestal
values for each detector channel and thresholds for cluster finding are stored in look up tables. The
digital functionality of the FED is implemented in FPGAs and can therefore be adjusted with con-
siderable flexibility. In zero suppression mode, which is the standard for normal data taking, the
output of the FED is a list of clusters with address information and signal height (8-bit resolution)
for each strip in the cluster, thus passing to the central DAQ only those objects which are relevant
for track reconstruction and physics analysis. In this way an input data rate per FED of about
3.4 GB/s, at LHC design luminosity, is reduced to roughly 50 MB/s per percent strip occupancy.
Other modes are, however, available which suppress one or more steps in the processing chain and
therefore transmit additional data to the central DAQ to be used mainly for debugging and system
analysis. There are a total of 450 FEDs in the final system.
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Control and monitoring

Clock, trigger and control data are transmitted to the tracker by Front End Controller (FEC)
cards [44]. These are VME modules, located in the service cavern, as close as possible to the
tracker in order to reduce trigger latency. They receive clock and trigger signals from the global
Timing Trigger and Command (TTC) system and distribute those as well as control signals via dig-
ital optical links and the digital opto-hybrids to LVDS token ring networks (control rings) inside
the tracker volume. Several Communication and Control Units (CCU) [46] participate in one token
ring. These are custom ASICs which interface the ring network to the front-end chips. One CCU
is mounted on a Communication and Control Unit Module (CCUM) and is dedicated to a set of
detector modules. A combined clock and trigger signal is distributed to Phase Locked Loop (PLL)
chips [47] on each detector module while the industry standard I2C protocol [48] is used to send
control signals to the APV chips as well as to the other ancillary chips. One CCU can control up to
16 units so that one FEC ring typically controls a set of several tens of detector modules. The PLL
chips decode the trigger signals and provide a very low jitter, phase adjustable clock signal to the
local electronics.

Detector Control Unit (DCU) ASICs [49] on the detector modules are used to monitor the
low voltages on the hybrid, the silicon sensor leakage current, and the temperatures of the silicon
sensors, the hybrid and the DCU itself. For this purpose, each DCU contains eight 12 bit ADCs.
The DCUs are read out through the control rings and digital links so that these readings are only
available when the control rings and the detector modules are powered.

Hybrids

The front-end read-out electronics for a detector module is mounted onto a multi chip module
called hybrid [50]. Due to the different detector module geometries 12 different types of hybrids
are needed in the CMS silicon strip tracker. Each hybrid carries 4 or 6 APV25 read-out chips
which are mounted as bare dies, and one APVMUX chip, one PLL chip and one DCU chip which
are packaged components. The main features of the hybrid are to distribute and filter the supply
voltages to the chips, to route clock, control and data lines between the chips and to remove the heat
from the chips into the cooling system. No high voltage is present on the CMS tracker hybrids. The
hybrid substrate is fabricated as a four layer polyimide copper multilayer flex circuit (figure 3.21).
It is laminated onto a ceramic (Al2O3) carrier plate using double sided acrylic adhesive. A poly-
imide cable is integrated into the layout of the hybrid. The minimal feature sizes are 120 µm for via
diameter and line width. Large metalized through holes under the chips transfer the heat to the un-
derlying ceramic plate, from where it is removed through the frame of the module into the cooling
system. Three different flex circuit types (one each for TIB/TID, TOB and TEC) combined with
different geometries of the ceramic plates, different connector orientations and different number of
APV25 chips (4 or 6) make up the total of 12 different hybrid flavours.

Power supplies

Silicon strip modules are grouped into 1944 detector power groups in order to share the power
services. Each group is supplied by a power supply unit (PSU) [32], featuring two low-voltage
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Figure 3.21: Front-end hybrid layout (example for TEC shown on the left) and arrangement of
layers.

regulators, respectively 1.25 V (up to 6 A) and 2.5 V (up to 13 A), and two high-voltage regu-
lators (0-600 V, up to 12 mA). All regulators are “floating” (return line isolated from the local
earth). The two low-voltage channels share the same return line and use the sensing wire tech-
nique to compensate, up to 4 V, the voltage drop along the cables. The two high-voltage regulators
are fanned out at the PSU exit into 8 lines; each silicon strip sensor is connected to one of these
lines. Two PSU are combined into one power supply module (PSM, A4601H model). In total
984 A4601H boards are needed to power the detector groups; they are located on 129 EASY 4000
crates, disposed on 29 racks, around 10 m away from the beam crossing region, and operate in a
“hostile” radiation and magnetic field environment, powering the detector through ≈ 50-m-long
low impedance cables [32]. The 356 control rings require a separate power at 2.5 V. This is pro-
vided by a different set of 110 control power supply modules (A4602, four 2.5 V channels per
module), fully integrated in the same system of the A4601H units and located on the same crates.
Both A4601H and A4602 units require two distinct 48V power sources, one source (48Vp) for the
regulators, the other (48Vs) for the service electronics. They are both provided by AC-DC convert-
ers, CAENs A3486 (“MAO”), disposed on the same racks. Each EASY 4000 crate hosts up to 9
boards (A4601H mixed to A4602) and provides 48Vp and 48Vs rails, interlock and general reset
bus lines. The first slot in the crate (slot 0) hosts one interlock-card, which interfaces the interlock
and reset lines to the control and safety systems (section 3.3.8). The average power consumption of
each silicon strip module with 6 (4) APV25 chips is about 2662 mW (1845 mW). The total power
supplied by A4601H and A4602 boards is approximately 68 kW, of which nearly 50% is dissipated
on power cables. The power consumption is foreseen to increase with the aging of the detector; the
power supply system is dimensioned to cope with up to 60% increase of the low-voltage currents,
corresponding to a total consumption of nearly 150 kW.
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Figure 3.22: Left panel: exploded view of a module housing two sensors. Right panel: photograph
of a TEC ring 6 module, mounted on a carrier plate.

3.3.3 Silicon modules

Module design

The silicon strip tracker is composed of 15 148 detector modules distributed among the four differ-
ent subsystems (TIB, TID, TOB, TEC). Each module carries either one thin (320 µm) or two thick
(500 µm) silicon sensors from a total of 24 244 sensors. All modules are supported by a frame
made of carbon fiber or graphite, depending on the position in the tracker. A Kapton circuit layer
is used to insulate the silicon from the module frame and to provide the electrical connection to the
sensor back plane, i.e. bias voltage supply and temperature probe read-out. In addition the module
frame carries the front-end hybrid and the pitch adapter. Figure 3.22 shows an exploded view and
a photograph of a TEC module.

Modules for the inner barrel, the inner disks and rings 1 to 4 in the endcaps are equipped with
one sensor, modules in the outer barrel and rings 5 to 7 in the endcaps have two sensors. In the case
of two sensors, their corresponding strips are connected electrically via wire bonds. Depending on
the geometry and number of sensors the active area of a module varies between 6243.1 mm2 (TEC,
ring 1) and 17202.4 mm2 (TOB module). In total 29 different module designs, 15 different sensor
designs and twelve different hybrid designs are used in TIB, TOB, TID and TEC. For alignment
purposes special modules are prepared with etched holes in the aluminium back plane to allow a
laser ray to traverse up to five modules.

The module frame provides the stability, safety and heat removal capability needed in the
sensor support and carries the read-out electronics. In addition it has to remove the heat generated
in the electronics and the silicon sensor(s) into the cooling points. In the endcaps the frame for the
one-sensor modules is U-shaped and made of (780±5) µm thick graphite (FE779 carbon). For the
two-sensor modules a similar U-shaped support structure is obtained by gluing two (640±40) µm
thick carbon fiber legs (K13D2U CFC, 5×125 µm fabric, cyanate ester resin (CE3)) on a 800 µm
thick graphite cross-piece (FE779 carbon) which holds the front end electronics. In the inner barrel
a 550 µm thick carbon fiber frame that surrounds the silicon sensor on all sides is used . For
the TOB, U-shaped module frames are obtained by gluing two carbon fiber legs (K13D2U CFC,
5× 125 µm fabric, cyanate ester resin (CE3)) on a carbon fiber cross piece made of the same
material.
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Both graphite and carbon fiber fulfil the requirements of high stiffness, low mass, efficient
heat removal from the sensors, and radiation hardness. Differences in the expansion coefficients
need to be compensated by the glue joint between the frames and the silicon. Several types of glues
are used in module construction which all comply with the requirements of radiation hardness,
good thermal conductivity and thermal stability. Among them are e. g. Epoxy AW 106 (Araldit,
Novartis), silicone glue RTV 3140 (Dow Corning) to compensate for different thermal expansion
coefficients and the conductive glue EE 129-4 (Polytec) between the silicon sensor back plane and
the HV lines on the Kapton bias strips (see below).

Different types of aluminium inserts and precision bushings in the module frames are used
to position and attach the modules to the larger support structures with high precision. TIB/TID
and TEC modules are mounted using four points, two being high precision bushings that allow
for a mounting precision of better than 20 µm while all four provide thermal contact between the
module and the cooling pipes. For TOB modules two Cu-Be springs give the precision positioning
and four screws ensure thermal contact.

The high voltage supply to the silicon back plane is provided by Kapton bias circuits running
along the legs of the modules between the silicon sensor and the carbon fiber support frame. The
connection of the bias voltage to the back plane is done via wire bonds. Thermal probes are placed
on the Kapton foil to measure the temperature of the silicon. The glue joint between the temperature
sensor and the back plane is done with the silicone glue RTV 3140.

The pitch adapter between the front end hybrid and the silicon sensor adjusts the strip pitch
of the sensor (80 µm–205 µm depending on sensor type) to the APV pitch of 44 µm. It also allows
placing the heat producing front end electronics farther away from the silicon sensors. A pitch
adapter for TOB and TEC consists of a 550 µm thick glass substrate (Schott D263 glass), cut to
the correct dimensions, with a pattern of low resistivity aluminium strips. For TIB 300 µm thick
glass (Corning 1737F or G glass) is used. The 10 µm narrow lines are etched on a (1.0–1.5) µm
thick aluminium layer deposited on a chromium base, resulting in less than 25 mΩ/�.

Module assembly and testing

Sensors and front end hybrids are glued to the frames by high precision gantry robots. The compo-
nents are aligned by cameras surveying special fiducial marks with a pattern recognition algorithm.
In total seven institutes shared the responsibility for the assembly of all modules. The assembly rate
was about 20 modules per day per gantry robot. A positioning precision of approximately 10 µm
(RMS) has been achieved and one example from the quality control can be seen in figure 3.23.

Thin wire wedge bonding is used in several places on the modules to make electrical con-
nections: APV chip to front-end hybrid, APV chip to pitch adapter, pitch adapter to sensor, sensor
to sensor (in case of two-sensor-modules), bias voltage connection to the sensor back plane. In
total 15 institutes (bonding centers) shared the responsibility for wire bonding all modules. The
bonding rate was approximately 1 Hz. Bonding wire (99% aluminium, 1% silicon) with a diameter
of 25 µm was used for all connections.

For the TEC and TOB modules the line of bonding wires connecting the hybrid pitch adapter
to the silicon strips, and in the case of two sensor modules the strips of the two sensors, can be
damaged by vibration during transport. As a protection for the TEC modules the silicon is glued
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Figure 3.23: A typical residual distribution (in µm) for a reference point on the modules is shown
for the different module assembly centers, indicating a precision of 10 µm (RMS) in the module
production.

to a supporting strip (400 µm thin ceramic Al2O3) which in the case of the pitch adapter-sensor
connection is also glued to the graphite cross piece. The reinforcement for the TOB modules was
done by dispensing Sylgard 186 glue on the backside of the modules, between the two sensors and
between the near sensor and the edge of the hybrid. For the TOB modules the sensor-sensor bonds
and the backside APV bondings are encapsulated by Sylgard 186 glue across the bonding wires.
For TIB modules no reinforcement was done.

After wire bonding each module was tested and graded, using the ARC system [51]. A
detailed description of all tests performed and the acceptance criteria for good channels is given in
the reference. Modules were graded A if fewer than 1% of the channels were failing the quality
acceptance criteria (due to high noise, open bondings, oxide defects) and B if the failure rate was
less than 2%. The remaining modules were graded C and were not used in the experiment. Other
reasons to reject modules were imperfect mechanical precision or poor high voltage behaviour. All
relevant test results are stored in the central CMS tracker data base. The yield of module production
was greater than 97%.

3.3.4 Tracker Inner Barrel and Disks (TIB/TID)

Introduction and mechanics

The Tracker Inner Barrel (TIB) consists of four concentric cylinders placed at radii of 255.0 mm,
339.0 mm, 418.5 mm, and 498.0 mm respectively from the beam axis that extend from−700 mm to
+700 mm along the z axis. The two innermost layers host double sided modules with a strip pitch
of 80 µm, while the outer two layers host single sided modules with a strip pitch of 120 µm. Each
cylinder is subdivided into four sub-assemblies (±z, up/down) for ease of handling and integration.
Each of these sub-assemblies (half-shells) hosts an independent array of services from cooling to
electronics and thus can be fully equipped and tested before being mechanically coupled to each
other during final assembly.
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Figure 3.24: Schematic drawing of the TIB/TID+ subassembly. This structure and its twin
(TIB/TID-) nest inside the Tracker Outer Barrel (TOB), one for each end. Services routed out
from the margherita consist of copper cables for powering and slow controls, optical fibers for
signals and controls and also cooling fluid supply lines made of aluminium tubing.

Two service cylinders are coupled to the ends of TIB± (referring to +z or −z) which end
in a service distribution disk called the margherita (see below). These service cylinders play a
dual role: one is to route out services from the shells to the margherita, the other is to support the
Tracker Inner Disks (TID) which sit inside them. Figure 3.24 shows a schematic drawing of one
half TIB/TID structure together with its corresponding margherita.

The TID± are assemblies of three disks placed in z between ±800mm and ±900mm. The
disks are identical and each one consists of three rings which span the radius from roughly 200 mm
to 500 mm. The two innermost rings host back-to-back modules while the outer one hosts single
sided ones. Just like the TIB shells each individual ring can be fully equipped and tested inde-
pendently of the others before final assembly. Together the full TIB/TID guarantee hermetical
coverage up to pseudorapidity η = 2.5.

All mechanical parts like shells, disks and service cylinders are made of high strength low
deformation carbon fiber chosen both for its lightness and its low material budget. The margherita
is instead made of conventional G-10 fiber epoxy with 30 µm copper on both sides.

The silicon detector modules are mounted directly on the structure’s shells and rings. Thus,
while a large number of modules has to be integrated and tested at any one time, the approach
chosen allows for far greater precision of assembly. The individual components of a TIB shell,
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some of which not only service the silicon detector needs but also define its geometric position in
space, will be described in some detail in next paragraphs.

Cooling

The cooling circuits must be able to efficiently cool the detectors with a cooling liquid temperature
down to about −25°C, while keeping the material budget as low as possible. For the TIB/TID
the decision was made to use aluminium piping of 6mm cross section and 0.3mm wall thickness.
These pipes are bent into loops and soldered to inlet/outlet manifolds which connect several loops
in parallel. The thermal connection between pipes and silicon modules is made with aluminium
ledges which are glued to the pipes. On each ledge there are two threaded M1 holes onto which
the modules are tightened. For the TIB each loop hosts three modules placed in straight row
(figure 3.25), while in the TID arrangements are more varied even though the number of modules
per cooling loop is similar.

Since the position of the ledges defines the position in space of the modules, after the glue
has hardened the whole half cylinder is surveyed with a precision measuring machine. Before
gluing, the circuits are tested individually for leaks both at cold temperatures (−30°C) and at high
pressure (20 bars). It is only after the survey that the TIB cylinders (or TID disks) are available
for the integration of the electrical parts including the detector modules. The dimensions of the
cooling circuit vary from layer to layer and depend on the amount of power dissipated by the
modules used for that specific layer. The cooling circuits vary from a minimum of four loops (12
modules equivalent) for the double sided layers to a maximum of 15 loops for the outer single
sided ones where individual module heat dissipation is much lower. The TIB/TID uses a total of 70
independent cooling circuits so that in case of an accidental break in one of the circuits only a small
part of the tracker is affected. The TIB thus is organized in three module ladders (the cooling loop)
which cover the outer and inner surface of the four layers. The same concept applies to the TID
with the only difference that the number of modules per cooling loop varies with the ring radius.
The electrical grouping which we now describe takes this mechanical distribution into account.

Electrical grouping

The modules have been grouped together electrically. The basic group consists of three modules
which sit on any given cooling loop (figure 3.25). The three modules are interconnected through
a Kapton circuit (mother cable) through which powering, detector biasing and controls are dis-
tributed. At the top of a mother cable sits a CCUM which takes care of clock, trigger and I2C
distribution. These mother cables are then electrically joined in a more complex group called the
control ring which distributes trigger, clock and slow control signals to the CCUMs. Control ring
groups never straddle two different cooling loops and are dimensioned so that a reasonable com-
promise between granularity and complexity is achieved. Control rings in the TIB/TID make use
of a unit called the DOHM (Digital opto-hybrid module) which receives all the signals from the
optical fibers coming from the front end controllers (FEC) and converts them to electrical LVDS
signals that are then distributed to up to 45 detector modules (15 mother cables) via CCUs. Given
the high number of modules belonging to a Control Ring, TIB/TID has implemented redundancy
in its DOHM hardware.
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i

Figure 3.25: Three TIB modules mounted on a layer 3 shell. The Kapton mother cable runs
underneath. A CCUM module at the end of the string interfaces the modules to the control ring.
Also visible are the three analog opto-hybrids (see text) and fibers.

Modules have been grouped together to keep the number of power supplies down to a man-
ageable level. The smallest power group consists of three modules (one mother cable) while the
largest comprises up to 12 modules (four mother cables). Power groups are contained within a con-
trol ring (i.e. there is no straddling across control ring boundaries) and are fed by a specific power
supply unit (PSU) developed for the tracker which also supplies HV biasing for the detectors.

Analog signals from the detector front end are converted to optical by analog opto-hybrids
which sit next to the silicon modules and are connected directly to the front end hybrids. Thus
the system is completely optically decoupled from the DAQ which helps preserve signal integrity
while avoiding ground loops.

Grounding of the TIB/TID relies on the cooling circuits which are made of aluminium. The
return current wires are connected to the cooling manifolds for all mother cables and DOHMs. The
cooling inlet and outlet pipes run along the service cylinder across the margherita, making electrical
contact with it. Outside the tracker volume these pipes are then connected to the CMS detector
ground. Power cable shields are connected to the margherita which hosts all of the connectors. All
detector modules have their own carbon fiber frame directly connected to the front end hybrid local
ground. The shells are grounded through the cooling manifolds.

3.3.5 Tracker Outer Barrel (TOB)

Mechanical structure and layout

The Tracker Outer Barrel consists of a single mechanical structure (wheel) supporting 688 self-
contained sub-assemblies, called rods.

The wheel is composed by four identical disks joined by three outer and three inner cylin-
ders (figure 3.26). Disks and cylinders are made of carbon fiber epoxy laminate. The cylinders
have a core of aramid-fiber honeycomb. The joints between disks and cylinders are realized with
aluminium elements glued to the carbon fiber parts on precision fixtures, and then bolted together.
Each of the disks contains 344 openings, in which the rods are inserted. Each rod is supported by
two disks, and two rods cover the whole length of the TOB along the z axis. The wheel has a length
of 2180 mm, and inner and outer radii of 555 mm and 1160 mm, respectively. With cabling at its
two ends the TOB has a total length of 2360 mm. The openings in the disks form six detection
layers with average radii of 608, 692, 780, 868, 965, 1080 mm. Within each layer, the centers of
gravity of the rods are displaced by ±16 mm with respect to the average radius of the layer, thus
allowing for overlap in φ and therefore full coverage within each layer. The rod mechanics are
designed in such a way to implement overlap of the silicon sensors at z = 0. In each layer, the
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Figure 3.26: Picture of the TOB wheel.

overlap in the r-φ view between neighboring rods is always larger than 1.5 mm or 12 strips, while
the overlap around z = 0 is precisely 1.5 mm. Inside the disk openings, the rod support spheres
are held by precision elements made of polyetherimide plastic that are glued to the carbon fiber
structure. The four disks have all been assembled in a temperature-controlled room on one single
precision table, ensuring a precision on the relative positions of the rod holding elements and the
aluminium elements joining disks and cylinder of 100 µm, and a reproducibility between different
disks at the 10 µm level.

The wheel is equipped with targets for measurements of the geometrical precision of the
assembled structure. Photogrammetry, theodolites, and 3D coordinate measurement systems have
been used for survey and alignment of the wheel structure. Some of these targets remain visible
after insertion of the TOB in the tracker support tube, for a precise measurement of the TOB
positioning in the tracker reference frame, and even after integration of TIB, to monitor possible
movements due to deformations of the loaded structure. The wheel mechanics has been thoroughly
measured before starting rod integration, and the relative positioning of the precision elements has
been found to be typically within 100 µm of nominal values over the whole TOB dimensions, with
maximum deviations observed around 200 µm.

The rod mechanics

The rods are self-contained assemblies providing support and cooling for 6 or 12 silicon detector
modules, together with their interconnection and read-out electronics.

The mechanical structure consists of two 1130 mm long carbon fiber C-shaped profiles, joined
by several transverse carbon fiber ribs and plates. All rod components are contained in an envelope
of 159× 1130× 22 mm3, except the four supporting spheres that stick out laterally in correspon-
dence of the two disks of the wheel, and the z-stops that block the rod against the outer disk surface
after insertion in the wheel.
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A U-shaped cooling pipe runs around the rod, inside the C-profiles; 24 aluminium inserts are
glued through openings along the profiles to the carbon fiber and around the cooling pipe; these
inserts provide support and cooling to the detector modules, that are mounted in six positions along
the rod, three per side. Each detector is supported by four inserts, two close to the read-out hybrid,
and two close to the sensor-to-sensor bonds. The two inserts close to the hybrid implement pins on
which the Cu-Be springs on the module frame are clamped, determining the precision of the mod-
ule positioning; all four inserts have a threaded hole for the fixation of the module to the rod: cup-
shaped washers together with a calibrated torque used in tightening the screw ensure efficient cool-
ing contact between the aluminium heat spreader on the module frame and the rod support inserts.
On the cooling pipe side, the shape and the size of the inserts is optimized to minimize the thermal
impedance of the contact, which in turn allows to minimize the cross section of the cooling pipe.

In single-sided rods, which populate layers 3–6, one detector module is mounted in each of
the six positions, with the strips facing the central plane of the rod. In double-sided rods, which
populate layers 1 and 2, two detectors are mounted in each position, the inner one as in single-sided
rods and the outer one with the backplane facing the backplane of the first module. The distance
between the sensor and the middle plane of the rod is ±3.3 mm in single-sided rods, ±3.3 mm and
±7.6 mm in double-sided rods.

The rod cooling pipes, and the manifolds housed on the outer disks of the wheel, are realized
in CuNi 70/30 alloy. This material is chosen for its corrosion resistance, and as it allows reliable
solder joints to be made relatively easily, avoiding the use of o-rings or ferrules in the pipe connec-
tions; the reliability of the cooling circuits is a crucial issue for the tracker, and particularly so for
the TOB, which is the most inaccessible subsystem once the detector is fully integrated. The rather
high density of the material (its radiation length of about 1.4 cm is 6 times shorter than that of alu-
minium) is compensated by the reduced thickness of the walls that this technology allows: rod pipes
and manifolds have 100 µm and 200 µm wall thickness, respectively. In addition the design of the
cooling circuit has been optimized (as already mentioned above), to minimize the cross section of
the pipes (the cooling fluid also gives a non-negligible contribution to the material budget), and to
maximize the number of rod pipes served by a single manifold (within the constraints of the desired
cooling performance). An outer diameter of 2.2 mm is chosen for single-sided rod pipes (providing
cooling to 6 detectors), 2.5 mm for double-sided rod pipes (providing cooling to 12 detectors), and
6 mm for the manifolds; one manifold serves on average more than 15 rod pipes, the actual number
varying between 8 and 22 depending on the region of the TOB. Overall, the whole TOB is served
by 44 cooling lines, giving an average of 118 detectors, or 550 read-out chips, per line.

Rod electrical design

The 6 or 12 modules housed in a rod form a power group, i.e. they are supplied by a single power
supply unit. The low voltage lines supplying the front-end hybrids and the Analogue Opto-Hybrids
(AOHs) run in the Inter-Connect-Bus (ICB), a 700 mm long printed circuit board sitting in the
middle plane of the rod (figure 3.27). The Communication and Control Unit Module (CCUM)
is plugged to one end of the ICB. The clock and the control signals issued by the CCUM are
also routed to the final destinations through the ICB. The distribution of power, clock and sig-
nals to front-end hybrids and AOHs proceeds through four other PCBs, the Inter-Connect-Cards
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Figure 3.27: Photo of a rod frame equipped with electronics components, ready to receive silicon
detector modules.

(ICCs). Two ICCs serve one module position and two other ICCs serve two module positions.
ICCs have different design in single-sided rods and double-sided rods, which have one and two
modules mounted in each module position, respectively; therefore there are in total four different
ICC flavours in the TOB.

The ICB is held in place by small transverse carbon fiber plates; the ICCs and the CCUM are
plugged to the ICB and screwed to the aluminium module support inserts (on the opposite side of
the module), which also provide a good cooling contact to those boards. The AOHs are supported
and cooled only by the connector that plugs to the ICCs. In addition to distributing LV power and
CTRL signals, the ICCs receive the data lines from the read-out hybrid and route them to the AOHs
(a few cm away) where they are converted to optical signals. The ICCs also receive lines carrying
temperature information from the module frame Kapton circuit and route them to the ICB. The
optical fibers leaving the AOHs travel inside the carbon fiber profiles, guided by dedicated plastic
holders. The only electrical lines not integrated in the ICB/ICCs distribution system are the bias
lines for the sensors. These run in dedicated wires (size AWG 26) housed in the carbon fiber
profiles, while the line with the return current is integrated in the ICB. There are six lines in single-
sided rods (one per module), and 8 lines in double-sided rods (four serving one module each, and
four serving two modules each). The LV lines and the HV lines go in separate connectors in the rod
end-panel, each of which also hosts some temperature lines, and then run all together to the back-
end in one multi-service cable plus low-impedance cable. At the power supply backplane the six or
eight bias lines are connected to the two independent high-voltage supply lines in such a way that
each line powers one side of the rod. The clock and control lines as well as the LV lines powering
the CCUM leave the rod through a short cable which plugs into the next rod of the control ring. The
first and the last rod of a control ring are connected to the Digital Opto-Hybrid Module (DOHM).
This board houses the digital opto-hybrids optically connected to the remote control system and
distributes the clock and the control signals through a token-ring 40 MHz LVDS-based protocol to
the connected rods (up to 10). The length of the optical fibers coming from the AOHs is chosen so
that all fibers end at the same location near the CCUM, where the connectors of the 12-fiber ribbons
are integrated (figure 3.28). The choice of including the optical patch panel inside the rod volume
was made to reduce the thickness of the TOB services on the TOB end-flanges, so minimizing the
inactive volume between TOB and TEC.
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Figure 3.28: Top panel: photo of an assembled double-sided rod, showing the CCUM side, with
the 12-way optical ribbons connected to the AOH fibers. Bottom panel: double-sided rod being
prepared for insertion in the TOB mechanics; the side opposite to the CCUM is shown.

Electrical and read-out grouping

The grouping of the rods into control rings is designed primarily to avoid having control rings
spanning across two different cooling segments, while maximizing the size of a control ring (to
reduce cost and material budget) within the recommended limit of 10 CCUMs per ring. This logic
results in two or three control rings per cooling segment, with a single exception of a cooling
segment containing one control ring only. The average number of CCUMs (i.e. of rods) per ring
in the TOB is 7.5. Within a control ring, rods are clustered in groups that are read out by the same
FED. Again, a read-out group never spans over two control rings, and the grouping is optimized to
minimize the number of unused channels in the FEDs (to reduce cost). The average FED occupancy
in the TOB is 94%. In summary, the TOB is made of 688 rods read out by 134 FEDs, controlled
by 92 DOHMs, and cooled by 44 independent lines.

Grounding

In each rod the return line of LV and bias is connected inside the CCUM to the return line of
the LV power of DOHM and CCUMs, and connected through a short multi-wire cable to the
cooling manifold serving the rod: this is the main ground connection of the rod. The grounding is
improved by additional ground connections in each ICC, implemented through metalization around
the mounting holes.

The DOHMs, mounted on the TOB end-flange (figure 3.29), are protected by alodyned alu-
minium plates of 0.5 mm thickness, which are locally connected to the power return line.
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Figure 3.29: Photo of the completed z+ side of the TOB. The DOHMs form the outer layer of the
services on the TOB end flange. Optical ribbons (green) run out, grouped in 16 channels. Power
cables and feeding pipes run parallel to each other on the thermal screen panels.

The cooling circuits of the different segments are then connected electrically through short
multi-wire cables soldered to the radial pipes feeding the manifolds (or to the manifolds themselves,
for the outer layer) and screwed to the ground rings: an alodyned aluminium bar of 10×10 mm2

square section bent to round shape and equipped all along with threaded holes, which is installed
at the outer radius of the TOB, on both sides. Gold-coated copper strips of 30 mm width and
0.2 mm thickness connect the ground ring to the carbon fiber structure of the outer cylinder, in
eight locations in φ . The connection to the carbon fiber is realized with conductive araldite. The
same strip material is used to realize the electrical connections between outer cylinders and disks,
and inner cylinders and disks, again in eight locations in φ . In addition, copper strips as long as the
whole TOB are added on the outer surface of the outer cylinder (visible in figure 3.26); for the inner
cylinder instead, which is inside the tracking volume, it was decided to rely on the conductivity of
the carbon fiber.

Such design of the grounding scheme ensures good electrical connection of mechanical struc-
tures and power return lines making efficient use of the existing conductive materials (cooling pipes
and carbon fiber parts), with minimal amount of added metallic elements.
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3.3.6 Tracker EndCaps (TEC)

Mechanical structure

The endcaps extend radially from 220 mm to 1135 mm and from ±1240 mm to ±2800 mm along
the z-direction. The two endcaps are called TEC+ and TEC- (according to their location in z in the
CMS coordinate system). Each endcap consists of nine disks that carry substructures on which the
individual detector modules are mounted plus an additional two disks serving as front/back termi-
nation. A sketch of one endcap and a photograph of the completed TEC+ is shown in figures 3.30
and 3.31. Eight U-profiles, referred to as service channels because all services are grouped in their
vicinity, join the disks together along their outer periphery, while at its inner diameter each disk is
attached at four points to an inner support tube. To preserve the envelope necessary for the insertion
of the pixel detector, the last six disks have a larger inner radius (309 mm) as compared to the first
three (229 mm).

The disks are Carbon Fiber Composite (CFC) / honeycomb structures. The honeycomb core
is 16 mm thick NOMEX, 3.2-92 with a border of epoxy potting. On either side of the core there
is a symmetric layup of CFC skins (0.4 mm thickness). The skin material is CF-fabric THENAX
HTA 5131,3K (T300) impregnated with EP121 epoxy resin. The same material is used for the
service channels and the inner support tube. The latter has a thickness of 3 mm and is azimuthally
segmented into four 90◦ segments. Each of these segments is attached to the disks and the gaps at
the joints between segments are filled with epoxy glue so that they are gas tight. A thin cylindrical
skin made of 0.5 mm thick CFC panels surrounds the endcaps on the outside and serves as a gas
envelope for the atmosphere of dry nitrogen. The front plate has the same function and consists of
a 5 mm NOMEX core with 0.2 mm CFC skins on each side. The back plate provides an additional
thermal shielding for the cold silicon volume and is considerably thicker. The NOMEX core is
45 mm with each CFC skin 1.5 mm thick. The back plate also serves to make the overall structure
rigid in the z-direction. The back plate is covered by another carbon fibre disk, the bulkhead, which
is, however, mechanically detached from the TEC and supported by the tracker support tube. The
bulkhead carries the outer connectors of all TEC cables, thereby forming a patch panel for the
electrical connection of the TEC to the external power cables. It is covered by panels with heating
foils which close the thermal screen at the end face of the tracker support tube.

Ten different module types are arranged in rings around the beam pipe. For reasons of mod-
ularity they are mounted on substructures called petals, which in turn are mounted on the disks.
Disks 1 to 3 carry seven rings of modules, ring 1 is missing on disks 4 to 6, rings 1 and 2 are miss-
ing on disks 7 and 8, and disk 9 carries rings 4 to 7 only. Rings 1, 2 and 5 are built up of so-called
double sided modules: two modules are mounted back-to-back with a stereo angle of 100 mrad.
This provides space information perpendicular and parallel to the strip orientation.

Petals

To allow easy access to the detector modules they are mounted on modular elements, the petals
(figures 3.32 and 3.33). Petals can be individually removed from the endcaps without uncabling
and/or disassembling the entire structure. A total of 16 petals are mounted on each of the nine
disks of one endcap, eight on the front face of the disk — as seen from the interaction point —
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Figure 3.30: Left panel: Sketch of one tracker endcap. Modules are arranged in rings around the
beam axis. They are mounted on trapezoidal sub-structures called petals. One sector, indicated
with a line, consists of nine front petals mounted on the disk sides facing the interaction point (3
FD13, 3 FD46, 2 FD78, 1 FD9) and nine back petals mounted in the opposite side of a disk (3
BD13, 3 BD46, 2 BD78, 1 BD9). Right panel: Photograph of a TEC as seen from the interaction
point. The diameter of the TECs is 2.3 m.

Figure 3.31: Side view of a TEC.

(front petals) and eight on the back face (back petals). Mechanically there are two types each of
front and back petals, long petals for disks 1–3 and short ones for disks 4–9. As described above,
the front and back petals on disks 1–3 carry all seven rings of modules and are labelled FD13 and
BD13, respectively. Petals on disks 4–6 carry rings 2 to 7 (FD46/BD46), those on disks 7 and 8
carry rings 3 to 7 (FD78/BD78), and on disk 9 the petals carry rings 4 to 7 (FD9/BD9). The petals
have a structure similar to the disks, consisting of a 10 mm NOMEX core sandwiched between
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0.4 mm CFC skins. As viewed from the interaction point the modules belonging to rings 1, 3, 5, 7
are mounted on the petal front side (A-side and C-side for the front and back petals, respectively),
while modules in rings 2, 4, 6 are mounted on the back side of each petal (B-side and D-side for
the front and back petals, respectively). On a given disk the front petals overlap azimuthally with
the back petals, as do, for a given petal, detector modules belonging to the same ring. Detectors in
adjacent rings are arranged to overlap radially, thus providing full coverage. Each petal is mounted
on inserts in the main disks using a three point fixation: one point fixed in x, y and z, one fixed only
in phi, and one fixed only in z.

Cooling

The heat generated by all electronic components on a petal must be removed efficiently. In addition
the silicon sensors must be operated at a temperature of about −10◦C to reduce the effects of
radiation damage. The silicon sensors and front end hybrids are cooled via the CFC frames of
the detector modules, for which carbon fiber of high thermal conductivity is used (800 W/(m K)).
The aluminium inserts for positioning the modules serve at the same time for the coupling to the
cooling pipe. The two inserts along the legs of the module frame provide primarily for the cooling
of the sensors, while the inserts on the frame base are heat sinks for the front end hybrid. Each petal
contains two cooling circuits traversing the petal longitudinally and meandering from one cooling
point to the next. The cooling pipes are made of titanium with an outer diameter of 3.9 mm and a
wall thickness of 0.25 mm. They are embedded in the petal and serve to cool the components on
both back and front side. The tubing is pre-bent into the proper shape. The input/output manifolds
are laser welded onto the cooling pipes. After having milled the corresponding grooves and holes
into the petals, the tubing is inserted. Gluing jigs are used to position the cooling inserts and to
glue them to the pipes and to the petal. To close the grooves and re-establish the integrity of the
petal a CFC skin with holes at the location of the inserts is glued onto the petal face. The inserts
are then machined to the precision required for module positioning. The maximum heat load from
the electronics on a petal is about 87 W, including the heating of the sensors after ten years of LHC
operation. In these conditions a mass flow of 2.3 kg/min of the C6F14 coolant gives a temperature
difference of 2◦C between petal inlet and outlet. The connection of the petal circuits to the piping
running along z is done at the outer periphery of the petal. These connections can be undone easily
in case the petal needs to be removed. A pair of longitudinal pipes serves either 4 or 5 petals, which
are connected in parallel. A total of 64 longitudinal stainless steel pipes with 11 mm inner diameter
are used per endcap.

Electrical system design

The silicon modules, AOHs and CCUMs on the petals are connected to motherboards, called In-
terConnect Boards or ICBs, which are mounted on both sides of the petal. In figure 3.32 photos
of a bare front petal equipped with ICBs only are shown. There are five individual boards: the
main board ICB−46 on side B/D, which carries all the connectors for the cables and two CCUM
boards and transmits power and signals to the modules of rings 4 and 6, and four smaller boards,
which provide the power and signals for the other rings (ICB−2 on side B/D and ICB−1, ICB−3
and ICB−57 on side A/C, where the numbers correspond to the number of the ring to which the
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Figure 3.32: The different ICBs on the two sides of a front petal: ICB−2 and ICB−46 on side B,
and ICB−1, ICB−3 and ICB−57 on side A (from left to right). On ICB−46, the two CCUMs are
plugged.

Figure 3.33: Left photograph: front side of a TEC Petal. Right photograph: back side.

connected modules belong). These four boards are connected to the main board. The ICB brings
the ground, the various supply voltages and the bias voltage to the electrical devices on the petal,
and transmits LVDS and I2C signals. In addition analogue data from the FE hybrids are transmitted
differentially to the AOHs over distances of a few centimetres.

To keep the number of low voltage power supplies and connections relatively small while
limiting the current that must be provided by one power supply, the modules are organized in three
low voltage (LV) groups, which are served by individual power supplies. The LV group 1 consists
of rings 1 and 2, group 2 contains rings 3, 4 and 6 and finally rings 5 and 7 belong to group 3. This
corresponds to 8/11/9 (4/8/11) modules or 48/44/44 (24/32/56) APVs on front (back) petals in LV
group 1/2/3. In total there are eleven power rails on ICB−46, which must carry a current of up
to 12 A. Sensing is implemented for the low voltage connections. The sense resistors are located
in the electrical centre of each power group. Capacitances are implemented on the ICB near the
power input connectors as well as near the front-end connectors to suppress ripples and minimize
a possible voltage overshoot caused by switching off the FE-hybrids.

For each low voltage group, two high voltage channels are provided. For each HV channel
there are up to four single HV lines, which bias one or two silicon modules.

The ICB−46 and ICB−57 have six copper layers, while the smaller boards have only four
layers. To limit the contribution to the material budget, the copper layers are rather narrow and thin.
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The layer thickness amounts to 17 and 25 µm for the inner four and outer two layers, respectively,
except for the innermost layer of boards ICB−1, ICB−3 and ICB−57 on front petals and ICB−1,
ICB−2 and ICB−3 on back petals, which has a thickness of 35 µm. Digital and data traces are
shielded by power and ground layers.

Two petals, one back and one front petal, are connected in a control ring. The front petal is
the first in the control loop. Both on back and front petals, rings 1–4 and 5–7 are connected to one
CCU, respectively. The Digital Opto-Hybrid (DOH) converts the optical signals to electrical LVDS
signals and vice versa. Two DOHs are located on a separate PCB, the Digital Opto-Hybrid Module
(DOHM), which is mounted on the back petal. From the DOHM, which also distributes the power
for the DOHs, electrical signals are transmitted to the CCUMs on the petal. For the control ring, a
redundancy scheme is implemented on the ICB. Each CCU can be bypassed electrically in case of
a problem, so that the functionality of the control ring is maintained. The second DOH is needed
for redundancy purposes only. To allow also the last CCU on the ring to be bypassed, a fifth CCU
is located on the DOHM. It is used only in this special case. However, if two consecutive CCUs
are faulty, the complete control ring is lost.

Low-pass filters are implemented for the traces of the temperature signals that are brought out
via power cables, to ensure that noise is not coupled in via these lines. In addition to the thermistors
located on the Kapton of the silicon modules, several temperature and humidity probes are located
on or connected to the ICB. Two 10 kΩ NTC thermistors are located on ICB_46 on front petals
and read out via the power cable of low voltage group 2. Both on front and back petals, four 10 kΩ

NTC thermistors are glued to the cooling inserts of the ring 6 modules. They are read out via the
DCU that is present on each CCUM. On both petal types, a humidity sensor can be connected to
ICB_46. For back petals, this sensor is read out via the power cable of LV group 2. On each z-
side in total 12 hardwired humidity sensors are distributed over the TEC volume. For front petals,
the humidity sensor is read out via the DCU on the CCUM. Front petals of all disks of the top
and bottom sectors carry these additional humidity sensors, providing detailed information on the
relative humidity along the z-direction.

Kapton cables of about 15 cm length are used to link the petals inside one control ring with
each other and with the DOHM, providing the electrical digital signals and the power for the
CCUMs. These cables consist of two copper layers with a thickness of 35 µm each, separated
by a 100 µm thick polyimide layer.

Each TEC LV group is supplied by one so-called multiservice cable, which transmits the
analogue power and the bias voltage and brings out signals from temperature or humidity sensors.
Inside the tracker support tube, power cables are arranged around the main TEC cooling pipes that
run along the z direction, and end at the bulkhead. These cables implement silver-plated aluminium
conductors to minimize the impact on the material budget. Typical currents per cable range from
about 5 A to 11 A, depending on the number of APVs connected. Therefore three cable types exist,
with wire cross-sections tailored to the differing needs.

The connection from the bulkhead to the so-called patch panel 1, located outside of the tracker
volume, is provided by power cables implementing tinned copper conductors. The control power
is transmitted via separate cables, which also break at the bulkhead. In this case tinned copper
conductors are used both inside and outside the tracker volume.
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The grounding scheme

The so-called TEC common ground is located at the back end of each TEC. It is realized by means
of a 5 cm wide and 150 µm thick copper ring, which is glued to the outer radius of each back
disk and tied to the brackets that connect the tracker support tube to the hadron calorimeter. The
material of the hadron calorimeter represents a very solid ground. The shields of all cables, the
reference points of all power groups, the cooling manifolds that are used to connect the cooling
pipes of the petals to the main tubes that are mounted on the TEC, the CF skins of the disks and
petals and the outer aluminium shields of the TEC are connected to this TEC common ground. On
the petal side, one common analogue ground is implemented per petal. This so-called local petal
ground is distributed via a 2 cm wide and 20 µm thick copper path along the ICBs as a reference
rail. The LV and HV supplies of all power groups are referenced to this local petal ground at the
geometrical/electrical centre of each group. The digital ground of a control group is referenced
once to the local petal ground. The local petal ground of each petal is connected to the TEC
common ground. Copper strips glued to the outer radii of the disks and along the service channels
that connect all disks with the back disk provide the electrical connection to the TEC common
ground. These copper strips are connected via short copper braids to the ICBs on the petals. The
carbon frames of the silicon detectors are connected via a conductive glue spot to the bias Kapton
and finally via the ICB to the FE hybrid ground. To avoid ground loops, the frames are electrically
insulated from the cooling pipes by an anodized layer between the cooling inserts and the pipe.

3.3.7 Geometry and alignment

The deviation of true position and orientation of tracker modules from their nominal values as
specified in the engineering drawings depends on many factors with different origin, some of them
time-dependent: the achieved assembly precision, deformation due to tracker cooling, stress from
access and magnetic field, out-gassing of components in dry nitrogen. This leads to a degradation
of the track parameter resolution (figure 3.4), which needs to be recovered by determining true
module position and orientation, called alignment.

Alignment of the tracker relies on three key components: the various data about assembly
gathered during the integration process, the Laser Alignment System and the alignment with tracks,
ordered by increasing precision and availability with time.

For alignment purposes, modules with two sensors are treated as they would have one large
sensor with identical active area coverage. This is justified by sensor mask design [36] and achieved
sensor placement accuracy (figure 3.23).

The CMS tracker alignment task thus consists of the determination of three translational and
three rotational parameters for each of the 15 148 tracker modules. To achieve ultimate precision,
it might be necessary to consider additional parameters, e.g. the sensor bow due to single-sided
processing.

Geometry

Two methods are mainly used for measuring tracker component assembly precision: survey with
coordinate measurement machines with a typical accuracy of a few µm to a few tens of µm, and
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Table 3.2: Estimated assembly precision (RMS, in µm) of tracker components. Values are given
with respect to the next level in the hierarchy, e.g. the position accuracy of sensors in modules is
10 µm.

TIB TID TOB TEC
Sensor

10
Sensor

10
Sensor

10
Sensor

10
Module

180
Module

54
Module

30
Module

20
Shell

450
Ring

185
Rod

100
Petal

70
Cylinder

750
Disc

350
Wheel

140 (rφ ), 500 (z)
Disc

150
Tube Cylinder

450
Tube

1000
TEC

600
Tube CMS Tube

photogrammetry with an accuracy of 150 µm (80 µm) under good (optimal) conditions for relative
measurements. The measured and expected mounting precision from those data are summarized in
table 3.2. It should be noted that structure deformations due to loading as well as temperature and
humidity variations have not been taken into account.

The software description of the position and orientation of the active detector volumes has
been validated with survey data and reconstructed tracks from test beams and cosmic muons
recorded in various test and integration setups.

Laser Alignment System

The Laser Alignment System (LAS, figure 3.34) uses infrared laser beams with a wavelength
λ = 1075 nm to monitor the position of selected tracker modules. It operates globally on tracker
substructures (TIB, TOB and TEC discs) and cannot determine the position of individual modules.
The goal of the system is to generate alignment information on a continuous basis, providing ge-
ometry reconstruction of the tracker substructures at the level of 100 µm, which is mandatory for
track pattern recognition and for the High Level Trigger. In addition, possible tracker structure
movements can be monitored at the level of 10 µm, providing additional input for the track based
alignment.

In each TEC, laser beams cross all nine TEC discs in ring 6 (ray 2) and ring 4 (ray 3) on back
petals, equally distributed in φ . Here special silicon sensors with a 10 mm hole in the backside
metalization and an anti-reflective coating are mounted. The beams are used for the internal align-
ment of the TEC discs. The other eight beams (ray 4), distributed in φ , are foreseen to align TIB,
TOB, and both TECs with respect to each other. Finally, there is a link to the Muon system (ray 1),
which is established by 12 laser beams (six on each side) with precise position and orientation in
the tracker coordinate system.

The signal induced by the laser beams in the silicon sensors decreases in height as the beams
penetrate through subsequent silicon layers in the TECs and through beam splitters in the align-
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Figure 3.34: Overview of the CMS Laser Alignment System.

ment tubes that partly deflect the beams on TIB and TOB sensors. To obtain optimal signals on
all sensors, a sequence of laser pulses with increasing intensities, optimized for each position, is
generated. Several triggers per intensity are taken and the signals are averaged. In total, a few
hundred triggers are needed to get a full picture of the alignment of the tracker structure. Since the
trigger rate for the alignment system is around 100 Hz, this will take only a few seconds. These
data will be taken at regular intervals, both in dedicated runs and during physics data taking.

Alignment with tracks

CMS pursues the development of two novel track-based alignment algorithms that allow to quickly
solve the system of linear equations of order O(100 000). The first is an extension to the well-
known global Millepede algorithm [52], that takes all correlations into account and has been shown
to successfully align the most sensitive 50 000 parameters. The second is a novel approach using
a Kalman Filter [53], which bridges the gap between global and local algorithms by taking into
account the most important correlations. In addition the HIP [54] algorithm, which is local in the
sense that it takes into account only correlations of parameters within a module, is developed in
parallel. In this algorithm, correlations between modules are dealt with implicitly by iterating the
alignment many times. All three methods are expected to be able to provide alignment constants
for the full silicon pixel and strip tracker.

Experience from other experiments has shown that collision data are not sufficient to constrain
certain correlated module movements well enough to obtain a unique set of alignment constants.
Therefore complementary data and constraints need to be exploited. Examples are tracks from
cosmic muons (with and without magnetic field) that constrain the tracker barrel modules, or beam
halo muons for the endcap. Beam gas and minimum bias events are also under consideration.
Typical examples of constraints are a vertex constraint for decay particles e.g. from Z → µ+µ−

or jets, mass constraints, measurements from the Laser Alignment System, and survey constraints.
First studies indicate that those data will provide a unique alignment parameter set.
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Figure 3.35: TEC+ disk rotation ∆φ (around the beam axis) and displacements ∆x,∆y (in the disk
plane) as determined from survey, LAS and cosmic muon tracks.

During integration of the TEC+, deviation of disk positions and rotations from nominal val-
ues have been determined from survey with photogrammetry, the LAS, and tracks from cosmic
muons. Figure 3.35 shows the results from the three complementary methods. The global degrees
of freedom (absolute position and orientation, torsion and shear around the symmetry axis) have
been fixed by requiring the average displacement and rotation as well as torsion and shear to be
zero. The values agree within 60 µm and 80 µrad with each other, which can be taken as an upper
value on the precision of each method.

3.3.8 Detector control and safety system

The Tracker Detector Safety System (TDSS) and tracker Detector Control System (tracker DCS) is
a two pillar system. The TDSS ensures independently the safety, with a large PLC (Programmable
Logical Controller) system, occupying 6 LHC racks. A limited set of around 1000 hardwired
temperature and humidity sensors are evaluated and out of limit states interlock power supplies.
The tracker DCS, as a complementary partner, controls, monitors and archives all important
parameters. The heart of the DCS is composed out of an industrial SCADA program (Supervisory
Control And Data Acquisition) PVSS (Prozessvisualisierungs- und Steuerungssystem from ETM
Austria, chapter 9) together with a Finite State Machine written in SMI++, a derivative of the
former DELPHI control software; thus using the standard control software framework for all
LHC experiments. The main task of the DCS is to control about 2000 power supplies for silicon
module low and high voltage power and about 100 low voltage control power supplies via the
OPC (OLE for Process Automation) protocol. Detector interdependencies of control, low and
high voltages are handled, as well as fast ramp downs in case of higher than allowed temperatures
or currents in the detector, experimental cavern problems, etc. All this is ensured by evaluating
104 power supply parameters, 103 data points from DSS via a Siemens S7 driver and 105 readings
from the DCUs situated on all front end hybrids and control units CCUs. Several passive alarms
and warning levels are defined for temperature, relative humidity, voltages, currents, etc. and are
reported in a global warning panel as well as limits that, if surpassed, would result in automatic
shutdown. Information from the tracker cooling plant, the thermal screen, beam conditions and
the dry gas system are crucial for safe running and are accessible from the tracker DCS and TDSS.

– 81 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

All parameters are archived to ORACLE. The TDSS (tracker DCS) system is fully implemented
in the global CMS DSS (DCS) and Run Control system.

3.3.9 Operating experience and test results

Performance in test beam experiments

The system performance of integrated structures of the silicon strip tracker and its data acquisition
chain as well as the performance of the silicon strip modules themselves has been studied in various
test beam experiments at CERN and the Paul Scherrer Institut (PSI), Villigen (CH). In test beam
campaigns, performed in May and October 2004 at the X5 test beam complex in the CERN west
area, large substructures of TIB, TOB and TEC were exposed to a secondary pion beam with an
energy of 120 GeV and a tertiary muon beam with muon energies ranging from 70 to 120 GeV.
The TIB setup comprised a prototype half-shell structure of layer 3, equipped with eight single-
sided strings, plus four double-sided strings, mounted on a custom support structure. For the TOB,
the so-called cosmic rack, a precise mechanical telescope-like structure equipped with four single-
sided and two double-sided rods, was used in the beam tests. The TEC setup consisted of one
back and one front petal [55]. These setups corresponded to about 1% of the complete TIB, TOB
and TEC detectors, respectively. The TOB and TEC setups were operated at a temperature below
−10°C, while the TIB setup was operated at room temperature. Typical primary trigger rates for
the pion beam were 600 000 pions per spill (a 2.2 s long period within a 12 s long SPS cycle during
which particles are delivered) corresponding to a mean occupancy of 15 Hz/cm2.

In the strip-cluster finding the cuts for the signal-to-noise ratio, S/N, of the cluster seed /
neighbour strips / total cluster are 4/3/5 for TIB, 5/2/5 for TOB and 3/2/5 for TEC, respectively.
The cluster noise is calculated by adding the single strip noise values in quadrature (TIB, TEC) or
by taking the seed noise as the cluster noise (TOB). To determine the most probable value for the
S/N of a module, a Landau distribution convoluted with a Gaussian is fitted to the signal-to-noise
distribution, and the most probable value of the fitted function is quoted as the S/N.

The mean most probable S/N values for all module types, together with their strip length,
pitch and abbreviations used in the following, are summarized in table 3.3. For thin (thick) TEC
sensors, most probable S/N values of 29–33 (36–42) in peak mode and 19–22 (20–24) in deconvo-
lution mode have been observed [55]. For the thick TOB OB1 (OB2) modules a S/N of typically 36
(38) and 25 (27) was found in peak and deconvolution mode, respectively [17], while the thin TIB
IB1 (IB2) modules exhibited a S/N of 26 (30) in peak mode and 18 (20) in deconvolution mode.

Assuming that a MIP creates 24 000 electrons in a 300 µm thick layer of silicon [16], and
assuming that the beam particles can be treated as MIPs, the S/N can be used to calculate the
equivalent noise charge, ENC. The common mode subtracted noise depends on the capacitance
of the sensor, which depends linearly on the strip length and the ratio between strip width and
pitch, w/p [16]. Since w/p = 0.25 for all sensor types, the ENC varies between different module
types according to the strip length. Results for all module types except W1TID are summarized in
table 3.3. Measurements performed at low temperature (for the TEC, typically hybrid temperatures
of +10°C and 0°C were reached for hybrids with six and four APVs, respectively) are plotted
versus the strip length in figure 3.36. A linear fit to these data yields the following dependence of
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the ENC on the strip length L:

ENCpeak = (36.6±1.9)e−/cm ·L+(405±27)e−,

ENCdec = (49.9±3.2)e−/cm ·L+(590±47)e−.

The common mode noise is the standard deviation of the common mode, calculated per APV
from a certain number of events. The mean common mode noise has been evaluated and amounts to
(173±38) and (299±76) electrons for TEC (mean from all APVs in the setup) and (265±36) and
(300± 19) electrons for TIB (mean from all APVs of TIB2 modules) in peak and deconvolution
mode, respectively.

Although no dedicated beam telescope was available, efficiency studies have been performed
both with the TOB and TEC setups, exploiting the fact that in both cases the beam penetrated
several layers of modules. Efficiencies of above 99% have been observed in all such studies.

The uniformity of the module performance along and perpendicular to the strip direction has
been studied in 2003 with several TIB modules in a test beam experiment at the X5 complex. Two
single-sided strings equipped with IB2 modules were mounted on a structure corresponding to a
portion of a layer 3 half-shell, and operated at room temperature. To study the uniformity across the
strips, the strips read out by three APVs (on two different modules) were exposed to a pion beam,
and between 1000 and 8000 events were collected per strip. A cluster was associated to a strip if the
centre of gravity x of the cluster was reconstructed within (n−0.5) · p < x < (n+0.5) · p for strip n
and pitch p. The uniformity, defined as the ratio between the RMS and the mean of the respective
distribution, was 1.3% for the cluster noise, with an increase close to the APV chip edges. The
cluster charge uniformity was of the order of 1.4%, but dropped to 0.5% if calculated separately
for groups of 32 adjacent strips. A uniformity of the S/N of 1.6% on average and of 1.0% for
groups of 32 strips was measured. To investigate the uniformity along the strips, a muon beam was
used for its uniform particle density. The cluster position along the strip could be obtained from the
TOB setup that was operated in the same test beam, since the strip direction of the TOB modules
was perpendicular to that of the TIB modules. The clusters were binned in 24 intervals according
to their centre of gravity, corresponding to length intervals of 5 mm, and about 1500 events were
accumulated per bin. Both the uniformity of cluster charge and S/N were found to be 1.4%.

Performance during integration

Testing during integration consisted typically of checks of the control ring functionality, tests of the
I2C communication of all chips, tests of the gain of the optical connections, commissioning (i.e.
tuning of chip operation parameters), pedestal runs in peak and deconvolution mode, bias voltage
ramping up to 450 V, read-out of currents and module and hybrid temperatures through the DCUs,
and a functionality check of the temperature and humidity sensors.

In the following sections the performance of TEC, TIB/TID and TOB during integration is
described. Two comments apply to all three sub-detectors:

• Numbers of dead and noisy strips are given below. While dead strips can be identified reli-
ably, the noisiness of strips depends on external conditions such as grounding and the APV
read-out mode and the figures given should be regarded as estimates only. APV edge strips
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Table 3.3: Pitch, strip length, signal-to-noise ratio and equivalent noise charge after common
mode subtraction for different module types. The TEC and TOB measurements are for hybrid
temperatures of below 0 ◦C, the TIB measurements were performed at room temperature. Sensors
of type IB1 and IB2 are used in TIB, layers 1 and 2 and layers 3 and 4, respectively. In the
TOB, layers 1–4 are equipped with OB2 sensors, layers 5 and 6 with OB1 sensors. The sensor
geometries abbreviated with W are wedge-shaped sensors used in TEC and TID, with the number
corresponding to the ring. W1 sensors have a slightly different geometry in TID and TEC.

Module Pitch Strip length S/N S/N ENC [e−] ENC [e−]
type [µm] [mm] Peak mode Dec. mode Peak mode Dec. mode
IB1 80 116.9 25.8 ± 1.3 18.3 ± 0.5 931 ± 48 1315 ± 37
IB2 120 116.9 29.5 ± 1.4 20.3 ± 0.6 815 ± 37 1182 ± 31
OB1 122 183.2 36 25 1110 ± 47 1581 ± 75
OB2 183 183.2 38 27 1057 ± 17 1488 ± 22
W1TEC 81–112 85.2 33.1 ± 0.7 21.9 ± 0.6 714 ± 23 1019 ± 37
W2 113–143 88.2 31.7 ± 0.5 20.7 ± 0.4 741 ± 25 1068 ± 51
W3 123–158 110.7 29.2 ± 0.6 20.0 ± 0.4 802 ± 16 1153 ± 48
W4 113–139 115.2 28.6 ± 0.5 19.2 ± 0.3 819 ± 21 1140 ± 26
W5 126–156 144.4 42.2 ± 1.1 24.1 ± 1.1 971 ± 29 1354 ± 57
W6 163–205 181.0 37.8 ± 0.6 23.0 ± 0.4 1081 ± 26 1517 ± 47
W7 140–172 201.8 35.5 ± 1.0 20.3 ± 1.1 1155 ± 40 1681 ± 107

Strip length [cm]
8 10 12 14 16 18 20

 ]-
Co

m
m

on
 m

od
e 

su
bt

ra
ct

ed
 n

oi
se

 [e

700

800

900

1000

1100

1200

 / ndf 2χ  4.428 / 7
p0        27.34±   405 
p1        1.942± 36.55 

 / ndf 2χ  4.428 / 7
p0        27.34±   405 
p1        1.942± 36.55 

Peak mode

Strip length [cm]
8 10 12 14 16 18 20

 ]-
Co

m
m

on
 m

od
e 

su
bt

ra
ct

ed
 n

oi
se

 [e

1000

1100

1200

1300

1400

1500

1600

1700

1800

 / ndf 2χ  4.567 / 7
p0        47.23± 589.9 
p1          3.2± 49.88 

 / ndf 2χ  4.567 / 7
p0        47.23± 589.9 
p1          3.2± 49.88 

Deconvolution mode

Figure 3.36: Equivalent noise charge after common mode subtraction versus strip length for all
TOB and TEC module types, in peak (left panel) and deconvolution mode (right panel).

show typically an increased noise and are frequently flagged as noisy, especially when a
fixed noise cut is used for all strips. These edge strips are included in the numbers of flagged
strips, although they are usually fully efficient.

• Although all components (petals, rods, single modules in case of the TIB/TID) were tested
before insertion and components not fulfilling strict quality criteria were rejected, several
defects have been observed during integration. Typical defects are broken optical fibers, bad
APVs (i.e. with many noisy or dead strips), and missing or unreliable I2C communication
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of complete modules or single chips. Most of the problems are assumed to be caused by
mishandling during insertion or cabling. Since the exchange of components bears a consid-
erable risk, not all defective components have been exchanged. Additional defects could be
introduced by any following handling step, such as cabling of the tracker. The numbers given
below should thus be regarded as a snapshot reflecting the situation right after integration of
the single sub-detectors.

TEC Performance during integration

The TEC petals were integrated sector-wise, where one sector corresponds to one eighth of a TEC
in φ , and comprises 18 petals that share nine control rings and four cooling circuits. After integra-
tion of one sector, a read-out test of the full sector was performed at room temperature, with the
coolant at +15°C and mean silicon and hybrid temperatures of about +23°C and +33°C, respec-
tively.

During integration a flaw in the crimping of the connectors of the multiservice power cables
was found. After all such connectors had been replaced on both TECs, the system performance
observed during integration was very robust. In figure 3.37, left side, the common mode subtracted
noise of all strips of both TECs is shown for deconvolution mode. Since the measured noise
depends on the gain of the optical chain, the noise was normalized to the digital output of the
APV (scale on upper x-axis in figure 3.37). In addition, the number of ADC counts in the FED was
converted to ENC according to the following method: with a nominal digital APV output of± 4 mA
and a nominal APV gain of 1 MIP/mA for thin sensors, the height of the digital output corresponds
to 8 MIPs or 200 000 electrons. This method allows a direct comparison of the measurements from
different optical channels and delivers an approximate absolute calibration of the equivalent noise
charge. Cross-checks with cosmic muon data performed during TIB/TID integration indicate that
this scaling agrees with the real ENC within 10–20%. Furthermore, the noise depends on the strip
capacitance and thus on the strip length, i.e. on the module type. For this reason the noise of all
strips was normalized to the strip length of modules of ring 1 (8.52 cm). In addition a correction was
applied to TEC- data to account for the fact that they were taken with other chip parameter settings
than TEC+ data. The common mode subtraction was performed assuming a constant common
mode per APV. To extract the mean noise, a gaussian was fitted to the distribution. The resulting
mean common mode subtracted noise amounts to 1693 ± 75 electrons in this normalization.

The mean common mode noise, calculated per APV, amounts to (22± 4)% and (21± 3)%
of the mean intrinsic noise in peak and deconvolution mode, respectively (figure 3.38, left, for all
non-defective APVs of TEC+).

The flatness of the noise across the APV is a good indicator for the quality of the grounding.
The relative spread of the total noise (before common mode subtraction), i.e. the RMS of the noise
divided by the mean noise, both calculated per APV, can be used to quantify the flatness. The
relative spread is (2.5± 0.2)% in both read-out modes, as shown in figure 3.38, right, indicating
that the grounding scheme implemented by the TEC works well.

Strips are counted as noisy or dead if their noise is more than five times the RMS of the
noise above or below the mean noise of the respective APV. Edge strips are counted as noisy, if
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Figure 3.37: Normalized common mode subtracted noise of all strips (scaled to the strip length
of ring 1 sensors) of both TECs (left panel) and the TOB (right panel), in deconvolution mode.
Details are described in the text.

Relative common mode noise
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

N
um

be
r 

of
 A

PV
s

1

10

210

310

410
Number of entries = 15070

Peak Mode
 0.04)±Mean = (0.22 

Deconvolution Mode
 0.03)±Mean = (0.21 

Relative RMS of total noise
0 0.02 0.04 0.06 0.08 0.1

N
um

be
r 

of
 A

PV
s

1

10

210

310

410
Number of entries = 15070

Peak Mode
 0.002)±Mean = (0.025 

Deconvolution Mode
 0.002)±Mean = (0.025 

Figure 3.38: Ratio between common mode noise and mean intrinsic noise (left panel) and ratio
between the RMS of the total noise and the mean total noise (right panel), calculated per APV, in
peak and deconvolution mode for all non-defective APVs of TEC+.

their noise is more than seven sigma above the mean noise. In total, there are 3.0 per mille of bad
channels in TEC+, while TEC- has 2.7 per mille of bad channels.

TIB and TID performance during integration

During TIB/TID integration [56], modules and AOHs were assembled onto half layers and disks
and tested extensively for functionality, including pedestals, once a mother cable was completed
(corresponding to a string in the TIB and three single-sided or five double-sided modules in the
TID). Completed disks and half layers were then subjected to a burn-in in a climatic chamber,
during which the structures were operated at a silicon sensor temperature of about −15°C. The
complete half layers and disks were read out during these tests. Typically, the structures underwent
2–3 cooling cycles during a five day measurement period. After-wards disks and half layers were
assembled into the complete TIB/TID+ and TIB/TID- structures and shipped to CERN, where the
last integration operations were performed, such as connection of fibers to the final ribbons and
cabling of the margherita.
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After optimization of the grounding scheme, the noise performance observed in the TIB and
TID structures was very good. For the TIB and TID structures the scaled common mode subtracted
noise of all strips, except for two TIB half-shells for which data were taken under non-final running
conditions and three half-shells for which the proper grounding scheme was not yet implemented,
is shown in figure 3.39 for deconvolution mode. Scaling and common mode subtraction have been
implemented as previously described in this section. These data have been taken under nominal
CMS conditions, with a mean silicon sensor temperature of about −15°C, hybrid temperatures
ranging from −4°C (TID double-sided modules) to −14°C (TIB single-sided modules) and APV
parameters set as intended for this temperature range. The mean noise, taken from a gaussian
fit, amounts to (1233± 87) electrons in the TIB and (1246± 76) electrons in the TID. Measure-
ments with a silicon sensor temperature of about +10°C and hybrid temperatures of +10◦C to
+30°C show a mean noise about 20% larger. In contrast to the TEC, a strip is flagged as dead
if its noise is below 75% of the average noise of the APV, and APV edge strips are not treated
differently. The total number of bad channels is 4.4 per mille in TIB/TID+ and 3.4 per mille in
TIB/TID-.

TOB performance during integration

Fully equipped and tested rods were integrated cooling segment-wise. After a first functional test,
the cooling connection was soldered and a leak test was performed. Then the cooling segment was
cabled, and a full read-out test, including pedestals, was performed at room temperature. During
these measurements, the silicon sensor temperature was about +24°C and the hybrid temperature
about +30°C.

During integration, a sensitivity to pick-up noise has been observed, which leads to non-flat,
wing-like common mode subtracted noise distributions. This sensitivity is especially pronounced
for layers 3 and 4, which are equipped with single-sided 4 APV modules, and within these layers
the effect is worst for modules mounted closest to the CCUM. Defining as a figure of merit the ratio
of the highest noise amplitude (taken from a parabola fit to the noise distribution) to the flat noise
baseline, and counting all APVs with a ratio above 1.25 as “in the wings”, the fraction of APVs in
the wings is about 30% in layers 3 and 4 and about 7% and 1% in layers 1/2 and 5/6, respectively.
In total, 11.4% of all APVs are found to be in the wings according to this criterion. It has been
verified that either with adjusted cluster cuts or with a linear online common mode subtraction the
increase in the cluster width and occupancy is negligible.

The normalized noise of all TOB strips is shown in figure 3.37, right. The tail to high noise
values comes from the non-flat noise distributions. The mean noise from a gaussian fit amounts to
(2049±112) electrons.

Due to this wing-like noise structure, a special algorithm has been adopted to evaluate the
number of dead and noisy strips. A parabola is fitted to the noise distribution of each APV in an
iterative procedure, and strips are flagged as bad if their noise deviates more than ten times the
RMS of the distribution of fit residuals from the fitted function.

Only very few permanent defects, corresponding to 0.6 per mille of lost channels, have been
introduced during TOB integration. Including the number of noisy and dead strips, the number of
bad channels amounts to 0.6 per mille in TOB+ and 1.9 per mille in TOB-.
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Figure 3.39: Normalized common mode subtracted single strip noise for TIB (left panel) and TID
(right panel), in deconvolution mode. Details are described in the text.

Irradiation studies

As already discussed in detail in section 3.1.1, the silicon strip tracker will suffer from a severe
level of radiation during its 10 year long lifetime: up to 1.8×1014 neqcm−2 for TIB/TID and TEC
and up to 0.5×1014 neqcm−2 for TOB, assuming an integrated luminosity of 500 fb−1. The radial
and z dependence of the fluence both for fast hadrons and neutrons is described in detail in [15, 16].
Hadrons are expected to dominate in the inner part of the tracker, up to a radius of about 0.5 m,
while neutrons backscattered off the electromagnetic calorimeter dominate further outside. Safety
factors of 1.5 and 2.0 on the fluence are typically applied for TIB/TID and TOB/TEC, respectively.

To ensure that both the FE electronics and the silicon sensors can be operated safely and
with satisfactory performance after such an irradiation, several irradiation tests with neutrons and
protons have been carried out. Neutron irradiation was usually performed at the isochronous cy-
clotron of the Centre de Recherches du Cyclotron, Louvain-la-Neuve, which delivers neutrons with
a mean energy of 20 MeV (hardness factor 1.95 relative to 1 MeV neutrons [58]). Proton irradiation
has been carried out e.g. at the compact cyclotron of the Forschungszentrum Karlsruhe, where a
26 MeV proton beam (hardness factor 1.85 relative to 1 MeV neutrons) with a current of 100 µA
and a beam spot diameter of 1 cm is available.

To study the performance of complete irradiated modules, several OB1 and OB2 modules
(table 3.3 for explanation) were irradiated with a proton fluence ranging from 0.1×1014 neqcm−2

to 0.7 × 1014 neqcm−2, and one OB2 module was subjected to a neutron fluence of about
1.2 × 1014 neqcm−2 [57]. Two TEC W5 modules were irradiated with a proton fluence of
about 1.1× 1014 neqcm−2, and three TIB IB1 modules were subjected to a proton fluence of
0.5× 1014 neqcm−2 to 2.1× 1014 neqcm−2. The effect of annealing was simulated by heating the
modules for 80 minutes at 60°C and afterwards storing them at room temperature for at least two
hours. To prevent uncontrolled annealing, the modules were stored at −20°C between the irradia-
tion or annealing steps. Measurements were performed at −15°C.

As expected from inversion from n- to p-type doping, the full depletion voltage increased
with the fluence, as shown in figure 3.40 (left). However, the required depletion voltage stays
below 500 V, which is the maximum depletion voltage for which the sensors are specified. The
dependence of the depletion voltage on annealing time was studied as well and found to be in
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Figure 3.40: Left panel: Variation of depletion voltage with fluence for OB1 (triangles), OB2
and W5 (dots on upper curve) and IB2 (dots on lower curve) modules, after an annealing time of
80 minutes after each irradiation step. The curves correspond to calculations for 500 µm (upper
curve) and 320 µm (lower curve) sensors for an annealing time of 80 minutes at 60°C. Right panel:
Current density, scaled to 20°C, versus fluence after annealing for 80 minutes at 60°C.
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Figure 3.41: Signal-to-noise ratio versus fluence for modules with 500 µm (left panel) and 320 µm
thick sensors (right panel) in peak (filled symbols) and deconvolution mode (open symbols).

excellent agreement with the Hamburg model [59], with a minimum at 80 minutes annealing time,
corresponding to a 10 day shut down period at room temperature.

The leakage current is expected to increase with fluence, leading to a larger heat dissipation
and increased noise. In figure 3.40 (right) the dependence of the current density on the fluence is
shown. The current related damage rate, defined as the current increase, scaled to 20°C, per sensor
volume and equivalent neutron fluence, amounts to (3.79±0.27)×10−17 A/cm, which is in good
agreement with literature and measurements from test structures.

Measurements of the signal-to-noise ratio, S/N, of irradiated modules have been performed
with a 90Sr source. Due to an increase of the noise and a decrease of the charge collection efficiency,
the S/N is expected to decrease with fluence. The dependence of the S/N on the accumulated
fluence for thick and thin sensors in both read-out modes is shown in figure 3.41. For thick sensors,
the S/N decreased from 23 (35) to 15 (21) in deconvolution (peak) mode, while for thin sensors
a decrease from 18 (24) to 13 (18) was observed. These figures ensure a hit finding efficiency of
above 95% even after 10 years of operation at the LHC [60, 61].

– 89 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Chapter 4

Electromagnetic calorimeter

The electromagnetic calorimeter of CMS (ECAL) is a hermetic homogeneous calorimeter made of
61200 lead tungstate (PbWO4) crystals mounted in the central barrel part, closed by 7324 crys-
tals in each of the two endcaps. A preshower detector is placed in front of the endcap crystals.
Avalanche photodiodes (APDs) are used as photodetectors in the barrel and vacuum phototriodes
(VPTs) in the endcaps. The use of high density crystals has allowed the design of a calorimeter
which is fast, has fine granularity and is radiation resistant, all important characteristics in the LHC
environment. One of the driving criteria in the design was the capability to detect the decay to two
photons of the postulated Higgs boson. This capability is enhanced by the good energy resolution
provided by a homogeneous crystal calorimeter.

4.1 Lead tungstate crystals

The characteristics [62] of the PbWO4 crystals make them an appropriate choice for operation at
LHC. The high density (8.28 g/cm3), short radiation length (0.89 cm) and small Molière radius
(2.2 cm) result in a fine granularity and a compact calorimeter. In recent years, PbWO4 scintil-
lation properties and other qualities have been progressively improved, leading to the mass pro-
duction of optically clear, fast and radiation-hard crystals [63, 64]. The scintillation decay time
of these production crystals is of the same order of magnitude as the LHC bunch crossing time:
about 80% of the light is emitted in 25 ns. The light output is relatively low and varies with tem-
perature (−2.1%◦C−1 at 18°C [65]): at 18°C about 4.5 photoelectrons per MeV are collected in
both APDs and VPTs. The crystals emit blue-green scintillation light with a broad maximum at
420–430 nm [64, 66]. Longitudinal optical transmission and radioluminescence spectra are shown
in figure 4.1.

To exploit the total internal reflection for optimum light collection on the photodetector, the
crystals are polished after machining. For fully polished crystals, the truncated pyramidal shape
makes the light collection non-uniform along the crystal length. The effect is large because of the
high refractive index (n = 2.29 around the peak wavelength [67]) and the needed uniformity [68]
is achieved by depolishing one lateral face. In the endcaps, the light collection is naturally more
uniform because the crystal faces are nearly parallel. Pictures of barrel and endcap crystals with
the photodetectors attached are shown in figure 4.2.
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Figure 4.1: Longitudinal optical transmission (1, left scale) and radioluminescence intensity (2,
right scale) for production PbWO4 crystals.

Figure 4.2: PbWO4 crystals with photodetectors attached. Left panel: A barrel crystal with the
upper face depolished and the APD capsule. In the insert, a capsule with the two APDs. Right
panel: An endcap crystal and VPT.

The crystals have to withstand the radiation levels and particle fluxes [69] anticipated through-
out the duration of the experiment. Ionizing radiation produces absorption bands through the
formation of colour centres due to oxygen vacancies and impurities in the lattice. The practical
consequence is a wavelength-dependent loss of light transmission without changes to the scintil-
lation mechanism, a damage which can be tracked and corrected for by monitoring the optical
transparency with injected laser light (section 4.9). The damage reaches a dose-rate dependent
equilibrium level which results from a balance between damage and recovery at 18°C [64, 70].
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To ensure an adequate performance throughout LHC operation, the crystals are required to exhibit
radiation hardness properties quantified as an induced light attenuation length (at high dose rate)
greater than approximately 3 times the crystal length even when the damage is saturated. Hadrons
have been measured to induce a specific, cumulative reduction of light transmission, but the ex-
trapolation to LHC conditions indicates that the damage will remain within the limits required for
good ECAL performance [71, 72].

4.2 The ECAL layout and mechanics

The barrel part of the ECAL (EB) covers the pseudorapidity range |η | < 1.479. The barrel gran-
ularity is 360-fold in φ and (2×85)-fold in η , resulting in a total of 61200 crystals. The crystals
have a tapered shape, slightly varying with position in η . They are mounted in a quasi-projective
geometry to avoid cracks aligned with particle trajectories, so that their axes make a small angle
(3o) with respect to the vector from the nominal interaction vertex, in both the φ and η projec-
tions. The crystal cross-section corresponds to approximately 0.0174 × 0.0174 in η-φ or 22×22
mm2 at the front face of crystal, and 26×26 mm2 at the rear face. The crystal length is 230 mm
corresponding to 25.8 X0. The barrel crystal volume is 8.14 m3 and the weight is 67.4 t.

The centres of the front faces of the crystals are at a radius 1.29 m. The crystals are contained
in a thin-walled alveolar structure (submodule). The alveolar wall is 0.1 mm thick and is made of an
aluminium layer, facing the crystal, and two layers of glass fibre-epoxy resin. To avoid oxidation,
a special coating is applied to the aluminium surface. The nominal crystal to crystal distance is
0.35 mm inside a submodule, and 0.5 mm between submodules. To reduce the number of different
types of crystals, each submodule contains only a pair of shapes, left and right reflections of a single
shape. In total, there are 17 such pairs of shapes. The submodules are assembled into modules of
different types, according to the position in η , each containing 400 or 500 crystals. Four modules,
separated by aluminium conical webs 4-mm thick, are assembled in a supermodule, which contains
1700 crystals (figures 4.3 and 4.4).

In each module, the submodules are held in partial cantilever by an aluminium grid, which
supports their weight from the rear. At the front the submodule free ends are connected together
by pincers that cancel the relative tangential displacements. The submodule cantilever is reduced
by the action of a 4-mm thick cylindrical plate where the front of the submodules are supported
by setpins. Not all the submodules are connected to the cylindrical plate but only four rows in φ

from a total of ten. The portion of the submodule load taken at the front by the cylindrical plate
is transmitted to the aluminium grids of the different modules via the conical webs interspaced
between the modules [73]. Each module is supported and positioned in the supermodule at the
rear end through the grid by a spine beam. The spine is provided with pads which slide into rails
housed on the front face of the HCAL barrel, allowing the installation and support of each single
supermodule. The cylindrical plate in front of the supermodule also provides the fixation of the
monitoring system (see below) and the holes for its optical fibres.

All services, cooling manifolds and cables converge to a patch panel at the external end of
the supermodule. Eighteen supermodules, each covering 20◦ in φ , form a half barrel.

The endcaps (EE) cover the rapidity range 1.479 < |η | < 3.0. The longitudinal distance
between the interaction point and the endcap envelope is 315.4 cm, taking account of the estimated
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Figure 4.3: Layout of the ECAL barrel mechanics.

shift toward the interaction point by 1.6 cm when the 4-T magnetic field is switched on. The endcap
consists of identically shaped crystals grouped in mechanical units of 5×5 crystals (supercrystals,
or SCs) consisting of a carbon-fibre alveola structure. Each endcap is divided into 2 halves, or
Dees. Each Dee holds 3 662 crystals. These are contained in 138 standard SCs and 18 special
partial supercrystals on the inner and outer circumference. The crystals and SCs are arranged in a
rectangular x-y grid, with the crystals pointing at a focus 1 300 mm beyond the interaction point,
giving off-pointing angles ranging from 2 to 8 degrees. The crystals have a rear face cross section
30×30 mm2, a front face cross section 28.62×28.62 mm2 and a length of 220 mm (24.7 X0). The
endcaps crystal volume is 2.90 m3 and the weight is 24.0 t. The layout of the calorimeter is shown
in figure 4.5. Figure 4.6 shows the barrel already mounted inside the hadron calorimeter, while
figure 4.7 shows a picture of a Dee.

The number of scintillation photons emitted by the crystals and the amplification of the APD
are both temperature dependent. Both variations are negative with increasing temperature. The
overall variation of the response to incident electrons with temperature has been measured in test
beam [74] to be (−3.8±0.4)%◦C−1. The temperature of the system has therefore to be maintained
constant to high precision, requiring a cooling system capable of extracting the heat dissipated by
the read-out electronics and of keeping the temperature of crystals and photodetectors stable within
±0.05◦C to preserve energy resolution. The nominal operating temperature of the CMS ECAL is
18°C. The cooling system has to comply with this severe thermal requirement. The system employs
water flow to stabilise the detector. In the barrel, each supermodule is independently supplied
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Figure 4.4: Front view of a module equipped with the crystals.

with water at 18°C. The water runs through a thermal screen placed in front of the crystals which
thermally decouples them from the silicon tracker, and through pipes embedded in the aluminium
grid, connected in parallel. Beyond the grid, a 9 mm thick layer of insulating foam (Armaflex)
is placed to minimise the heat flowing from the read-out electronics towards the crystals. Return
pipes distribute the water through a manifold to a set of aluminium cooling bars. These bars are in
close contact with the very front end electronics (VFE) cards and absorb the heat dissipated by the
components mounted on these cards. A thermally conductive paste (gap filler 2000, produced by
Bergquist) is used to provide a good contact between the electronic components and a metal plate
facing each board. This plate is coupled to the cooling bar by a conductive pad (ultrasoft gap pad,
also produced by Bergquist). Both the gap pad and the gap filler have been irradiated with twice
the dose expected in the ECAL endcaps after 10 years at the LHC and have shown no change in
character or loss of performance.

Extended tests of the cooling system have been performed with good results [74]. Residual
effects caused by a possible variation of the power dissipated by the electronics were measured in
the extreme case of electronics switched on and off. The conclusion is that contributions to the
constant term of the energy resolution due to thermal fluctuations will be negligible, even without
temperature corrections.
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Figure 4.5: Layout of the CMS electromagnetic calorimeter showing the arrangement of crystal
modules, supermodules and endcaps, with the preshower in front.

Figure 4.6: The barrel positioned inside the hadron calorimeter.
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Figure 4.7: An endcap Dee, fully equipped with supercrystals.

4.3 Photodetectors

The photodetectors need to be fast, radiation tolerant and be able to operate in the longitudinal 4-T
magnetic field. In addition, because of the small light yield of the crystals, they should amplify
and be insensitive to particles traversing them (nuclear counter effect). The configuration of the
magnetic field and the expected level of radiation led to different choices: avalanche photodiodes
in the barrel and vacuum phototriodes in the endcaps. The lower quantum efficiency and internal
gain of the vacuum phototriodes, compared to the avalanche photodiodes, is offset by their larger
surface coverage on the back face of the crystals.

4.3.1 Barrel: avalanche photodiodes

In the barrel, the photodetectors are Hamamatsu type S8148 reverse structure (i.e., with the bulk
n-type silicon behind the p-n junction) avalanche photodiodes (APDs) specially developed for the
CMS ECAL. Each APD has an active area of 5×5 mm2 and a pair is mounted on each crystal.
They are operated at gain 50 and read out in parallel. The main properties of the APDs at gain 50
and 18°C are listed in table 4.1.

The sensitivity to the nuclear counter effect is given by the effective thickness of 6 µm, which
translates into a signal from a minimum ionizing particle traversing an APD equivalent to about
100 MeV deposited in the PbWO4.
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Table 4.1: Properties of the APDs at gain 50 and 18°C.

Sensitive area 5×5 mm2

Operating voltage 340–430 V
Breakdown voltage - operating voltage 45 ± 5 V
Quantum efficiency (430 nm) 75 ± 2%
Capacitance 80 ± 2 pF
Excess noise factor 2.1 ± 0.2
Effective thickness 6 ± 0.5 µm
Series resistance < 10 Ω

Voltage sensitivity of the gain (1/M ·dM/dV ) 3.1 ± 0.1%/V
Temperature sensitivity of the gain (1/M ·dM/dT ) −2.4 ± 0.2%/◦C
Rise time < 2 ns
Dark current < 50 nA
Typical dark current 3 nA
Dark current after 2×1013 n/cm2 5 µA

For ECAL acceptance each APD was required to be fully depleted and to pass through a
screening procedure involving 5 kGy of 60Co irradiation and 1 month of operation at 80◦C. Each
APD was tested to breakdown and required to show no significant noise increase up to a gain
of 300. The screening and testing aimed to ensure reliable operation for 10 years under high
luminosity LHC conditions for over 99% of the APDs installed in the ECAL [75]. Based on tests
with hadron irradiations [76] it is expected that the dark current after such operation will have
risen to about 5 µA, but that no other properties will have changed. Small samples of APDs were
irradiated with a 251Cf source to monitor the effectiveness of the screening procedure in selecting
radiation resistant APDs.

The gain stability directly affects the ECAL energy resolution. Since the APD gain has a high
dependence on the bias voltage (αV = 1/MdM/dV ' 3.1%/V at gain 50), to keep this contribution
to the resolution at the level of per mille, the APDs require a very stable power supply system: the
stability of the voltage has to be of the order of few tens of mV. This requirement applies to all the
electrical system characteristics: noise, ripple, voltage regulation and absolute precision, for short
and long term periods. A custom high voltage (HV) power supply system has been designed for
the CMS ECAL in collaboration with the CAEN Company [77]. To remain far from high doses of
radiation, the HV system is located in the CMS service cavern, some 120 m away from the detector.
The HV channels are floating and use sense wires to correct for variations in the voltage drop on
the leads. The system is based on a standard control crate (SY1527) hosting 8 boards expressly
designed for this application (A1520E). The SY1527 integrate a PC capable of communicating
with the board controller via an internal bus and different interfaces are available to integrate the
SY1527 on the ECAL detector control system (DCS). The board design is based on a modular
concept so that each HV channel is implemented on a separate module and up to 9 channels can be
hosted on a single A1520E board. Each channel can give a bias voltage to 50 APD pairs from 0 to
500 V with maximum current of 15 mA. In total, there are 18 crates and 144 boards. Temperature
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drift compensation is possible due to the presence on the crate of temperature probes that can be
used to monitor the environment temperature for adjustments of the voltage setting.

The operating gain of 50 requires a voltage between 340 and 430 V. The APDs are sorted
according to their operating voltage into bins 5 V wide, and then paired such that each pair has
a mean gain of 50. Each pair is mounted in parallel in a capsule, a moulded receptacle with
foam, which is then glued on the back of each crystal. The capsules are connected to the read-out
electronics by Kapton flexible printed circuit boards of variable length, dictated by the capsule’s
position within the submodule. Each capsule receives the bias voltage through an RC filter network
and a protection resistor.

One 100kΩ negative temperature coefficient thermistor from Betatherm, used as temperature
sensor, is embedded in every tenth APD capsule. There are twenty-two different types of capsules,
differing by the Kapton length and by the presence of the thermistor.

4.3.2 Endcap: vacuum phototriodes

In the endcaps, the photodetectors are vacuum phototriodes (VPTs) (type PMT188 from National
Research Institute Electron in St. Petersburg). Vacuum phototriodes are photomultipliers having
a single gain stage. These particular devices were developed specially for CMS [78] and have an
anode of very fine copper mesh (10 µm pitch) allowing them to operate in the 4-T magnetic field.
Each VPT is 25 mm in diameter, with an active area of approximately 280 mm2; one VPT is glued
to the back of each crystal. One Betatherm thermistor is embedded into each supercrystal. The
VPTs have a mean quantum efficiency of the bialkali photocathode (SbKCs) of 22% at 430 nm,
and a mean gain of 10.2 at zero field. When placed in a strong axial magnetic field, the response
is slightly reduced and there is a modest variation of response with the angle of the VPT axis with
respect to the field over the range of angles relevant to the CMS endcaps (6◦ to 26◦). The mean
response in a magnetic field of 4 T, with the VPT axis at 15◦ to the field direction, is typically
> 90% of that in zero field [79].

All VPTs are tested by the manufacturer before delivery, without an applied magnetic field.
All VPTs are also tested on receipt by CMS to determine their response as a function of magnetic
field up to 1.8 T. Each device is measured at a set of angles with respect to the applied field,
spanning the range of angles covered by the endcaps. In addition, at least 10% of the tubes, selected
at random, are also tested in a 4-T superconducting magnet, at a fixed angle of 15◦, to verify
satisfactory operation at the full field of CMS.

The estimated doses and particle fluences for 10 years of LHC operation are 0.5 kGy and
5×1013 n/cm2 at the outer circumference of the endcaps and 20 kGy and 7×1014 n/cm2 at |η | = 2.6.
Sample faceplates from every glass production batch were irradiated with a 60Co source to 20 kGy.
The faceplates were required to show a transmission loss, integrated over the wavelength range
corresponding to PbWO4 emission, of less than 10%. Irradiation of VPTs in a nuclear reactor to
7× 1014 n/cm2 showed a loss in anode sensitivity entirely consistent with discolouration of the
faceplate caused by the accompanying gamma dose (100 kGy) [80]. Irradiations of tubes biased
to the working voltage, with both gammas and neutrons showed no adverse effects, apart from an
increase in anode current, attributable to the production of Cerenkov light in the faceplates.
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The VPTs are operated with the photocathode at ground potential and the dynode and anode
biased at +600 V and +800 V respectively. The high voltage system is based (like the APD
system) on CAEN SY1527 standard control crates, although for the VPTs, the crates are equipped
with standard 12-channel A1735P boards, each channel rated at 1.5 kV and 7 mA. At the operating
bias, the VPT gain is close to saturation thus the voltages do not have to be controlled very precisely.
However, care must be taken to minimise ripple and noise, since these would feed directly into the
input of the sensitive preamplifier that is connected to the anode. Filtering is achieved with RC
networks mounted inside the supercrystals (SC), close to the VPTs. An entire endcap is biased
using one SY1527 crate equipped with just two A1735P boards. On each board, only eight of
the twelve output channels will initially be used, leaving four spare channels. The spare outputs
may be used at a later stage, if noisy channels develop which can be recovered by operating at a
lower bias voltage. The HV from the CAEN power supplies is transmitted to the SCs via a custom
designed HV distribution system which provides hard-wired protection against over-voltage and
over-current, and sensitive current monitoring. For each endcap, this system is housed in five
crates. Each crate hosts up to five input cards, receiving the HV from the power supplies, and up to
six output cards, with each output card serving up to twelve SCs. The HV supplies and distribution
system are mounted in two racks (one for each endcap) located in the Service Cavern. Each SC
is served by two coaxial cables (one for the anode, one for the dynode) running from the Service
Cavern to the detector, via intermediate patch panels. The total cable length is approximately 120 m
and the cable capacitance forms part of the filter network. Inside an SC the HV is distributed to the
VPTs via five filter cards, each serving five VPTs. The spread in anode sensitivity among the VPTs
is 25% (RMS). They are therefore sorted into six groups which are distributed on the endcaps with
the highest sensitivities at the outer circumference grading to the lowest sensitivities at the inner
circumference. This arrangement provides a roughly constant sensitivity to the transverse energy
across the endcaps.

The anode sensitivity of a VPT may show a dependence on count rate (anode current) under
certain conditions. For example, in the absence of a magnetic field, if the count rate falls to a few
Hz, following a period of high rate operation, the anode sensitivity may rise suddenly and take
several hours to return to the nominal value. The magnitude of the effect may vary from a few
percent to a few tens of percent. In the presence of a strong magnetic field (as in normal CMS
operation), the effect is strongly suppressed or absent. Nevertheless, it has been judged prudent to
incorporate a light pulser system on the ECAL endcaps. This delivers a constant background rate
of at least 100 Hz of pulses of approximately 50 GeV equivalent energy to all VPTs, thus ensuring
that they are kept “active”, even in the absence of LHC interactions.

The system consists of a control and trigger unit located in the Service Cavern, and sets of
pulsed light sources mounted on the circumference of each Dee. The light is produced by Luxeon
III light emitting diodes (type LXHL-PR09), whose peak emission wavelength is 455 nm. The
LEDs are driven by high output current op-amps (LT6300 from Linear Technology). The drive
pulses have amplitudes of 1.2 A and a widths of 80 ns. A single light source consists of a cluster of
seven LEDs and associated drive-circuits. These are configured singly or in pairs, with the drive-
circuits and LEDs mounted on double-sided printed circuit boards housed within metal enclosures.
There are four such enclosures distributed around the circumference of each Dee, housing 19 light
sources. A schematic representation of the system for distributing the light pulses is shown in
figure 4.8.
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Distribution system for VPT stabilisation light pulses
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Figure 4.8: Distribution system for VPT stabilisation light pulses.

An all-silica optical fibre (CF01493-43 from OFS (Furukawa)) is inserted into a hole drilled
into the lens of each LED and collects light by proximity focusing. The seven fibres from a given
light source are combined into a single bundle that transports light to a diffusing sphere which has
a dual role, acting also as part of the distribution network of the laser monitoring system. Light
from each diffusing sphere is distributed to up to 220 individual detector channels through the set
of optical fibres that also carry the laser monitoring pulses. Light is injected via the rear face of a
crystal, which carries the VPT, and reaches the VPT via reflection from the front of the crystal. The
system is synchronized to pulse during a fraction of the 3 µs abort gaps that occur during every 89
µs cycle of the LHC circulating beams.

4.4 On-detector electronics

The ECAL read-out has to acquire the small signals of the photo-detectors with high speed and
precision. Every bunch crossing digital sums representing the energy deposit in a trigger tower are
generated and sent to the trigger system. The digitized data are stored during the Level-1 trigger
latency of ≈ 3 µs.

The on-detector electronics has been designed to read a complete trigger tower ( 5×5 crystals
in η ×φ ) or a super-crystal for EB and EE respectively. It consists of five Very Front End (VFE)
boards, one Front End (FE) board, two (EB) or six (EE) Gigabit Optical Hybrids (GOH), one Low
Voltage Regulator card (LVR) and a motherboard.

The motherboard is located in front of the cooling bars. It connects to 25 photo-detectors
and to the temperature sensors using Kapton flexible printed circuit boards and coaxial cables for
EB and EE respectively. In the case of the EB the motherboard distributes and filters the APD
bias voltage. Two motherboards are connected to one CAEN HV supply located at a distance of
about 120m with remote sensing. In the case of the EE the operating voltages for the VPTs are
distributed and filtered by a separate HV filter card, hosting as well the decoupling capacitor for
the anode signals. Five of these cards serving five VPTs each are installed into each super-crystal.
One LVR and five VFE cards plug into the motherboard.

Each LVR card [81] uses 11 radiation-hard low voltage regulators (LHC4913) developed by
ST-microelectronics and the RD49 project at CERN. The regulators have built in over-temperature
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Figure 4.9: Schematic view of the on-detector electronics: the scintillation light is collected by
photodetectors (in the figure the case of APD is presented), the signal is shaped by a Multi-Gain
Pre-Amplifier and digitized by 40-MHz ADC; a radiation-hard buffer (LVDS) adapts the ADC
output to the FE card, where data pipeline and Trigger Primitives Generation (TPG) are performed;
trigger words are sent at 25 ns rate, while data are transmitted on receipt of a Level-1 trigger; GOHs
provide in both cases the data serializer and the laser diode, sending the signals on a fibre to the
off-detector electronics over a distance of about 100 m. A control token ring connects groups of
FE cards, providing Level-1 trigger (TRG) and clock (CLK) signals, together with control data in
and out (CTRL data).

protection, output current limitation and an inhibit input. The output voltages of 2.5V are dis-
tributed to the FE card and via the motherboard to the VFE cards. Three Detector Control Unit
(DCU) ASICs on each LVR card, interfaced to the FE card, monitor all input and output voltages.
All regulators, excluding the one providing power to the control interface of the FE card, can be
powered down remotely by an external inhibit. Four LVR cards are connected by a passive low
voltage distribution (LVD) block to one radiation and magnetic field tolerant Wiener low voltage
power supply located about 30 m away in racks attached to the magnet yoke.

The signals are pre-amplified and shaped and then amplified by three amplifiers with nominal
gains of 1, 6 and 12. This functionality is built into the Multi Gain Pre-Amplifier (MGPA) [82], an
ASIC developed in 0.25 µm technology. The full scale signals of the APDs and VPTs are 60 pC
and 12.8 pC corresponding to≈ 1.5 TeV and 1.6–3.1 TeV for EB and EE respectively. The shaping
is done by a CR-RC network with a shaping time of≈ 40 ns. The MGPA has a power consumption
of 580 mW at 2.5 V. The output pulse non-linearity is less than 1%. The noise for gain 12 is about
8000e− for the APD configuration and about 4000e− for the VPT configuration. The MGPA
contains three programmable 8-bit DACs to adjust the baseline to the ADC inputs. An integrated
test-pulse generator with an amplitude adjustable by means of an 8-bit DAC allows a test of the
read-out electronics over the full dynamic range.

A schematic view of the signal read-out is given in figure 4.9. The 3 analog output signals of
the MGPA are digitized in parallel by a multi-channel, 40-MHz, 12-bit ADC, the AD41240 [83],
developed in 0.25 µm technology. It has an effective number of bits of 10.9. An integrated logic
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selects the highest non-saturated signal as output and reports the 12 bits of the corresponding ADC
together with two bits coding the ADC number.

If the read-out switches to a lower gain as the pulse grows, it is prevented from immediately
reverting to the higher gain when the pulse falls: once the pulse has declined to the point where it
could be read out at the higher gain again, the read-out is then forced to continue reading out at the
lower gain for the next five samples.

A radiation-hard buffer (LVDS_RX) developed in 0.25 µm technology, adapts the low voltage
differential output signals of the AD41240 to the single ended CMOS inputs on the FE card. Five
identical read-out channels are integrated into a VFE card, together with a Detector Control Unit
(DCU) for the measurement of the APD leakage currents and the read-out of the thermistors. The
noise obtained with the VFE cards installed into supermodules is typically 1.1, 0.75 and 0.6 ADC
counts for gains 12, 6 and 1 respectively. This corresponds to ≈ 40 MeV for gain 12.

The FE card [84] stores the digitized data during the Level-1 trigger latency in 256-word-
deep dual-ported memories, so called pipelines. Five such pipelines and the logic to calculate the
energy sum of the 5 channels once every bunch crossing are integrated into an ASIC developed
in 0.25 µm technology called FENIX. Each VFE card is serviced by a FENIX chip. Thus the
energy is summed in strips of 5 crystals along φ . In the case of the EE the five strip sums are
transmitted by five GOHs (see below) to the off-detector electronics Trigger Concentrator Card
(TCC), while in the case of the EB a sixth FENIX sums the five strip sums and calculates the
“fine-grain” electromagnetic bit, set to identify electromagnetic shower candidates on the basis of
the energy profile of the trigger tower. The trigger tower energy sum together with the fine-grain
bit is transmitted using one GOH to the TCC. On receipt of a Level-1 trigger the corresponding
data, ten 40-MHz samples per channel, are transmitted in ≈ 7.5 µs to the off-detector electronics
Data Concentrator Card (DCC) using an identical GOH. The Clock and Control Unit (CCU) ASIC
together with the LVDS_MUX ASIC provide the interface to the token rings.

The ECAL serial digital data links are based on the technology developed for the CMS
Tracker analog links (section 3.3). The GOH consists of a data serializer and laser driver chip,
the GOL, and a laser diode with an attached fibre pigtail. Fibres, fibre interconnections and a
12-channel NGK receiver module complete the optical link system. It uses single mode fibres op-
erating at 1310 nm wavelength over a distance of about 100 m. The fibre attenuation of ≈ 0.04dB
is negligible. The optical links are operated at 800Mbit/s.

The VFE and FE electronics are controlled using a 40-MHz digital optical link system, con-
trolled by the off-detector Clock and Control System (CCS) boards. A 12-fibre ribbon is connected
to the token ring link board, generating an electrical control ring, the token ring. Each supermodule
has 8 token rings which connect to groups of eight to ten FE cards including the two FE cards of the
laser monitoring electronics module (MEM). The system has redundancy, as long as there are no
two consecutive FE cards malfunctioning, by means of two independent bi-directional optical links,
using 4 fibres each. It provides fast and slow control functions. While the fast control transmits the
level one trigger information and the 40-MHz clock, the slow control comprises the configuration
of the FE and VFE electronics as well as the read-out of status information, temperatures, voltages
and APD leakage currents.
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Figure 4.10: Schematic view of ECAL off-detector electronics.

4.5 Off-detector electronics

4.5.1 Global architecture

The ECAL off-detector read-out and trigger architecture [85, 86] is illustrated schematically in fig-
ure 4.10. The system is composed of different electronic boards sitting in 18 VME-9U crates (the
CCS, TCC and DCC modules) and in 1 VME-6U crate (the selective read-out processor, SRP, sys-
tem). The system serves both the DAQ and the trigger paths. In the DAQ path, the DCC performs
data read-out and data reduction based on the selective read-out flags computed by the SRP system.
In the trigger path, at each bunch crossing, trigger primitive generation started in the FE boards is
finalized and synchronized in the TCC before transmission to the regional calorimeter trigger.

The clock and control system (CCS) board distributes the system clock, trigger and broadcast
commands, configures the FE electronics and provides an interface to the trigger throttling system.
The TTC signals are translated and encoded by suppression of clock edges and sent to the mezza-
nine Front End Controller cards (mFEC). The mFEC interfaces optically with a FE token ring. The
8 mFECs of the CCS board control a supermodule.

The trigger concentration card (TCC) [87] main functionalities include the completion of
the trigger primitive generation and their transmission to the synchronization and link board (SLB)
mezzanines [88] at each bunch crossing, the classification of each trigger tower and its transmission
to the Selective Read-out Processor at each Level-1 trigger accept signal, and the storage of the
trigger primitives during the Level-1 latency for subsequent reading by the DCC.

Each TCC collects trigger data from 68 FE boards in the barrel, corresponding to a super-
module, and from 48 FE boards in the endcaps corresponding to the inner or outer part of a 20◦ φ

sector. In the endcaps, trigger primitive computation is completed in the TCCs, which must per-
form a mapping between the collected pseudo-strips trigger data from the different supercrystals
and the associated trigger towers. The encoded trigger primitives (8 bits for the nonlinear represen-
tation of the trigger tower ET plus the fine-grain bit) are time aligned and sent to the regional trigger
processors by the SLB. The trigger primitives are stored in the TCC during the Level-1 latency for
subsequent reading by the DCC. In the barrel region a single TCC is interfaced with 1 DCC. In the
endcap region, a DCC serves 4 TCCs covering a 40◦ sector.
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The data concentration card (DCC) [89, 90] is responsible for collecting crystal data from up
to 68 FE boards. Two extra FE links are dedicated to the read-out of laser monitoring data (PN
diodes). The DCC also collects trigger data transmitted from the TCC modules and the selective
read-out flags transmitted from the SRP system. A data suppression factor near 20 is attained
using a programmable selective read-out algorithm. When operating in the selective read-out mode
the SRP flags indicate the level of suppression that must be applied to the crystal data of a given
FE read-out. For the application of zero suppression, time samples pass through a finite impulse
response filter with 6 consecutive positions and the result is compared to a threshold. If any time
sample of the 6 has been digitized at a gain other than the maximum, then zero suppression is not
applied to the channel.

Data integrity is checked, including verification of the event-fragment header, in particular the
data synchronization check, verification of the event-fragment word count and verification of the
event-fragment parity bits. Identified error conditions, triggered by input event-fragment checks,
link errors, data timeouts or buffer memory overflows are flagged in the DCC error registers and
incremented in associated error counters. Error conditions are flagged in the DCC event header.

Input and output memory occupancy is monitored to prevent buffer overflows. If a first oc-
cupancy level is reached, the Trigger Throttling System (TTS) signal Warning Overflow is issued,
requesting a reduction of the trigger rate. In a second level a TTS signal Busy inhibits new trig-
gers and empty events (events with just the header words and trailer) are stored. DCC events are
transmitted to the central CMS DAQ using a S-LINK64 data link interface at a maximum data rate
of 528 MB/s, while an average transmission data flow of 200 MB/s is expected after ECAL data
reduction. Laser triggers (for crystal transparency monitoring) will occur with a programmable
frequency and synchronously with the LHC gap. No data reduction is applied for these events,
which are read-out following a TTC test enable command. A VME memory is used for local DAQ,
allowing VME access to physics events and laser events in spy mode.

The selective read-out processor (SRP) [91] is responsible for the implementation of the se-
lective read-out algorithm. The system is composed by a single 6U-VME crate with twelve iden-
tical algorithm boards (AB). The AB computes the selective read-out flags in different calorimeter
partitions. The flags are composed of 3 bits, indicating the suppression level that must be applied
to the associated read-out units.

4.5.2 The trigger and read-out paths

The ECAL data, in the form of trigger primitives, are sent to the Level-1 calorimeter trigger proces-
sor, for each bunch crossing. The trigger primitives each refer to a single trigger tower and consist
of the summed transverse energy deposited in the tower, and the fine-grain bit, which characterizes
the lateral profile of the electromagnetic shower. The accept signal, for accepted events, is returned
from the global trigger in about 3µs. The selected events are read out through the data acquisition
system to the Filter Farm where further rate reduction is performed using the full detector data.

The read-out system is structured in sets of 5×5 crystals. The FE card stores the data, in 256-
clock cycles deep memory banks, awaiting a Level-1 trigger decision during at most 128 bunch
crossings after the collision occurred. It implements most of the Trigger Primitives Generation
(TPG) pipeline (section 4.5.3).
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In the barrel, these 5×5 crystal sets correspond to the trigger towers. Each trigger tower
is divided into 5 φ -oriented strips, whose energy deposits are summed by the FE board trigger
pipeline to give the total transverse energy of the tower, called the main trigger primitive. Each FE
is served by two optical links for sending the data and trigger primitives respectively and a third
electrical serial link which transmits the clock, control and Level-1 trigger signals.

In the endcaps, the read-out modularity maps onto the 5×5 mechanical units (supercrystals).
However the sizes of the trigger towers vary in order to approximately follow the η , φ geometry of
the HCAL and Level-1 trigger processor. The supercrystals are divided into groups of 5 contiguous
crystals. These groups are of variable shape and referred to as pseudo-strips. The trigger towers
are composed of several pseudo-strips and may extend over more than one supercrystal. Since
the read-out structure does not match the trigger structure, only the pseudo-strip summations are
performed on the detector. The total transverse energy of the trigger tower is computed by the
off-detector electronics. Hence, each endcap FE board is served by 6 optical links, 5 of them being
used to transmit the trigger primitives. As in the barrel an electrical serial link transmits the clock,
control and Level-1 trigger signals.

After time alignment the ECAL trigger primitives are sent at 1.2 Gb/s to the regional calorime-
ter trigger, via 10-m-long electrical cables, where together with HCAL trigger primitives, the elec-
tron/photon and jets candidates are computed as well as the total transverse energy.

4.5.3 Algorithms performed by the trigger primitive generation

The TPG logic implemented on the FE boards combines the digitized samples delivered by the
VFE boards to determine the trigger primitives and the bunch crossing to which they should be
assigned. The logic must reconstruct the signal amplitude to be assigned to each bunchcrossing
from the continuous stream of successive digitizations.

The TPG logic is implemented as a pipeline, operated at the LHC bunch crossing frequency.
The trigger primitives are delivered to the regional calorimeter trigger after a constant latency of
52 clock cycles, of which 22 are used for transmission over the optical fibres and cables. The
signal processing performed in the VFE and FE barrel electronics has a total duration of only 17
clock cycles. The remaining part of the latency is mainly due to formatting and time alignment
of the digital signals. Ideally, the output of this processing should be a stream of zeroes, unless
there is a signal in the tower resulting from a bunch crossing exactly 17 clock cycles before. In
this case the output is a word encoding the summed transverse energy in the tower together with
the fine-grain bit. The endcap pipeline is split between the on-detector and off-detector electronics
and implements very similar algorithms. The trigger primitives are expected to be delivered to the
regional calorimeter trigger in 50 clock cycles in the endcap case.

4.5.4 Classification performed by the selective read-out

About 100kB per event has been allocated for ECAL data. The full ECAL data for an event,
if all channels are read out, exceeds this target by a factor of nearly 20. Reduction of the data
volume, selective read-out, can be performed by the Selective Read-out Processor [86, 91] so that
the suppression applied to a channel takes account of energy deposits in the vicinity. For the
measure of the energy in a region, the trigger tower sums are used. In the barrel the read-out

– 105 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

modularity corresponds exactly to the 5×5-crystal trigger towers. In the endcap, the situation is
more complex. The simplified and illustrative description below is given for the barrel case.

The selective read-out algorithm classifies the trigger towers of the ECAL into 3 classes
using the Level-1 trigger primitives. The energy deposited in each trigger tower is compared to 2
thresholds. Trigger towers with an energy above the higher threshold are classified as high interest
trigger towers, those with an energy between the 2 thresholds as medium interest, and those with
an energy below the lower threshold as low interest trigger towers.

These classifications can be used flexibly to implement a range of algorithms by using differ-
ent thresholds to define the classes, and different suppression levels for the read-out of the channels
within each class. The algorithm currently used in the simulation provides adequate data reduction
even at high luminosity. The algorithm functions as follows: if a trigger tower belongs to the high
interest class (ET > 5 GeV) then the crystals of this trigger tower and of its neighbour trigger towers
(225 crystals in total in the barrel case) are read with no zero suppression. If a trigger tower belongs
to the medium interest class (ET > 2.5 GeV), then the crystals of this trigger tower (25 crystals in
the barrel case) are read with no suppression. If a trigger tower belongs to the low interest class
and it is not the neighbour of a high interest trigger tower, then the crystals in it are read with zero
suppression at about 3σnoise.

For debugging purposes, the selective read-out can be deactivated and either a global zero
suppression (same threshold for every channel) or no zero suppression applied. Even when the
selective read-out is not applied the selective read-out flags are inserted into the data stream and
can be used offline for debugging purposes.

4.6 Preshower detector

The principal aim of the CMS Preshower detector is to identify neutral pions in the endcaps within
a fiducial region 1.653 < |η | < 2.6. It also helps the identification of electrons against minimum
ionizing particles, and improves the position determination of electrons and photons with high
granularity.

4.6.1 Geometry

The Preshower is a sampling calorimeter with two layers: lead radiators initiate electromagnetic
showers from incoming photons/electrons whilst silicon strip sensors placed after each radia-
tor measure the deposited energy and the transverse shower profiles. The total thickness of the
Preshower is 20 cm.

The material thickness of the Preshower traversed at η = 1.653 before reaching the first
sensor plane is 2 X0, followed by a further 1 X0 before reaching the second plane. Thus about 95%
of single incident photons start showering before the second sensor plane. The orientation of the
strips in the two planes is orthogonal. A major design consideration is that all lead is covered by
silicon sensors, including the effects of shower spread, primary vertex spread etc. For optimum
Level-1 trigger performance the profile of the outer edge of the lead should follow the shape of the
ECAL crystals behind it. For the inner radius the effect of the exact profiling of the lead is far less
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Figure 4.11: Photograph of a complete type-1 ladder, with an inset showing details of a micro-
module.

critical, and thus a circular shape has been chosen. The lead planes are arranged in two Dees, one
on each side of the beam pipe, with the same orientation as the crystal Dees.

Each silicon sensor measures 63×63 mm2, with an active area of 61×61 mm2 divided into
32 strips (1.9 mm pitch). The nominal thickness of the silicon is 320 µm; a minimum ionizing
particle (MIP) will deposit 3.6 fC of charge in this thickness (at normal incidence). The sensors
are precisely glued to ceramic supports, which also support the front-end electronics assembly (see
below), and this is in turn glued to an aluminium tile that allows a 2 mm overlap of the active part
of the sensors in the direction parallel to the strips. In order to improve noise performance the tile
is constructed in two parts, with a glass fibre insulation in between. The combination of sensor +
front-end electronics + supports is known as a micromodule.

The micromodules are placed on baseplates in groups of 7, 8 or 10 that, when coupled to
an electronics system motherboard (SMB) placed above the micromodules, form a ladder. The
spacing between silicon strips (at the edges) in adjacent micromodules within a ladder is 2.4 mm,
whilst the spacing between strips in adjacent ladders is normally 2.5 mm. For the region where the
two Dees join this spacing is increased to 3.0 mm.

Figure 4.11 shows a complete ladder (Type-1 for 8 micromodules) and an inset shows the
micromodule.

The ladders are attached to the radiators in an x-y configuration. Around 500 ladders are
required, corresponding to a total of around 4 300 micromodules and 137000 individual read-out
channels. Further details of the layout can be found in [92].

4.6.2 Preshower electronics

Each silicon sensor is DC-coupled to a front-end ASIC (PACE3 [93]) that performs preamplifica-
tion, signal shaping and voltage sampling. Data is clocked into an on-chip high dynamic range
192-cell deep analogue memory at 40 MHz.
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For each Level-1 trigger received, 3 consecutive cells of the memory, corresponding to time
samples on the baseline, near the peak and after the peak, are read out for all 32 channels through
a 20 MHz multiplexer. The PACE3 has a switchable gain:

• Low gain: For normal physics running with a large dynamic range (0-1600 fC) with a S/N
of around 3 for a single MIP;

• High gain: For MIP calibration purposes [94], with a reduced dynamic range (0-200 fC) but
with a S/N approaching 10 for a single MIP.

The PACE3 are soldered to front-end hybrids that contain embedded polyimide cables to connect
to the SMBs. The SMBs contain AD41240 12-bit ADCs that digitize the data from 1 or 2 PACE3.
The digital data are then formatted and packaged by a second Preshower ASIC known as the
K-chip [95]. The K-chip also performs synchronization checks on the data, adds bunch/event
counter information to the data packets and transmits the data to the Preshower-DCC (see below)
via gigabit optical hybrids (GOH). The SMB also contains an implementation of the CMS tracker
control system.

Groups of up to 12 ladders are connected via polyimide cables to form control rings. Off-
detector CCS cards (identical to those of the ECAL except not all FEC mezzanines are mounted
for the Preshower) communicate via digital optical hybrids (DOH) mounted on 2 of the SMBs in
each control ring. The full Preshower comprises 4 planes of 12 control rings each.

The Preshower-DCC [96] is based on the DCC of the ECAL except it is a modular design
incorporating a VME host board mounted with optoRx12 [97] mezzanines. The modular design
has allowed a development collaboration with the TOTEM experiment which uses the same com-
ponents but in a different manner. The optoRx12 incorporates an NGK 12-way optical receiver and
an Altera Stratix GX FPGA that performs data deserialization, pedestal subtraction, common-mode
noise reduction, bunch crossing assignment, charge reconstruction and zero suppression [98]. The
sparsified data from up to 3 optoRx12 are merged by another FPGA on the host board that then
transmits data packets to the event builder via an Slink64 interface. The host board also provides
data spying as well as TTC and VME interfaces. A provision has been made on the host board
to allow the plug-in of an additional mezzanine board mounted with FPGAs/processors that could
provide more data reduction power if necessary in the future.

4.7 ECAL detector control system

The ECAL Detector Control System (DCS) comprises the monitoring of the detector status, in
particular various kinds of environmental parameters, as well as the ECAL safety system (ESS),
which will generate alarms and hardwired interlocks in case of situations which could lead to
damaging the detector hardware. It consists of the following sub-systems: ECAL Safety System
(ESS), Precision Temperature Monitoring (PTM), Humidity Monitoring (HM), High Voltage (HV),
Low Voltage (LV) and monitoring of the laser operation, the cooling system and of the parameters
(temperatures in capsules, temperatures on the printed circuit boards, APD leakage currents) read
out by the DCUs on the VFE and LVR boards. Further details on the ECAL DCS are available [99].
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The whole DCS software is based on the commercial SCADA package PVSS II (chapter 9).
A distributed system is built out of several applications dedicated to the DCS sub-systems. Every
application is implemented as a Finite State Machine (FSM) and linked to a supervisory level,
which summarizes the overall ECAL DCS status and itself incorporates a FSM. Finally, this ECAL
DCS supervisor is linked to the general CMS DCS supervisory node, in order to communicate the
status and alarms and to receive commands which are propagated down to the relevant sub-systems.

4.7.1 Safety system

The purpose of the ESS [100] is to monitor the air temperature of the VFE and FE environment
(expected to be around 25–30°C) and the water leakage detection cable, which is routed inside the
electronics compartment, to control the proper functioning of the cooling system and to automati-
cally perform pre-defined safety actions and generate interlocks in case of any alarm situation. One
pair of temperature sensors is placed at the centre of each module. The read-out system, with full
built-in redundancy, is independent of the DAQ and control links and based on a Programmable
Logic Controller (PLC) situated in the Service Cavern. In case of any critical reading hardwired
interlock signals will be routed to the relevant crates in order to switch off the HV and LV and/or
the cooling PLC in order to stop the water flow on a certain cooling line. The proper functioning
of the ESS PLC itself is monitored by the general CMS detector safety system.

4.7.2 Temperature

The number of scintillation photons emitted by the crystals and the amplification of the APD are
both temperature dependent, as described in section 4.2. Therefore a major task for the ECAL DCS
is the monitoring of the system’s temperature and the verification that the required temperature
stability of (18± 0.05)°C of the crystal volume and the APDs is achieved. The PTM is designed
to read out thermistors, placed on both sides of the crystal volume, with a relative precision better
than 0.01°C. In total there are ten sensors per supermodule. Two immersion probes measure the
temperature of the incoming and outgoing cooling water, whereas two sensors per module, one on
the grid and one on the thermal screen side of the crystal volume, monitor the crystal temperature.
The read-out is based on the Embedded Local Monitoring Board (ELMB) developed by ATLAS
which functions completely independently of the DAQ and control links. In addition, sensors fixed
to the back surface of every tenth crystal in the barrel, and one in 25 crystals in the endcap, are read
out by the DCUs placed on the VFE boards. With this temperature monitoring it has been shown
that the water cooling system can indeed ensure the required temperature stability [74].

4.7.3 Dark current

The APD dark current will increase during CMS operation due to bulk damage of the silicon
structure by neutrons. Part of this damage anneals, but the overall effect will be an increase in
electronics noise, due to an increasing dark current, over the lifetime of the detector. The dark
current of all APD channels will be continuously monitored.
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4.7.4 HV and LV

The DCS system operates the CAEN HV system via an OPC server. The functionalities include
the independent configuration of the HV channels with various set of voltages, the monitor of the
voltage and the current delivered by each channel and the database recording of the settings. The
ECAL Safety System can switch off the HV via the individual board interlocks.

The ECAL amplification and digitization electronics located on the VFE electronics cards
require a very stable low voltage to maintain constant signal amplification. The system uses Low
Voltage Regulators that guarantee the required stability of the signal amplification. The Low Volt-
age Regulator Boards are equipped with DCUs that measure the voltages and these measurements
are read via the Token Ring. Overall the power is supplied by MARATON crates (WIENER),
which are operated and monitored by the DCS.

4.8 Detector calibration

Calibration is a severe technical challenge for the operation of the CMS ECAL. Many small effects
which are negligible at low precision need to be treated with care as the level of precision of a few
per mille is approached. ECAL calibration is naturally seen as composed of a global component,
giving the absolute energy scale, and a channel-to-channel relative component, which is referred to
as intercalibration. The essential issues are uniformity over the whole ECAL and stability, so that
showers in different locations in the ECAL in data recorded at different times are accurately related
to each other.

The main source of channel-to-channel response variation in the barrel is the crystal-to-crystal
variation of scintillation light yield which has an RMS of ≈ 8% within most supermodules, al-
though the total variation among all barrel crystals is ≈ 15%. In the endcap the VPT signal yield,
the product of the gain, quantum efficiency and photocathode area, has an RMS variation of al-
most 25%. Preliminary estimates of the intercalibration coefficients are obtained from laboratory
measurements of crystal light yield and photodetector/electronics response [101]. Applying this
information reduces the channel-to-channel variation to less than 5% in the barrel and less than
10% in the endcaps.

All 36 supermodules were commissioned in turn by operating them on a cosmic ray stand
for a period of about one week. A muon traversing the full length of a crystal deposits an energy
of approximately 250 MeV, permitting intercalibration information to be obtained for the barrel
ECAL [102]. In 2006, nine supermodules were intercalibrated with high energy electrons (90 and
120 GeV), in a geometrical configuration that reproduced the incidence of particles during CMS
operation. One of the supermodules was exposed to the beam on two occasions, separated by an
interval of one month. The resulting sets of inter-calibration coefficients are in close agreement,
the distribution of differences having an RMS spread of 0.27%, indicating a reproducibility within
the statistical precision of the individual measurements (figure 4.12).

A comparison of the cosmic ray and high energy electron data demonstrates that the precision
of the cosmic ray inter-calibration is better than 1.5% over most of the volume of a supermodule,
rising to just above 2% at the outer end (corresponding to η ≈ 1.5). The mean value of the precision
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Figure 4.12: Distribution of differences of inter-calibration coefficients from a supermodule ex-
posed to a high energy electron beam on two occasions, separated by a period of one month. The
reproducibility of the intercalibration coefficients (RMS/

√
2) is measured to be 0.2%.

of the cosmic intercalibration, averaged over all the channels in the nine supermodules for which a
comparison with electrons can be made, is 1.5% (figure 4.13).

The ultimate intercalibration precision will be achieved in situ with physics events. As a
first step, imposing the φ -independence of the energy deposited in the calorimeter can be used to
rapidly confirm, and possibly improve on, the start-up intercalibration within fixed η regions. The
intercalibration method that has been investigated in the most detail uses the momentum of isolated
electrons measured in the tracker. These electrons, mainly from W → eν , are abundant (σ ≈ 20 nb)
and have a similar pT to the photons of the benchmark channel H→ γγ . A complementary method,
not relying on the tracker momentum measurement, is based on π0→ γγ and η → γγ mass recon-
struction. Most methods of intercalibration will be local to a region of the ECAL, and a further step
intercalibrating these regions to one another will be needed. This is a consequence of the significant
systematic variations that occur as a function of pseudorapidity such as (or including): the large
variation of the thickness of the tracker material, the variation of the structure of the ECAL (both
the major differences between the barrel and endcap, and the small continuous variation of the ge-
ometry along the length of the barrel), and the variation of background characteristics for π0→ γγ .

Over the period of time in which the physics events used to provide an intercalibration are
taken the response must remain stable to high precision. Where there is a source of significant
variation, as in the case of the changes in crystal transparency caused by irradiation and subsequent
annealing, the variation must be precisely tracked by an independent measurement. The changes
in crystal transparency are tracked and corrected using the laser monitoring system.
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Figure 4.13: Distribution of the relative differences between the inter-calibration coefficients mea-
sured with high energy electrons and those obtained from cosmic ray muons.

The final goal of calibration is to achieve the most accurate energy measurements for elec-
trons and photons. Different reconstruction algorithms are used to estimate the energy of different
electromagnetic objects, i.e., unconverted photons, electrons and converted photons, each of them
having their own correction functions. At present these “algorithmic” corrections are obtained
from the simulated data by accessing the generated parameters of the Monte Carlo simulation. For
some of the corrections, for example the containment corrections, this is an acceptable procedure
provided that test beam data is used to verify the simulation, so that, in effect, the simulation is
being used only as a means of interpolating and extrapolating from data taken in the test beam. In
other cases, where the test beam provides no useful information, for example in issues related to
conversions and bremsstrahlung radiation in the tracker material, it will be important to find ways
of using information that can be obtained from data taken in situ with the running detector. Two
particularly useful channels which can be used to obtain such information, and also assist in the
step of intercalibrating regions of the ECAL to one another, are under investigation: Z → e+e−,
and Z→ µ+µ−γ (the photon coming from inner bremsstrahlung).
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Figure 4.14: Simulation of crystal transparency evolution at LHC based on test-beam results.
For this illustrative example a luminosity of L = 2×1033 cm−2s−1 was assumed, together with a
machine cycle consisting of a 10 hour coast followed by 2 hours filling time. The crystal behaviour
under irradiation was modeled on data taken during a crystal irradiation in the test beam.

4.9 Laser monitor system

Although radiation resistant, ECAL PbWO4 crystals show a limited but rapid loss of optical trans-
mission under irradiation due to the production of colour centres which absorb a fraction of the
transmitted light. At the ECAL working temperature (18°C) the damage anneals and the balance
between damage and annealing results in a dose-rate dependent equilibrium of the optical trans-
mission, if the dose rate is constant. In the varying conditions of LHC running the result is a cyclic
transparency behaviour between LHC collision runs and machine refills (figure 4.14). The magni-
tude of the changes is dose-rate dependent, and is expected to range from 1 or 2 per cent at low
luminosity in the barrel, to tens of per cent in the high η regions of the endcap at high luminosity.
The performance of the calorimeter would be unacceptably degraded by these radiation induced
transparency changes were they not measured and corrected for.

The evolution of the crystal transparency is measured using laser pulses injected into the
crystals via optical fibres. The response is normalized by the laser pulse magnitude measured
using silicon PN photodiodes. PN type photodiodes were chosen because of their very narrow de-
pletion zone (≈ 7 µm with +4 V reverse bias), making them much less sensitive to type inversion
than the faster PIN photodiodes. Thus R(t) = APD(t)/PN(t) is used as the measure of the crystal
transparency. The laser monitoring system [69] performing this task is briefly outlined in the next
section. Because of the different optical paths and spectra of the injected laser pulses and the scin-
tillation light, the changes in crystal transparency cause a change in response to the laser light which
is not necessarily equal to the change in response to scintillation light. For attenuations < 10% the
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Figure 4.15: Relation between the transmission losses for scintillation light and for laser light for
a given crystal. The signals are followed during the irradiation and the recovery.

relationship between the changes can be expressed by a power law,

S(t)
S(t0)

=
[

R(t)
R(t0)

]α

, (4.1)

where S(t) represents the response to scintillation light and α is characteristic of the crystal which
depends on the production method (α ≈ 1.53 for BCTP crystals, and α ≈ 1.0 for SIC crystals). An
example of this relationship is given in figure 4.15. This power law describes well the behaviour
of all the crystals that have been evaluated in the test beam, and this formula is expected to be valid
in the barrel for both low and high luminosity at LHC.

4.9.1 Laser-monitoring system overview

Figure 4.16 shows the basic components of the laser-monitoring system: two laser wavelengths are
used for the basic source. One, blue, at λ=440 nm, is very close to the scintillation emission peak,
which is used to follow the changes in transparency due to radiation, and the other, near infra-red, at
λ=796 nm, is far from the emission peak, and very little affected by changes in transparency, which
can be used to verify the stability of other elements in the system. The spectral contamination is
less than 10−3. The lasers are operated such that the full width at half maximum of the pulses is
≈ 30 ns. The lasers can be pulsed at a rate of ≈ 80 Hz, and the pulse timing jitter is less than 3 ns
which allows adequate trigger synchronization with the LHC bunch train and ECAL ADC clock.
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Figure 4.16: The components of the laser monitoring system.

The pulse energy of 1 mJ/pulse at the principal monitoring wavelength corresponds to ≈
1.3 TeV, and a linear attenuator allows 1% steps down to 13 GeV. The pulse intensity instability is
less than 10% which guarantees a monitoring precision of 0.1% by using the PN silicon photodiode
normalization.

There are 3 light sources, 2 blue and 1 near infrared. The duplication of the blue source
provides fault tolerance and allows maintenance of one while the other is in use, ensuring that a
source at the wavelength used to track changes in transparency is always available. Each source
consists of an Nd:YLF pump laser, its power supply and cooler unit and corresponding transformer,
a Ti:Sapphire laser and its controller, and a NESLAB cooler for an LBO crystal in the Ti:S laser.
Each pair of the YLF and Ti:S lasers and their corresponding optics are mounted on an optical table.
Each source has its own diagnostics, 2 fibre-optic switches, internal monitors and corresponding
PC based controllers. Further details can be found in [103].

The monitoring light pulses are distributed via a system of optical fibres. A fibre optic switch
at the laser directs the laser pulses to 1 of 88 calorimeter regions (72 half supermodules in the
barrel and 8 regions in each endcap). A two-stage distribution system mounted on each calorimeter
region delivers the light to each crystal.

To provide continuous monitoring, about 1% of the 3.17 µs beam gap in every 88.924 µs
LHC beam cycle will be used to inject monitoring light pulses into crystals. The time needed to
scan the entire ECAL is expected to be about 30 minutes.

The first laser system was installed in the CERN H4 test beam site in August 2001. The other
two laser systems were installed at H4 in August, 2003. All three laser systems have been used in
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Figure 4.17: Relative stability between a pair of reference PN photodiodes monitoring 200 crystals
measured in autumn 2004 at the CERN test beam facility.

the ECAL test beam program since their installation, and more than 10 000 laser hours have been
cumulated.

The relative stability between a pair of reference PN photodiodes monitoring the same group
of 200 crystals is shown in figure 4.17. The system achieves 0.0074% RMS over 7.5 days operation.

The response to injected laser light (normalized by the reference PN photodiodes) is presented
in figure 4.18 for a group of 200 crystals measured for 11.5 days at the wavelength of 440 nm,
showing that a stability of 0.068% is achieved at the scintillation wavelength.

The effect of the monitor correction procedure is presented in figure 4.19, showing that elec-
tron signals taken during an irradiation test at H4 are effectively corrected using laser monitor runs
taken during the same data-taking period, providing an equalisation of the corrected response at
the level of few per mille [104] .

4.10 Energy resolution

For energies below about 500 GeV, where shower leakage from the rear of the calorimeter starts to
become significant, the energy resolution can be parametrized as in equation (1.1) (chapter 1.1),
that is repeated for convenience here:(

σ

E

)2
=
(

S√
E

)2

+
(

N
E

)2

+C2 , (4.2)

where S is the stochastic term, N the noise term, and C the constant term. The individual contribu-
tions are discussed below.
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Figure 4.18: Stability of crystal transmission measurements at 440 nm (blue laser) over 11.5 days
operation for a module of 200 crystals.

5 Effectiveness of the correction procedure
The ultimate goal of the laser monitoring procedure is the correction for the loss due to the radiation damage

in order to reach a stable response over many LHC cycles. From Equation (1) it follows that this correction can be

expressed as

(8)

where represents the direct measure at the time . To test the precision that can be achieved with this

procedure, we have corrected all the data collected in 2003 with the mean value of , , derived during

2002 test beam analysis for the blue laser source. This allows us to test the correction procedure on an independent

sample of crystals belonging to a different production batch with respect to the one used to determine . The

procedure has been tested using the from the blue laser, because it was the only available wavelenght in 2002.

Green and red lasers have been tested only on two crystals and there are not enough data to check the effectiveness

of the correction. The infrared laser comes, instead, into a region where the scintillation light spectrum of PbWO

is vanishing. Unfortunately, in this region the transparency of the crystal is slightly affected and therefore the

infrared laser can be more useful to control the stability of the system, provided that that the effects of radiation

damage are accounted for. The correction with the blue laser is anyway already sufficient to guarantee the required

stability and the other lasers will provide redundant information at the LHC.

Figure 6 on the left reports both the raw response and the response after the correction with the blue laser for

a sample crystal during the irradiation with electrons. The stability of the corrected response is at the level of

0.15% and it does not depend on the time. Similarly, on the right, the raw and the corrected response for both

irradiations with electrons and pions are shown. The stability of the response is again at the 0.15% level and time

independent. Moreover, since the value in Equation (8) is determined before the first irradiation, it can be seen

that the laser effectively tracks the recovery of the crystals response between the two irradiations. The level of

accuracy reported above are confirmed by the analysis of the whole sample of the crystals in the supermodule that

underwent irradiations, as shown in Figure 7.
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Figure 6: Dependence of the raw response (full dots) and corrected response (open dots) on the time. On the left:

irradiation with electrons. On the right: irradiation with electrons at the beginning and with pions at the end.

6 Conclusions
The response of several ECAL crystals under electron and pion irradiation at dose rates comparable to the ones

expected in the ECAL barrel at the LHC has been studied. The evolution of their response was monitored with a

reference electron beam of 120 GeV/c momentum and compared to the response of the laser monitoring system.

We have reported the results of the data analysis, which corroborates the reliability of the laser monitoring showing

that the response loss observed under pion and electron irradiation is adequately followed by the monitoring system

by means of an universal relation. Our results compare well to earlier studies of radiation effects under electron

irradiation on different crystal production batches. It is concluded that the response of each single crystal in ECAL

can be stabilized during operation at the LHC with an accuracy at the 0.2% level.

8

Figure 4.19: Effect of the monitor correction procedure on test beam data: full black points refer
to signals measured during test beam irradiation, open red points are the same after the monitor
corrections.

The stochastic term

There are three basic contributions to the stochastic term:

1. event-to-event fluctuations in the lateral shower containment,
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2. a photostatistics contribution of 2.1%,

3. fluctuations in the energy deposited in the preshower absorber (where present) with respect
to what is measured in the preshower silicon detector.

The contribution to the stochastic term coming from fluctuations in the lateral containment is
expected to be about 1.5% when energy is reconstructed by summing an array of 5×5 crystals, and
about 2% when using 3×3 crystals.

The photostatistics contribution is given by:

ape =

√
F

Npe
(4.3)

where Npe is the number of primary photoelectrons released in the photodetector per GeV, and F
is the excess noise factor which parametrizes fluctuations in the gain process. This factor has a
value close to 2 for the APDs, and is about 2.5 for the VPTs. A value of Npe ≈ 4500 pe/GeV is
found for the barrel, giving ≈ 2.1% for the photostatistics contribution to the stochastic term. In
the endcap the photostatistics contribution is similar, since the larger collection area of the VPT
largely compensates for the reduced quantum efficiency of the photocathode.

The contribution to the energy resolution from the preshower device can be approximately
parametrized as a stochastic term with a value of 5%/

√
E, where E is in GeV. But, because it

samples only the beginning of the shower, the resolution is, in fact, predicted to vary like σ/E ∝

1/E0.75. A beam test in 1999 [105] verified this prediction.

The constant term

The most important contributions to the constant term may be listed as follows:

1. non-uniformity of the longitudinal light collection,

2. intercalibration errors,

3. leakage of energy from the back of the crystal.

The effects of the longitudinal light collection curve have been studied in detail. Quite stringent
requirements are made on the crystal longitudinal uniformity. Requiring the constant term contri-
bution due to non-uniformity be less than 0.3%, sets a limit on the slope of the longitudinal light
collection curve in the region of the shower maximum of ≈ 0.35% per radiation length. A small
increase in response towards the rear of the crystal helps to compensate the rear leakage from late
developing showers, which would otherwise cause a low energy tail. The required response is
achieved in the barrel by depolishing one long face of the crystals to a designated roughness. This
surface treatment is incorporated into the crystal production process.

The effect of rear leakage is very small. Charged particles leaking from the back of the
crystals can also give a direct signal in the APDs (nuclear counter effect), but test beam data show
that this effect is negligible for isolated electromagnetic showers: no tails on the high side of the
energy distribution are observed even at the highest electron energy tested (280 GeV).

– 118 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

The noise term

There are three contributions to the noise term:

1. electronics noise,

2. digitization noise,

3. pileup noise.

The signal amplitude in the test beam is reconstructed using a simple digital filter. The
noise measured, after this amplitude reconstruction, for channels in barrel supermodules is ≈
40 MeV/channel in the highest gain range. This noise includes both electronics and digitization
noise. The amplitude reconstruction makes use of an event-by-event baseline subtraction using
3 digitization samples taken directly before the signal pulse. This procedure removes the small
channel-to-channel correlated noise. Its success is evidenced by the fact that, after this procedure,
the noise in the sum of 25 channels is almost exactly 5 times the noise in a single channel [106].

In the endcap it is intended to sort the VPTs in bins of overall signal yield, which includes the
photocathode area, the quantum efficiency and the VPT gain. The VPTs with higher overall signal
yield are used for the larger radius regions of the endcap. This has the result that the transverse
energy equivalent of the noise will be more or less constant, with a value of σET ≈ 50 MeV.

Neutron irradiation of the APDs in the barrel induces a leakage current which contributes to
the electronics noise. The evolution of the leakage current and induced noise over the lifetime of the
experiment has been extensively studied. The expected contribution is equivalent to 8 MeV/channel
after one year of operation at L = 1033 cm−2s−1, and 30 MeV/channel at the end of the first year
of operation at L = 1034 cm−2s−1 [69].

The shaped signals from the preamplifier output will extend over several LHC bunch cross-
ings. When using a multi-weights method to reconstruct the signal amplitude [106], up to 8 time
samples are used. Pileup noise will occur if additional particles reaching the calorimeter cause
signals which overlap these samples.

The magnitude of pileup noise expected at low luminosity (L = 2× 1033 cm−2s−1) has been
studied using detailed simulation of minimum bias events generated between −5 and +3 bunch
crossings before and after the signal. The average number of minimum bias events per bunch
crossing was 3.5. Figure 4.20 shows the reconstructed amplitude observed with and without pileup
in the absence of any signal. The fraction of events with a signal beyond the Gaussian distribution
of the electronics noise is small, showing that at low luminosity the pileup contribution to noise is
small.

Energy resolution in the test beam

In 2004 a fully equipped barrel supermodule was tested in the CERN H4 beam. The energy res-
olution measured with electron beams having momenta between 20 and 250 GeV/c confirmed the
expectations described above [107]. Since the electron shower energy contained in a finite crystal
matrix depends on the particle impact position with respect to the matrix boundaries, the intrinsic
performance of the calorimeter was studied by using events where the electron was limited to a
4× 4 mm2 region around the point of maximum containment (central impact). Figure 1.3 shows
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Figure 4.20: Reconstructed amplitude in ECAL barrel channels in the absence of a signal, without
pileup (dashed histogram) and with pileup (solid histogram). A Gaussian of width 40 MeV is
superimposed on the dashed histogram.

the resolution as a function of energy when the incident electrons were restricted in this way. The
energy is reconstructed by summing 3×3 crystals. A typical energy resolution was found to be:(

σ

E

)2
=
(

2.8%√
E

)2

+
(

0.12
E

)2

+(0.30%)2 ,

where E is in GeV. This result is in agreement with the expected contributions detailed in the earlier
part of this section. (Results from beam-test runs taken in 2006, using the final VFE card, show a
10% improvement of the noise performance.)

The energy resolution was also measured with no restriction on the lateral position of the in-
cident electrons except that provided by the 20×20 mm2 trigger. The trigger was roughly centred
(±3 mm) on the point of maximum response of a crystals. In this case a shower containment cor-
rection was made as a function of incident position, as measured from the distribution of energies
in the crystal, to account for the variation of the amount of energy contained in the matrix. For
energy reconstruction in either a 3×3 or a 5×5 matrix an energy resolution of better than 0.45%
is found for 120 GeV electrons after correction for containment. Figure 4.21 shows an example of
the energy distributions before and after correction for the case of reconstruction in a 5×5 matrix,
where the correction is smaller than for the 3×3 case.

The energy resolution has also been measured for a series of 25 runs where the beam was
directed at locations uniformly covering a 3×3 array of crystals. In this case a resolution of 0.5%
was measured for 120 GeV electrons.

– 120 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Energy (GeV)
114 116 118 120 122 124

Nu
m

be
r o

f e
ve

nt
s

0

1000

2000

3000

4000

5000

6000
Fit results:

m =   120.0 GeV

 =    0.53 GeV!

 / m =   0.44 %!

Without correction

With correction

5 crystals×5

Figure 4.21: Distribution of energy reconstructed in a 5×5 matrix, before and after correction for
containment, when 120 GeV electrons are incident over a 20 × 20mm2 area.
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Chapter 5

Hadron calorimeter

The CMS detector is designed to study a wide range of high-energy processes involving diverse
signatures of final states. The hadron calorimeters are particularly important for the measurement
of hadron jets and neutrinos or exotic particles resulting in apparent missing transverse energy [1].

Figure 5.1 shows the longitudinal view of the CMS detector. The dashed lines are at fixed η

values. The hadron calorimeter barrel and endcaps sit behind the tracker and the electromagnetic
calorimeter as seen from the interaction point. The hadron calorimeter barrel is radially restricted
between the outer extent of the electromagnetic calorimeter (R = 1.77 m) and the inner extent of
the magnet coil (R = 2.95 m). This constrains the total amount of material which can be put in
to absorb the hadronic shower. Therefore, an outer hadron calorimeter or tail catcher is placed
outside the solenoid complementing the barrel calorimeter. Beyond |η | = 3, the forward hadron
calorimeters placed at 11.2 m from the interaction point extend the pseudorapidity coverage down
to |η |= 5.2 using a Cherenkov-based, radiation-hard technology. The following sections describe
these subdetectors in detail.

5.1 Barrel design (HB)

The HB is a sampling calorimeter covering the pseudorapidity range |η |< 1.3. The HB is divided
into two half-barrel sections (figure 5.2), each half-section being inserted from either end of the
barrel cryostat of the superconducting solenoid and subsequently hung from rails in the median
plane. Since the HB is very rigid compared to the cryostat, great care has been taken to ensure that
the barrel load is distributed evenly along the rails [108].

Absorber geometry

The HB consists of 36 identical azimuthal wedges which form the two half-barrels (HB+ and
HB–). The wedges are constructed out of flat brass absorber plates (table 5.1) aligned parallel
to the beam axis. The numbering scheme of the wedges is shown in figure 5.3. Each wedge is
segmented into four azimuthal angle (φ ) sectors. The plates are bolted together in a staggered
geometry resulting in a configuration that contains no projective dead material for the full radial
extent of a wedge (figure 5.4). The innermost and outermost plates are made of stainless steel for
structural strength. The plastic scintillator is divided into 16 η sectors, resulting in a segmentation
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Figure 5.1: Longitudinal view of the CMS detector showing the locations of the hadron barrel
(HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

Table 5.1: Physical properties of the HB brass absorber, known as C26000/cartridge brass.

chemical composition 70% Cu, 30% Zn
density 8.53 g/cm3

radiation length 1.49 cm
interaction length 16.42 cm

(∆η ,∆φ) = (0.087,0.087). The wedges are themselves bolted together, in such a fashion as to
minimize the crack between the wedges to less than 2 mm.

The absorber (table 5.2) consists of a 40-mm-thick front steel plate, followed by eight 50.5-
mm-thick brass plates, six 56.5-mm-thick brass plates, and a 75-mm-thick steel back plate. The
total absorber thickness at 90◦ is 5.82 interaction lengths (λI). The HB effective thickness increases
with polar angle (θ ) as 1/sinθ , resulting in 10.6 λI at |η | = 1.3. The electromagnetic crystal
calorimeter [69] in front of HB adds about 1.1 λI of material.

Scintillator

The active medium uses the well known tile and wavelength shifting fibre concept to bring out the
light. The CMS hadron calorimeter consists of about 70 000 tiles. In order to limit the number of
individual elements to be handled, the tiles of a given φ layer are grouped into a single mechanical
scintillator tray unit. Figure 5.5 shows a typical tray. The tray geometry has allowed for construc-
tion and testing of the scintillators remote from the experimental installation area. Furthermore,
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Figure 5.2: Assembled HCAL half-barrel in SX5, the above ground assembly hall.

individual scintillator trays may be replaced without disassembly of the absorber in the event of
catastrophic damage. Each HB wedge has four φ divisions (φ -index = 1–4). Trays with segmenta-
tion of φ -index 2 and 3 go into the center of a wedge while trays with segmentation of φ -index 1
and 4 go into the edge slots in a wedge (figure 5.4). Each layer has 108 trays. Figure 5.6 shows a
cross section of the tray.
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Table 5.2: Absorber thickness in the HB wedges.

layer material thickness
front plate steel 40 mm
1-8 brass 50.5 mm
9-14 brass 56.5 mm
back plate steel 75 mm

Figure 5.3: Numbering scheme for the HB wedges. Wedge 1 is on the inside (+x direction) of the
LHC ring.

The HB baseline active material is 3.7-mm-thick Kuraray SCSN81 plastic scintillator, chosen
for its long-term stability and moderate radiation hardness. The first layer of scintillator (layer 0)
is located in front of the steel support plate. It was originally foreseen to have a separate read-
out [108] and is made of 9-mm-thick Bicron BC408. The scintillators are summarized in table 5.3.
The purpose of layer zero is to sample hadronic showers developing in the inert material between
the EB and HB. The larger thickness of layer 16 serves to correct for late developing showers
leaking out the back of HB.

A tray is made of individual scintillators with edges painted white and wrapped in Tyvek
1073D which are attached to a 0.5-mm-thick plastic substrate with plastic rivets. Light from each
tile is collected with a 0.94-mm-diameter green double-cladded wavelength-shifting fibre (Kuraray
Y-11) placed in a machined groove in the scintillator. For calibration purposes, each tray has 1-mm-
diameter stainless steel tubes, called source tubes, that carry Cs137 (or optionally Co60) radioactive
sources through the center of each tile. An additional quartz fibre is used to inject ultraviolet
(337 nm) laser light into the layer 9 tiles. The top of the tray is covered with 2-mm-thick white
polystyrene. The cover is grooved to provide routing paths for fibres to the outside of the tray and
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Figure 5.4: Isometric view of the HB wedges, showing the hermetic design of the scintillator
sampling.

Figure 5.5: Scintillator trays.

also to accommodate the tubes for moving radioactive sources.
After exiting the scintillator, the wavelength shifting fibres (WLS) are spliced to clear fibres

(Kuraray double-clad). The clear fibre goes to an optical connector at the end of the tray. An optical
cable takes the light to an optical decoding unit (ODU). The ODU arranges the fibres into read-out
towers and brings the light to a hybrid photodiode (HPD) [109]. An additional fibre enters each
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Figure 5.6: Cross-sectional view of a scintillator tray.

Table 5.3: Scintillator in the HB wedges.

layer material thickness
0 Bicron BC408 9 mm
1-15 Kuraray SCSN81 3.7 mm
16 Kuraray SCSN81 9 mm

HPD for direct injection of light using either the laser or a light emitting diode (LED). A schematic
of the fibre optics is shown in figure 5.7 and the actual cabling is shown in figure 5.8.

The HPD consists of a photocathode held at a HV of −8 kV at a distance of approximately
3.3 mm from a pixelated silicon photodiode. The ionization produced by the accelerated photo-
electron in the diode results in a gain of the HPD of approximately 2000. There are 19 hexagonal
20-mm2 pixels in a single HPD, the centermost of which is not read-out. A cross sectional view of
an HPD is shown in figure 5.9.

During the production and assembly process, the WLS fibres are cut, polished, and mirrored.
The reflectivity of the mirror is checked by measuring test fibres which are mirrored along with
the fibres used in the calorimeter. Measuring the reflectivity of the mirror is done with a computer
controlled UV scanner with the fibres read out by photodiodes. Clear fibres are spliced onto WLS
fibres with a fusion splicer. The transmission across the splice is checked by splicing a sample of
WLS fibres onto WLS fibres. The splice region is measured with the UV scanner. The transmission
across the splice is 92.6% with an RMS of 1.8%. Next, the optical fibres are glued into a 10 fibre
connector. This configuration is called a pigtail. In order to get the fibre lengths correct, the pigtail
is assembled in a template. The connector is diamond polished. The fibres are measured with the
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Figure 5.7: Schematic of the HB optics.

UV scanner. The scanner checks the green fibre, clear fibre, splice, and mirror. The RMS of the
light from the fibres is 1.9%. After the pigtail is inserted into the tray, the completed tray is checked
with an automated source scanner using a Cs137 source inside a lead collimator. This yields a 4 cm
diameter source spot on the tray. The collimator is moved with a computer controlled x-y motor.
From the scanner we determine the relative light yield of each tile and the uniformity of each tray.
The light yield of the individual tiles has an RMS of 4.6%, while the transverse uniformity of the
tile is 4.5%. A Cs137 wire source is run through the 4 source tubes and the light yield is measured.
The RMS of the ratio of collimated source to wire source is 1.3%. This means the line sources,
which can be used when the calorimeter is completely assembled, can calibrate individual tiles
to better than 2%. In addition to the moving wire source, there are laser and LED light injection
systems.

Longitudinal segmentation

The η towers 1–14 have a single longitudinal read-out. The η towers closest to the endcap transi-
tion region (15 and 16) are segmented in depth. The front segment of tower 15 contains either 12
or 13 scintillators, due to the placement of the read-out box and the staggering of the layers (layers
0–11 for the middle two φ sectors and 0–12 layers for the outer two φ sectors). The rear segment of
tower 15 has three scintillators. Tower 16, which is in front of the endcap (HE) has one scintillators
in the front segment and seven in the rear. The front segment of tower 16 does not have a layer-0
scintillator. The tower segmentation is summarized in figure 5.10 and table 5.4.
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Figure 5.8: Close up view of the assembled HB wedges, showing the optical cabling.

Figure 5.9: Cross sectional view of an HPD.
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Figure 5.10: The HCAL tower segmentation in the r,z plane for one-fourth of the HB, HO, and
HE detectors. The shading represents the optical grouping of scintillator layers into different lon-
gitudinal readouts.

Table 5.4: Tower data for HB. The given thicknesses correspond to the center of the tower. Note
that tower 16 overlaps with HE.

tower η range thickness (λI)
1 0.000 – 0.087 5.39
2 0.087 – 0.174 5.43
3 0.174 – 0.261 5.51
4 0.261 – 0.348 5.63
5 0.348 – 0.435 5.80
6 0.435 – 0.522 6.01
7 0.522 – 0.609 6.26
8 0.609 – 0.696 6.57
9 0.696 – 0.783 6.92
10 0.783 – 0.870 7.32
11 0.870 – 0.957 7.79
12 0.957 – 1.044 8.30
13 1.044 – 1.131 8.89
14 1.131 – 1.218 9.54
15 1.218 – 1.305 10.3
16 1.305 – 1.392 overlaps with HE
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HE

Figure 5.11: Hadron endcap (HE) calorimeter mounted on the endcap iron yoke.

5.2 Endcap design (HE)

The hadron calorimeter endcaps (HE) [108] cover a substantial portion of the rapidity range,
1.3 < |η |< 3 (13.2% of the solid angle), a region containing about 34% of the particles produced in
the final state. The high luminosity of the LHC (1034 cm−2 s−1) requires HE to handle high (MHz)
counting rates and have high radiation tolerance (10 MRad after 10 years of operation at design
luminosity) at |η | ' 3. Since the calorimeter is inserted into the ends of a 4-T solenoidal magnet,
the absorber must be made from a non-magnetic material. It must also have a maximum number of
interaction lengths to contain hadronic showers, good mechanical properties and reasonable cost,
leading to the choice of C26000 cartridge brass. The endcaps are attached to the muon endcap yoke
as shown in figures 5.11 and 5.12. Only a small part of the calorimeter structure can be used for
the fixation to the magnet iron, because the majority of the space between HE and muon absorber
is occupied with muon cathode strip chambers. A 10-t electromagnetic calorimeter (EE) with a
2-t preshower detector (ES) is attached at the front face of HE. The large weight involved (about
300 t) and a strict requirement to minimize non-instrumented materials along particle trajectories,
has made the design of HE a challenge to engineers. An interface kinematic scheme was devel-
oped in order to provide precise positioning of the endcap detectors with respect to the adjacent
muon station, and to minimize the influence of deformation under magnetic forces. The interface
kinematic contains a sliding joint between the interface tube, and HE back-flange and the hinge
connection between brackets and the iron disk (YE1). Structural materials used in the interface
system are non-magnetic in order not to distort the axial magnetic field of up to 4 T.
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Figure 5.12: Partially assembled HE-minus absorber in the CMS surface hall (SX5). Scintillator
trays can be seen to be inserted in some of the outer sectors.

Absorber geometry

The design of the absorber is driven by the need to minimize the cracks between HB and HE,
rather than single-particle energy resolution, since the resolution of jets in HE will be limited by
pileup, magnetic field effects, and parton fragmentation [110, 111]. The plates are bolted together
in a staggered geometry resulting in a configuration that contains no projective “dead” material
(figure 5.13). The design provides a self-supporting hermetic construction. The brass plates are
79-mm-thick with 9-mm gaps to accommodate the scintillators. The total length of the calorimeter,
including electromagnetic crystals, is about 10 interaction lengths (λI).

The outer layers of HE have a cutout region for installation of the photodetectors and front-
end electronics. To compensate for the resulting reduction of material, an extra layer (−1) is added
to tower 18 [112]. The outer layers are fixed to a 10-cm-thick stainless steel support plate. The
optical elements are inserted into the gaps after the absorber is completely assembled; therefore,
the optical elements must have a rigid structure to allow insertion from any position.

Scintillator trays

The scintillation light is collected by wavelength shifting (WLS) fibres [113, 114]. The design
minimizes dead zones because the absorber can be made as a solid piece without supporting
structures while at the same time the light can be easily routed to the photodetectors. Trapezoidal-
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Figure 5.13: Mechanical structure of the HE absorber. Particles enter the calorimeter from the
bottom.

shaped scintillators (figure 5.14), 3.7-mm-thick SCSN81 for layers 1–17 and 9-mm-thick Bicron
BC408 for layer 0, have grooves in which the WLS fibres are inserted. The ends of the fibres are
machined with a diamond fly cutter and one end is covered with aluminium to increase the light
collection. The other end is spliced to a clear fibre, which is terminated in an optical connector.
The connector with the glued fibres is also machined by a diamond fly cutter. The scintillator is
painted along the narrow edges and put into a frame to form a tray. The total number of tiles for
both HE calorimeters is 20 916 and the number of trays is 1368. The design of a tray is presented
in figure 5.15. The numbering scheme in η is shown in figure 5.16, and the CMS convention for φ

as applied to HE is shown in figure 5.17. The scintillators are wrapped with Tyvek and sandwiched
between sheets of duraluminum. The stack contains holes for fibres which are terminated with
optical connectors. The gap between the duraluminum plates is fixed by brass spacers screwed
together. The granularity of the calorimeters is ∆η × ∆φ = 0.087× 0.087 for |η | < 1.6 and
∆η×∆φ ≈ 0.17×0.17 for |η | ≥ 1.6.

The tray design is very robust and reliable. The trays are relatively stiff which is very im-
portant for insertion into the absorber. To control the scintillator tray quality, a UV nitrogen laser
was used to excite the scintillators. The light is fed by quartz fibres to the connector and is fanned
out as shown in figure 5.15. These fibres are terminated with aluminium reflectors and distribute
the light to all tiles. The light signal produced by a UV flash in the scintillator is similar to the
signal induced by a charged particle. This allows a performance check of the entire optical route
from scintillator to electronics, providing an important technique to track possible degradation of
transparency due to radiation damage. For further calibration and monitoring, a radioactive source
moving in a stainless steel tube is used to study the time-dependence of calibration coefficients.

The trays are inserted into the gaps in the absorber and fixed by screws. At the back of the
calorimeter, boxes with photodetectors and electronics are located in the notch shown in figure 5.18.
Optical cables transfer signals from the scintillator trays to the photodetectors. The partially assem-
bled HE is shown in figure 5.12. Multipixel hybrid photodiodes (HPDs) are used as photodetectors
due to their low sensitivity to magnetic fields and their large dynamical range.
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Figure 5.14: a) Basic structure of a scintillator tile with a groove to fix wavelength shifting fibre,
b) cross section of the 3.7-mm-thick scintillator for layers 1–17, and c) cross section of the 9-mm-
thick scintillator for layer zero. Two layers of reflecting paint cover the side surfaces of the tile.

Longitudinal segmentation

The longitudinal segmentation of HE (figure 5.10) is, in part, motivated by the radiation environ-
ment. Correction of the calibration coefficients after scintillator degradation can be applied, in
order to restore the energy resolution. The towers nearest the beam line (27 and 28 plus guard
ring “29”) have 3 divisions in depth which are read-out separately. The other towers (except 16
and 17 which overlap with the electromagnetic barrel calorimeter) have two longitudinal readouts
for potential use during the time period when the electromagnetic endcap calorimeter (EE) may
not yet be available. A special scintillator layer of 9 mm BC408 (layer 0) is installed in front of
the absorber to partially correct for the different response of EE to electrons and hadrons and for
particle absorption in the mechanical structure supporting EE.
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Figure 5.15: The design of the calorimeter scintillator trays: a) front view of a tray without upper
aluminium cover, b) cut out view of the layer-0 tray with two fibres from a tile, c) cut out view of
a tray for layers 1–17.
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Figure 5.16: Numbering scheme for the tiles in adjacent scintillator trays.

Figure 5.17: Numbering scheme for the HE wedges as viewed from the interaction point. The +x
direction points to the center of the LHC ring.
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Figure 5.18: Longitudinal and angular segmentation of the HE calorimeter. The dashed lines point
to the interaction point.
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Figure 5.19: Longitudinal and transverse views of the CMS detector showing the position of HO
layers.

5.3 Outer calorimeter design (HO)

In the central pseudorapidity region, the combined stopping power of EB plus HB does not provide
sufficient containment for hadron showers. To ensure adequate sampling depth for |η | < 1.3, the
hadron calorimeter is extended outside the solenoid with a tail catcher called the HO or outer
calorimeter. The HO utilises the solenoid coil as an additional absorber equal to 1.4/sinθ interaction
lengths and is used to identify late starting showers and to measure the shower energy deposited
after HB.

Outside the vacuum tank of the solenoid, the magnetic field is returned through an iron yoke
designed in the form of five 2.536 m wide (along z-axis) rings. The HO is placed as the first
sensitive layer in each of these five rings. The rings are identified by the numbers −2, −1, 0,
+1, +2. The numbering increases with z and the nominal central z positions of the five rings are
respectively −5.342 m, −2.686 m, 0, +2.686 m and +5.342 m. At η = 0, HB has the minimal
absorber depth. Therefore, the central ring (ring 0) has two layers of HO scintillators on either side
of a 19.5 cm thick piece of iron (the tail catcher iron) at radial distances of 3.82 m and 4.07 m,
respectively. All other rings have a single HO layer at a radial distance of 4.07 m. The total depth
of the calorimeter system is thus extended to a minimum of 11.8 λI except at the barrel-endcap
boundary region.

The HO is constrained by the geometry of the muon system. Figure 5.19 shows the position
of HO layers in the rings of the muon stations in the overall CMS setup. The segmentation of these
detectors closely follows that of the barrel muon system. Each ring has 12 identical φ -sectors.
The 12 sectors are separated by 75-mm-thick stainless steel beams which hold successive layers of
iron of the return yoke as well as the muon system. The space between successive muon rings in
the η direction and also the space occupied by the stainless steel beams in the φ direction are not
available for HO. In addition, the space occupied by the cryogenic “chimneys” in sector 3 of ring
−1, and sector 4 of ring +1 are also not available for HO. The chimneys are used for the cryogenic
transfer lines and power cables of the magnet system. Finally, the mechanical structures needed to
position the scintillator trays further constrain HO along φ .
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In the radial direction each HO layer has been allocated a total of 40 mm, of which only
16 mm is available for the detector layer, the rest being used for the aluminium honeycomb support
structures. In addition, the HO modules are independently supported from the steel beams located
on either side of each φ sector. The thickness and position of the iron ribs in the yoke structure
further constrain the shape and segmentation of the HO.

The sizes and positions of the tiles in HO are supposed to roughly map the layers of HB
to make towers of granularity 0.087× 0.087 in η and φ . The HO consists of one (rings ±1 and
±2) or two (ring 0) layers of scintillator tiles located in front of the first layer of the barrel muon
detector. Scintillation light from the tiles is collected using multi-clad Y11 Kuraray wavelength
shifting (WLS) fibres of diameter 0.94 mm, and transported to the photo detectors located on the
structure of the return yoke by splicing a multi-clad Kuraray clear fibre (also of 0.94 mm diameter)
with the WLS fibre. In order to simplify installation of HO, the scintillator tiles are packed into a
single unit called a tray. Each tray corresponds to one φ slice (5◦ wide in φ ). However, along the z
(η) direction, a tray covers the entire span of a muon ring. Figure 5.20 shows a schematic view of a
HO tray where one tile is mapped to a tower of HB and the optical cable from the tray is connected
to the read-out box.

The physics impact of HO has been studied [115] using a simulation of the CMS detector.
Single pions of fixed energies are shot at specific η values and the resulting energy deposits in the
electromagnetic calorimeter and in the layers of the hadron calorimeter are combined to measure
the energy. Figure 5.21 shows distributions of the measured energy scaled to the incident energy
for 200 GeV pions at η = 0 and 225 GeV at η = 0.5 (pointing towards the middle of ring 1). The
solid and dashed lines in the figure indicate measurements without and with HO, respectively. As
can be seen in figure 5.21, there is an excess in Energy/Eincident < 1 for measurements without HO,
because of leakage. The measurements with HO are more Gaussian in nature indicating that the
addition of HO recovers the effect of leakage. The effect of leakage is visible at η = 0 (ring 0)
from 70 GeV, increasing with energy. The mean fraction of energy in HO increases from 0.38% for
10 GeV pions to 4.3% for 300 GeV pions. There is some evidence of leakage without HO in ring
1 but it is reduced due to the greater HB thickness at larger |η |. The amount of leakage in ring 2 is
found to be negligible at energies below 300 GeV.

The effect of shower leakage has a direct consequence on the measurement of missing trans-
verse energy (Emiss

T ). Study of QCD events shows that the cross section for those events, where
at least one particle has ET above 500 GeV, is several pb. For these events the HO is useful to
decrease the leakage and improve the Emiss

T measurement. Figure 5.22 shows the dijet integrated
cross section for Emiss

T above a certain value. It is clear from the figure that the inclusion of HO
reduces the dijet rate by a factor of 1.5 or more for moderate Emiss

T values, a region important for
searches of supersymmetric particles.

Module specification

HO is physically divided into 5 rings in η conforming to the muon ring structure. The rings are
numbered−2,−1, 0, +1 and +2 with increasing η . Each ring of the HO is divided into 12 identical
φ sectors and each sector has 6 slices (numbered 1 to 6 counting clockwise) in φ . The φ slices of a
layer are identical in all sectors. The widths of the slices along φ are given in table 5.5. In each φ
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Figure 5.20: Schematic view of a HO tray shown with individual tiles and the corresponding
grooves for WLS fibres. Each optically independent (4 WLS fibres) tile is mapped to a tower of
HB. Optical fibres from the tray are routed to the decoder box which contains the photodetector
and read-out electronics.
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Figure 5.21: A simulation of the distribution of the measured energy scaled to the incident energy
for pions with incident energies of (left panel) 200 GeV at η = 0 and (right panel) 225 GeV at |η |
= 0.5. The solid and dashed histograms are measurements without and with HO, respectively.
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Figure 5.22: Integrated cross section above threshold for intrinsically balanced QCD dijet events
as a function of missing ET with or without HO.

Table 5.5: Dimension of tiles along φ for different trays. Each tray corresponds to one φ -slice in a
φ sector.

Ring Layer Width along φ in mm
Tray 1 Tray 2 Tray 3 Tray 4 Tray 5 Tray 6

0 0 274 343 332 327 327 268
0 1 300 364 352 347 347 292

±1, ±2 1 317 366 354 349 349 406

slice, there is a further division along η . The smallest scintillator unit in HO thus obtained is called
a tile. The scintillator tiles in each φ sector belong to a plane. The perpendicular distance of this
plane from the z-axis is 3.82 m for layer 0 and 4.07 m for layer 1. The tiles in each φ slice of a ring
are mechanically held together in the form of a tray.

Both layers of ring 0 have 8 η-divisions (i.e. 8 tiles in a tray): −4, −3, −2, −1, +1, +2, +3,
+4. Ring 1 has 6 divisions: 5· · ·10 and ring 2 has 5 divisions: 11· · ·15. Ring −1 and ring −2 have
the same number of divisions as rings 1 and 2 but with −ve indices. The η-dimension of any tile
with −ve tower number is the same as the one with +ve number. The tile dimensions along η are
shown in table 5.6.

Figure 5.23 shows the final layout of all the HO trays in the CMS detector. The length of a
full tray is 2510 mm whereas the shorter trays, the sizes of which are constrained because of the
chimney (trays 4 and 5 in sector 4 of ring +1 and trays 3, 4, 5 and 6 in sector 3 of ring −1), are
2119-mm long. The shorter trays are constructed without the tile corresponding to tower number
±5. Because of the constraints imposed by the gap between ring 0 and rings ±1, the η boundaries
of HO tower 4 do not match the barrel η boundaries; therefore, part of HO tower 5 overlaps with
tower 4 in the barrel.
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Table 5.6: HO tile dimensions along η for different rings and layers. The tile sizes, which are
constrained by muon ring boundaries, are also given.

Tower # ηmax Length (mm) Tower # ηmax Length (mm)
Ring 0 Layer 0 Ring 0 Layer 1

1 0.087 331.5 1 0.087 351.2
2 0.174 334.0 2 0.174 353.8
3 0.262 339.0 3 0.262 359.2
4 0.326 248.8 4 0.307 189.1

Ring 1 Layer 1 Ring 2 Layer 1
5 0.436 391.5 11 0.960 420.1
6 0.524 394.2 12 1.047 545.1
7 0.611 411.0 13 1.135 583.3
8 0.698 430.9 14 1.222 626.0
9 0.785 454.0 15 1.262 333.5

10 0.861 426.0

Figure 5.23: Layout of all the HO trays in the CMS detector.

– 142 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Figure 5.24: View of a typical tile of HO with WLS fibres inserted in the 4 grooves of the tile.

Tiles

Scintillator tiles are made from Bicron BC408 scintillator plates of thickness 10+0
−1 mm. Figure 5.24

shows a typical HO scintillator tile. The WLS fibres are held inside the tile in grooves with a key
hole cross section. Each groove has a circular part (of diameter 1.35 mm) inside the scintillator and
a neck of 0.86 mm width. The grooves are 2.05-mm deep. Each tile has 4 identical grooves, one
groove in each quadrant of the tile. The grooves closely follow the quadrant boundary. The corners
of the grooves are rounded to prevent damage to the fibre at the bend and to ease fibre insertion. The
groove design is slightly different for the tile where the optical connector is placed at the end of the
tray. Since the tiles are large, 4 grooves ensure good light collection and less attenuation of light.

The HO has 95 different tile dimensions, 75 for layer 1 and 20 for layer 0. The total number
of tiles is 2730 (2154 for layer 1 and 576 for layer 0).

Trays

All tiles in each φ slice of a sector are grouped together in the form of a tray. Each tray contains
5 tiles in rings ±2; 6 tiles in rings ±1 and 8 tiles in ring 0. The edges of the tiles are painted
with Bicron reflecting white paint for better light collection as well as isolating the individual tiles
of a tray. Further isolation of tiles is achieved by inserting a piece of black tedler in between the
adjacent tiles. The tiles in a tray are covered with a single big piece of white, reflective tyvek paper.
Then they are covered with black tedlar paper to prevent light leakage. This package is placed
between two black plastic plates for mechanical stability and ease of handling. The top plastic
cover is 2-mm-thick and the bottom one is 1-mm-thick. Figure 5.25 shows a cross section of a tray
to illustrate the different components. The plastic covers (top and bottom) have holes matching
with the holes in the tiles. Specially designed countersunk screws passing through these holes fix
the plastic covers firmly on the tiles.

The 2 mm plastic sheet on the top has 1.6 mm deep channels grooved on it (on the outer
side) to route the fibres from individual tiles to an optical connector placed in a groove at the edge
of the tray. A 1.5-mm-wide straight groove runs along the edge of the top cover to accommodate
a stainless steel tube. This is used for the passage of a radioactive source which is employed in
calibrating the modules. Each connector has two holes and they are fixed to the scintillator-plastic
assembly through matching holes. Each φ sector in each ring has 6 trays. There are 360 trays for
layer 1 and 72 trays for layer 0.
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Figure 5.25: Cross section of a HO tray showing the different components.

Figure 5.26: The arrangement of scintillation tiles, plastic covers and connectors in a tray. The
components are slightly displaced from their true positions to show their matching designs.

Pigtails

The light collected by the WLS fibres inserted in the tiles needs to be transported to photodetectors
located far away on the muon rings. The captive ends of the WLS fibres, which reside inside the
groove, are polished, aluminized and protected using a thin polymer coating. The other end of the
WLS fibre comes out of the tile through a slot made on the 2-mm-thick black plastic cover sheet.
To minimise the loss of light in transportation, the WLS fibre (attenuation length of ≈ 1.8 m) is
spliced to a clear fibre (attenuation length of ≈ 8.0 m). A fibre is spliced only if the potential WLS
light loss is larger than the light loss at a spliced joint. Thus depending on tile length (along η)
2–3 fibres in each pigtail are made only of WLS fibres. The clear fibres from each tile follow the
guiding grooves on the top plastic to the optical connector at the end. Each tray has two optical
connectors mounted on one end of the tray. In a tray, the grooves of the tiles form two rows along
η . The fibres from all grooves on one row terminate on one connector (figure 5.26). The number
of fibres from trays in different rings are given in table 5.7.

The bunch of fibres fixed to the optical connector is called a pigtail (figure 5.27). Each tray
has 2 pigtails and there are 864 pigtails in total: 720 for layer 1 and 144 for layer 0. Each fibre in
a pigtail is cut to the proper length to match the groove length in the scintillator plus the distance
from the scintillator to the optical connector at the end of the tray.
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Table 5.7: Tray specifications for different rings of HO.

Ring # Tiles/tray Fibres/tray Fibres/connector
0 8 32 16
±1 6 24 12
±2 5 20 10

Figure 5.27: Illustration of an assembled pigtail (not drawn to scale).

5.4 Forward calorimeter design (HF)

The forward calorimeter will experience unprecedented particle fluxes. On average, 760 GeV per
proton-proton interaction is deposited into the two forward calorimeters, compared to only 100 GeV
for the rest of the detector. Moreover, this energy is not uniformly distributed but has a pronounced
maximum at the highest rapidities. At |η |= 5 after an integrated luminosity of 5×105 pb−1 (≈ 10
years of LHC operation), the HF will experience ≈ 10 MGy. The charged hadron rates will also
be extremely high. For the same integrated luminosity, inside the HF absorber at 125 cm from the
beam-line, the rate will exceed 1011 per cm2 [108]. This hostile environment presents a consider-
able challenge to calorimetry, and the design of the HF calorimeter was first and foremost guided
by the necessity to survive in these harsh conditions, preferably for at least a decade. Successful
operation critically depends on the radiation hardness of the active material. This was the principal
reason why quartz fibres (fused-silica core and polymer hard-cladding) were chosen as the active
medium.

The signal is generated when charged shower particles above the Cherenkov threshold (E ≥
190 keV for electrons) generate Cherenkov light, thereby rendering the calorimeter mostly sensitive
to the electromagnetic component of showers [116]. A small fraction of the generated light is
captured, ftrap = NA/2n2

core, where NA is the numerical aperture (NA = 0.33± 0.02) and ncore

is the refractive index of the quartz core. Only light that hits the core-cladding interface at an
angle larger than the critical angle (71◦) contributes to the calorimeter signal. The half-angle θ =
19◦ is determined by the refractive indices of the core (ncore) and the cladding (nclad), sinθ =√

n2
core−n2

clad. The fibres measure 600±10 µm in diameter for the fused-silica core, 630+5
−10 µm

with the polymer hard-cladding, and 800± 30 µm with the protective acrylate buffer. Over 1000
km of fibres are used in the HF calorimeters. The fibres are cleaved at both ends by a diamond
cutter. The attenuation length of these fibres is measured to be ≈15 m using high energy electrons
at 90◦ to the fibres.

– 145 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

The optical attenuation at a wavelength λ in these types of fibres scales as a(λ )(D/D0)b(λ )

where D is the accumulated dose, which is normalized to a reference dose (D0 = 1 MGy) for con-
venience. For example, at a wavelength λ = 450 nm at the accumulated dose of D = 1 MGy, the
induced attenuation is ≈ 1.5 dB/m, thus defining a. The a and b parameters characterize the radi-
ation hardness of a given fibre. For high OH− (300–500 ppm) HF fibres at 450 nm, the measured
values are a≈ 1.5 and b≈ 0.3 [117–119]. An accumulated dose of 10 MGy will result in a loss of
optical transmission by a half, which is the worst case for HF after a decade.

The calorimeter consists of a steel absorber structure that is composed of 5 mm thick grooved
plates. Fibres are inserted in these grooves. The detector is functionally subdivided into two lon-
gitudinal segments. Half of the fibres run over the full depth of the absorber (165 cm ≈ 10λI)
while the other half starts at a depth of 22 cm from the front of the detector. These two sets of
fibres are read out separately. This arrangement makes it possible to distinguish showers gener-
ated by electrons and photons, which deposit a large fraction of their energy in the first 22 cm,
from those generated by hadrons, which produce nearly equal signals in both calorimeter seg-
ments on average. The long fibre section is referred as L (measuring the total signal), and the
short fibre section as S (measuring the energy deposition after 22 cm of steel). The absorber
has grooves (0.90+0.12

−0 mm wide and 1.06+0.6
−0 mm in depth) which make a square grid separated

by 5.0± 0.1 mm center-to-center. Long and short fibres alternate in these grooves. The pack-
ing fraction by volume (fibre/total) in the first 22 cm is 0.57% and is twice as large beyond that
depth.

The forward calorimeter is essentially a cylindrical steel structure with an outer radius of
130.0 cm. The front face of the calorimeter is located at 11.2 m from the interaction point. The hole
for the beam pipe is cylindrical, with radius 12.5 cm from the center of the beam line. This structure
is azimuthally subdivided into 20◦ modular wedges. Thirty-six such wedges (18 on either side of
the interaction point) make up the HF calorimeters. A cross sectional view of the HF is shown
in figure 5.28. The fibres run parallel to the beam line, and are bundled to form 0.175×0.175
(∆η × ∆φ) towers (figure 5.29 and table 5.8). The detector is housed in a hermetic radiation
shielding which consists of layers of 40 cm thick steel, 40 cm of concrete, and 5 cm of polyethylene.
A large plug structure in the back of the detector provides additional shielding.

Bundled fibres are held in ferrules which illuminate one end of the air-core light guides that
penetrate through 42.5 cm of the shielding matrix (steel, lead, and polyethylene). This shielding
is necessary to protect the photomultipliers and the front-end electronics housed in the read-out
boxes. The air-core light guide consists of a hollow tube lined on the inside with highly reflective
custom-made sheets. These metal-coated reflectors are designed to be very efficient (> 90%) in
the visible spectrum at the relevant angles (≈ 70 degrees from normal). Light typically makes five
bounces before reaching the photocathode and nearly half the light is lost in this transport. Each
light guide is coupled to a standard bialkaline, 8-stage photomultiplier tube with a borosilicate glass
window. A read-out box (RBX) houses 24 PMTs and services half of a wedge (10◦ in φ ).

The entire calorimeter system, with its shielding components, is mounted on a rigid table
which supports more than 240 t with less than 1 mm deflection. The absorber alone weighs 108 t.
The table is also designed for horizontal separation of the detector into two sections to clear the
beam pipe at installation and removal. It is possible to align the forward calorimeters within±1 mm
with respect to the rest of the CMS experiment.
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Figure 5.28: The cross sectional view of the HF calorimeter shows that the sensitive area ex-
tends from 125 to 1300 mm in the radial direction. The absorber in the beam direction measures
1650 mm. Bundled fibres (shaded area) are routed from the back of the calorimeter to air-core
light guides which penetrate through a steel-lead-polyethlene shielding matrix. Light is detected
by PMTs housed in the read-out boxes. Stainless steel radioactive source tubes (red lines) are
installed for each tower and are accessible from outside the detector for source calibration. The
interaction point is at 11.2 meters from the front of the calorimeter to the right. All dimensions are
in mm.

The inner part of HF (4.5 < |η |< 5) will experience radiation doses close to 100 Mrad/year,
and large neutron fluxes leading to activation of the absorber material, reaching several mSv/h in
the region closest to the beam line after 60 days of running at 1034 cm−2s−1 luminosity and one
day of cooling down. The active elements of HF (quartz fibres) are sufficiently radiation-hard to
survive these levels of radiation with limited deterioration. The PMTs are shielded behind 40 cm
of steel and borated polyethylene slabs. HF, using Cherenkov light from quartz fibres, is practi-
cally insensitive to neutrons and to low energy particles from the decay of activated radionucleids.
Further shielding around HF achieves activation levels below 10 µSv/h on the periphery of the
detector. A 10-cm-thick lead plate, located in front of HF during operations around the detector,
reduces personal exposure to radiation from the absorber. Maintenance of read-out boxes will be
performed with the help of semi-automatic extractor tools. HF is equipped with radiation monitors
located at the periphery of the detector, and with a system (Raddam) to measure the transmission
properties of a few reference quartz fibres embedded in the absorber, as a function of integrated
luminosity.
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Figure 5.29: a) Transverse segmentation of the HF towers. b) An expanded view of the wedge
shows the squared out groove holding the radioactive source tube.

Table 5.8: The tower sizes, number of fibres, bundle sizes and the percentage of photocathode area
utilized are listed below for each tower. The air-core light guides are tapered to better match the
photocathode area for towers 1, 2 and 3.

Ring No (rin,rout) ∆η ∆φ Nfib Abundle
Abundle

Aphotocathode

[mm] [degree] [mm2]
1 (1162–1300) 0.111 10 594 551 1.14
2 (975–1162) 0.175 10 696 652 1.33
3 (818–975) 0.175 10 491 469 0.96
4 (686–818) 0.175 10 346 324 0.66
5 (576–686) 0.175 10 242 231 0.47
6 (483–576) 0.175 10 171 167 0.34
7 (406–483) 0.175 10 120 120 0.25
8 (340–406) 0.175 10 85 88 0.18
9 (286–340) 0.175 10 59 63 0.13
10 (240–286) 0.175 10 41 46 0.94
11 (201–240) 0.175 10 30 35 0.71
12 (169–201) 0.175 20 42 52 0.11
13 (125–169) 0.300 20 45 50 0.10
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Figure 5.30: Overview of HCAL read-out electronics.

5.5 Read-out electronics and slow control

The overview of the full HCAL read-out chain is shown in figure 5.30. The read-out consists of an
optical to electrical transducer followed by a fast charge-integrating ADC. The digital output of the
ADC is transmitted for every bunch over a gigabit digital optical fibre to the service cavern, housing
the off-detector electronics. In the service cavern, the signal is deserialized and used to construct
trigger primitives which are sent to the calorimeter trigger. The data and trigger primitives are also
pipelined for transmission to the DAQ upon a Level-1 Accept (L1A) decision.

The optical signals from the scintillator-based detectors (HB/HE/HO) are converted to elec-
trical signals using multichannel hybrid photodiodes (HPDs) which provide a gain of ≈ 2000. A
detailed view of the scintillator-based front-end read-out chain is given in figure 5.31. The optical
signals from individual sampling layers are brought out on clear fibres. The fibres correspond-
ing to a projective calorimeter tower are mapping via an optical decoding unit (ODU) to a cookie
that interfaces to individual pixels on the HPD. In the forward calorimeter, where the magnetic
fields are much smaller than in the central detector, conventional photomultiplier tubes (Hama-
matsu R7525HA) are used and quartz-fibre bundles are routed directly to the phototube windows.

An overview of the HCAL controls is given in figure 5.32. Several PCs in the CMS control
room operated through PVSS are used to control high and low voltages. The control system also
downloads pedestal DAC and timing parameters to front-ends and controls many of the calibration
and monitoring systems including the source calibration drivers, the LED pulsers, and the laser
system. These systems record temperature, humidity and other constants useful for correlation
studies of detector/calibration stability.

The configuration database contains the relationships or mapping for all HCAL detector com-
ponents: wedges, layers, read-out boxes (RBX), cables, HCAL Trigger (HTR) cards, and calibra-
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Figure 5.31: Overview of HCAL read-out/trigger chain and connections to database.
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Figure 5.32: Overview of HCAL detector controls.

tion parameters for various components e.g. RBX, QIE, source types and strength. The condi-
tions database has the slow-controls logging, the calibration constants (pedestals, gains, timing
information, etc.) and the configuration database downloaded to the read-out system during the
initialization.

The analogue signal from the HPD or photomultiplier is converted to a digital signal by a
charge-integrating ADC ASIC called the QIE (Charge-Integrator and Encoder). The QIE internally
contains four capacitors which are connected in turn to the input, one during each 25 ns period.
The integrated charge from the capacitors is converted to a seven-bit non-linear scale to cover the
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Figure 5.33: Contribution of the FADC quantization error to the resolution, compared with a
representative HCAL resolution curve.

large dynamic range of the detector. The ADC is designed so its contribution to the detector energy
resolution over its multi-range operation is negligible, as shown in figure 5.33. The QIE input
characteristics were chosen from test beam data to optimize speed and noise performance. This
resulted in a per channel RMS noise of 4600 electrons (0.7 fC) corresponding to about 180 MeV.

The digital outputs of three QIE channels are combined with some monitoring information to
create a 32-bit data word. The 32-bit data, at a rate of 40 MHz, is fed into the Gigabit Optical Link
(GOL) chip and transmitted using 8b/10b encoding off the detector to the service cavern. In the
service cavern, the data is received by the HCAL Trigger/Read-out (HTR) board. The HTR board
contains the Level-1 pipeline and also constructs the trigger primitives for HCAL. These trigger
primitives are sent to the Regional Calorimeter trigger via Serial Link Board mezzanine cards. The
HTR board receives data for 48 channels (16 data fibres) and may host up to six SLBs.

When a L1A is received by the HTR through the TTC system, it prepares a packet of data
for the DAQ including a programmable number of precision read-out values and trigger primitives
around the triggered bunch crossing. For normal operations, the HTR will transmit 7 time samples
for each non-zero channel and a single trigger primitive for every trigger tower. These packets of
data, each covering 24 channels, are transmitted by LVDS to the HCAL Data Concentrator Card
(DCC). The DCC is the HCAL Front-End Driver (FED) and concentrates the data from up to 360
channels for transmission into the DAQ.

The Level-1 trigger primitives (TPG) are calculated in the HTR modules. The QIE data are
linearized and converted to transverse energy with a single look up table. Two or more consecutive
time samples are summed. A sum over depth is made for those towers having longitudinal segmen-
tation. A final look up table is used to compress the data before sending the data across the trigger
link to the regional calorimeter trigger. Table 5.9 summarizes the geometry of the trigger towers.
The HF towers are summed in η and φ before being sent to the trigger.
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Table 5.9: Sizes of the HCAL trigger towers in η and φ .

Tower |ηmax| Detector Size
index η φ

1–15 0.087×η HB 0.087 5◦

16 1.392 HB, HE 0.087 5◦

17–20 0.087×η HE 0.087 5◦

21 1.830 HE 0.090 5◦

22 1.930 HE 0.100 5◦

23 2.043 HE 0.113 5◦

24 2.172 HE 0.129 5◦

25 2.322 HE 0.150 5◦

26 2.500 HE 0.178 5◦

27 2.650 HE 0.150 5◦

28 3.000 HE 0.350 5◦

29 3.314 HF 0.461 20◦

30 3.839 HF 0.525 20◦

31 4.363 HF 0.524 20◦

32 5.191 HF 0.828 20◦

Timing and synchronization

The QIE integration clock is controlled by the Channel Control ASIC (CCA) which allows for
fine-skewing of the integration phase of each tower relative to the machine clock. This allows
each channel’s integration phase to correct for differences in the time-of-flight from the interaction
region as well as differences in the optical pathlength within the detector.

Figure 5.34 shows that scintillator tile signals produce relatively fast pulses such that 68%
of the pulse is contained within a 25 ns window. Figure 5.35 shows the pulse shape for the for-
ward calorimeter. The Cerenkov process and the phototubes used in the forward calorimeter are
extremely fast, so the pulse in HF is only 10 ns wide. The HF is thus subject only to in-time pile-up
which is important in the highly active forward region of CMS.

An additional important effect on the HCAL pulse timing in HB/HE/HO comes from the input
stage of the QIE. The QIE has an amplitude-dependent impedance which implies a faster pulse
shape for large signals than for small ones, as seen in figure 5.36. The amount of time slewing is
dependent on the noise characteristics of the QIE, so the final QIE ASICs for the barrel and endcap
were chosen to limit the timeslew to the “medium” case in exchange for somewhat increased noise.
In the outer calorimeter, the noise level is a critical factor for muon identification and pile-up is
much less important so the quieter “slow” characteristics were chosen for the HO QIEs.

The in-situ synchronization of HCAL is performed using the HCAL laser system. The laser
system consists of a single UV laser which can illuminate an entire half-barrel of HB or a single
endcap at once through a series of optical splitters. The quartz fibres which lead from the laser
to the detector have been carefully controlled to equalize the optical path length to each wedge.
The laser can be directed either straight onto a scintillator block connected to the HPD or into the

– 152 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Figure 5.34: Measured single event pulse shape from the scintillator tiles, representative of
HB/HE/HO pulse shapes.

Figure 5.35: Measured pulse shape, energy collected vs. time, for HF.

wedge. Within layer 9 of each wedge is an arrangement of optical fibres which mimic the time-of-
flight from the interaction region. This arrangement allows the timing of HCAL to be flattened and
monitored, as has been demonstrated in test beam data taking, which verified the timing determined
by the laser using the synchronized beam. In the HO and HF detectors, only the photodetector can
be illuminated so the alignment will be based on construction and test beam data.
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Figure 5.36: Pulse time variation as a function of signal amplitude as measured on the bench
(solid points) for several input amplifier configurations compared with test beam measurements
from 2003.

The channel-by-channel bunch synchronization of HCAL will be determined using a his-
togramming procedure in the serial link boards (SLBs) which determine the bunch synchroniza-
tion using the beam structure of the LHC. The event and bunch synchronization is monitored using
fast control signals originating from the TTC system which are transmitted in the data stream be-
tween the front-ends and the HTR. On a global scale, the bunch and event synchronization between
the HCAL and other detector subsystems is determined using muons and other correlated physics
signals.

5.6 HF luminosity monitor

The CMS luminosity measurement will be used to monitor the LHC’s performance on a bunch-by-
bunch basis in real time and to provide an overall normalization for physics analyses. The design
goal for the real-time measurement is to determine the average luminosity with a 1% statistical
accuracy with an update rate of 1 Hz. For offline analyses, the design goal is a systematic accuracy
of 5%, although every reasonable effort will be made to produce a more accurate result. Both of
these requirements must be met over a very large range of luminosities, extending from roughly
1028 cm−2s−1 to 1034 cm−2s−1, and possibly beyond.

A number of techniques capable of providing suitable luminosity information in real time
have been identified [17]. One technique employs signals from the forward hadron calorimeter
(HF) while another, called the Pixel Luminosity Telescope (PLT), uses a set of purpose-built parti-
cle tracking telescopes based on single-crystal diamond pixel detectors. At the time of writing, the
PLT has not been formally approved, but is under study. The methods based on signals from the
HF are the ones being most vigorously pursued.
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Two methods for extracting a real-time relative instantaneous luminosity with the HF have
been studied. The first method is based on zero counting in which the average fraction of empty
towers is used to infer the mean number of interactions per bunch crossing. The second method
exploits the linear relationship between the average transverse energy per tower and the luminosity.

Outputs of the QIE chips used to digitize the signals from the HF PMTs on a bunch-by-bunch
basis are routed to a set of 36 HCAL Trigger and Read-out (HTR) boards, each of which services 24
HF physical towers. In order to derive a luminosity signal from the HTR, an additional mezzanine
board called the HF luminosity transmitter (HLX) is mounted on each of the HTR boards. The HLX
taps into the raw HF data stream and collects channel occupancy and ET -sum data and transmits
them to a central collector node over standard 100-Mbps Ethernet. The HLX boards have the same
form factor as the Synchronization and Link Boards (SLBs) used to interface the ECAL and HCAL
readouts to the Regional Calorimeter Trigger (RCT) system.

Although all HF channels can be read by the HLX, MC studies indicate that the best linearity
for occupancy histograms is obtained using just two η rings. Hence two sets of two rings are
used for the occupancy histograms. Four rings are combined to form the ET -sum histogram. The
algorithm has been optimized to minimize sensitivity to pedestal drifts, gain changes and other
related effects. Each of the two sets of rings sends 12 bits of data to the HLX. There are three
occupancy histograms dedicated to each of the following possible states for each tower: enabled-
below-threshold, over-threshold-1, over-threshold-2. In addition, a 15-bit ET sum value is sent to
the HLX and a further histogram based on all 13 HF η rings is filled for use by the LHC. As a result,
the input to the HLX is used to create eight histograms: two sets of three occupancy histograms,
one ET -sum histogram, and one additional occupancy histogram.

Each histogram has 3564 bins, one for each bunch in the LHC orbit. Each occupancy-
histogram bin uses two bytes, and there are four bytes per bin in the ET sum histogram. The
baseline design is to add the results from all desirable channels into a single set of histograms.

The histograms are transmitted as UDP (User Datagram Protocol) packets from the HLX
cards once roughly every 0.37 s, which is safely within the 1.45 s (worst case) histogram overflow
time. The Ethernet core in the HLX automatically packages the data to make optimal use of net-
work bandwidth. Each histogram spans several Ethernet packets, the precise number depending
on the type of histogram. The eight sets of histograms comprise about 70 kB of data, which is
transmitted at a rate of approximately 1.6 Mbps to an Ethernet switch that aggregates the data from
multiple HLX boards. The switch multi-casts the data to a pair of luminosity server nodes. One
of the servers is responsible for publishing the luminosity information to various clients, such as
the CMS and LHC control rooms and the Fermilab Remote Operations Center (ROC). The second
server archives the data for each luminosity section (one luminosity section corresponds to 220 or-
bits, or about 93 s). An XDAQ layer on this server makes it possible to communicate with other
CMS DAQ systems.
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Chapter 6

Forward detectors

6.1 CASTOR

The CASTOR (Centauro And Strange Object Research) detector is a quartz-tungsten sampling
calorimeter [120], designed for the very forward rapidity region in heavy ion and proton-proton
collisions at the LHC. Its physics motivation is to complement the nucleus-nucleus physics pro-
gramme [122], developed essentially in the baryon-free mid-rapidity region, and also the diffractive
and low-x physics in pp collisions [123]. CASTOR will be installed at 14.38 m from the interaction
point, covering the pseudorapidity range 5.2 < |η | < 6.6. Figure 6.1 shows the location of CAS-
TOR in the CMS forward region. The calorimeter will be constructed in two halves surrounding
the beam pipe when closed, as shown in figure 6.2. The calorimeter and its readout are designed in
such a way as to permit the observation of the cascade development of the impinging particles as
they traverse the calorimeter. The typical total and electromagnetic energies in the CASTOR accep-
tance range (about 180 TeV and 50 TeV, respectively, according to HIJING [121] Pb-Pb simulations
at 5.5 TeV) can be measured with a resolution better than ≈1%.

The main advantages of quartz calorimeters are radiation hardness, fast response and com-
pact detector dimensions [124], making them suitable for the experimental conditions encountered
in the very forward region at the LHC. The typical visible transverse sizes of hadronic and elec-
tromagnetic showers in quartz calorimeters are 5–10 cm and about 10 mm respectively (for 95%
signal containement), i.e. are a factor 3 to 4 times narrower than those in “standard” (scintillation)
calorimeters [124]. A detailed description of the operation principle (including optimal geomet-
rical specifications of the quartz and tungsten plates, and performances of light-guides, reflectors
and photodetectors) can be found in references [125, 126].

Tungsten-Quartz plates

The CASTOR detector is a Cerenkov-based calorimeter, similar in concept to the HF. It is con-
structed from layers of tungsten (W) plates (alloy density ≈ 18.5 g/cm3) as absorber and fused
silica quartz (Q) plates as active medium. For the electromagnetic (EM) section, the W plates have
a thickness of 5.0 mm and the Q plates 2.0 mm. For the hadronic (HAD) section, the W and Q
plates have thicknesses of 10.0 mm and 4.0 mm, respectively. The W/Q plates are inclined 45◦

with respect to the direction of the impinging particles, in order to maximize the Cerenkov light
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Figure 6.1: Location of CASTOR in the CMS forward region.

output in the quartz. The combination of one W and one Q plate is called a sampling unit (SU).
Figure 6.3 shows the complicated geometry of the W/Q plates, due to their 45◦ inclination.

In the EM section, each sampling unit corresponds to 2.01 X0 (0.077 λI). Each readout unit
(RU) consists of 5 SUs and is 10.05 X0 (0.385 λI) deep. The EM section is divided in two successive
RUs and has a total of 20.1 X0 (0.77 λI). In the hadronic section, a sampling unit corresponds to
0.154 λI . Each readout unit consists of 5 SUs and is 0.77 λI deep. The HAD section has 12 RUs,
corresponding to 9.24 λI . In total, the calorimeter has 10 λI . The total number of channels is 224.

Light-guides and photodetectors

The Cerenkov light, produced by the passage of relativistic charged particles through the quartz
medium, is collected in sections (RUs) along the length of the calorimeters and focused by air-core
light guides onto the photomultiplier (PMT), as shown in figure 6.3. The inside surfaces of the light
guides are covered with Dupont [AlO+ SiO2+TiO2] reflective foil. The light guide is made out of
a 0.8 mm stainless steel sheet. Each light guide subtends 5 SUs in both the EM and HAD sections.
The PMT is located in the aluminium housing on the top. Two types of PMTs are currently under
consideration: (i) a Hamamatsu R7899 PMT, and (ii) a radiation-hard multi-mesh, small-size PMT
FEU-187 produced by Research Institute Electron (RIE, St. Petersburg), with cathode area ≈2
cm2. Both PMTs allow the muon MIP peak to be separated from the pedestal, an important feature
for calibration purposes.

Beam tests results

The energy linearity and resolution as well as the spatial resolution of two CASTOR prototypes
have been studied at CERN/SPS tests in 2003 [125] and 2004 [126] (as well as in tests end-of-
summer 2007, for the final prototype). The response of the calorimeter to electromagnetic and
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Figure 6.2: CASTOR calorimeter and support.

Figure 6.3: Details of the components and geometry of the CASTOR calorimeter.

hadronic showers has been analysed with E = 20–200 GeV electrons, E = 20–350 GeV pions, and
E = 50, 150 GeV muons. Good energy linearity for electrons and pions in the full range tested is
observed. For the EM section, the constant term of the energy resolution, that limits performance
at high energies, is less than 1%, whereas the stochastic term is ≈ 50%. The measured spatial
resolution of the electron (pion) showers is σEM(HAD) = 1.7 (6.4) mm.
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Figure 6.4: The side view of the ZDC show-
ing the EM and HAD sections.

Figure 6.5: Photograph of the ZDC HAD
section.

6.2 Zero degree calorimeter (ZDC)

A set of two zero degree calorimeters [127, 128], with pseudorapidity coverage of |η | ≥ 8.3 for
neutral particles, are designed to complement the CMS very forward region, especially for heavy
ion and pp diffractive studies. Each ZDC has two independent parts: the electromagnetic (EM)
and hadronic (HAD) sections. Two identical ZDCs will be located between the two LHC beam
pipes at ≈140 m on each side of the CMS interaction region at the detector slot of 1 m length, 96
mm width and 607 mm height inside the neutral particle absorber TAN [129]. The TAN is located
in front of the D2 separation dipole. It was designed to protect magnets and detectors against
debris generated in the pp collisions, and against beam halo and beam losses. During heavy ion
running the combined (EM + HAD) calorimeter should allow the reconstruction of the energy of
2.75 TeV spectator neutrons with a resolution of 10–15%. Sampling calorimeters using tungsten
and quartz fibers have been chosen for the detection of the energy in the ZDCs with a design similar
to HF and CASTOR. The quartz-quartz fibers [127] can withstand up to 30 GRad with only a few
percent loss in transparency in the wavelength range 300–425 nm. During the low-luminosity pp
(1033 cm−2s−1) and design-luminosity Pb-Pb (1027 cm−2s−1) runs, the expected average absorbed
radiation doses is about 180 MGy and 300 kGy, respectively, per data-taking year.

Figure 6.4 shows a side view of the ZDC with the EM section in front and the HAD section
behind. A photo of the HAD section is shown in figure 6.5. The total depth of the combined system
is ≈7.5 hadronic interaction lengths (λI). The configuration includes 9 mm Cu plates in the front
and back of each section. For the TAN’s final detector configuration an LHC real-time luminosity
monitor (BRAN, Beam RAte of Neutrals [130]) will be mounted in the 120 mm space between the
ZDC’s calorimetric sections. The HAD section consists of 24 layers of 15.5 mm thick tungsten
plates and 24 layers of 0.7 mm diameter quartz fibers (6.5 λI). The tungsten plates are tilted by 45◦

to optimize Cerenkov-light output. The EM section is made of 33 layers of 2-mm-thick tungsten
plates and 33 layers of 0.7-mm-diameter quartz fibers (19 X0). The tungsten plates are oriented
vertically. The fibers are laid in ribbons. The hadronic section of each ZDC requires 24 fiber
ribbons. After exiting the tungsten plates the fibers from 6 individual ribbons are grouped together
to form a readout bundle. This bundle is compressed and glued with epoxy into a tube. From there,
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an optical air-core light guide will carry the light through radiation shielding to the photomultiplier
tube. The full hadronic section will consist of four identical towers divided in the longitudinal
direction. For the electromagnetic section, fibers from all 33 fiber ribbons will be divided in the
horizontal direction into five identical fiber bundles. These 5 bundles will form five horizontal
towers and each fiber bundle will be mounted with a 0.5 mm air gap from the photocathode of a
phototube. The EM and HAD sections will be instrumented with the same type of phototube as the
HF: Hamamatsu R7525 phototubes with a bi-alkali photocathode, resulting in an average quantum
efficiency for Cerenkov light of about 10%.

There are a total of 18 readout channels for the two ZDCs. The signals from the ZDCs
are transmitted through a long (210 m) coaxial cable to the front-end HCAL VME crates in the
underground counting room (USC55). The signal from each channel will be split, with 90% going
to the QIE (Charge Integrator and Encoder) while 10% will be used for making trigger signals.
An analog sum, proportional to the total energy deposition in each detector, will provide the basic
Level 1 trigger in the heavy-ion running mode: the coincidence of (neutron) signals from both sides
of the interaction point is sensitive to most of the nuclear and electromagnetic cross section. A left-
right timing coincidence will also be used as a fast vertex trigger, to suppress beam-gas events
in the heavy ion runs. Information from scalers will be used for tuning the interaction of beams
and for defining the real-time luminosity. Finally it may be possible to improve the overall energy
resolution of the system by looking at the correlation between the ZDC and the BRAN detector,
which sits between the electromagnetic and hadronic sections, near the shower maximum.

The response of the ZDC EM and HAD sections has been studied in beam tests at the
CERN/SPS in 2006 [131] and 2007. The calorimeter is found to be linear within 2% in the range
from 20 GeV to 100 GeV. The energy resolution obtained for the different positron energies can be
parametrized as (

σ

E

)2
=
(

70%√
E

)2

+(8%)2 (6.1)

where E is in GeV. Positive pions with energies of 150 GeV and 300 GeV were used to measure the
response of the combined EM+HAD system. The pion energy resolution, obtained by a Landau fit,
can be parametrized as

σ

E
=

138%√
E

+13% (6.2)

where E, again, is in GeV. The width of EM showers is ≈5 mm. Such a good position resolution
will allow measurement of the beam crossing angle with a resolution of ≈10 mrad.

The performance of both the left and right ZDCs has been studied with electron, pion and
muon beams in 2007. Figure 6.6 shows online plots for positrons entering the electromagnetic
section of one calorimeter.
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Figure 6.6: Online results for positrons from the 2007 test beam. The top panel shows the response
linearity, while the bottom panel gives the energy resolution as a function of the incoming positron
beam energy.
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Chapter 7

The muon system

Muon detection is a powerful tool for recognizing signatures of interesting processes over the very
high background rate expected at the LHC with full luminosity. For example, the predicted decay of
the Standard Model Higgs boson into ZZ or ZZ∗, which in turn decay into 4 leptons, has been called
“gold plated” for the case in which all the leptons are muons. Besides the relative ease in detecting
muons, the best 4-particle mass resolution can be achieved if all the leptons are muons because they
are less affected than electrons by radiative losses in the tracker material. This example, and others
from SUSY models, emphasize the discovery potential of muon final states and the necessity for
wide angular coverage for muon detection.

Therefore, as is implied by the experiment’s middle name, the detection of muons is of central
importance to CMS: precise and robust muon measurement was a central theme from its earliest
design stages. The muon system has 3 functions: muon identification, momentum measurement,
and triggering. Good muon momentum resolution and trigger capability are enabled by the high-
field solenoidal magnet and its flux-return yoke. The latter also serves as a hadron absorber for the
identification of muons. The material thickness crossed by muons, as a function of pseudorapidity,
is shown in figure 7.1.

The CMS muon system is designed to have the capability of reconstructing the momentum
and charge of muons over the the entire kinematic range of the LHC. CMS uses 3 types of gaseous
particle detectors for muon identification [132]. Due to the shape of the solenoid magnet, the
muon system was naturally driven to have a cylindrical, barrel section and 2 planar endcap regions.
Because the muon system consists of about 25 000 m2 of detection planes, the muon chambers had
to be inexpensive, reliable, and robust.

In the barrel region, where the neutron-induced background is small, the muon rate is low,
and the 4-T magnetic field is uniform and mostly contained in the steel yoke, drift chambers with
standard rectangular drift cells are used. The barrel drift tube (DT) chambers cover the pseudora-
pidity region |η | < 1.2 and are organized into 4 stations interspersed among the layers of the flux
return plates. The first 3 stations each contain 8 chambers, in 2 groups of 4, which measure the
muon coordinate in the r-φ bending plane, and 4 chambers which provide a measurement in the
z direction, along the beam line. The fourth station does not contain the z-measuring planes. The
2 sets of 4 chambers in each station are separated as much as possible to achieve the best angular
resolution. The drift cells of each chamber are offset by a half-cell width with respect to their
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Figure 7.1: Material thickness in interaction lengths at various depths, as a function of pseudora-
pidity.

neighbor to eliminate dead spots in the efficiency. This arrangement also provides a convenient
way to measure the muon time with excellent time resolution, using simple meantimer circuits,
for efficient, standalone bunch crossing identification. The number of chambers in each station
and their orientation were chosen to provide good efficiency for linking together muon hits from
different stations into a single muon track and for rejecting background hits.

In the 2 endcap regions of CMS, where the muon rates and background levels are high and
the magnetic field is large and non-uniform, the muon system uses cathode strip chambers (CSC).
With their fast response time, fine segmentation, and radiation resistance, the CSCs identify muons
between |η | values of 0.9 and 2.4. There are 4 stations of CSCs in each endcap, with chambers
positioned perpendicular to the beam line and interspersed between the flux return plates. The
cathode strips of each chamber run radially outward and provide a precision measurement in the
r-φ bending plane. The anode wires run approximately perpendicular to the strips and are also
read out in order to provide measurements of η and the beam-crossing time of a muon. Each 6-
layer CSC provides robust pattern recognition for rejection of non-muon backgrounds and efficient
matching of hits to those in other stations and to the CMS inner tracker.

Because the muon detector elements cover the full pseudorapidity interval |η |< 2.4 with no
acceptance gaps, muon identification is ensured over the range corresponding to 10◦ < θ < 170◦.
Offline reconstruction efficiency of simulated single-muon samples (figure 7.2) is typically 95–99%
except in the regions around |η |= 0.25 and 0.8 (the regions between 2 DT wheels) and |η |= 1.2
(the transition region between the DT and CSC systems), where the efficiency drops. Negligible
punchthrough reaches the system due to the amount of material in front of the muon system, which
exceeds 16 interaction lengths [132].

Due to multiple-scattering in the detector material before the first muon station, the offline
muon momentum resolution of the standalone muon system is about 9% for small values of η and p
for transverse momenta up to 200 GeV [17]. At 1 TeV the standalone momentum resolution varies
between 15% and 40%, depending on |η |. A global momentum fit using also the inner tracker
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Figure 7.2: Muon reconstruction efficiency as a function of pseudorapidity for selected values of
pT . Left panel: standalone reconstruction (using only hits from the muon system with a vertex
constraint). Right panel: global reconstruction (using hits from both the muon system and the
tracker).

improves the momentum resolution by an order of magnitude at low momenta. At high momenta
(1 TeV) both detector parts together yield a momentum resolution of about 5% (figure 1.2). Note
that the muon system and the inner tracker provide independent muon momentum measurements;
this redundancy enhances fault finding and permits cross-checking between the systems.

A crucial characteristic of the DT and CSC subsystems is that they can each trigger on the
pT of muons with good efficiency and high background rejection, independent of the rest of the
detector. The Level-1 trigger pT resolution is about 15% in the barrel and 25% in the endcap.

Because of the uncertainty in the eventual background rates and in the ability of the muon
system to measure the correct beam-crossing time when the LHC reaches full luminosity, a com-
plementary, dedicated trigger system consisting of resistive plate chambers (RPC) was added in
both the barrel and endcap regions. The RPCs provide a fast, independent, and highly-segmented
trigger with a sharp pT threshold over a large portion of the rapidity range (|η |< 1.6) of the muon
system. The RPCs are double-gap chambers, operated in avalanche mode to ensure good operation
at high rates. They produce a fast response, with good time resolution but coarser position reso-
lution than the DTs or CSCs. They also help to resolve ambiguities in attempting to make tracks
from multiple hits in a chamber.

A total of 6 layers of RPCs are embedded in the barrel muon system, 2 in each of the first 2
stations, and 1 in each of the last 2 stations. The redundancy in the first 2 stations allows the trigger
algorithm to work even for low-pT tracks that may stop before reaching the outer 2 stations. In the
endcap region, there is a plane of RPCs in each of the first 3 stations in order for the trigger to use
the coincidences between stations to reduce background, to improve the time resolution for bunch
crossing identification, and to achieve a good pT resolution.

Finally, a sophisticated alignment system measures the positions of the muon detectors with
respect to each other and to the inner tracker, in order to optimize the muon momentum resolution.
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7.1 Drift tube system

7.1.1 General description

The CMS barrel muon detector consists of 4 stations forming concentric cylinders around the beam
line: the 3 inner cylinders have 60 drift chambers each and the outer cylinder has 70. There are
about 172 000 sensitive wires. It is possible to use drift chambers as the tracking detectors for the
barrel muon system because of the low expected rate and the relatively low strength of the local
magnetic field.

The wire length, around 2.4 m in the chambers measured in an r-φ projection, is constrained
by the longitudinal segmentation of the iron barrel yoke. The transverse dimension of the drift cell,
i.e., the maximum path and time of drift, was chosen to be 21 mm (corresponding to a drift time of
380 ns in a gas mixture of 85% Ar + 15% CO2). This value is small enough to produce a negligible
occupancy and to avoid the need for multi-hit electronics, yet the cell is large enough to limit the
number of active channels to an affordable value. A tube was chosen as the basic drift unit to obtain
protection against damage from a broken wire and to partially decouple contiguous cells from the
electromagnetic debris accompanying the muon itself.

The amount of iron in the return yoke was dictated by the decision to have a large and intense
solenoidal magnetic field at the core of CMS. Two detector layers, one inside the yoke and the
other outside, would be insufficient for reliable identification and measurement of a muon in CMS.
Therefore, 2 additional layers are embedded within the yoke iron (figure 7.3). In each of the 12
sectors of the yoke there are 4 muon chambers per wheel, labeled MB1, MB2, MB3, and MB4.
The yoke-iron supports that are between the chambers of a station generate 12 unavoidable dead
zones in the φ coverage, although the supports are placed so as not to overlap in φ .

A drift-tube (DT) chamber is made of 3 (or 2) superlayers (SL, see figure 7.4), each made of
4 layers of rectangular drift cells staggered by half a cell. The SL is the smallest independent unit
of the design.

The wires in the 2 outer SLs are parallel to the beam line and provide a track measurement
in the magnetic bending plane (r-φ ). In the inner SL, the wires are orthogonal to the beam line
and measure the z position along the beam. This third, z-measuring, SL is not present in the fourth
station, which therefore measures only the φ coordinate. A muon coming from the interaction
point first encounters a φ -measuring SL, passes through the honeycomb plate, then crosses the z-
measuring SL and the second φ -measuring SL. In this scenario, there still exist limited regions of
η in which the combined effect of the φ and z discontinuities limits to only 2 (out of 4), the number
of stations crossed by a muon.

At high momenta (≥40 GeV), the probability of electromagnetic cascades accompanying the
parent muon becomes relevant. A reliable way to cope with this effect in the regions where only
2 stations are available is to have a good tracking efficiency in each station even in the presence
of electromagnetic debris. Redundancy is also needed to cope with the uncorrelated background
hits generated by neutrons and photons whose rate is much larger than that from prompt muons.
Redundancy is obtained by having several layers of separated drift cells per station. The separation,
i.e., the thickness of the tube walls, should be large enough to decouple the basic units against low-
energy electrons. The relatively thick wall of the DTs, 1.5 mm, gives an effective decoupling among
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Figure 7.3: Layout of the CMS barrel muon DT chambers in one of the 5 wheels. The chambers in
each wheel are identical with the exception of wheels –1 and +1 where the presence of cryogenic
chimneys for the magnet shortens the chambers in 2 sectors. Note that in sectors 4 (top) and 10
(bottom) the MB4 chambers are cut in half to simplify the mechanical assembly and the global
chamber layout.

the several layers of tubes inside the same station. With this design, the efficiency to reconstruct a
high pT muon track with a momentum measurement delivered by the barrel muon system alone is
better than 95% in the pseudorapidity range covered by 4 stations, i.e., η < 0.8. The constraints of
mechanical stability, limited space, and the requirement of redundancy led to the choice of a tube
cross section of 13 × 42 mm2.

The many layers of heavy tubes require a robust and light mechanical structure to avoid sig-
nificant deformations due to gravity in the chambers, especially in those that lie nearly horizontal.
The chosen structure is basically frameless and for lightness and rigidity uses an aluminium honey-
comb plate that separates the outer superlayer(s) from the inner one (figure 7.4). The SLs are glued
to the outer faces of the honeycomb. In this design, the honeycomb serves as a very light spacer,
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RPCRPC

RPCRPC

Figure 7.4: A DT chamber in position inside the iron yoke; the view is in the (r-φ ) plane. One can
see the 2 SLs with wires along the beam direction and the other perpendicular to it. In between is
a honeycomb plate with supports attached to the iron yoke. Not shown are the RPCs, which are
attached to the DT chambers via support plates glued to the bottom and/or top faces, depending on
chamber type.

with rigidity provided by the outer planes of tubes. A thick spacer also helps to improve angular
resolution within a station. Table 7.1 provides a summary of the general DT chamber parameters.

One SL, that is, a group of 4 consecutive layers of thin tubes staggered by half a tube, gives
excellent time-tagging capability, with a time resolution of a few nanoseconds. This capability
provides local, stand-alone, and efficient bunch crossing identification. The time tagging is delayed
by a constant amount of time equal to the maximum possible drift-time, which is determined by
the size of the tube, the electrical field, and the gas mixture. Within the angular range of interest,
the time resolution was shown to be largely independent of the track angle, but this requires the
cell optics to maintain a linear relationship between the distance from the wire of the crossing track
and the drift-time of the electrons along the entire drift path. bunch crossing tagging is performed
independently in each of the 3 SLs by fast pattern-recognition circuitry. Together with the bunch
crossing assignment, this circuit delivers the position of the centre of gravity of the track segment
and its angle in the SL reference system with precisions of 1.5 mm and 20 mrad, respectively.
This information is used by the first-level muon trigger for the time and transverse momentum
assignment.

The goal of the mechanical precision of the construction of a chamber was to achieve a
global resolution in r-φ of 100 µm. This figure makes the precision of the MB1 chamber (the
innermost layer) comparable to the multiple scattering contribution up to pT = 200 GeV. The 100-
µm target chamber resolution is achieved by the 8 track points measured in the two φ SLs, since
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Table 7.1: Chambers of the CMS DT system. Notation: MB/wheel/station/sector. W stands for all
5 wheels (numbered –2, –1, 0, 1, and 2) and S means any sector (1 to 12, see figure 7.3). The SLs
of type Φ(Θ) measure the φ (z) coordinate in the CMS coordinate system.

chamber No. of No. of No. of No. of ch. No. of ch. Wire length Wire length Sum of
type chambers SL Φ SL Θ SL Φ SL Θ Φ (mm) Θ (mm) ch.

MB/W/1/S 58 2 1 196 228 2379 2038 35960
MB/1/1/4 1 2 1 196 190 1989 2038 582

MB/-1/1/3 1 2 1 196 190 1989 2038 582
MB/W/2/S 58 2 1 238 228 2379 2501 40832
MB/1/2/4 1 2 1 238 190 1989 2501 666

MB/-1/2/3 1 2 1 238 190 1989 2501 666
MB/W/3/S 58 2 1 286 228 2379 3021 46400
MB/1/3/4 1 2 1 286 190 1989 3021 762

MB/-1/3/3 1 2 1 286 190 1989 3021 762
MB/W/4/S 29 2 0 382 0 2379 0 22156
MB/-1/4/3 1 2 0 382 0 1989 0 764
MB/W/4/4 8 2 0 286 0 2379 0 4576
MB/1/4/4 2 2 0 286 0 1989 0 1144

MB/W/4/8,12 10 2 0 372 0 2379 0 7440
MB/W/4/9,11 10 2 0 190 0 2379 0 3800

MB/W/4/10 10 2 0 238 0 2379 0 4760
total 250 171852

the single wire resolution is better than 250 µm. To avoid corrections to the primary TDC data
(section 7.1.3), the deviation from linearity of the space-time relation in each drift cell must be
less than 100–150 µm. This figure matches well with the requirements of linearity for the bunch
crossing (section 7.1.3) identifier. The cell design includes 5 electrodes, 1 anode wire, 2 field
shaping strips, and 2 cathode strips (figure 7.5 and section 7.1.2). The requirements of 250-µm
resolution and 150-µm nonlinearity can be obtained by operating the tubes at atmospheric pressure
with an Ar/CO2 gas mixture and by keeping the CO2 concentration in the 10–20% range. The
multi-electrode design also ensures this performance in the presence of the stray magnetic field
present in some regions of the chambers. It is worth noting that to reach this local performance in
a single tube, the precision requirement on the position of the field-shaping electrodes, including
the wires, is about 300 µm, which is considerably less demanding than the 100 µm required for
the mechanical construction.

7.1.2 Technical design

Drift cell

Figure 7.5 shows the drift lines in a cell. The anode is a 50-µm-diameter gold-plated stainless-
steel wire. The field electrode is made of a 16-mm-wide, 50-µm thick aluminium tape, glued on a
100-µm thick, 23-mm-wide mylar tape that insulates the electrode with respect to the aluminium
plate set to ground. Both the conductive and insulating ribbons are self-adhesive with a pressure-
activated glue. Field electrodes are positioned at the top and bottom of the drift cell. Cathodes
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Figure 7.5: Sketch of a cell showing drift lines and isochrones. The plates at the top and bottom
of the cell are at ground potential. The voltages applied to the electrodes are +3600V for wires,
+1800V for strips, and −1200V for cathodes.

Figure 7.6: Exploded view of the cathode
electrodes, glued on the I-beams.

Figure 7.7: Exploded view of the end part of
the drift cells showing the different end-plugs
and spring contacts for high voltage connec-
tions.

are placed on both sides of the I-beams (figure 7.6) following a technique similar to that used for
the strip electrodes on the aluminium plates. A cathode consists of a 50-µm-thick, 11.5-mm-wide
aluminium tape insulated from the I-beam by 19-mm-wide, 100-µm-thick mylar tape. This design
allows for at least 3.5 mm separation of the electrode from the sides of the grounded I-beam. At
the extremities the mylar tape is cut flush with respect to the I-beam ends while the aluminium tape
is recessed by 5 mm. Special tools were designed and built to glue the electrode strips to both the
plates and the I-beams. The only difference between the tapes used for the electrode strips and the
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ones just described is the width: the mylar tape used for the electrode strips is 23-mm wide and
the aluminium tape is 16-mm wide. These strips are set to a positive voltage and help to improve
the shaping of the electric field and the linearity of the space-time relation, most noticeably in the
presence of magnetic fields.

The cathode and wire end-plugs were designed to protect against discharges from the border
at the end of the cathode strips and to house the wire holder, which is crucial for the wire position
precision. The wire holders protrude inside the cell providing 12 mm of additional protection
around the wire. The I-beam and wire end-plug pieces, as well as the springs connecting the
electrodes to the high voltage, are shown in figure 7.7. The Ar-CO2 mixture and the drift-cell
optics described above provide a linear relationship between time and drift path. This is an essential
requirement for the use of the chamber as a first-level trigger device [133]. A calculation of the
drift velocity using GARFIELD [134] showed that drift velocity saturation occurs between 1 and
2 kV/cm (figure 7.8). This may be compared to the the drift velocity as measured with the Drift
Velocity Chamber (VdC) (figure 7.9).

The drift cells will operate at a gas gain of 105, allowing them to work within an efficiency
plateau with a wide threshold range, which is convenient for the operation of large chambers in the
environment expected at CMS. A computation of equipotential lines [136] (figure 7.10) is useful
for better understanding of the role of each electrode. The position of the 0 V equipotential in the
region between the central strips and the cathodes is mainly determined by the size of the electrodes
and not by their voltage values. The gas gain is mainly determined by the voltage drop from the
wire to the nearest electrode, the strips. The wire/strip voltage difference must be kept between 1.75
and 1.85 kV to achieve a gain not far from the expected value of 105. Under the rough assumption
of a uniform drift field of 1.5 kV/cm, the distances between the various electrodes imply that the
strips should be set to a voltage larger than or equal to 1.7 kV and the cathodes to around −1 kV.
As described below, during the chamber commissioning in laboratories and at CERN (with B=0),
satisfactory performance was obtained with the voltages of cathodes, strips, and wires set to −1.2,
+1.8, and +3.6 kV, respectively.

Chamber mechanics and services

A chamber is assembled by gluing 3 (or 2) SLs to an aluminium honeycomb plate to ensure the
required stiffness. Each SL is made of 5 aluminium sheets, 1.5-mm thick, separated by 11.5-mm-
high, 1-mm-thick aluminium I-beams, as described in section 7.1.2. The cell pitch is 42 mm,
while the layer pitch is 13 mm. For the construction of the SLs, a full layer of cells is built at
the same time by gluing together 2 aluminium plates separated by an array of parallel aluminium
I-beams. The pitch and height of an I-beam determine the larger and smaller dimensions of a cell,
respectively. An SL has an independent gas and electronics enclosure. Each SL is assembled and
tested individually before being glued to the honeycomb plate and/or to the other SL to form a
chamber.

HV connections to the cells and the front-end electronics are located at opposite ends of the
wires. The HV is fed into each SL via two 52-pin custom connectors and distributed to the drift
cells via printed-circuit HV boards (HVB). Each HVB is mounted along the edge of the aluminium
plate separating 2 layers of drift cells and serves the 8 cells above and the 8 cells below it. One
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Figure 3: (Left) Transverse (dashed) and longitudinal (solid) diffusion coefficients versus electric field, calculated

by HEED in the absence of magnetic field. (Right) Cluster size distribution for the simulated cell.
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Figure 4: (Left) Equipotential lines computed by GARFIELD for a half-cell. (Right) Drift velocity of electrons as

function of the electric field along the cell.

8

Figure 7.8: Calculated drift velocity (in
cm/µs) as a function of the electric field (in
V/cm) for a gas mixture Ar/CO2 (85%/15%).
The values obtained are very similar for the 2
different environment pressures, 973 and 1027
hPa.

Figure 7.9: Measured and calculated drift
velocities (in µm/ns) as functions of electric
field and gas pressure for a pure gas mix-
ture Ar/CO2 (85%/15%) and for a gas mixture
with air impurities corresponding to 500-ppm
O2. The measurements were obtained with the
VdC, a dedicated reference drift chamber that
will be used for drift-velocity monitoring dur-
ing CMS running. For comparison, results of
measurements from [135] for a pure gas mix-
ture, and a simulation with Magboltz [134] for
a mixture with impurities are also shown.

HV channel is dedicated to each group of 8 anode wires, while for the other 2 voltages there is 1
HV channel for 16 cells in the same layer. The strip and the cathode voltages can be daisy chained
from an HVB to the next one. On the HVB there is 1 capacitor for filtering for each group. As
a current limiter, a 50-MΩ ceramic resistor is used in series. There is 1 resistor for each anode
and 1 for each group of 4 strips or cathodes. Due to the restricted space as required to minimise
dead space, the size of the HVB is only about 307 × 37 mm2 and special care had to be taken to
maximise the distance between the printed HV lines and to avoid any embedded gas pocket within
the HVB volume.

The gas enclosures are different: on the HV side they contain the HV distribution system and
gas connector, whereas on the front-end sides there are the HV decoupling capacitors, the front-
end circuitry, the pulse distribution system, the gas distribution, and the necessary cooling for the
electronics. Inside the SL, gas is distributed as a “shower”, with each cell being fed through a
small-diameter (1 mm2) outlet hole to guarantee that the same amount of gas is circulated to each
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Figure 7.10: Equipotential lines in half of a drift cell. The anode wire is on the right side. The
lines are labeled with the potentials in volts (the x-axis is perpendicular to the wires on the wire
plane, while the z-axis is orthogonal to the wire plane).

channel. The distance between the position where the wire enters the end plug and the outer face
of the gas enclosure, which determines the SL dead area, corresponds to 60 mm on both the HV
and the front-end side (corresponding to ≈10% dead space).

It is very important that the individual SLs of the DT chambers are gas tight because contami-
nation by nitrogen (from air) changes the drift velocity by a sizeable amount, while oxygen reduces
the signal efficiency, when its contamination exceeds 2000 ppm. Contamination by air including
1000 ppm of O2 changes the maximum drift time by about 2% with respect to no contamination,
with a sizeable effect on the trigger performance of the detector. In the DT chambers, the gas tight-
ness of the SLs is obtained by gluing profiles to the outer aluminium skins. Along 2 sides of the SL,
C-shaped profiles are used and the ends of these profiles are glued to reference blocks (figure 7.11),
forming the corners of the SL box. The front and back of the box have L-shaped profiles glued
along the plate border to form an open frame, which is then closed with removable long cover
plates that contain all necessary gas connectors, HV connectors, and signal outputs, equipped with
O-rings that seal the structure. A 3-dimensional computer model of the gas enclosure for one SL,
where the outer aluminium plates have been removed to expose all details of the gas enclosure, is
shown in figure 7.12. With this type of gas enclosure we can obtain a level of oxygen contamination
of 10–20 ppm, downstream of the 3 SLs flushed in parallel with about 1 volume change per day.

During SL assembly, before the fifth aluminium plate is glued closing the structure, reference
blocks are glued such that their positions with respect to the wires can be measured precisely. Thus,
when the chamber is completed, the wire positions may be determined by measuring the reference
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Figure 7.11: Corner blocks of an SL. These
pieces also carry the reference marks with re-
spect to which the wire positions are mea-
sured.

Figure 7.12: A 3-dimensional computer
model of the gas enclosure of the SLs.

marks on the blocks. Pressure and temperature monitoring probes, ground straps that connect
all the aluminium planes to form a unique ground reference, and a Faraday cage for the signals,
front-end electronics, and HV distribution complete the equipment that is in the gas enclosures of
each SL.

Each SL is fully independent with respect to gas tightness, HV, and front-end electronics;
hence an SL can be fully tested before it is glued to form a DT chamber. SLs are glued to a
honeycomb panel (figure 7.4) that sustains and gives rigidity to the chamber and provides the
fixation points from which it is suspended in the CMS barrel steel yoke (two Φ-type SLs and one
Θ-type SL in the case of layers 1, 2, and 3; and two Φ-type SLs for layer 4). The panel thickness
varies from 125 mm for the first three stations, to 178 mm for the fourth station. It is delivered with
the correct dimensions and equipped with the C-shaped profiles at the periphery that are used for
the supports and for part of the electronics.

The space for the chamber supports and attachments, the passages for alignment, and the
local read-out and trigger electronics is provided by a channel running around the border of the
honeycomb plate. The channel is approximately as wide and deep as the honeycomb plate thick-
ness. The 2 channels parallel to the beam line and to the yoke steel supports house the kinematic
fixations to the yoke supports themselves, and the longitudinal alignment passages. One of the 2
remaining sides houses the read-out and trigger electronics that collect the full chamber informa-
tion (minicrates). To ease chamber handling, all services are connected on the same side of the
chamber. All the general services for the chambers are located around each barrel wheel on the 4
balconies along the walls of the CMS cavern where there is space for the racks and crates. Each
wheel is thus an independent, large subsystem.
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Figure 7.13: Block diagram of the DT electronic system.

7.1.3 Electronics

The DT electronics is a complex, heavily integrated system, which includes L1 trigger logic, read-
out data handling, and service electronics, such as the LV and HV systems. A description of
the electronic system layout together with the functions associated to each sub-task is shown in
figure 7.13 and briefly summarized, whereas detailed information will be described in the following
sections.

Front-end electronics and HV distribution are physically embedded in the chamber gas vol-
ume. Amplified and shaped signals are directly fed to the minicrates. A minicrate, as described
previously, is an aluminium structure attached to the honeycomb of the drift tube chambers that
houses both the first level of the read-out and of the trigger electronics. The trigger boards located
in the minicrates are the Trigger Boards (TRB) and the Server Boards (SB), as described in detail
in section 8.2. In each TRB are located the Bunch Crossing and Track Identifier (BTI), which
provides independent segments from each chamber SL, and the Track Correlator (TRACO), which
correlates φ segments in the same chamber by requiring a spatial matching between segments oc-
curring at the same bunch crossing (BX). TRB output signals are fed to the Server Board (SB)
which selects the best two tracks from all TRACO candidates and sends the data out of the min-
icrate. In parallel to the trigger signals, chamber data are fed to the read-out system through the
Read Out Boards (ROB), which are in charge of the time digitization of chamber signals related
to the Level-1 Accept (L1A) trigger decision and the data merging to the next stages of the data
acquisition chain. The Chamber Control Board (CCB) located at the centre of the minicrate, allows
ROB and TRB configuration and monitoring. It works together with the CCB link board, on one
of the minicrate ends, that receives data from the Slow Control and global experiment Timing and
Trigger Control (TTC) system. Among other tasks, the CCB distributes the LHC 40.08 MHz clock
and other TTC signals to every board in the minicrate.
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Trigger and data signals coming out of the minicrates are collected by VME electronics in-
stalled in the iron balconies attached to the DT wheels, respectively to the Sector Collector (SC,
section 8.2) and to the Read Out Server (ROS, section 7.1.3) where data merging is performed.
From the wheel balconies, data are sent via optical links, both to the CMS central acquisition sys-
tem through the Detector Dependent Unit (DDU) (section 7.1.3) and to the CMS L1 system through
the Sector Collector (SC) and the Drift Tube Track Finder (DTTF, section 8.2).

Front-end electronics

The front-end electronics for the barrel muon detector must satisfy many stringent requirements. Its
functions are to amplify the signals produced by the detector, compare them with a threshold, and
send the results to the trigger and read-out chains located on the chamber. Analog signal processing
must use a short shaping time to achieve a high spatial resolution while introducing minimal noise;
this allows low-gain operation of the drift tubes, thus improving reliability and chamber lifetime.
The downstream comparator has to be very fast and precise to allow the use of low threshold values,
which reduce the influence of the signal amplitude on the time response. The output driver also
must be very fast, and it must deliver differential levels that minimise mutual interferences and can
be transmitted through low-cost cables. Besides the above functions, several features that simplify
the control and monitoring of the data acquisition have been implemented. The large number of
channels and the resulting need for both high reliability and low cost, limited space, and concerns
about power consumption led to the necessity to integrate the front-end electronics as much as
possible.

The resulting custom front-end application specific integrated circuit chip (ASIC), named
MAD, was developed using 0.8 µm BiCMOS technology [138]. This chip integrates signal pro-
cessing for 4 channels (4 drift tubes) plus some ancillary functions in a 2.5 × 2.5 mm2 die and
80 000 pieces were produced with a fabrication yield better than 95%. Figure 7.14 shows the ASIC
block diagram and the pinout of the TQFP44 package used for it. Each of the 4 identical analog
chains begins with a charge preamplifier that uses a single gain stage, folded/unfolded cascode,
having a GBW product in excess of 1 GHz (result from simulation). The feedback time constant is
33 ns while input impedance is ≈100 Ω in the range 5–200 MHz.

The shaper that follows is a low-gain integrator with a small time constant. Its output is
directly connected to 1 input of a latched discriminator made of 2 differential gain stages, the
other input being connected to the external threshold pin Vth, common to all channels. Auxiliary
circuits allow the masking of individual channels at the shaper input (pins A_ENn in high state)
thus stopping the propagation of excessive noise background to the trigger and DAQ electronics.
A similar but faster enable/disable function was implemented on the cable-driver stage to select
channels that output signals in response to a test input. A temperature probe was also included for
monitoring the operating conditions of the detector.

The ASIC operates with 2 distinct supply voltages, 5 V for the analog section and 2.5 V for
the output stage, with a total power consumption of 100 mW (25 mW/ch) equally split between
the 2 voltages and almost independent of the temperature and signal rate. Several tests have been
carried out on the MAD ASIC both on the bench and in the field in various configurations. For the
analog section an average gain of about 3.7 mV/fC was found for bare chips with (1370±48)/pF
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Figure 7.14: Block diagram of the MAD ASIC.

electrons ENC. Another key characteristic for operation with low signals is the crosstalk, which
is less than 0.1%; moreover, the baseline restorer and the comparator offsets sum up to less than
±2 mV total error.

The chip performance is somewhat degraded when it is mounted on a front-end board (fig-
ure 7.15): the gain reduces to 3.4 mV/fC and noise and crosstalk increase to (1850±60)/pF elec-
trons and 0.2%, respectively. These effects are caused by the input protection network, which is
made of an external resistor and diodes that together with 100 µm gaps included in the PCB are
capable of dissipating the energy stored in the 470 pF capacitors that connect the detector wires
(biased at 3.6 kV) to the ASIC inputs. This protection is effective even in the case of repeated
sparks (ASICs survive >105 sparks at 3.6 kV amplitude with 1 spark/s on all channels).

The above figures enable front-end operation at a threshold well below 10 fC (the value used
during test beams was 5 fC) when connected to the detector, which has a maximum capacitance of
40 pF. The propagation delay of the chip is less than 5 ns with little dependence on signal amplitude
(time walk is less than 7 ns). The rate capability of the MAD ASIC largely exceeds demand: 800 fC
charge pulses (just below saturation) at 2 MHz rate do not affect the efficiency in detecting 5 fC
interleaved signals, so there is a wide safety margin with respect to the total rate (about 10 kHz)
foreseen per drift tube during CMS operation.
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Figure 7.15: Front-end board (FEB).

Finally, the radiation tolerance and overall reliability of the front-end board and associated
electronics were investigated [139]. Radiation testing involved a series of tests with thermal and
high-energy neutrons, protons, and γ-rays to simulate the behaviour in a CMS-like environment.
The results can be summarized in latch-up immunity (undetected SELs even with heavy ions on
naked dies), very little sensitivity to SEUs (only a few thousand spurious counts/channel calculated
for the whole detector lifetime), and tolerance to total integrated dose orders of magnitude higher
than foreseen in 10 years of CMS operation. In addition, accelerated ageing in a climatic chamber at
125°C was carried out for >3000 hours on 20 FEBs and related circuits without revealing any fault.

Read-out electronics

The electronics of the read-out system of the CMS DTs is responsible for the time digitization of the
signals generated in the drift chambers and for the data transmission to higher levels of the DAQ
system. The time digitization of the signals is performed at the Read-Out Boards (ROB [140]),
located in minicrates, as described in section 7.1.3, together with the DT muon trigger electronics.
Two FTP cables are used to send digitized data from each minicrate to the rack 30 m away in
the towers beside the CMS wheels where the Read-Out Server (ROS) boards are located. Each
ROS merges data coming from chambers of one wheel sector through a 70-m optical link to the
Detector Dependent Units (DDU) in the USC55 control room, performing the multiplexing of 1500
copper links into 60 optical links. The Read-Out Systems have been developed according to the
requirements both of the expected trigger rates (100 kHz) at the high luminosity of LHC, with an
average occupancy of 0.76% in the whole detector, a L1 trigger latency of 3.2 µs, and of the need
of operating in an environment where the integrated neutron fluence will reach 1010cm−2 in 10
years of activity.

Read-Out Boards are built around a 32-channel high performance TDC, the HPTDC, which
is the third generation of TDC’s developed by the CERN Microelectronics group [141], and it has
been implemented in IBM 0.25 µm CMOS technology. This highly programmable TDC is based
on the Delay Locked Loop (DLL) principle, providing a time bin of 25/32 ns = 0.78 ns, which
corresponds to 265-ps resolution, when it is clocked at the LHC 40.08-MHz frequency. This time
resolution is enough to obtain a single wire position resolution of 250 µm.

The number of HPTDCs per ROB has been decided following a compromise between the
number of unused channels when the granularity is too small and the multiplication of common
components when it is too big. Finally, each ROB has 4 HPTDCs connected in a clock synchronous
token ring passing scheme, where one of them is configured as a master to control the token of the
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Figure 7.16: Sketch of the read-out and trigger
electronics located inside a minicrate.

Figure 7.17: Sketch of the splitting of the 25
channels in four groups.

read-out data chain. The token ring scheme is designed following a failsafe mechanism, which
avoids that the failure in one of the TDCs interrupts the whole ROB operation. Both hardware and
software bypassing systems have been implemented.

Depending on the chamber type, the number of channels is different and accordingly, the
number of ROBs per minicrate. The smallest minicrate has 3 ROBs and the biggest has 7. They
are all connected to the Control Board (CCB) that manages, among others, the Timing and Trigger
Control (TTC) signals. As can be seen in figure 7.16, Trigger Boards (TRB), located inside the
minicrate are connected to the ROBs to receive TTL translated hit signals. As described at the
beginning of this section, FTP cables connect the output of the ROBs to the ROS boards [142].
Located in the barrel tower racks there are 60 ROS boards, 12 per wheel, 1 per sector (four to
five minicrates), so each ROS receives 25 channels of the LVDS copper ROB-ROS link. These
9U boards have to multiplex data coming from the ROBs, adding necessary information of ROB
number, link status and other information, and send them to the DDU through a fast link. Another
feature of the ROS board is that it also includes a power supply protection circuitry, current and
temperature monitoring, and a 512 kB memory to test and perform data flow snapshots for trace-
ability in case of transmission errors. In Figure 7.17 it can be seen how the 25 channels are split
in four groups of six channels each, so-called CEROS, controlled by an FPGA that manages the
FIFO read-out performing a pooling search for the next event to be read. These FPGAs also filter
the events, discarding headers and trailers of those channels without timing or error information,
reducing accordingly the data overhead.

A test performed on 10 prototypes, keeping them in an oven at 125°C for 2000 hours, in order
to simulate 10 years of CMS activity, gave no faults. The DT Front-End-Driver (FED, also called
DDU [143]) is the last component of the DT read-out electronics. The DT FED system consists
of 5 VME64X 9U boards housed in the CMS service cavern; each board collects data through
serial optical connections from 12 ROS, corresponding to an entire DT wheel, and transmits a
formatted event fragment to the CMS common DAQ through a S-Link transmitter module. The
synchronization with the trigger system is guaranteed by the TTC network, providing the LHC
timing signal, the L1 trigger accept and fast commands, that are distributed to the different parts of
the FED board. The layout of the board is depicted in figure 7.18.

– 178 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Figure 7.18: Scheme of the DDU architecture.

The data rate in each DT FED board is limited by the maximum rate the CMS DAQ can
accept from an S-Link connection (about 200 Mbytes/s). The number of boards has been chosen
to deal with the expected DT event size (7 kbytes/event) at 100 kHz trigger rate.

High Voltage and Low Voltage systems

The CAEN SY1527 universal multichannel power supply systems are used to supply high and low
voltages (HV and LV) to the muon DT chambers. The basic modules of the DT HV system consist
of A876 master boards and A877 remote boards. A maximum of 8 A876 master boards can be
housed in the SY1527 mainframe. Each of them supplies high voltages and low voltages, controls
and monitoring, to a maximum of 4 independent A877 remote boards, each one powering one DT
chamber (two in the case of MB4 of Sectors 4 or 10). The A877 remote boards are located in a
separate non-powered mechanical crate sitting in racks on the towers next to the wheels. The A876
delivers to each A877 HV board: a positive HV in the range from 0 to +4.2 kV (2.5 mA maximum
output current), a negative HV in the range from 0 to −2.2 kV (1 mA maximum output current), a
dual LV of ±15V (1.5 A maximum output current). The A877 HV outputs are subdivided into 12
groups (8 for the special A877 boards powering the MB4 chambers) conventionally called macro-
channels. Each macro-channel supplies 4 HV channels per layer: 2 anodes (the wires of each layer
are divided into 2 groups), 1 strip and 1 cathode. For all HV channels, the maximum output current
is hardware limited to 100 µA.

The DT LV system uses three different types of CAEN Easy3000 modules: the A3009 to
provide VCC and VDD voltages to the chamber front-end electronics and the VCC voltage to the
mini-crates, the A3050 for the mini-crate VDD and the A3100 to power the Sector Collector Crates.
The control of the Easy3000 power supply system is done remotely using a branch controller
(Mod. A1676A) plugged in a SY1527 mainframe located in the control room. Each A1676A
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Figure 7.19: Drift Time distribution of a good
cell. Wire position corresponds to time 0.

Figure 7.20: Drift Time distribution of a cell
with a disconnected cathode.

branch controller can handle up to 6 Easy3000 crates. The Easy3000 crate is powered by external
48 V DC that is provided by the CAEN AC/DC converter A3486S module. The following voltages
are delivered:

• VCCMC = 5.8 V, software current limit i0 = 3 A;

• VDDMC = 4 V, software current limit i0 = 30 A;

• VCCFE = 5.2 V, software current limit i0 = 3 A;

• VDDFE = 2.6 V, software current limit i0 = 4 A;

• VSC = 2.6 V, the current limit depends on the number of SC and ROS boards plugged in the
crate.

7.1.4 Chamber assembly, dressing, and installation

Chamber assembly

Mass chamber assembly was started in January 2002 and was fully completed (spares included) in
June 2006, with a constant production rate for all the four production sites involved. The collection
of a good sample of cosmic muons allowed full testing of a constructed chamber, before sending
it to CERN. In each laboratory cosmic-ray events were triggered by an external scintillator system
which covered the full acceptance of the chamber. Since final minicrate electronics was not avail-
able during chamber assembly, drift times were measured with external TDCs and a custom DAQ.
Typical trigger rates were 50–100 Hz, resulting in ≈106 events in a few hours. With such a large
data sample it was possible to spot and cure problems which could not be detected in previous tests,
like disconnected cathodes (figures 7.19 and 7.20) and disconnected strips (figure 7.21).

Beside efficiencies, other relevant working parameters are measured from cosmic-ray data, as
calibration stability (drift velocity measured to be stable within ±5%), deviation from linear drift
parametrization, measured to be well within 100 µm (figure 7.22), wire positions and comparison
with CCD measurements during assembly, relative alignment of layers, and noise (typically below
100 Hz per cell, see figure 7.23).
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pendence well within ±100 µm in the full cell
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Figure 7.23: Typical hit rate distribution in one layer, as measured during the test of a SuperLayer
with cosmic rays. This rate is dominated by noise and is typically below 100 Hz per cell.

Chamber dressing

All chambers, built and fully tested at the production sites, were sent to CERN for final testing
and commissioning prior to installation in the experiment. Since the arrival of the first chamber at
CERN (an MB2 type chamber arrived in summer 2000, prepared for a test beam [144]), a total of
272 more chambers (including spares) have been received from all four production sites, leading
to a continuous workflow of dressing and testing.

At a first stage chambers are assigned to a particular position in CMS, depending on their
orientation. Before any test, each chamber undergoes the optical alignment procedure described
in section 7.1.4. After going through the alignment procedure, chambers are equipped with gas
components (cooling pipes, gas manifolds, PADC pressure meters), HV cables and additional items
like stickers, protectors, grounding straps, etc. Basically all components except for the minicrates
(section 7.1.3), minicrates-related items and external protections are installed at this stage.

After dressing the chamber the following tests were performed:

• High voltage long term tests;

• Gas tightness tests;
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• Cosmic-muon tests.

The high voltage long term test consists of a continuous monitoring of the high voltage per-
formance (electric current) under the nominal values for all components (3600 V for wires, 1800 V
for strips, and−1200 V for cathodes) for a minimum of 6 weeks. The time constant of the chamber
with the final gas connections is also computed as a measurement of gas tightness. No significant
degradation has been observed with respect to the values measured at the sites.

Finally a cosmic test stand has been set up with trigger scintillators, independent cabling, LV
and HV supplies and several HPTDCs, capable of measuring one chamber at a time, and registering
several millions of triggers in a few hours. The later analysis of these data allows the recognition
of almost all kind of problems related to the chamber itself and its internal electronics.

Once this first certification step is passed, the chamber dressing is completed and the chamber
is declared ready for minicrate installation (section 7.1.3). All signal cables from the chamber to
the minicrate are installed and tested, and then the minicrate itself is inserted. The performance
of the minicrate is tested at this stage for the first time together with a real chamber. All internal
connections are checked, as well as configurability and data processing performance of the full
local electronics chain.

At this point the chamber has passed all tests and can be considered ready to install. Last
dressing steps are performed (installation of carters and additional protections) and then DT cham-
bers are coupled together to RPCs, forming an installable barrel muon package.

Chamber survey

To determine the chamber positions in the CMS coordinate system and to follow their movements a
position monitoring Alignment System was built (section 7.4). All the 250 DT-chambers positions
are recorded by this system via optical connections using LED light sources mounted on the cham-
bers and specially designed video-cameras fixed to the return yoke of the barrel. Four LED-holders
called forks are mounted on the side-profile of the honeycomb structure (two per side), using the
rectangular 50× 65 mm2 tube as the light-passage. Each fork has 10 LEDs, 6 and 4 respectively,
on each side of the fork. The control of the LEDs (on-off, current) is performed via I2C bus system
integrated in the minicrate.

The primary aim of the alignment is to give the positions of the anode wires but this is not
directly possible. On the other hand all the wire positions are measured with respect to the SL
corner during the chamber construction. To establish the connection between the LEDs and the
corner blocks a calibration bench was built at the CERN ISR site (figure 7.24). This bench had
two functions. The first one was to measure the corner block positions with respect to each other,
allowing the full-chamber geometry, including the relative positions of the superlayers in 3D and
their planarity, to be measured. The second function was to measure the LED positions in the
chamber coordinate system stretched on the corner blocks. The bench contained video-cameras that
could observe the LEDs and photogrammetry targets to measure the corner blocks with respect to
the LEDs by photogrammetric methods. The bench allowed us to measure all the types of chambers
from MB1 to MB4. The full bench was calibrated and recalibrated before each chamber calibration
campaign by the CERN survey group. Also, additional LEDs were mounted on the bench to detect
any significant deformation of the bench itself. The precision of the bench measurements for the
locations of the corner blocks was σ <40 µm and the position of the forks relative to the chamber
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Figure 7.24: The chamber calibration bench in
the CERN ISR Lab.

Figure 7.25: Distribution of the φ -deviation
from the nominal design value for the two Φ-
type superlayers.

was σ <70 µm. Both values are within the acceptable range defined by physics requirements.
Figure 7.25 shows the result of the residual distributions of Φ-type SL corner block positions for
all measured chambers.

Gas system

For the DT chambers a safe and inexpensive gas mixture is used, namely Ar/CO2 in the ratio 85/15
volume. The gas is distributed in parallel to all drift cells in four steps: (1) the main line is split
into 5 lines to feed each of the 5 barrel wheels; (2) on the wheel it is split into 50 lines to feed the
50 chambers on the wheel; (3) on the chambers it is split into 3 lines to feed the 3 SuperLayers; (4)
within the SL a long tube with small holes distributes the gas over the drift cells. The nominal flow
is 50 l/h for each chamber. Due to the large total number of 250 chambers, a closed loop circuit
with a cleaning station is used. It is foreseen to add about 10% fresh gas daily. The gas system is
run at constant absolute pressure inside the chambers, to avoid any variation of the drift velocity
inside the chamber. The pressure is regulated for each wheel. There are flowmeters at the inlet and
outlet of each line at the gas distribution rack on the wheel. The gas pressure is also measured with
two sensors at the inlet and outlet gas manifolds on the chambers, amounting to 1000 sensors in
total. They should ensure a safe and redundant measurement of the pressure at every chamber, as
needed for unaccessible chambers. To be able to analyze the gas actually present in every chamber,
a return line brings a sample to the gas room. There is one such line per wheel and a remotely
controlled multiway valve permits the selection of the desired chamber or the gas arriving at the
wheel, for analysis.

The gas is also analysed independently for each of the 5 wheels and consists of a measurement
of the oxygen and of the humidity content of the gas, as well as a direct measurement of the main
parameter of the DT chambers, the drift velocity. The drift velocity is measured with a small drift
chamber (VdC), which features a very homogeneous, constant, known and adjustable electric field
in a region where two thin beams of electrons from a beta-source cross the chamber volume and
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Figure 7.26: Installation of MB1 station on Wheel -2. The yellow frame is the cradle used to
insert the chamber in its location inside the iron slot.

trigger a counter outside the chamber. The distribution of times between the trigger signal and
the signal from the anode wire of the chamber is recorded. The distance between the two beams
being well known by construction, by measuring the distance in time between the peaks from the
two sources, one reads directly the drift velocity. Variations of the drift velocity can be monitored
accurately by accumulating data for about 5 min. The data shown in figure 7.8 demonstrate that the
absolute values measured with the VdC agree with the expectation. The special merit of a direct
monitoring of the drift velocity is that one does not need to know which impurities are affecting
the drift velocity to monitor it.

Chamber installation in CMS

The main installation tool is a platform (cradle) with the same support rail as in the iron pockets
that can be anchored to interface pads mounted on the wheel (figure 7.26). Pneumatic movements
allow the precise alignment of the chamber with respect to the iron pockets. Once the rails on
the cradle and those in the iron pockets are aligned, the chamber is pushed into position with an
electric motor. The installation of the chamber in the MB1 station of Wheel -2 sector 11 is shown
in figure 7.26.

The first chambers were installed in the bottom sectors of Wheel +2 in July 2004 and the
surface installation was completed in Wheel -2 in December 2006. Installation completion, for
sectors 1 and 7, which could not be filled on the surface since these parts of the wheel were reserved
for handling during the heavy lowering operation, was made underground.
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Figure 7.28: Deviation from linearity as a func-
tion of the distance to the wire for tracks with
angles of incidence α=0o and 15o. The cathode
is centred at 21 mm.

7.1.5 Chamber performance

Chamber and trigger performances have been thoroughly analyzed at various stages, on prototypes
before mass production (with and without external magnetic field [145]), on final chambers with
test beams and with the CERN Gamma Irradiation Facility [144, 146, 147], with cosmic-rays
both at production sites and at the commissioning of the installed chambers, and finally with the
so-called Magnet Test and Cosmic Challenge (MTCC) in 2006, where part of the DT system,
completely installed and equipped with final hardware, was tested together with the final CMS
DAQ system.

Test beam data: chamber performance

Several dedicated muon test beam runs were set up in order to test chamber performance under
different conditions. Single cell spatial resolution could be determined [144] simply by the dis-
persion of the MT = (t1 + t3)/2 + t2 distribution, MT being the meantime obtained from the time
of the signals (t1, t2, t3) generated by the incoming muon in 3 consecutive, staggered layers. The
smoothness of the drift time box and the fast drop of the trailing edge (figure 7.19) are both signs of
the saturation of the drift velocity. Under the assumption that the time resolution is the same in all
layers σt =

√2
3 · σMT, one can easily observe an average spatial resolution of 170 µm (figure 7.27).

Using a Silicon Beam Telescope, it was possible to measure the deviation from the extrapolated hit
on the SL and the reconstructed position. As can be seen in figure 7.28 deviations from linearity
are within ± 100 µm, which corresponds to a trigger jitter smaller than 5 ns.

Silicon Beam Telescope data can also be used to measure precisely the chamber efficiency
(figure 7.29). The geometrical acceptance associated with the presence of the I-beam is clearly seen
by the drop of efficiency in that region. In the rest of the cell the efficiency is always higher than
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Figure 7.29: Efficiency as a function of the distance to the wire (top), for tracks orthogonal to
chamber surface; (bottom) with an expanded scale excluding the I-beam region.

99.5%. The typical intrinsic average noise, as measured during chamber construction or during a
test beam in dedicated random trigger runs [146], is shown in figure 7.30. It is reasonably stable,
at values of ≈50 Hz, and does not vary much with channel number. Also the effect of higher noise
levels, generated at the CERN Irradiation Facility, by photo-conversion in the chamber aluminum
walls at chosen rates, both on reconstruction and trigger efficiency, was studied. The SL segment
reconstruction efficiency is shown in figure 7.31 for various filter values of the gamma source,
showing no significant dependence of the reconstruction algorithm on the gamma irradiation level,
even at noise rates higher than the maximum levels expected in any DT chamber during normal
LHC operations. Since the chambers are operated in the iron yoke of CMS, where important
stray magnetic fields are present, the impact of the radial and longitudinal components of the field
were carefully simulated (finite element analysis program ANSYS, figure 7.32), and tested both at
dedicated muon test beams where the chambers were operated inside a magnetic field [145, 146],
and during the CMS Magnet Test and Cosmic Challenge, with comsic rays. The distortion of the
electron drift lines caused by a field of 0.5 T parallel to the wires can be seen in figure 7.33. This
distortion can be roughly approximated by a rotation of the drift lines around the wire, simulating
a rotation of the drift cell with respect to the direction of the incident particles. A change in the
maximum drift path and time is generated, together with a drop of efficiency for inclined tracks
which go through the I-beam region where the drift lines do not reach the wire. The staggering
of the four layers minimizes the impact on track measurement of this last effect. In the case of
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Figure 7.30: The noise cell occupancy as a
function of the cell number, for the three SLs.

Figure 7.31: The cell efficiency in superlayer
Φ1 as a function of the irradiation filter value.
The smallest filter value provides a background
a factor 2 larger than the maximum one to be
expected during LHC operation in any of the
DT chambers in CMS.

Figure 7.32: Radial (Br) and longitudinal (Bz) components of the CMS magnetic field in the
regions where the barrel chambers are placed as a function of the position along the beam direction
(the centre of the detector is at z=0). Vertical bands indicate the separation between chamber wheels
(in these particular regions Bz becomes significant). The biggest Br values (0.7–0.8 T) occur in the
MB1 region near the endcaps.
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Figure 7.33: Simulation of the distortion pro-
duced in the drift lines by a 0.5 T magnetic field
parallel to the wires.

Figure 7.34: Drift velocity for several magnetic
fields for perpendicular (0◦) and inclined (15◦)
tracks.

a homogeneous magnetic field along the wire, the main consequence would be an effective lower
drift velocity, but in CMS the magnetic field is not homogeneous. Figure 7.34 shows the drift
velocity values obtained for several magnetic field values in the case of perpendicular tracks. A
variation in the drift velocity of around 3% is observed from B=0 to 0.5 T. This corresponds to a
change in the maximum drift time of less than 12 ns, which is acceptable both for reconstruction
and trigger efficiency. The effects of the magnetic field on linearity are not very important below
0.3 T but increase dramatically for higher fields, mainly near the I-beams. The resolution is also
slightly deteriorated by low magnetic fields, but it is still better than 300 µm below 0.3 T. In CMS
the magnetic field component parallel to the wires measuring the coordinate in the bending plane
is expected to be below 0.1 T, with only very limited regions reaching 0.3 T. In such conditions, the
results obtained confirm that the performance of the drift tube chambers fulfil the requirements.

Test beam data: trigger performance

Like the chamber performance, the DT local trigger has also been tested extensively using test beam
facilities at CERN [147, 148]. In particular, to fully test the performance of the trigger electronics,
bunched beams having the same time structure as the LHC were used at the CERN SPS, producing
high momentum muon tracks separated by multiples of 25 ns.

The bunch crossing (BX) identification efficiency is defined as the fraction of selected single
muon events for which the local trigger delivered at least one trigger segment at the correct BX. This
quantity was measured as a function of the muon momentum, and results are shown in figure 7.35.
The measurement was also performed after inserting iron slabs, for a total depth of 15 cm, in front
of the muon chamber. The effect of the iron absorber is the enhancement of the probability for a
high momentum muon to produce electromagnetic showers. Such a probability also increases as a
function of the muon momentum. This has the effect to decrease the BX identification efficiency.
Results are also shown in figure 7.35, superimposed on results without iron absorber. Ghosts
are copies of the trigger segment at the correct BX, as well as fake triggers at the wrong BX.
They may originate from wrong alignment of hits in a DT muon station, due to the presence of
extra hits produced by electromagnetic cascades and δ -rays, or from redundancies in the trigger
electronics. In the case of single muon events, if two trigger segments are delivered at the same
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Figure 7.35: BX identification efficiency in a muon station in single muon events, as a function of
the incident muon momentum, for events with and without the iron absorber placed in front of the
muon station.

BX by the local trigger system in a muon station, the second trigger is considered a ghost copy
of the first one. Although generally with a poorer quality, ghosts at the correct BX reproduce
the characteristics of the main trigger segment in terms of position and angle. The production
of segments associated to a wrong BX, arising from wrong hit alignment, is intrinsic to the BTI
algorithm (section 8.2). In addition there are also cases in which the hit alignment is spoiled by
δ -ray production or electromagnetic showering. Such fake triggers, which are called out-of-time
ghosts, are almost entirely uncorrelated low quality segments, and are distributed over a wide range
of BXs. The fraction of ghost triggers at the correct BX as a function of incident muon momentum,
and the fraction of out-of-time triggers, as defined above, are shown respectively in figures 7.36
and 7.37 as a function of the incident muon momentum, for events with and without the iron
absorber. The performance of the Φ Track Finder (PHTF, section 8.2) was also tested within the
same muon test beam at CERN [148]. The PHTF was used to reconstruct muon trigger candidates
using both muon stations, using φ -view local trigger primitives. Figure 7.38 shows the distribution
of the BX assigned to the tracks found by the PHTF. The BX is correctly identified when its value
is 24. Superimposed are the distributions of the same quantity determined independently by the
local trigger in MB1 and MB3, as well as the distribution of the determined BX when a trigger
segment with the same BX was delivered in coincidence in MB1 and MB3. It can be seen that
the PHTF is fully efficient to deliver track candidates at the correct BX, whereas for out-of-time
triggers the corresponding PHTF trigger rate is suppressed at the level of 1% or less.

A large fraction of the out-of-time triggers is due to real muons crossing the experimental
apparatus at a BX different from 24, and which are correctly reconstructed by the PHTF. This is
confirmed by the fact that the trigger segments that are matched together to form such tracks, are
mainly of the type HH (four hits in both Φ-type SL), thus indicating a real muon track. Figure 7.39
shows the PHTF efficiency to reconstruct a trigger track in events with a MB1 and MB3 coincidence
as a function of the BX. Superimposed are the efficiency to reconstruct a trigger track when the
two trigger segments are both of HH type, and both of L (three out of four hits in a SL) quality
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Figure 7.36: Fraction of ghost triggers ob-
served in a muon station in single muon
events, defined as the ratio of the number of
second tracks over the number of first tracks,
delivered by the local trigger at the correct
BX, as a function of the muon momentum, for
events with and without the iron absorber.

Figure 7.37: The fraction of out-of-time trig-
gers in a muon station in single muon events,
defined as the number of out-of-time trigger
segments divided by the number of selected
single muon events, as a function of the muon
momentum, for events with and without the
iron absorber.

respectively. The correct BX is 24. The PHTF efficiency for HH coincidences is 99.7±0.1% and
is practically constant for any BX. This fits with the expectations, as such tracks are real muons
crossing the apparatus. On the other hand, when the trigger segments have a low quality, which
is typical for fake triggers, the PHTF ghost suppression is very effective. The rejection power for
ghosts (L coincidences at BX 6= 24) is 9.5±0.4. Therefore, although the out-of-time local trigger
rate in a single station is rather high (as shown for example in figure 7.37), the PHTF is very
effective in ghost rejection.

Commissioning of installed chambers

After installation in their final positions in the five CMS barrel wheels in the CMS surface hall, the
chambers, including read-out and trigger electronics, were tested again with the goal of identifying
potential problems before final cabling. Given the previous testing stages, it was mainly a test of the
electronics and connections. Possible damage or loose connections as a consequence of installation
(where chambers undergo some mechanical movement) could also be detected at this stage. This
commissioning step was performed before final cabling (since the cables cover the minicrates and
would prevent access for potential repairs) and involved all chambers in the ten sectors (84% of the
full system). The commissioning consisted in the following steps:

1. connection to the power supplies and to the test-stand, which handled the trigger and read-
out, in order to verify the functionality of the connectors and cabling of the chamber;

2. check of the minicrate performance by testing the internal connections and by monitoring
the electronics boards inside the minicrate;
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Figure 7.38: Distribution of the BX assigned
to the tracks found by the PHTF. The BX is
correctly identified when its value is 24. Su-
perimposed are the distributions of the same
quantity determined independently by the lo-
cal trigger in MB1 and MB3, as well as the
distribution of the determined BX when a trig-
ger segment at the same BX was delivered in
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Figure 7.39: Efficiency to reconstruct a trig-
ger track by the PHTF, as a function of the BX
(white), in events with a two stations (MB1-
MB3) coincidence. The correct BX is 24. Su-
perimposed are the efficiency to reconstruct
a trigger track when there is a coincidence
of two trigger segments both of HH quality
(black), and a coincidence of two trigger seg-
ments both of L quality (light green).

3. T0 determination (the starting point) of the drift time spectrum with test pulses. The T0 is
specific for every cell, its cell-to-cell variation within a chamber is of the order of ≈1–2 ns;

4. cosmics data taking in different trigger configurations;

5. analysis of the cosmics data and verification of the chamber and electronics performance.

Depending on the amount of repairs, between two and five chambers per week were commis-
sioned. Cosmic muon tracks were recorded in auto-trigger mode in different trigger configurations.
Trigger rates varied from 80 Hz to 600 Hz per chamber depending on the sector inclination, the
trigger configuration, and the chamber type. Higher level trigger components (tower electronics) as
well as RPC connections were not tested at this stage since they required full cabling to the tower
electronics.

The chamber orientation with respect to incoming cosmic-rays is purely horizontal only in
sectors 4 and 10. This yields a reduction in the occupancy near the edges of the Φ-type superlayer
for sectors near the vertical. An example comparing the bottom sectors 8, 9, 11 and 12 is shown in
figure 7.40, where the occupancy per wire is summed over the four layers of superlayer Φ2. The
reduced geometrical acceptance at the chamber edges is caused by the combination of two effects:
i) the direction of cosmic rays, which is mainly vertical, and ii) the shielding of the iron yoke on
soft muons.

Data recorded with highly selective trigger condition, 4 hits in both Φ-type superlayers or 3
hits in one and 4 in the other, are used to calculate the efficiency. The cell efficiency is calculated
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Figure 7.40: Sum of the occupancy of the four layers in MB1 Φ2 superlayer for sectors 8, 9, 11
and 12. The sectors have different inclinations as shown on the right. Material inside the yoke
along with the iron yoke itself shield partly the soft cosmic ray muons.

from reconstructed tracks with hits found in the traversed cell or its 2 neighbours (Nh), normalized
to the total reconstructed tracks traversing the considered layer (Ntrack):

εLayer = Nh/Ntrack (7.1)

requiring ≥5 hits in φ and ≥3 hits in z. Figure 7.41 (left panel) illustrates the combined track fit
in the case of the φ projection. Because of the normalization to the number of tracks, the reduced
occupancy near the chamber edges does not play a role. The cell efficiency is almost constant
across the chamber, usually ≥98%, as seen, for example, in figure 7.41 (right panel).

Similarly the reconstruction efficiency is determined as the fraction of reconstructed tracks
when requiring ≥7 hits per track, an example of which can be seen in figure 7.42. Here we
should remark that the overall number of dead cells, as measured during chamber commission-
ing at CERN, amounts to ≈0.2% of the total number of channels (298 out of 171 852).

Results from Magnet Test and Cosmic Challenge

A further important test of the muon system with emphasis on integration into the overall CMS
DAQ and Trigger system, is the aforementioned Magnet Test and Cosmic Challenge (MTCC), per-
formed at CERN during summer 2006. For the first time, the three muon subsystems were operated
together. The DT system made use of the complete read-out and trigger chain with final hardware,
and the recorded data allowed the study of cosmic muon tracks in magnetic field. Another im-
portant task was the generation of a cosmic-muon trigger for the read-out of all CMS subsystems
participating in the MTCC. Several goals were accomplished by the DT system during the MTCC:

1. Check of chamber performance and read-out
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• check the effect of the fringe field on chamber performance in terms of HV behaviour,
drift velocity, position resolution, and efficiency;

• exercise the complete read-out chain from the chamber through the ROS-25 up to the
DDU;

• test of HV and LV in the final set-up. Integrate HV and LV control into central CMS
services.

2. Trigger

• operate the complete trigger chain with final hardware;

• provide a cosmic-ray trigger to CMS;

• check the effect of magnetic field on trigger timing (i.e. bunch crossing identification),
requiring the RPC trigger to set a reference T0.

3. Software

• integration of DAQ and Data Quality Monitoring;
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Figure 7.43: The MTCC exploited in the barrel region three sectors in wheels YB+1 (sector 10)
and YB+2 (sectors 10, 11) instrumented with DTs and RPCs.

Figure 7.44: Event displays from the MTCC. Left panel: muon reconstructed in a DT sector in
conjunction with Tracker activity. Right panel: muon track passing through both DT and CSC
chambers.

• exercise the reconstruction software under realistic conditions.

4. Take data with other CMS subsystems.

For the DTs (as well as for the barrel RPCs) three instrumented sectors were read-out, the bottom
sector 10 and the adjacent sector 11, both in YB+2, along with sector 10 in YB+1 (figure 7.43). This
accounted for 14 DT chambers, corresponding to about 10 000 channels. Beside the cross-check of
chamber performance previously carried out in test beams, MTCC data provided a unique oppor-
tunity to test the reconstruction algorithms for different magnetic field strengths (figure 7.44(left))
and to observe for the first time tracks combined in different detectors (figure 7.44(right)). As de-
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scribed in section 7.1.5, because of the radial component of the magnetic field between the solenoid
and endcap disks, the electron drift direction in the r-φ view changes, acquiring a Lorentz angle.
The angle is increasingly larger as the B radial component increases along z. Thus signals gener-
ated by muon hits in a r-φ drift tube at a given distance from the wire but at different z positions
will appear at different times. The effect has implications both for the trigger synchronization and
for the muon track reconstruction and it should be calibrated out before LHC start-up. During
the MTCC a total of 159 million cosmic-muon events (48 million DT triggered) were collected
at several values of the B field. Data were collected at 0 T (as a reference), then at 2, 3, 3.5, 3.8,
and 4 T (93 million events at 3.8 and 4 T), which allowed a detailed mapping of the Lorentz angle
effect in an MB1 and an MB2 chamber. Some 15 million events at 0 T and 3.8 T (1.6 million DT
triggered) have been taken with the MB1 local trigger configured to select only muon segments
pointing to the centre of the CMS barrel (LHC beam interaction point): this sample is specific for
trigger timing studies in the DT-CSC overlap, in particular also the muon time-of-flight is the same
as in a LHC run.

While procedures for the synchronization of the DT system in stand-alone were studied in
Phase I of the MTCC, in Phase II (during the magnetic field mapping operations) effort was put
in tools for fine inter-synchronization of the muon detectors (DT, CSC and RPC). In particular
the analysis of the DT trigger data at the chamber output as function of RPC-originated L1A has
proven to be sensitive to desynchronization by a few nanoseconds.

To study the efficiency of the DT Local Trigger (DTLT), events were selected by requiring
the presence of the RPC triggers RBC1 (for wheel YB+1) or RBC2 (for RPCs in wheel YB+2)
triggers. In such events, track segments were reconstructed in each muon station independently,
whenever possible, using TDC hits. If more than one track segment was reconstructed in a given
station, the one with the largest number of associated hits was taken. The efficiency of the DTLT
was computed for each muon station separately, by counting events with a reconstructed muon
segment, and comparing them with events which also had a trigger segment at any BX in the
same muon station. Accepting a trigger regardless of its BX position was dictated by the fact that
cosmic rays are likely to generate triggers in nearby BXs, as with non-bunched particles the system
is intrinsically not synchronized. Only correlated trigger segments, namely of quality High-High
(HH), High-Low (HL) or Low-Low (LL), as defined in section 7.1.5, were released by the trigger
sector collector and thus used to compute the DTLT efficiency.

This efficiency was found to be about 65–70% in all stations, independent of the magnetic
field. The measurements obtained using 40 MHz bunched muon beams [148] provided a much
higher efficiency, of the order of 85% or more, and for which only triggers at the correct BX were
considered.

The observed lower efficiency of the DTLT can be explained by the fact that, while the trigger
system is clocked every 25 ns, cosmic rays occur at any time. In bunched beams the BTIs can be
properly synchronized by choosing the best phase which maximizes the number of HH triggers
with respect to higher level triggers. In the case of cosmic rays, this is not possible, due to the
random arrival time of the muons thus making the BTI synchronization itself meaningless. In
such conditions the rate of Low-quality trigger segments released by the BTIs increases, and also
the associated BX can easily fluctuate. As only correlated trigger segments were released by the
trigger Sector Collector in each station, we also expect an increase in TRACOs (section 8.2) failing
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Figure 7.45: Left panel: distribution of t0 for all track segments in a station, for events triggered
by RPC (solid line). The distribution of the same quantity for events also triggered by the DT is
superimposed (dashed line). Right panel: DT local trigger efficiency as a function of the quantity
t0, obtained by the ratio of the two histograms shown on the left.

to correlate segments among the two superlayers of a given station, with respect to a perfectly
synchronized system, which will turn into a DTLT efficiency loss.

Consequently, one expects that muons crossing the detector at the “correct time” (for which
the BTIs behave as perfectly synchronized to the clock) will be detected with the highest efficiency,
as such a condition is the same as in the bunched beam tests. On the other hand, muons crossing
the detector out of such a “correct time” will be detected with lower efficiency, as for them the
synchronization of the system is not optimised.

The quantity t0 is the time correction to be added to the tTrig of the event to obtain the ef-
fective time at which the given muon crossed the detector. It can be computed event-by-event by
minimizing the space resolution of the reconstructed track segment in a station. Figure 7.45 (left)
shows the distribution of the t0 correction of the reconstructed track segments in events triggered
by the barrel RPC, superimposed to the one for events which also had a DT local trigger. The
best trigger efficiency is obtained only at some preferred t0 values. This can be seen in figure 7.45
(right) which shows the DTLT efficiency as a function of the t0-correction time, obtained as the
ratio of the two distributions previously described. Two peaks at efficiency around 90% are visible.
They correspond to the case in which the muon crosses the detector at the “correct time” for which
BTIs are synchronized. The two peaks correspond to two adjacent BXs. For other t0 values, the
efficiency can be very low, as in this case the system is not synchronized. The observed DTLT
efficiency is therefore explained by the fact that cosmic rays occur at random time with respect to
the “correct time” at which the BTIs have maximum efficiency.

The magnetic field modifies the shape of the field lines in the drift cell, thus affecting the
effective drift velocity, as discussed in section 7.1.5. The largest effect in the barrel is expected to
occur in station MB1 in Wheels +2 and -2. From the point of view of the DTLT, a change of the
effective drift velocity, if large enough, could make the BX determination less precise, and shift its
value by one unit.

Figure 7.46 shows this effect for the two MB1 stations in Wheel 2, displaying the BX value
determined by the DTLT as a function of the z-position of the track in the chamber, with and
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Figure 7.46: BX determined by the DTLT as a function of the track position in the z-direction of
the muon station, with and without magnetic field, for MB1 in Wheel 1 on the left, where no effect
of the B-field is expected. On the right, the same quantities are shown for MB1 in Wheel 2, where
an influence of the magnetic field on the drift velocity is expected.

without magnetic field. While no clear effect is visible in MB1-Wheel 1, in MB1-Wheel 2 there
is a slight delay of the average BX value which tends to increase as the track approaches the edge
of the wheel, corresponding to larger values of z, where the stray field components are larger. This
delay is at most of the order of 0.3 units of BX.

7.2 Cathode strip chambers

At the time of the LHC start-up, the CMS Endcap Muon system will consist of 468 cathode strip
chambers (CSC) arranged in groups as follows: 72 ME1/1, 72 ME1/2, 72 ME1/3, 36 ME2/1, 72
ME2/2, 36 ME3/1, 72 ME3/2, and 36 ME4/1 (figures 7.47 and 7.48). The de-scoped 72 ME4/2
chambers will not be available during early years of CMS operation. The chambers are trapezoidal
and cover either 10◦ or 20◦ in φ ; all chambers, except for the ME1/3 ring, overlap and provide
contiguous φ -coverage. A muon in the pseudorapidity range 1.2 < |η |< 2.4 crosses 3 or 4 CSCs.
In the endcap-barrel overlap range, 0.9 < |η | < 1.2, muons are detected by both the barrel drift
tubes (DT) and endcap CSCs. In the baseline design, muons with |η | < 2.1 are also detected by
resistive plate chambers (RPC); however, in the initial detector this coverage is reduced to |η |< 1.6.

The CSCs are multiwire proportional chambers comprised of 6 anode wire planes interleaved
among 7 cathode panels (figure 7.49). Wires run azimuthally and define a track’s radial coordinate.
Strips are milled on cathode panels and run lengthwise at constant ∆φ width. Following the original
CSC idea [149], the muon coordinate along the wires (φ in the CMS coordinate system) is obtained
by interpolating charges induced on strips (figure 7.50). The largest chambers, ME2/2 and ME3/2,
are about 3.4× 1.5 m2 in size. The overall area covered by the sensitive planes of all chambers
is about 5000 m2, the gas volume is >50 m3, and the number of wires is about 2 million. There
are about 9000 high-voltage channels in the system, about 220 000 cathode strip read-out channels
with 12-bit signal digitisation, and about 180 000 anode wire read-out channels.
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Figure 7.47: Quarter-view of the CMS detector. Cathode strip chambers of the Endcap Muon
system are highlighted.

Figure 7.48: The ME2 station of CSCs. The outer ring consists of 36 ME2/2 chambers, each
spanning 10◦ in φ , and the inner ring of eighteen 20◦ ME2/1 chambers. The chambers overlap to
provide contiguous coverage in φ .
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Figure 7.49: Layout of a CSC made of 7 trape-
zoidal panels. The panels form 6 gas gaps with-
planes of sensitive anode wires. The cut-out in
the top panel reveals anode wires and cathode
strips. Only a few wires are shown to indicate
their azimuthal direction. Strips of constant
∆φ run lengthwise (radially). The 144 largest
CSCs are 3.4 m long along the strip direction
and up to 1.5 m wide along the wire direction.

Figure 7.50: A schematic view of a single gap
illustrating the principle of CSC operation. By
interpolating charges induced on cathode strips
by avalanche positive ions near a wire, one can
obtain a precise localisation of an avalanche
along the wire direction.

The CSCs provide the functions of precision muon measurement and muon trigger in one
device. They can operate at high rates and in large and non-uniform magnetic fields. They do not
require precise gas, temperature, or pressure control. Moreover, a radial fan-shaped strip pattern,
natural for measurements in the endcap region, can be easily arranged on the cathode planes.

The performance requirements for the CMS cathode strip chamber system include the fol-
lowing:

• Reliable and low-maintenance operation for at least 10 years at the full LHC luminosity, i.e.,
at estimated random hit rates up to 1 kHz/cm2;

• At least 99% efficiency per chamber for finding track stubs by the first-level trigger;

• At least 92% probability per chamber of identifying correct bunch crossings by the first-
level trigger. With such an efficiency per chamber and 3–4 CSCs on a muon track path, a
simple majority rule ensures that the reconstructed muons will be assigned the correct bunch
crossing number in more than 99% of cases;

• About 2 mm resolution in r-φ at the first-level trigger.

• About 75 µm off-line spatial resolution in r-φ for ME1/1 and ME1/2 chambers and about
150 µm for all others.
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Figure 7.51: Mechanical design of the CMS cathode strip chambers (exploded view).

7.2.1 Chamber mechanical design

The 72 ME1/1 chambers and the larger 396 chambers have somewhat different mechanical designs.
Below, we describe the design of the larger chambers using ME2/2 as an example and, then, at the
end of this section, summarise the ME1/1-specific features that distinguish them from the other
chambers.

The mechanical structure is based on seven 16.2-mm-thick trapezoidal panels (figure 7.51).
The panels are made of a 12.7-mm-thick polycarbonate honeycomb core with two 1.6-mm FR4
skins commercially glued on each side. FR4 is a fire-retardant fibreglass/epoxy material widely
used for printed circuit boards. The FR4 skins are clad with 36-µm-thick copper on their outer
surfaces, forming the cathode planes.

FR4 cathode gap bars are glued to both sides of every other panel (panels 1, 3, 5, 7 in fig-
ure 7.51) so that when the panels are stacked together, these cathode bars define 6 gas gaps of
9.5 mm. To provide additional support, there are 4 spacers placed between panels along the cham-
ber centreline. When all 7 panels are put together, the entire stack is tightened down with bolts
along the chamber perimeter (through holes in the cathode gap bars) and at 4 points along the
chamber centreline (through holes in the spacers). Such an arrangement ensures that no panel has
more than 60 cm of unsupported length. Measurements show that most of the panels are flat within
the required ±300 µm on such spans. This specification arises from the desire to keep gas-gain
variations within a factor of 2.

Six of the panels have a pattern of 80 strips milled on one side. Strips, being radial, have
a pitch that varies from 8.4 mm at the narrow chamber end to 16 mm at the wide end. The gap
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between strips is about 0.5 mm. The precision of milling was better than 50 µm (rms). Milling
was done with a cutter tilted at 45◦ to make the groove edges smoother (otherwise, sharp edges and
burrs might provoke sparking and discharges).

Three of the panels are so-called anode panels (panels 2, 4, 6 in figure 7.51) around which an-
ode wires were wound (these panels do not have gap bars). A specially designed winding machine
wound wires directly on a panel by rotating it around its long axis at a speed of about 5 turns per
minute; one panel could be completed (about 1000 wires on each side) in less than 4 hours. The
wire spacing of about 3.2 mm was defined by combs: threaded rods running the full panel length
and attached to the panel edges during winding. Gold-plated tungsten wires, 50 µm in diameter,
were stretched at 250-g tension (about 70% of the elastic limit) and run their full length up to 1.2 m
without any intermediate supports. The electrostatic stability limit for the longest wires is above
6 kV (the nominal operational point is 3.6 kV). Based on measurements during production, the
wire tension non-uniformity does not exceed ±10%, while wire spacing variations are less than
±150 µm. Wires found to fall outside of these specifications were replaced.

After winding, the wires were first glued and then soldered to anode bars 4.75 mm in height
(half of the gas gap). The anode bars are made of copper-clad FR4 and carry the electric artwork.
An automated soldering machine allowed for soldering at a speed of 3.5 s per joint. Groups of 16
wires make 1 anode read-out channel with a width of about 5 cm. High voltage (HV) is distributed
to the wire groups on one end and signals are read out on the other end via 1 nF blocking capacitors.

Each wire plane is sub-divided by spacer bars into 5 independent HV segments, which allows
us to independently regulate or turn off HV on any of the 5 sections. In places where the spacer
bars were inserted (and prior to their installation), 8 wires were removed. Two gold-plated 200-µm
guard wires were inserted in place of the first and eighth thin wires that were removed to eliminate
edge effects. The very first and last wires in each plane are also thicker. If the edge thin wires
were to be left unguarded, the electric field on them would be much larger than for the rest of the
wires, which would provoke discharges. Such plane segmentation, because of the intermediate
panel supports and the individual HV control over smaller wire-plane sections, makes the overall
chamber performance very robust.

After stacking the panels and tightening the bolts (with O-rings), continuous beads of RTV
sealant were applied along the outer seams between the panels and gap bars. The O-rings around
the bolts and the RTV seal make the chambers hermetic. Should it be necessary, a chamber can be
opened, serviced, and resealed. Gas enters into one of the outer gas gaps via an inlet in a cathode
gap bar, flows from one plane to another in a zigzag manner via special holes in the panels, then
exits from the last gas gap via an outlet in a gap bar. The leak rate, measured during production and
after installation of the chambers, was required to be <1% of the chamber volume per day at an
over-pressure of 7.5 mbar (e.g., <2 cm3/min for the largest chambers whose gas volume is about
200 litres).

Side plates made of 3.2-mm-thick Al extrusions were attached around the chamber perimeter.
They stiffen the chamber and connect the top and bottom copper skins to form a Faraday cage.

The nominal gas mixture is 40%Ar+50%CO2 +10%CF4. The CO2 component is a non-
flammable quencher needed to achieve large gas gains, while the main function of the CF4 is
to prevent polymerisation on wires. A detailed discussion of the gas optimisation can be found
elsewhere [150].
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Figure 7.52: Left panel: CSC gas gain vs. high voltage. Right panel: ME2/1 chamber singles rate
vs. high voltage (the overall sensitive area of all 6 planes in this chamber is ≈9.5 m2).

Figure 7.52 (left) shows the chamber gas gain vs. high voltage. The nominal operating HV
was chosen to be 3.6 kV, which corresponds to a gas gain on the order of 7× 104. A minimum
ionising particle (MIP) produces about 100 electrons in a gas gap, thus the charge per MIP in
an avalanche is about 1 pC. As is shown below, at this operational point, the cathode and anode
electronics have a very high efficiency and an adequate signal-to-noise ratio. The operational range
of the chambers extends to 3.9 kV. Typically, we start seeing a sharp rise in the rate of spurious
pulses at about 3.9–4.0 kV (figure 7.52 (right)).

The 72 ME1/1 chambers have differences in their mechanical design with respect to the other
CSCs. The gas gap is 7 mm, wire diameter is 30 µm, and wire spacing is 2.5 mm, so the nominal
HV for these chambers is somewhat lower: 2.9 kV. Most notably, the ME1/1 anode wires are not
azimuthal, but are tilted by an angle αL = 29◦ (figure 7.53). Unlike the other CSCs, the ME1/1
chambers are inside the CMS solenoid and see its strong and uniform 4 T axial field. The wire tilt
compensates for the Lorentz angle so that electrons drift parallel to the strips, enabling a precise
measurement of the r-φ -coordinate.

7.2.2 Electronics design

Figure 7.54 shows a schematic layout of the custom-made trigger and read-out electronic boards
developed for the CSC system.

An anode front-end board (AFEB) has one 16-channel amplifier-discriminator application-
specific integrated circuit (ASIC). The amplifier has a 30-ns shaper (semi-Gaussian with 2-
exponent tail cancellation designed to suppress the slow signal component associated with a drift
of positive ions away from the anode wires), about 7 mV/fC sensitivity, and 1.4 fC noise at a typical
wire group capacitance of 180 pF for the largest chambers. With the 30-ns shaping time, an AFEB
sees about 12% of the total avalanche charge, i.e., an average of about 130 fC. A typical chamber
signal as seen at the output of this amplifier is shown in figure 7.55 (left). The constant-fraction dis-
criminator has a threshold nominally set at 20 fC (input equivalent charge) and its slewing time is
less than 3 ns for the 60–600 fC signal range. Depending on chamber size, there are 12 to 42 AFEBs
per chamber. Further details on the AFEB design and performance can be found elsewhere [151].
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Figure 7.53: Left panel: if the ME1/1 wires were not tilted, ionisation electrons, as they drift
toward the anode wires in the strong magnetic field normal to the plane of the drawing, would be
carried sideways by the Lorentz force. The direction and size of the shift would depend on whether
the electrons drift upwards or downwards and on how far away they were from the wires to begin
with. These sideways displacements would spread the charge over the anode wires. Right panel:
by tilting the wires at the Lorentz angle αL, all ionisation electrons arrive near the same point.

Figure 7.54: Schematic layout of the CSC trigger and read-out electronics.
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Figure 7.55: Left panel: muon signals as seen at the AFEB amplifier output. Right panel: a
schematic event display showing anode signals in the 6 planes of a CSC (small dark squares). The
ALCT board FPGA logic is programmed to scan the chamber and search for hits falling inside
predefined patterns (grey cells) consistent with muons originating from the interaction point. Hits
must be present in at least 4 planes for an ALCT pattern to be found.

Every 25 ns, in synchronization with the LHC collisions, all AFEB outputs, 40-ns-long step
pulses, are sampled by an FPGA-based anode local charged track (ALCT) board, 1 board per
chamber. The recorded yes/no information is stored in a FIFO. Upon receiving a CMS-wide Level-
1 Accept (L1A) trigger command, the recorded information within the proper time window is
extracted and reported to the DAQ. The latency of the L1A command with respect to the time of
a collision is 3.2 µs. The temporal length of the raw-hit record transmitted to the DAQ can be as
large as 800 ns.

The ALCT board has another important function. Based on the information from all anode
channels, the FPGA code constantly (every 25 ns) searches for patterns of hits among the 6 planes
that would be consistent with muon tracks originating from the interaction point. For a pattern
to be valid, we require that hits from at least 4 planes be present in the pattern. Figure 7.55
(right) illustrates how patterns are identified in the presence of spurious single-plane hits. Due to a
large neutron-induced photon background, a substantial rate of such single-plane hits is expected.
However, these hits, being completely uncorrelated, would not typically line up to form track-
like patterns. Found patterns, called ALCTs, are trigger primitives. They are transmitted further
downstream to the muon Level-1 trigger electronics that builds muon track candidates from these
primitives. The time it takes to form an anode track trigger primitive is 225 ns (including drift
time). Each ALCT board can find up to 2 such patterns per bunch crossing, which is adequate for
the expected chamber track occupancy at the nominal LHC luminosity.

For the cathode strips, 1 cathode front-end board (CFEB) serves (6 planes)×(16 strips) = 96
channels and has 6 parallel chains of the following chips (figure 7.56 (left)): 16-channel amplifier-
shaper ASIC, 16-channel switched capacitor array (SCA) ASIC, 12-bit 1-channel ADC, and 16-
channel comparator ASIC. There are 4 to 5 CFEBs per chamber.
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Figure 7.56: Left panel: basic functional diagram of a CFEB and the CFEB amplifier-shaper
response to a δ -function input pulse. The undershoot is intended to compensate for the long tail
present in muon hit signals resulting from the slow drift of positive ions away from the anode
wires. Right panel: signals from a muon track on 6 contiguous strips in a layer. The 4 curves
are oscilloscope traces and the 6 lines of dots are digitised outputs. The signals have an arbitrary
vertical offset for ease of viewing.

The amplifier-shaper ASIC has 100-ns shaping time and a sensitivity of 0.85 mV/fC over a
linear range up to 1 V. The equivalent noise level at ≈300-pF strip capacitance is typically 1.5 fC.
The shaping is based on a semi-Gaussian transfer function with an undershoot designed to com-
pensate for the 1/t signal tail due to the slow drift of positive ions. After convolution with the
current pulse produced in a chamber by a muon, the amplifier-shaper signal peaks around 150 ns
and has no tail (figure 7.56 (right)). The CFEB sees about 8% of the total avalanche charge, i.e.,
about 100 fC on average.

The output from this chip is split into 2 pathways. One leads to the SCA chip [152], which
samples the waveform of each strip signal every 50 ns in sync with the LHC clock and stores this
analog information on its capacitors. The depth of this analog memory is 96 capacitor cells per
channel, or 96 × 50 ns = 4.8 µs. Upon receiving the L1A command 3.2 µs following a collision,
8 or 16 consecutive samples from the proper time range among the SCA capacitors are retrieved
and digitised individually by the 12-bit flash ADCs. The digital information is passed to the DAQ
via an intermediate digital data buffer. For the digitisation and subsequent read-out by the DAQ
to happen, the L1A signal must be in coincidence with the cathode local charged track (CLCT)
primitive decision described below.
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Figure 7.57: Left panel: a simplified schematic of the idea behind the comparator network. For
each group of 3 adjacent strips, comparators compare the central strip signal Qc with a threshold
and with the central-to-left Qc−Ql , central-to-right Qc−Qr, and right-to-left Qr−Ql strip signal
differences. If Qc > threshold, Qc−Ql > 0, Qc−Qr > 0, and Qr−Ql > 0 (as shown here), the
hit position is somewhere within the right half of the central strip. Right panel: a cathode local
charged track is a pattern of half-strip hits consistent with a muon track.

The second amplifier-shaper output goes to the comparator network. This chip compares
signals on triplets of adjacent strips at the time when signals reach their maximum amplitude. By
means of such comparisons, the comparator network can identify a muon hit location to within one
half of a strip width, independent of the signal amplitude, the induced charge shape (as long as it is
“bell”-like), and the strip width itself [153] (figure 7.57 (left)).

Comparator half-strip hits are sent to the trigger motherboard (TMB). Like the ALCT board,
the TMB searches for patterns of half-strip comparator hits that would be consistent with muon
tracks of interest (figure 7.57 (right)). There is 1 TMB per chamber and up to 2 CLCTs per bunch
crossing can be found per TMB. As in the ALCT pattern search, for a CLCT pattern to be found,
half-strip hits must be present from at least 4 planes. Unlike the ALCT boards, the TMBs are not
mounted on the chambers, but are in peripheral VME crates mounted along the outer rim of the
endcap steel disks.

The TMB also matches ALCT and CLCT patterns found within a chamber to make correlated
2-dimensional LCTs (2D-LCT = ALCT×CLCT), up to 2 per bunch crossing. These 2D-LCTs are
sent to muon port cards (MPC), each of which serves 9 chambers covering either 60◦- or 30◦-
sectors in φ . For each bunch crossing, an MPC performs a preliminary sorting of all received
correlated 2D-LCTs and finds the 3 best-quality candidates — these are then sent further upstream
to the muon L1-trigger electronics.

Raw data are collected by the DAQ motherboards (DMB) located in the peripheral crates.
There is one DMB for each chamber. The data consist of anode and comparator hits within a
time window up to 32 bunch crossings long, ALCT and CLCT decisions in the same window, and
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digitised strip signal waveforms (eight or sixteen 50-ns time samples). The status of the various
electronic boards is also a part of the event record. The data collected by the DMB are passed to
a detector-dependent unit (DDU) board, then to a data concentration card (DCC), and finally to
the CMS filter farm to be processed by the CMS high-level trigger (HLT) software. The expected
event size per chamber is about 5 kBytes.

It is important to note that the CSC read-out is intrinsically zero-suppressed. The anode raw
data in a particular chamber are passed downstream only if there is an ALCT pattern in coincidence
with the L1A signal. Likewise, the cathode information, comparator hits and digitised strip signal
waveforms, are passed downstream to the DAQ only if there was a similar CLCT×L1A coinci-
dence. The coincidence window is programmable, but is nominally set at 75 ns, i.e., ±1 bunch
crossing.

At the design LHC luminosity, we expect on average to find track stubs in 2 chambers for
each L1A signal. With the maximum CMS L1A rate of 100 kHz, the data flow rate from CSCs to
HLT is estimated to be around 1 GB/s.

Operation of the peripheral VME crates is supported by clock-control boards (CCB) and
custom crate controllers. As its name implies, the CCB distributes the LHC clock and all CMS
control commands (like L1A signals).

The HV system is custom made and provides channel-by-channel regulated voltage up to
4.0 kV with about 10 V precision. Currents of less than 10 µA can be measured with a precision
of 100 nA, while the precision for larger currents is about 1%. The system can provide more than
100 µA current for individual channels as long as the average consumption does not exceed 40 µA
per channel. The maximum expected current at the design LHC luminosity for the most-loaded
HV segment is <10 µA.

7.2.3 Performance

The results presented in this section come from tests conducted with final-design CSCs in high-
energy muon beams at CERN, with cosmic-ray muons in a lab or in situ after installation, and at
the Gamma Irradiation Facility (GIF).

A high-energy muon beam provides a test environment with maximum control, but it can
expose only a small portion of a chamber. We typically used 100–300 GeV beams, which also
allowed us to study chamber performance in the presence of bremsstrahlung radiation. To study
performance over the entire chamber area, for many years we have tested individual large chambers
with cosmic-ray muons at various research laboratories.

During the CMS Magnet Test and Cosmic Challenge (MTCC) in 2006, a substantial part
of CMS was operated as a unified system. The CSC subsystem was represented by a 60◦ sector,
or 36 chambers. This allowed us to obtain in situ performance results for a large number of CSCs
operating simultaneously with other CMS subsystems. Figure 7.58 shows a muon event as detected
by CSCs at the MTCC.

At the design LHC luminosity, we expect a large neutron flux in the underground cavern,
which upon thermalization and capture is predicted to result in a substantial flux of ≈1 MeV pho-
tons. Of the photons that enter a chamber, about 1% will convert to electrons. These electrons
will give rise to large rates of random hits up to 1 kHz/cm2 in the CSCs. The GIF at CERN has a
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Figure 7.58: Part of a CMS event display showing a muon event detected by CSCs during the
MTCC. Only those chambers containing muon hits are displayed.

Cs-137 source of 0.7 MeV photons with an intensity of ≈0.7×1012 Bq. Tests at the GIF allowed
us to study the chamber performance in an environment of high random-hit rates. We also used
these facilities for chamber-ageing studies.

Trigger primitives

It is important to note that the efficiency of finding trigger primitives (LCTs) directly affects not
only the muon trigger, but also the DAQ path. As was described earlier, the CSC read-out is driven
by an LCT×L1A coincidence. If an LCT is not found, there will not be a coincidence, and no raw
hits will be recorded and available for the offline reconstruction.

The anode signal efficiency of a single plane is shown in figure 7.59 (left). The same figure
also shows the efficiency for finding ALCTs, patterns of hits in 6 planes consistent with a muon
track. The desired ALCT-finding efficiency of 99% is reached above 3.4 kV. At 3.6 kV, the ALCT-
finding efficiency is about 99.9%. These results were obtained for test-beam muons going through
a small area of a chamber free of dead zones. For CLCT patterns, similar results are achieved at
about 50 V higher. This is because the cathode signal is somewhat smaller than the anode signal.

The overall efficiency of finding 2D-LCT patterns (ALCT×CLCT) averaged over the entire
area of many chambers was studied with cosmic-ray muons at the MTCC. At the nominal HV of 3.6
kV, the average 2D-LCT efficiency in 6 ME2/2 chambers was found to be (99.93±0.03)%. For the
0.07% of events with missing 2D-LCTs in ME2/2 chambers, the majority of tracks (reconstructed
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Figure 7.59: Left panel: single-plane anode signal efficiency (open circles) and ALCT pattern
finding efficiency (filled circles) vs. high voltage. Right panel: predicted position of muon tracks
in ME2/2 chambers for events when no LCT was found in these chambers (superimposed results for
6 chambers). The dashed lines indicate where wire planes of the ME2/2 chambers have inefficient
bands separating independent HV segments.

using the ME1 and ME3 LCT stubs) were found to cross ME2/2 chambers in inefficient bands
separating the chamber high-voltage segments (figure 7.59 (right)).

To test whether the found LCTs are indeed associated with the muons going through the
chambers, we looked at the relative distance between the (x,y) coordinates of 2D-LCTs found in
ME2/2 chambers and the muon track (x,y) coordinates in the ME2 station as predicted from the
2D-LCTs in the ME1 and ME3 stations. (Here x and y are the local chamber coordinates across
the cathode strips and anode wires, respectively.) The 2D-residuals between the measured and
predicted (x,y) coordinates are shown in figure 7.60 (left). The observed spread of ≈0.5 cm along
the x axis is consistent with the expected multiple scattering of cosmic-ray muons penetrating the
endcap steel disks. As is shown below, the intrinsic precision of CLCT localisation is better than
that. The distribution along the y axis is noticeably broader due to a much coarser wire group
segmentation of 5 cm, which defines the precision of ALCT localisation in these chambers.

For studying the intrinsic CLCT-localisation precision, we used a test chamber in a muon
beam and a telescope of Si micro-strip detectors to precisely determine the position of a muon going
through the test chamber. To achieve the best results, a given CLCT pattern is assigned an x coordi-
nate corresponding to the average of all muons that can generate such a pattern. Figure 7.60 (right)
shows the residuals between the Si-based track coordinate and the CLCT-based coordinate. The
distribution is Gaussian and has σ ≈ 0.11 in strip width units, which is better than the desired 2 mm
for even the widest 16-mm strips. In the more conservative approach currently implemented in the
muon trigger firmware, CLCT patterns are localised within a half-strip. Therefore, in this approach
the CLCT spatial resolution is approximately (w/2)/

√
12≈ 0.14w, where w is the strip width.

The time distribution of anode signals from a single chamber plane (figure 7.61 (left, top)) has
an RMS of about 11 ns. Clearly this is too wide for a chamber hit to be assigned unambiguously to
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Figure 7.60: Left panel: 2D-coordinate residuals between LCTs found in ME2/2 chambers and
muon-track positions. The x axis runs along the wires and the y axis along the strips. The observed
spread is consistent with multiple scattering of cosmic-ray muons in the steel disks and the expected
CLCT and ALCT spatial resolutions. Right panel: residuals between the CLCT pattern-defined
muon coordinate and the coordinate predicted by the Si beam telescope in a 300-GeV muon beam.
The residuals are shown in units of strip width.

Figure 7.61: Left panel: time distributions of the response of a single plane to a passing muon
(top) and for the 3rd earliest hit in an ALCT pattern (bottom). The horizontal scale has an arbitrary
offset. The shaded band indicates the 25-ns window, the time between bunch crossings at the LHC.
Right panel: probability for correct bunch crossing tagging vs. relative phase shift between the
25-ns clock on an ALCT board and the LHC 25-ns clock.

– 210 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Figure 7.62: Left panel: ALCT-finding efficiency vs. rate of random hits per wire group. Right
panel: efficiency of correct bunch tagging vs. rate of random hits per wire group. The shaded areas
show the range of rates expected in different chambers at full LHC luminosity.

the correct bunch crossing. We overcome this problem by making use of all 6 planes in a chamber.
The time distribution for the 3rd earliest hit in an ALCT pattern (figure 7.61 (left, bottom)) is a
much narrower Gaussian with σ < 5 ns, the use of which results in a bunch-tagging efficiency
of 98–99%, well above the desired 92% level. Figure 7.61 (right) shows the accuracy required for
aligning the phase of the 25-ns clock on an ALCT board with the LHC clock. The acceptable range
of phase misalignment is ±5 ns. CLCTs tend to have slightly worse timing properties due to the
slower CFEB shaping time and smaller amplitude of strip signals, so we assign the time tagged by
the ALCT pattern to the matched 2D-LCT.

Results obtained from a CSC irradiated with 0.7 MeV photons in a muon beam at the GIF
(figure 7.62) show that the ALCT-finding and bunch-tagging efficiencies remain very robust even
at random-hit rates far exceeding those expected at full LHC luminosity.

During 300-GeV muon-beam tests, a 30-cm-thick steel slab was moved in front of the test
chamber to study the effect of bremsstrahlung radiation on the reconstruction of muon stubs at the
trigger level. In offline analysis of strip data, we classified each muon as either “clean” (multiple
charge clusters observed in only 1 plane) or otherwise “contaminated.” Without the steel slab,
the fraction of “clean” muons was 94% and CLCT patterns were formed from half-strips with a
99.5% efficiency. With the steel slab, the fraction of “clean” muons dropped to 80%, while the
CLCT-finding efficiency remained very high (98.9%). Figure 7.63 shows an example of a badly
“contaminated” muon where the muon track is nevertheless successfully identified.
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Figure 7.63: A sample CSC event of a muon accompanied by substantial bremsstrahlung radiation.
The left side of the plot shows the charge (blocks just above the axes) on each of the 32 strips in each
of the 6 chamber layers, while the right side shows the information from the anode wire groups.
Strips with charge above the trigger threshold are marked with light shading below the axes, while
the half-strip “peaks” are marked with dark squares. The vertical line at λ = 17.56 shows the track
position extrapolated from the Si beam telescope. This event was assigned a 6-layer CLCT code
that corresponds to an average track position λ = 17.59.

Spatial resolution based on digitised strip signals

An avalanche on a wire induces charge on a cathode plane. In a first approximation, the shape of
the induced charge can be parameterized by the so-called Gatti function [155]:

1
Q

dQ
dλ

= K1

[
1− tanh2(K2λ )

1+K3 tanh2(K2λ )

]
, (7.2)

where λ = x/h, in which x is the coordinate across a strip and h is the cathode-anode spacing, and
the coefficients K1, K2, and K3 are defined by the chamber geometry.

Given the geometry of the CSCs, most of the induced charge is shared among 3–4 strips.
As described earlier, a strip signal waveform is sampled and digitised every 50 ns. The signal
peaks in about 150 ns and comes back very close to the baseline within the next 150 ns so that the
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Figure 7.64: Left panel: ME1/1 chamber single-plane resolution vs. HV. Right panel: ultimate
large CSC offline resolutions per plane for different muon passage points across a strip for areas
with different strip widths for data (closed symbols) and simulation (solid lines). The expected
overall 6-plane CSC resolutions are shown by open symbols and dashed lines.

overall pulse duration is roughly 300 ns. Such a 2-dimensional charge cluster can be fit to obtain
the spatial coordinate, time, and cluster charge. To achieve the best possible resolution, we take
into account empirical corrections for the induced charge shape, the time structure of the signal
waveform, strip-to-strip cross-talk, electronic-noise correlations between nearby time samples, and
electronic pedestal and gain calibrations.

By design, ME1/1 and ME1/2 chambers have narrower strips and thus deliver better resolu-
tion. The ME1/1 single-plane resolution (figure 7.64 (left)) is about 80 µm at nominal HV. The
6-plane chamber resolution is estimated to be ≈80/

√
6 = 33 µm, plus alignment errors. Clearly,

the desired resolution of 75 µm per 6-plane chamber is within reach.
The single-plane spatial resolution of the larger CSCs (with very wide strips up to 16 mm)

depends very strongly on the muon coordinate across a strip. Muons that pass through a strip
centre will be measured poorly (and the wider the strip, the worse the measurement). On the other
hand, muons hitting between strips will be measured nearly equally well for any strip width. We
took advantage of this feature in our design. In the larger chambers, strips in adjacent planes
are staggered by one half of the strip pitch. High-energy muons, for which we need the best
chamber resolution, appear as nearly straight-through tracks. If such a muon goes through areas
with poor resolution in odd planes, it will have very good measurements in even planes, and vice
versa. Therefore, by combining measurements from 6 planes with proper weighting, a muon track
segment is accurately localised. Figure 7.64 (right) shows single-plane resolutions, σi, for chamber
regions with different strip widths and the resulting combined 6-plane resolution, σCSC, which is
estimated by

1
σ2

CSC(x/w)
= ∑

1
σ2

i (x/w)
. (7.3)
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Figure 7.65: Left panel: deterioration of spatial resolution (ME1/1 chambers) with increasing rate
of signals. The resolution remains well within the design specs even at rates far exceeding those
expected at the LHC. Right panel: expected 6-plane chamber resolution for nearly perpendicular
tracks vs. muon coordinate across a strip as evaluated from the single-plane resolution obtained
with a simplified and fast reconstruction specifically targeted for the HLT.

The expected combined resolution for a 6-plane chamber is ≈80 µm almost independent of
the hit position in a chamber, better than the 150-µm goal.

Even at the highest rates expected at the LHC, the CSC resolution will stay well within
the design specifications (figure 7.65 (left)). A simplified algorithm for hit-position reconstruc-
tion that does not use any fitting, iterative procedures, or chamber- or electronics-specific correc-
tions/calibrations was tested on the 12 largest chambers in the MTCC cosmic-ray runs. Being
simple and fast, this algorithm is specifically targeted for the HLT. First, 2D-track segments in the
chambers are identified by directly accessing the ALCT- and CLCT-pattern records available in the
DAQ. Then, the coordinate is calculated by using a simple analytical function fw(r) of the ratio r
built from the charges Q on 3 adjacent strips (centre, right, and left strips):

(x/w)measured = fw(r), where r =
1
2

[
Qright−Qleft

Qcentre−min(Qright,Qleft)

]
. (7.4)

This algorithm localises muon stubs in a chamber with a precision of <200 µm (figure 7.65
(right)), which is more than adequate for the HLT. The highest muon pT threshold used by the
HLT is 40 GeV. Due to the muon multiple scattering in the calorimeters and in the steel disks,
for muons with transverse momenta pT < 40 GeV, one need not measure muon coordinates with
a precision much better than ≈0.5 mm. This holds true for a muon momentum measurement in
the stand-alone muon system, for associating stand-alone muons with tracks in the central tracker,
and for the ultimate muon momentum measurement, which is achieved by means of combining
information from the central tracker and the muon system.
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Radiation tolerance

The high radiation rates at the LHC could result in devastating problems; thus, the detectors and
electronics were designed to be robust. To validate the design, we carried out a series of detailed
tests of chamber ageing and electronic board radiation damage.

Ageing studies were conducted [156] by irradiating CSCs at the GIF for several months. The
prototype gas system operated in recycling mode as envisioned for full-system operation (2 gas
volume exchanges per day with about 5% fresh gas added in each 1-volume cycle). The chambers
showed little change in gas gain, dark current, and spurious pulse rate. The total accumulated
charge on the wires was about 0.4 C/cm, corresponding to about 50 years of operation at full LHC
luminosity in the worst areas closest to the beam line. Upon opening the chambers, we observed a
layer of deposits on the cathode surfaces, but not on the anode wires. The deposits on the cathodes,
being slightly conductive (established by a small reduction of resistance between strips), did not
affect performance (e.g., by the Malter effect [157]).

To test the stability of electronic board performance, we dealt separately with 2 distinct radi-
ation components: total ionisation dose and neutron fluence. The total ionising dose for 10 LHC
years is ≈20 Gy for on-chamber boards and 2 Gy for peripheral crate electronics. The integrated
neutron flux over 10 years ranges from about 1010 to 1012 cm−2. Analog components of the elec-
tronics may suffer a steady and permanent deterioration in performance, while the main danger for
digital electronics are Single Event Effects (SEE), including Single Event Upsets (SEU) and Single
Event Latching (SEL). Upon an SEE occurrence, the electronics can typically be reset by reload-
ing the FPGAs or cycling the power: SEEs can thus be characterised by the meantime between
occurrences.

All electronic chips and components were tested with radiation doses far exceeding the 10
LHC-year equivalent [158]. For final-design boards, no significant deterioration in analog per-
formance was observed (noise, gain, threshold, etc.). All digital-electronic FPGAs were tested for
SEEs using typical fluences of≈3×1011 cm−2. No SEL was observed on any FPGA during testing.
SEU rates were dominated by the control logic on the CFEB boards. The SEU rate was lowered
significantly by introducing a design with triple-voting logic. The mean time between SEEs on a
single CFEB was measured and extrapolated to be 700 h at the LHC neutron fluence. With ≈2400
CFEBs in our system, a single CFEB will fail due to an SEU about every 30 min during LHC
running, which is an acceptable rate, and will need to be reset.

Reliability

Extensive testing of prototypes has shown that the CMS Endcap Muon System based on CSC
technology would meet all performance requirements and could be built within the constraints of
the construction budget. There are 468 six-plane CSCs in the system, with CSC planes comprising
≈5000 m2 of sensitive area. The total number of read-out channels is about 400000. During
the years of construction and commissioning, the CMS CSCs have proven to be very reliable in
operation (e.g., not a single wire out of about 2000000 in the system has ever snapped) and have
confirmed the expected performance. As an example, analyses of the first data taken in situ with
36 chambers and cosmic-ray muons showed that chambers had a 99.9% efficiency to detect muon-
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Figure 7.66: Layout of a double-gap RPC.

Table 7.2: Basic construction parameters.

Bakelite thickness 2 mm
Bakelite bulk resistivity 1–2 ×1010 Ω·cm
Gap width 2 mm

track segments (input to the Level-1 trigger) and the spatial resolution attainable at the high-level
trigger and offline was ≈150 µm.

7.3 Resistive Plate Chamber system

Resistive Plate Chambers (RPC) are gaseous parallel-plate detectors that combine adequate spatial
resolution with a time resolution comparable to that of scintillators [159, 160]. An RPC is capable
of tagging the time of an ionising event in a much shorter time than the 25 ns between 2 consecutive
LHC bunch crossings (BX). Therefore, a fast dedicated muon trigger device based on RPCs can
identify unambiguously the relevant BX to which a muon track is associated even in the presence of
the high rate and background expected at the LHC. Signals from such devices directly provide the
time and position of a muon hit with the required accuracy. A trigger based on RPCs has to provide
the BX assignment to candidate tracks and estimate the transverse momenta with high efficiency
in an environment where rates may reach 103 Hz/cm2.

The CMS RPC basic double-gap module consists of 2 gaps, hereafter referred as up and
down gaps, operated in avalanche mode with common pick-up read-out strips in between (fig-
ure 7.66) [161, 162]. The total induced signal is the sum of the 2 single-gap signals. This allows
the single-gaps to operate at lower gas gain (lower high voltage) with an effective detector effi-
ciency higher than for a single-gap. Table 7.2 lists the basic construction and operating parameters
of the CMS double-gap RPCs.
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Extensive ageing tests have been performed over the past years with both neutron and gamma
sources to verify long term detector performance in the LHC background environment [163, 164].
Results confirm that over a period equivalent to 10 CMS-operation years, no efficiency degradation
is expected while all other characteristic parameters stay well within the project specifications. Six
layers of RPC chambers are embedded in the barrel iron yoke, 2 located in each of the first and
second muon stations and 1 in each of the 2 last stations. The redundancy in the first 2 stations
allows the trigger algorithm to perform the reconstruction always on the basis of 4 layers, even for
low pT particles, which may stop inside the iron yoke. In the endcap region, the baseline design
foresees the instrumentation of the iron disks with 4 layers of RPCs to cover the region up to η =
2.1. However, in the first phase, due to budget limitations, only 3 layers up to η = 1.6 are built.
In addition, the background rate in the high η region is significantly higher, well beyond the limit
reached during the ageing test. Additional R&D to certify the detector performance under such
conditions is ongoing.

7.3.1 Detector layout

Barrel system

In the barrel iron yoke, the RPC chambers form 6 coaxial sensitive cylinders (all around the beam
axis) that are approximated with concentric dodecagon arrays arranged into 4 stations (figure 7.67).

In the first and second muon stations there are 2 arrays of RPC chambers located internally
and externally with respect to the Drift Tube (DT) chambers: RB1in and RB2in at smaller radius
and RB1out and RB2out at larger radius. In the third and fourth stations there are again 2 RPC
chambers, both located on the inner side of the DT layer (named RB3+ and RB3–, RB4+ and
RB4–). A special case is RB4 in sector 4, which consists of 4 chambers: RB4++, RB4+, RB4–,
and RB4– –. Finally, in sectors 9 and 11 there is only 1 RB4 chamber.

In total there are 480 rectangular chambers (table 7.3), each one 2455 mm long in the beam
direction. Exceptions are the chambers in sector 3 of wheel –1 and sector 4 of wheel +1, which
are 2055 mm long to allow passage of the magnet cooling chimney. Chambers RB1, RB2, and
RB3 have widths 2080, 2500, and 1500 mm, respectively. The widths of the RB4 chambers (which
depend on location) are given in table 7.4.

Physics requirements demand that the strips always run along the beam direction and are
divided into 2 parts for chambers RB1, RB3, and RB4. The RB2 chambers, a special case for the
trigger algorithm, have strips divided into 2 parts (RB2in in wheels +2 and –2 and RB2out in wheels
+1, 0, and –1) and into 3 parts (RB2out in wheels +2 and –2 and RB2in in wheels +1, 0, and –1).
Each chamber therefore consists of either 2 or 3 double-gap modules mounted sequentially in the
beam direction to cover the active area. For each double-gap module (up to 96 strips/double-gap),
the front-end electronics boards are located at the strip end, which minimises the signal arrival time
with respect to the interaction point. The strip widths increase accordingly from the inner stations
to the outer ones to preserve projectivity (each strip covers 5/16◦ in φ ). Figures 7.68 and 7.69 show
schematic views of chamber modules with 2 and 3 double-gaps, respectively. Table 7.5 lists some
global information regarding the barrel detector.
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Figure 7.67: Schematic layout of one of the 5 barrel wheels, which are labeled –2, –1, 0, +1, and
+2, respectively. Each wheel is divided into 12 sectors that are numbered as shown.

Table 7.3: Number of RPCs for different wheels.

RPC W+2 W+1 W0 W–1 W–2 Total

RB1in 12 12 12 12 12 60
RB1out 12 12 12 12 12 60
RB2/2in 12 - - - 12 24
RB2/2out - 12 12 12 - 36
RB2/3in - 12 12 12 - 36
RB2/3out 12 - - - 12 24
RB3 24 24 24 24 24 120
RB4 24 24 24 24 24 120

Total 96 96 96 96 96 480

Endcap system

In the forward and backward regions of the CMS detector, 3 iron disks constitute the endcap yokes.
Like in the barrel, 2 complementary muon detector systems are deployed for robust muon identifi-
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Table 7.4: Widths of the RB4 chambers.

Sector RB4+ RB4++ RB4– RB4– – RB4

S1–S3
S5–S7 2000 mm 2000 mm
S8 1500 mm 2000 mm
S12 2000 mm 1500 mm
S9, S11 2000 mm
S10 2500 mm 2500 mm
S4 1500 mm 1500 mm 1500 mm 1500 mm

Figure 7.68: Schematic layout of chamber module with 2 double-gaps.

Table 7.5: Barrel RPC system global parameters.

Number of stations 480
Total surface area 2400 m2

Number of double-gaps 1020
Number of strips 80 640

cation: cathode strip chambers (CSC) and RPCs. They are mounted on both faces of the disks to
yield 4 CSC stations (ME1–4) and, for the initial detector, 3 RPC stations (RE1–3). The double-
gaps in every station have a trapezoidal shape and are arranged in 3 concentric rings as shown in
the r-φ view of figure 7.70. They overlap in φ as to avoid dead space at chamber edges. Except
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Figure 7.69: Schematic layout of chamber module with 3 double-gaps.

Figure 7.70: Left panel: schematic r-φ layout of RPC station RE2 on the back side of the first
endcap yoke. Right panel: RPC station RE2 on the back side of the YE-1 yoke. The inner ring has
been staged and is absent here.

for station 1, the chambers of the innermost ring span 20◦ in φ , all others span 10◦. As mentioned
before, the high η part of the RPC system (beyond η ≈ 1.6) has been staged until the LHC is
scheduled to deliver its design luminosity of 1034 cm−2s−1.

Station RE1 is mounted on the interaction point (IP) side of the first endcap disk (YE1),
underneath the CSC chambers of ME1. Stations RE2 and 3 are mounted on the back side of
YE1 and on the IP side of YE3, respectively. They remain uncovered since the corresponding
CSC stations 2 and 3 are mounted on both faces of YE2. Figure 7.71 shows a schematic layout
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Figure 7.71: Schematic layout of the CMS endcap for the initial muon system.

Figure 7.72: A view of an endcap RPC chamber.

of the CMS endcap defining the nomenclature of the muon stations. Each endcap RPC chamber
consists of a double-gap structure enclosed in a flat trapezoidal shaped box made of 2 aluminium
honeycomb panels of 6 mm thickness each and a 16×16 mm2 section spacer frame (figure 7.72).
The strip panel, sandwiched in between the gas gaps, has copper strip sections on a G10 support.
Strips run radially and are radially segmented into 3 trigger sections for the REn/2 and REn/3
chambers (n = 1–3). The 32 strips of the 10◦ RPC chambers are projective to the beam line,
following a homothetic pattern. Besides the different mechanical shape and assembly, the front-
end electronics, services, trigger, and read-out schemes of the endcap RPC system are identical to
the barrel system. To an operator, the CMS barrel and endcap RPC systems look identical.
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Figure 7.73: Block diagram of RPC read-out electronics.

7.3.2 Readout electronics

Front-end electronics

The read-out strips are connected to Front-End Boards (FEB). After having been amplified and
discriminated, signals are sent unsynchronized to Link Boards (LB) placed around the detector.
The LBs synchronize the signals with the 40-MHz LHC clock and transmit them to the trigger
electronics located in the CMS counting room over a 90-m optical link at 1.6 GHz, as shown in the
block diagram of figure 7.73.

The FEBs house two (barrel version) or four (endcap version) front-end chips, which are
custom ASICs designed in AMS 0.8 µm CMOS technology [165]. Each chip is made of 8 identical
channels, each consisting of an amplifier, zero-crossing discriminator, one-shot, and LVDS driver.
The preamplifier is a trans-resistance stage with 15-Ω input impedance to match the characteristic
impedance of the strips. It is followed by a gain stage to provide an overall charge sensitivity of
2 mV/fC.

Since accurate RPC timing information is crucial for providing an unambiguous bunch cross-
ing assignment of the event, the zero-crossing discrimination technique was adopted to make the
timing response amplitude-independent. In fact, considering that the RPC signals have a wide dy-
namic range (from few tens of fC to 10 pC), the implemented architecture provides a time walk
below 1 ns, while the simpler leading-edge discrimination technique would have provided a time
walk of ≈10 ns. The discriminator is followed by a one-shot circuit. This produces a pulse shaped
at 100 ns to mask possible after-pulses that may follow the avalanche pulse. Finally, an LVDS
driver is used to send the signals to the LB in differential mode.

Gamma-irradiation tests showed no performance degradation of either the front-end chip or
the control electronics on the FEB [166]. Moreover, tests with thermal and fast reactor neutrons
(0.4 eV–10 MeV) and with more energetic neutrons (65 MeV), have certified that the circuit can
sustain the expected CMS operational conditions [167].
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Figure 7.74: Technical Trigger schematic layout.

RPC technical trigger electronics

Study of the detector performance is a crucial aspect during the detector-commissioning phase.
The RPC trigger system was designed to identify muon tracks starting from the interaction point.
Therefore, all interconnections among the LBs and trigger electronics were optimised to fulfil a
projective vertex geometry, not adequate for triggering on cosmic rays. Therefore, an RPC-based
trigger (Technical Trigger in the following) has been implemented by means of 2 types of electronic
boards: the RPC Balcony Collector (RBC) housed in the cavern and the Technical Trigger Unit
(TTU) located in the counting room (figure 7.74) [168].

The RBC collects 96-strip OR signals from the barrel LBs and produces a “local” sector-
based cosmic trigger to be used during commissioning or calibration of the detector. The RBC
transmits the ORs optically to the TTU boards in the Counting Room (30 fibres in total), where a
wheel-level cosmic trigger is produced and sent as a Technical Trigger to the CMS Global Trigger.
A proper algorithm for searching for cosmic-muon tracks is implemented in the TTU.

7.3.3 Low voltage and high voltage systems

General requirements

The RPC power systems operate in a hostile environment due to the high magnetic field and high
radiation flux. Large portions of the power systems are near the detectors on the balcony racks
placed around the barrel wheels and the endcap disks. In these areas the magnetic field can reach
1 T with radiation around 5·1010 protons/cm2 and 5·1011 neutrons/cm2. In cooperation with the
ATLAS, ALICE, and LHCb groups, the CMS collaboration developed a new design for an RPC
power system able to operate in such conditions. The main requirements for the RPC HV and LV
power supplies are collected in table 7.6.

The HV and LV systems are both based on a master/slave architecture. The master, called
the mainframe, is devoted to controlling and monitoring one or more slaves and is placed in a
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Table 7.6: HV and LV power supply requirements.

HV LV
Maximum Voltage 12 kV 7 V
Maximum Current 1 mA 3 A
Ripple <100 mV pp at load <10 mV pp at load

(freq <20 MHz) (freq <20 MHz)
Programmable Voltage from 0 to 12 kV from 0 to 7 V
Current monit. precision 0.1 µA 100 mA
Voltage monit. precision <10 V 100 mV

safe and accessible area like the control room. The slaves can be located near the detector and
are designed to be modular and multi-functional to accept both HV and LV boards. These have
to work in a hostile and inaccessible area and are based on radiation-tolerant and magnetic-field-
tolerant electronics.

Past experience with RPC detector systems, however, suggested that it is important to have
the HV power supplies in an accessible area. In case of unsustainable high current on a detector,
the possibility of removing a channel during operation should be available. Therefore, the CMS
RPC collaboration decided to keep the master/slave architecture for both the HV and LV systems
but to move all HV system components into the control room.

HV and LV system description

The system is based on the EASY (Embedded Assembly SYstem) project. It is made of a master
SY1527 (mainframe) which houses up to 16 branch controller boards (A1676A) and of EASY3000
crates (slaves). The EASY3000 crate can house different boards (high and low voltage, ADC, and
DAC). Each EASY3000 board operates as a channel of the A1676A and can be accessed through
the mainframe. The EASY architecture foresees 2 independent 48-V power supplies to power
independently the channel regulators and the control logic. The EASY system is connected to the
external world through a serial port and an ETHERNET3 interface that allows the user to monitor
and control the whole system with various software from a very easy TELNET interface to a more
sophisticated OPC protocol.

HV hardware. The A3512 double-width board is equipped with 6 floating 12 kV/1 mA channels
of either positive or negative polarity. The 6 channels have an independent return to avoid ground
loops. The board is designed with an output voltage that can be programmed and monitored in
the 0–12 kV range with 1 V resolution and with a monitored current resolution of 0.1 µA. This
current resolution allows the Detector Control System (DCS) to study the current behaviour of
every chamber with an accuracy of at least 1/10 of the measured current (between 10 and 20 µA
per chamber). In the barrel there is 1 HV channel per chamber, while in the endcap region 1
channel supplies 2 chambers. In this last case, an upgrade of the system will depend on future
budget availability. A summary of the HV systems is given in table 7.7.
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Table 7.7: Summary of HV systems.

Barrel Endcap
HV channels 480 216
HV boards 80 36
Easy3000 Crates 14 6

Table 7.8: Summary of LV systems.

Barrel Endcap
LV channels 720 432
LV boards 60 36
Easy3000 Crates 20 14

LV hardware. The CAEN A3009 board is a 12-channel 8V/9A power-supply board for the
EASY Crate. It was developed for operation in magnetic fields and radioactive environments. The
output-voltage range is 1.5–8 V with 5-mV monitor resolution; channel control includes various
alarms and protections. The output current is monitored with 10-mA resolution.

Each chamber is supplied by 2 LV lines for the front-end analog (LVa) and digital (LVd)
parts. To avoid ground loops on the detector, it is important to preserve, when possible, a 1-to-1
correspondence between LV channel and chamber. This is achieved in the barrel system, where
there is 1 LVa and 1 LVd channel per chamber. However, for the endcap detector, at the start-up
1 LVa and 1 LVd are distributed between 2 chambers. A summary of the LV systems is given in
table 7.8.

7.3.4 Temperature control system

RPC operation is sensitive to both temperature and atmospheric pressure. Therefore, the chambers
are constantly monitored to compensate in real time for the detector operating point (HV value). A
network of 420 sensors located inside the barrel chambers is available to monitor the temperature.
The AD592BN sensor (Analog Devices) can work in a hostile environment with a resolution of
about 0.5°C, better than the CMS requirement (1°C). Sensors are read out by a 128-channel ADC
equipped with a 12-V input stage.

Additional sensors are available on each front-end board; they are read out through the LB
electronics to monitor the temperature.

7.3.5 Gas system

Test results [169] showed that RPCs are suitably operated with a 3-component non-flammable
mixture of 96.2% R134a (C2H2F4), 3.5% iC4H10 and 0.3% SF6. Water vapour is added to the
gas mixture to maintain a relative humidity of about 45% and to avoid changes of the bakelite
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Table 7.9: Main gas parameters of the CMS RPC system.

Gas volume 14 m3

Gas mixture composition 96.2% R134a, 3.5% iC4H10, and 0.3% SF6

Internal chamber pressure above atmosphere 3 mbar
Nominal flow rate 10 m3/h
Fresh gas replenishing rate 0.2 m3/h
Number of gas channels 250 (barrel) + 144 (endcaps)

Figure 7.75: Closed-loop circulation system.

resistivity. The basic function of the gas system is to mix the different gas components in the
appropriate proportions and to distribute the mixture to the individual chambers. The large detector
volume and the use of a relatively expensive gas mixture make a closed-loop circulation system
mandatory. The main gas-system parameters are given in table 7.9.

The system consists of several modules: the primary gas supply, mixer and closed-loop cir-
culation system, gas distributors to the chambers, purifier, pump, and gas-analysis station [132].
The full closed-loop circulation system (figure 7.75) extends from the surface gas building SGX to
the USC55 service cavern and UXC55 experimental cavern.

Mixer

The primary gas supplies and the mixer are situated in the SGX building. The flow of component
gases is controlled by mass-flow meters. Flows are monitored by a computer-controlled process,
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Table 7.10: Chamber volumes and gas flow for a single wheel of the barrel detector.

RPCs Volume number Volume Operating total flow
Station in that per RPC of gas per gas channel per station

station (l) channels channel (l) flow (l/h) type (l/h)
RB1 24 20.6 12 41.2 27.5 330
RB2 24 25.4 12 50.8 33.9 406
RB3 12 31.4 12 31.4 20.9 251
RB4 12 43.4 14 43.4 28.9 347

Total 72 50 1334

which constantly calculates and adjusts the mixture percentages supplied to the system. The gas
mixture is maintained non-flammable by permanent monitoring. The gas flow is stopped auto-
matically if the iC4H10 fraction increases beyond the flammability limit. For fast detector filling,
parallel rotameters are used, instead of the mass-flow controllers, yielding a complete volume re-
newal in about 8 hours.

Closed-loop circulation

The mixed gas is circulated in a common closed loop for the barrel and both endcaps. The circula-
tion loop is distributed among 3 locations:

• the purifier, gas input, and exhaust gas connections are located in the SGX building;

• the pressure controllers, separation of barrel and endcaps systems, compressor, and analysis
instrumentation are located in the USC (accessible at any time);

• the manifolds for the chamber-gas supplies and channel flow meters are mounted in the
distribution racks near the detector.

The high density of the used mixture generates a hydrostatic pressure of about 0.3 mbar/m
above atmospheric pressure. Since the total RPC detector height is about 15 m, the barrel detector is
split into 2 zones (top and bottom) that have independent pressure regulation systems (figure 7.76).
Each barrel muon station has an independent gas line. The 2 RPC chambers located in a station are
supplied in parallel from the same patch panel sitting nearby. This configuration leads to 250 gas
channels (50 per wheel) for the full barrel detector (table 7.10).

Each endcap detector consists of 3 disks, RE1, RE2, and RE3, with a total of 216 double-
gap chambers. Each disk is composed of 2 concentric rings (i.e., for REn: REn/2 and REn/3) of
36 chambers each. In the RE1 rings the chambers are divided in 6 φ sections of 60◦. A section
contains 6 chambers and is supplied with 2 gas lines for the up and down gaps (figure 7.77a). The
gas flow in the up gap is in the opposite sense to that in the down gap to improve the average gas
quality. In the RE2 and RE3 stations, the chambers are divided into 12 φ sections of 30◦. Each
section contains 3 chambers of the external ring and the corresponding 3 chambers of the internal
ring, i.e., an RE2 section includes 3 RE2/2 and 3 RE2/3 chambers (figure 7.77b). In RE2 and RE3
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Figure 7.76: The 2 zones into which a wheel is sub-divided. Each station (2 chambers) is supplied
by a gas line.

Figure 7.77: In each endcap disk the RPC detectors are divided in 2 rings. RE1 (a) is divided into
60◦ sectors, while in RE2 and in RE3 (b) sectors are composed of 3 chambers of the internal ring
and the corresponding 3 of the external ring. Every sector is supplied by 2 independent gas lines.

as well there are 2 gas lines per section (for the up and down gaps) and the flows are in the opposite
sense between the two. The total number of channels and the relative gas flows are summarised in
table 7.11.
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Table 7.11: Chamber volumes and gas flows for a single endcap of the CMS RPC system.

RPCs Volume Number Volume Operating Total flow
Module in that per RPC of gas per gas channel per module

module (l) channels channel (l) flow (l/h) type (l/h)
RE/1/2 36 5.1 12 30.6 20.4 122
RE/1/3 36 7.4 12 44.4 29.6 178

RE/2/2 36 5.1 24 20.3 13.5 324
RE/2/3 36 8.4

RE/3/2 36 5.1 24 20.3 13.5 324
RE/3/3 36 8.4

Total 216 72 948

Pressure regulation system and gas distribution in UXC

Pressure regulation is achieved in the USC area for each of the 2 zones. Each height section has its
own pressure control and protection system consisting of bubblers located in the distribution racks
at the bottom of the wheels/disks. The oil level is adjusted to account for the hydrostatic pressure
differences in the 2 zones. The distribution racks are installed at the bottom of each wheel/disk.
The supply and return lines for each station are equipped with a mass-flow meter and a needle valve
(only at the inlet). The flow measurements allow the detection of possible leaks, while the needle
valves are used for the flow adjustment between different stations.

Purifier

Results from long term tests performed by CMS showed that the impurity concentrations produced
in the RPC chambers are high enough to influence the detector performance if they are not properly
removed from the mixture. Therefore, to achieve a high recycling rate the closed-loop circulation
system is equipped with a purifier module containing 3 cleaning agents. In the first running phase
the 3 cleaning agents are contained in 2 purifiers. Both the purifiers are 24-l cartridges. The first
is filled with a 0.5-nm molecular sieve, while the second is filled with the following combination:
25% Cu-Zn filter (type R12, BASF), 25% Cu filter (type R3-11G, BASF), and 50% Ni-Al2O3 filter
(type 6525, Leuna). During the high luminosity running period the second purifier will be split into
2 separate 24-l cartridges, the first containing the R12 and R3-11G cleaning agents and the second
containing the 6525 Leuna filter. Each purifier is equipped with an automatic regeneration system:
2 identical cartridges are present allowing the regeneration of a cartridge while the other is in use.

Gas-quality monitoring

Two independent systems are in preparation to continuously monitor the gas quality. The gas-
gain monitoring system [170] is based on several small (50× 50 cm2) single-gap RPCs whose
working points (gain and efficiency) are continuously monitored online. The system is designed to
provide a fast and accurate determination of any shift in the working points. The small single-gap
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RPCs are divided into several sub-groups supplied with gas coming from different parts of the full
system (i.e., fresh gas mixture, input to the chambers in closed-loop circulation, and return from the
closed-loop circulation). The second gas monitoring system [171] performs both qualitative and
quantitative gas chemical analyses with a set-up that includes a gas chromatograph, pH sensors,
and specific fluoride electrodes. In the underground service cavern (USC), many sampling points
equipped with manual valves allow the analysis of the gas mixtures that return from every half
wheel. In the surface gas building (SGX), sampling points are available to monitor the effectiveness
as well as the status of each cartridge in the purifier module.

7.3.6 Chamber construction and testing

In view of the extremely large-scale production (a factor of 10 greater than in past experiments),
impressive quality control and certification protocols were set along the production chain at many
different levels:

• selection of electrodes and resistivity certification;

• certification of single-gaps and double-gaps;

• chamber testing.

Details regarding the quality certification procedures have been reported elsewhere [172].
Only a short summary of the chamber testing results is given below.

Chamber performance at the test sites

Several RPC test stands were in operation. Each telescope consisted of a tower in which several
detectors could be placed horizontally and read out in coincidence with the passage of the crossing
of cosmic muons. Two sets of scintillators, at the top and the bottom of the telescope, were used
for triggering purposes. Atmospheric and environmental conditions were continuously monitored
during the tests. These values were used to scale the applied HV for temperature and pressure
variations to evaluate the effective high voltage (HVeff) [173] at given reference values (T0 = 293 K
and P0 = 1010 mbar).

The final gas mixture (96.2% C2H2F4, 3.5% iC4H10, and 0.3% SF6) was used and water
vapour was added to keep the gas relative humidity at a value of about 45%.

The tracking capabilities of the test telescope provided a full characterisation of the detectors
in terms of efficiency, cluster size, and noise rate. Also the chambers’ local efficiency and the spatial
resolution were studied. Rigourous and automatic protocols were developed and systematically
applied at all test sites in order to accept chambers that satisfied the CMS requirements.

First, the chamber efficiency was studied with the “coincidence” method by evaluating the
ratio between the number of events in which an RPC module had at least 1 fired strip in the trigger
window (100 ns) and the total number of recorded events. In figure 7.78 the distribution of the
maximum efficiency for all the barrel RPCs is shown. The mean value of the distribution is 97.2%.
In figure 7.79 the efficiency distribution at HV = 9.3 kV for the first 27 endcap chambers is shown.

The chamber response uniformity was also studied by performing track recognition through
the telescope. Muon trajectories were reconstructed in 2-dimensional views, where the x coordinate
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Figure 7.78: Distribution of plateau efficiency for all the barrel chambers.

Figure 7.79: Efficiency at HV = 9.3 kV for the first 27 endcap chambers.

is defined by the strip position along the chamber and the y coordinate by the chamber position in
the tower. Details about the pattern recognition algorithm have been presented elsewhere [174].
The track-impact point on the chamber under test was also determined and the distance to the
nearest cluster centre was evaluated. A chamber was considered efficient if the reconstructed muon
trajectory matched the fired strip. A typical strip-by-strip efficiency plot is shown in figure 7.80.

The chamber cluster size is defined as the average value of the cluster-size distribution. In
Figure 7.81 the profile histogram of the cluster-size distribution as a function of the HVeff is shown
for all the barrel chambers. A chamber was accepted if the cluster size was below 3 strips at the
knee of the efficiency plateau.
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Figure 7.80: Local efficiency at HVeff = 9.6 kV for a barrel chamber.

Figure 7.81: Profile histogram of the chambers’ cluster-size distribution as a function of HVeff.
The dots and bars are the average and the root-mean-square of the cluster-size distributions, re-
spectively.

Magnet Test and Cosmic Challenge (MTCC)

During the summer and fall of 2006 a first integrated test of an entire CMS “slice” was performed
in the SX5 experimental surface hall. For the RPC system, 3 barrel sectors and a 60◦ portion of the
first positive endcap disk were involved in the test. The chambers were operated with their final
power system configuration, and CMS DAQ software, data quality monitor (DQM), and detector
control system (DCS) were implemented for the detector read-out and control.

The RPC Balcony Collector (RBC) board provided a cosmic trigger with a selectable majority
level of signals from the 6 RPC barrel chambers. A trigger rate of about 30 Hz/sector for a majority
level of 5/6, and 13 Hz/sector for a 6/6 majority was found while operating the detector on the
surface. The RBC trigger was well synchronized with the other muon detector (DT and CSC)
triggers.
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Figure 7.82: Iguana muon reconstruction: RPC-fired strips are in red and DT hits in green.

Figure 7.83: Barrel chamber noise profile at HVeff = 9.6 kV.

Several millions of events were collected with different trigger configurations. The DQM
was used successfully during the MTCC. It allowed the online checking of the quality of the data
and the chamber behaviour in terms of cluster size, number of clusters, etc. Figure 7.82 shows the
event display of a typical cosmic muon triggered by the RBC and crossing both RPCs and DTs.

Specific runs were taken before and during the test to evaluate the noise rate. Preliminarily,
all the threshold values on the front-end electronic discriminators were set to achieve the best noise
configuration with higher efficiency. The chamber noise rate profile for a barrel station is shown
in figure 7.83 at HVeff = 9.6 kV, while figure 7.84 shows the overall noise distribution for all the
barrel strips involved in the test.

The RPC efficiency can be studied by extrapolating DT segments to the corresponding RPC
layer and by requiring matching hits within an appropriate width. In figure 7.85 the chamber
efficiency as a function of the HVeff is shown for some RPC stations.

Results are in agreement with those obtained during testing at construction sites and fully
meet the design specifications.
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Figure 7.84: Noise distributions in 2 different magnetic fields. All strips of the barrel stations are
included in the distribution.
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Figure 7.85: Global efficiency vs. HVeff, estimated by means of DT segment extrapolation.
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7.4 Optical alignment system

For optimal performance of the muon spectrometer [132] over the entire momentum range up to
1 TeV, the different muon chambers must be aligned with respect to each other and to the central
tracking system to within a few hundred µm in rφ . The required alignment precision for the endcap
chambers is 75–200 µm, while for the barrel the precision varies from 150 µm for the inner cham-
bers of Station 1 to 350 µm for the outer chambers of Station 4. To this end, after following strict
chamber construction specifications, CMS combines precise survey and photogrammetry measure-
ments, measurements from an opto-mechanical system, and the results of alignment algorithms
based on muon tracks (both from cosmic rays and from pp collisions) crossing the spectrometer.

There are several potential sources of misalignment in the muon spectrometer, from chamber
production to final detector operating conditions, including:

• Chamber construction tolerances. These are unavoidable geometrical tolerances in the pro-
duction of the chamber parts, such as mis-positioning of wires or strips within a layer and
relative shifts in the layer-superlayer assembly. The relative positioning of the different in-
ternal components of a chamber was measured during construction to be within the required
tolerances (section 7.1 and 7.2). After assembly, all chambers were tested with cosmic muon
data and showed good correlation between those measurements and the results of muon track
fits. Furthermore, the geometry of the DT chambers was measured at the CERN ISR assem-
bly hall using optical and survey techniques. These data are compared with construction
drawings and cosmic data to provide corrections to the nominal chamber geometry when
necessary.

• Detector assembly, closing tolerances. Gravitational distortions of the return yoke lead to
static deformations of the steel support. This effect, together with the installation tolerances,
results in displacements of the chambers in the different barrel wheels and endcap disks of
up to several millimetres with respect to their nominal detector positions. After chamber
installation, survey and photogrammetry measurements were performed for each wheel and
disk. These measurements provide an initial geometry — position and orientation of each
muon chamber in the different yoke structures — which absorbs installation tolerances and
static steel deformations [175].

• Solenoid effects. Magnetic field distortions lead to almost perfect elastic deformations of
the return yoke, at the level of a few centimetres. They result in further displacement of the
chambers. The new detector geometry resulting from the magnetic forces is accessed with
measurements of the optical system and track-based alignment techniques.

• Time-dependent effects. During operation, thermal instabilities and other time-dependent
factors can cause dynamic misalignments at the sub-millimetre level.

The Muon Alignment (MA) system was designed to provide continuous and accurate mon-
itoring of the barrel and endcap muon detectors among themselves as well as alignment between
them and the inner tracker detector. To fulfil these tasks the system is organized in separate blocks:
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Figure 7.86: Schematic view of the alignment system. Left panel: longitudinal view of CMS. The
continuous and dotted lines show different optical light paths. Right panel: transverse view of the
barrel muon detector. The crossing lines indicate the r-z alignment planes with 60◦ staggering in φ .

local systems for barrel and endcap muon detectors to monitor the relative positions of the cham-
bers, and a link system that relates the muon and central tracker systems and allows simultaneous
monitoring of the detectors.

The system must generate alignment information for the detector geometry with or without
collisions in the accelerator. The dynamic range of the system allows it to work in the solenoidal
magnetic field between 0 and 4 T. Its goal is to provide independent monitoring of the CMS track-
ing detector geometry with respect to an internal light-based reference system. This will help to
disentangle geometrical errors from sources of uncertainty present in the track-based alignment
approach, e.g., knowledge of the magnetic field, material description, and drift velocity.

The basic geometrical segmentation consists of 3 r-z alignment planes with 60◦ staggering in
φ . This segmentation is based on the 12-fold geometry of the barrel muon detector. Within each
plane, the 3 tracking sub-detectors of CMS (central tracker, barrel and endcap muon detectors)
are linked together. Figure 7.86 shows schematic longitudinal and transverse views of CMS, with
the light paths indicated. Furthermore, the barrel and endcap monitoring systems can work in
stand-alone mode, in which they provide reconstruction of the full geometry of each independent
sub-detector. The layout of the optical paths allows the monitoring of each of the 250 DT chambers,
while only one sixth of selected CSCs in the 4 endcap stations are directly monitored. Alignment
sensors located in the region between the muon barrel wheels and endcap disks allow the tracker
and muon detectors to be aligned with respect to each other.

7.4.1 System layout and calibration procedures

The optical network uses two types of light sources: LEDs and laser beams. It is composed of
10 000 LEDs and 150 laser beams together with precise measuring devices: ≈ 900 photo-detectors
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and ≈ 600 analog sensors (distance sensors and inclinometers), complemented by temperature,
humidity and Hall probes. The system is structured into three basic blocks whose main features
are described below.

Muon barrel alignment

The monitoring of the barrel muon detector (figure 7.87) is based on the measurement of all the
250 DT chamber positions with respect to a floating network of 36 rigid reference structures, called
MABs (Module for the Alignment of Barrel). The MAB design was optimised to achieve adequate
mechanical rigidity of the structures under load and in thermal and humidity gradients. Long
term measurements showed deviations below 100 µm and 50 µrad [176]. The MABs are fixed
to the barrel yoke forming 12 r-z planes parallel to the beam line and distributed in φ every 60◦.
Each structure contains 8 specially designed video cameras that observe LED sources mounted
on the DT chambers. Extra light sources and video-cameras in specific MABs serve to connect
MABs in different planes forming a closed optical network (called diagonal connections). The
MAB positions in the z coordinate are measured with respect to 6 calibrated carbon-fibre bars (z-
bars) sitting on the outer surface of the vacuum tank of the solenoid. The MABs in the external
wheels, YB±2, are equipped with extra alignment sensors and light sources that connect the barrel
monitoring system with the endcap and tracker detectors.

The 4 corners of the DTs are equipped with LED light sources. Four LED-holders, or forks,
are rigidly mounted on the side-profile of the honeycomb structure (2 per side) and use the rect-
angular 50 × 65 mm2 tube as a light passage. Each fork contains 10 LEDs, 6 and 4, respectively,
on each side. There are 10 000 light sources mounted on the DT chambers. The position of the
forks with respect to the chamber geometry was measured on a dedicated bench with a precision
of < 70 µm. As an important by-product, the calibration also provides the full geometry, including
the planarity, trapezoidity, and the relative positions of superlayers for each DT chamber with < 40
µm precision, as described in section 7.1.4. Each LED-holder and video-sensor was individually
calibrated before its assembly on the DT chambers or MABs and z-bars. LED-holders were mea-
sured and the position of the light centroid was determined with respect to the holder mechanics
with an accuracy of 10 µm. Long term measurements showed good stability of the centroids and
light intensity distributions. CMOS miniature video sensors, containing 384 × 288 pixels with 12
× 12 µm2 pixel size, were calibrated to absorb residual response non-uniformities and the intensity
nonlinearities. The video cameras, consisting of a video sensor and a single-element lens assem-
bled in an aluminium box, were also calibrated to determine their inner geometrical parameters.
Fully instrumented MABs containing the necessary number of survey fiducials were calibrated on
a special bench, where the whole geometry of the structure, positions, and orientations of elements
were determined with overall accuracies of 70 µm and 50 µrad.

Once MABs were installed (figure 7.88), the initial MAB positions on the barrel wheels were
determined by photogrammetry measurements.

The control, read-out, and data preprocessing [177] are performed by a network of local
minicomputers (1 per MAB, 36 in total) that makes it possible to run the full system in parallel. The
minicomputers are connected to the main control PC via an Ethernet network capable of working in
magnetic fields. The main control PC synchronizes the operation of the light sources mounted on
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Figure 7.87: Schematic view of the barrel monitoring system showing the optical network among
the MAB structures.

Figure 7.88: Installation of the MABs on wheel YB+2.
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the DT chambers and the read-out of the images taken by the cameras. The minicomputers control
the light sources mounted on the MABs and the z-bars, read out the temperature and humidity
sensors, perform the image read-out and digitisation, and calculate the image centroids of the light
sources. The results are transferred to the main control PC, which is connected to the corresponding
central CMS units.

Based on simulation, the barrel monitoring system should provide a stand-alone measurement
of the barrel chambers with an average r-φ position accuracy of 100 µm for chambers in the same
sector and about 250 µm between barrel sectors. The current understanding of its performance is
discussed in section 7.4.3.

Muon endcap alignment

The muon endcap alignment system [178] is designed to continuously and accurately monitor
the actual positions of the 486 CSCs relative to each other, relative to the tracking system, and
ultimately within the absolute coordinates of CMS. Due to the large magnetic field, the chambers
mounted on the endcap yoke undergo substantial motion and deformation, on the order of a few
centimetres, when the field is switched on and off. The alignment system must measure the disk
deformation and monitor the absolute positions of the CSCs in the r-φ plane and in z. From
simulations, the required absolute alignment accuracies were found to run from 75 to 200 µm in
r-φ . Because the r and r-φ accuracies are directly coupled, the required accuracy in the r-position
is ≈400 µm. The z displacement due to the deformation of the iron yoke disks caused by the
strong and non-uniform magnetic field in the endcaps requires the alignment sensors to be able to
accommodate a dynamic range of ≈2 cm with an accuracy of ≈1 mm.

The system uses a complex arrangement of 5 types of sensors for the transferring and moni-
toring of φ , r, and z coordinates (figure 7.89). The system measures one sixth of all endcap cham-
bers. The main monitoring tools within the r-φ plane are the Straight Line Monitors (SLM). Each
SLM consist of 2 cross-hair lasers, which emit a nearly radial laser beam across 4 chambers from
each end, and provide straight reference lines that are picked up by 2 optical sensors (Digital CCD
Optical Position Sensors, DCOPS [179]). This arrangement provides references for the chamber
positions relative to the laser lines. Figure 7.90 shows a photograph of a complete SLM on sta-
tion ME+2. The figure also indicates r-sensors for monitoring radial chamber positions, z-sensors
for axial distance measurements between stations, and a clinometer for monitoring the tilt of the
mechanical support assembly (transfer plate) onto which lasers, reference DCOPS, and z-sensors
are mounted. The inset in figure 7.90 shows the location of proximity sensors on the outer ring of
the ME+1 station, which monitor the azimuthal distance between neighbouring chambers. These
are necessary because the outer ring of ME1 chambers is the only ring for which the CSCs do not
overlap in φ . Furthermore, every CSC and alignment device is equipped with photogrammetry
targets to allow absolute magnet-off measurements.

The φ coordinate alignment is handled by optical SLMs and transfer lines. Transfer laser lines
run parallel to the CMS z-axis along the outer cylindrical envelope of CMS at 6 points separated by
60◦ in φ . The SLMs run across the surface of one sixth of all the CSCs, along radial directions, and
link transfer lines on opposite sides of a disk. Both laser lines have a similar basic configuration:
a laser beam defines a direction in space that is picked up by several DCOPS precisely mounted
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Figure 7.89: Visualisation of the geometry and components of the muon endcap alignment system.
The square objects represent optical sensors (DCOPS) for monitoring 3 straight laser lines across
each endcap station.

on CSCs or transfer plates to reference their own positions. Mounting accuracies due to tolerances
of dowel pins and dowel holes are ≈50 µm. Every DCOPS comprises 4 linear CCDs, each with
2048 pixels and 14 µm pixel pitch. The CCDs are basically arranged in the shape of a square and
can be illuminated by cross-hair lasers from either side. The r and z coordinate measurements are
performed by analog linear potentiometers and optical distance devices in contact with aluminium
tubes of calibrated length.

All analog sensors were calibrated with a 1D precision linear mover with 6.4 µm step size.
The uncertainty in the absolute distance calibration is 100 µm for r sensors and 53 µm for z sen-
sors [180]. Calibration for optical DCOPS consisted in determining the distance from the surface
of the mount hole for a reference dowel pin to the first active CCD pixel and measuring the pro-
jected pixel pitch of each of the 4 CCDs. This was done on a calibration bench where a fibre-bundle
variable light source at the focus of a parabolic mirror illuminated a mask with 8 optical slits. A
simple geometry reconstruction, based on coordinate-measuring-machine data for the calibration
mask and sensor mounts, determined the physical pixel positions. Calibration errors were typically
30 to 50 µm.
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Figure 7.90: Close-up of one of the 3 Straight Line Monitors (SLM) on the ME+2 station with
cross-hair laser, DCOPS, and analog sensors (r, z, and Tiltmeter). The insert indicates the location
of proximity sensors on ME+1.

Link system

The purpose of the link alignment system is to measure the relative position of the muon spectrom-
eter and the tracker in a common CMS coordinate system. It is designed to work in a challenging
environment of very high radiation and magnetic field, meet tight space constraints, and provide
high precision measurements over long distances. A distributed network of opto-electronic position
sensors, ASPDs (amorphous-silicon position detectors) [181], placed around the muon spectrome-
ter and tracker volumes are connected by laser lines. The entire system is divided into 3 φ -planes
60◦ apart; this segmentation allows a direct reference of each muon barrel sector with the tracker
detector and provides a direct reference also to the endcap alignment lines in the first endcap sta-
tion, ME1. Each plane consists of 4 quadrants (figure 7.86) resulting in 12 laser paths: 6 on each
z-side of the CMS detector, and generated by 36 laser sources. The system uses 3 types of refer-
ence structures: rigid carbon-fibre annular structures placed at both ends of the tracker (alignment
rings, AR) and at the YE±1 wheels of the endcap muon spectrometer (link disks, LD); and the
MAB structures attached at the external barrel wheels, YB±2. Figure 7.91 (left) shows the LD
and AR carbon fibre structures installed in the inner η = 3 cone. The link measurement network
is complemented by electrolytic tiltmeters, proximity sensors in contact with aluminium tubes of
calibrated length, magnetic probes, and temperature sensors.

The ARs are rigidly attached to the endcap tracker detectors, TECs, through a purely me-
chanical connection with the instrumented silicon volume (section 3.3.7). Three pillars, acting as
support fixations, connect the last instrumented disk of each TEC with the corresponding AR, at
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Figure 7.91: Left panel: Link Disk and Alignment Ring installed in the inner η = 3 cone during the
first closing of the detector in summer 2006, MTCC period. Right panel: Alignment Ring mounted
in the TEC end flange.

both ends of the tracker volume, see figure 7.91 (right). The position and orientation of the ARs
with respect to the TEC disks 9 and 10 were measured with a coordinate-measurement machine
using the external survey fiducials prior to the TEC assembly and instrumentation. Changes in
angular orientations are monitored by high precision tiltmeters placed at the AR and TEC disk 10.
Laser sources originating at the AR and running along the inner detector boundary reach ASPD
sensors on the first endcap disk, ME1, and on the external barrel wheel.

The ASPDs are 2D semitransparent photo-sensors, which consist of 2 groups of 64 silicon
micro-strips with a pitch of 430 µm oriented perpendicularly. With ≥80% transmittance for the
685 nm wavelength used in the system, they allow multi-point measurements along the light path
without significant distortions in the beam direction. The intrinsic position resolution is about 2
µm. The location, centre position, and orientation of the ASPD with respect to reference pins in
their mechanical mount are measured with a non-contact CMM (Coordinate Measuring Machine)
with an overall accuracy of 15 µm. Distance measurement devices (optical distance sensors and
linear potentiometers) already mounted in their final mechanics were calibrated using 2 µm resolu-
tion linear movers and pre-measured calibration fixtures. The uncertainties in absolute and relative
calibration [182] are below 50 µm and 20 µm, respectively, for the different sensor types. The
intrinsic accuracy of the tiltmeters sensors, after calibration, is about 2 µrad; mechanical offsets
inherent to the mechanical mounts and assembly tolerances are determined by survey and pho-
togrammetry techniques.

The light sources (collimators) and specific optical devices housed on the alignment reference
structures (AR, LD, and MABs) create the laser beam paths with the layout described above. Each
collimator is focused to its working distance to ensure Gaussian beam profiles along the propa-
gation path to avoid beam-shape-induced bias in the position reconstruction. The adjustment and
calibration [183] of the laser rays for the AR and LD structures were done on a dedicated bench
instrumented with a precise survey network that mimics the nominal detector geometry. Beams
were adjusted to their nominal geometry with a precision better than 100 µrad. Long term mea-
surements were performed after beam adjustments. Beam pointing stability, including temperature
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effects, was found to be better than 30 µrad. The adjustment and calibration accuracy was limited
to 30–100 µrad due to the finite dimension of the structures combined with the intrinsic accuracy
of the survey and photogrammetry measurement techniques of 70 µm.

Survey and photogrammetry measurements are also performed during the installation of the
alignment structures in the detector. An installation accuracy of the order of a few millimetres and
milliradians is needed to ensure correct functionality of the system, taking into account the standard
CMS assembly tolerances of the big endcap disks and barrel wheels.

The control, read-out, and data preprocessing are performed by two types of electronic
boards. Analog sensors read-out and laser control use standard ELMB (embedded local monitor
board) cards [184]. For the read-out of ASPD sensors, custom made LEB (local electronic board)
cards were developed. LEBs are intelligent imaging acquisition boards made to read and control up
to 4 ASPD sensors. They are based on Hitachi micro-controllers. ELMB and LEB boards use the
CAN communication protocol to connect the front-end electronics and the main control PC unit.

7.4.2 Geometry reconstruction

The DAQ, monitoring, and control software are integrated into the DCS (detector control system)
environment. Data are recorded in an online Oracle database and subsequently converted into ntu-
ples by specialised programs that perform database queries and apply calibrations to convert raw
values into meaningful physical quantities. This provides the necessary information for global
geometry reconstruction, which is handled by COCOA (CMS Object-Oriented Code for Optical
Alignment) [185], an offline program to simulate and reconstruct the complex optical alignment
system. Due to the unknown movements of different CMS structures, the sensors of the optical
alignment systems will not measure the expected nominal values. The aim of COCOA is to anal-
yse the observed changes in these measurements to determine which are the displacements and/or
rotations that caused them. The approach adopted by COCOA to tackle this problem is to solve the
system of equations that relate the measurement values to all the positions, rotations, and internal
parameters of all the objects that make up the system. In fact, to solve the system of equations,
one does not need to know the explicit form of the equations, but only the derivatives of each mea-
surement value with respect to each object parameter. COCOA uses a geometrical approximation
of the propagation of light to calculate numerically these derivatives and then solves the system of
equations through a nonlinear least squares method. Due to the large number of parameters in CMS
(about 30 000), big matrices are needed. COCOA matrix manipulations are based on the Meschach
Library [186].

COCOA has proved its robustness through its extensive use in CMS for several design studies,
as well as for the analysis of several test benches and magnet test results. Its output, the aligned
geometry, will be used as input geometry for track reconstruction as well as for further alignment
studies based on muon tracks from cosmic rays and from pp collisions.

7.4.3 System commissioning and operating performance

A first test of the large superconducting solenoid magnet in the CMS detector was successfully
performed between June and November 2006, during which stable operation at full field (4 T) was
achieved (section 3.3). The alignment sensors, read-out, and DAQ software were commissioned
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during this test period for about one third of the system, instrumented at the +z side of the detector.
This allowed the first full-scale dynamic test of the system. The performance of the system as well
as the main features of the yoke displacement and deformation were studied. The relevant results
are summarised below:

• Measurement of relative movements due to thermal changes.
The effects of thermal changes (day-night variations) for DT and CSC chambers were re-
corded for the conditions present during the test, with the detector in the surface assembly
hall and power on only ≈5% of the muon spectrometer. The measured relative movement
did not exceed 50 µm over the entire test period, with changes in position showing a good
correlation with temperature. Although a movement of this magnitude is not relevant from
the physics analysis point of view, its measurement illustrates the good resolution of the
alignment system.

• Measurement of the displacements and deformations of the yoke structures.

Two effects were observed. The first is the change in the original positions of the structures
(the positions before any magnet operation). The displacements of the structures along the
z direction towards the solenoid seem to stabilise after the first 2.5–3 T are reached. This
compression is permanent, meaning it is not reversed/recovered in subsequent magnet off
states, and it is interpreted as the final closing of the structures due to the magnetic forces
acting on the iron. These measured displacements are specific to the first CMS closing
experience and cannot be extrapolated to other scenarios.

The second effect is the almost perfectly elastic deformations between magnet-on and mag-
net-off states, as illustrated in figure 7.92. At 4 T, the elastic deformation of the barrel yoke,
measured at the end of the +z side with respect of the plane of the interaction point, is about
2.5 mm. Figure 7.92 shows the elastic compression of the barrel wheels versus the magnet
current as recorded in the second phase of the Magnet Test period. Despite the large overall
compression of the barrel spectrometer, an important measurement was the stability of the
barrel chambers during the whole data-taking period. The relative movements in the r-φ
direction did not exceed 60 µm.

The behaviour of the endcap disk is more complicated. Due to the strong gradient in the
magnetic field near the end of the solenoid, strong magnetic forces pull the central portions of
the endcap disks towards the center of the detector. As shown in figure 7.92, the nose is pulled
towards the interaction point, the magnitude of the compression is perfectly correlated with
the magnet current, reaching up to ≈16 mm at 4 T. The various z-stops, which prevent the
disks from getting pushed into each other and onto the barrel wheels, cause the endcap disks
to bend into a cone shape. The z-stops between endcap and barrel, positioned at nearly half
the disk radius, cause the side of the YE1 disk facing the barrel to compress radially around
them by ≈600 µm, while expanding azimuthally by ≈800 µm. This explains the radial
compression of the face of ME+1 and the larger bending angles at mid-radius than at the
outer edge (figure 7.93). Endcap disk deformations are predicted by finite element analysis
(FEA) using the ANSYS program [3]. The measurements are in reasonable quantitative
agreement for all displacements and deformations, as shown in figure 7.93. Note that the
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Figure 7.92: Deformations of endcap disks and barrel wheels vs magnet current cycling. Left
panel: The bottom plot shows the magnet powering cycle exercised during the first phase of the
Magnet Test period. The top plot shows the measured YE+1 nose compression towards the inter-
action point. Right panel: The bottom plot shows the magnet powering cycle exercised during the
second phase of the Magnet Test period. The top plot shows the calculated approximate YB+2
compression towards the interaction point.

front z-stops, between the ME1 and barrel wheels, were not included in the FEA, which
explains the difference. The difference between top and bottom is also explained by the
presence of the carts that support the disks.

The rest of the endcap stations on YE+2 and YE+3 experience a maximum bending angle
of ≈2.5 mrad relative to the vertical, as sketched in figure 7.94. As in the case of the barrel
chambers, with stable 4 T field, the observed relative movements were very small.

• Detector closing tolerances and reproducibility.
The test of the magnet was divided into 2 phases, separated by a short period during which
the yoke was open to extract the inner detectors, tracker, and ECAL modules. This allowed a
test of the reproducibility in the closing procedure and tolerances, as well as the study of the
compatibility of measurements between the two phases. Reproducibility in the closing was
at the level of a few millimetres for the barrel wheels and about an order of magnitude higher
for the endcap disks. The particular conditions of the test did not allow the establishment
of a solid understanding of reproducibility for the process of closing the different structures.
Instead, the system was able to reproduce the same magnetic-force-induced effects as mea-
sured in the first period.

From this test we conclude that the system operates adequately under magnetic fields both in
terms of dynamic range and measurement performance. The system precision achieved is ≤ 300
µm and the measurement accuracy has been validated against results from photogrammetry and
cosmic ray tracks.
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Figure 7.93: Comparison of the YE+1 disk
deformations in the r-z plane at full magnetic
field (4 T) measured by the alignment system
(left panel) and predictions from finite element
analysis (right panel). The vertical lines corre-
spond to 0 magnetic field.

Figure 7.94: Current understanding of disk
deformation due to magnetic forces based on
alignment system measurements. The z-stops
(red) prevent the disks from getting pushed
into each other. Note that the indicated bend-
ing angle is exaggerated for illustrative pur-
poses. Its measured magnitude is 2.5 mrad.
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Chapter 8

Trigger

The LHC provides proton-proton and heavy-ion collisions at high interaction rates. For protons
the beam crossing interval is 25 ns, corresponding to a crossing frequency of 40 MHz. Depending
on luminosity, several collisions occur at each crossing of the proton bunches (approximately 20
simultaneous pp collisions at the nominal design luminosity of 1034 cm−2s−1 ). Since it is impos-
sible to store and process the large amount of data associated with the resulting high number of
events, a drastic rate reduction has to be achieved. This task is performed by the trigger system,
which is the start of the physics event selection process. The rate is reduced in two steps called
Level-1 (L1) Trigger [187] and High-Level Trigger (HLT) [188], respectively. The Level-1 Trig-
ger consists of custom-designed, largely programmable electronics, whereas the HLT is a software
system implemented in a filter farm of about one thousand commercial processors. The rate reduc-
tion capability is designed to be at least a factor of 106 for the combined L1 Trigger and HLT. The
design output rate limit of the L1 Trigger is 100 kHz, which translates in practice to a calculated
maximal output rate of 30 kHz, assuming an approximate safety factor of three. The L1 Trig-
ger uses coarsely segmented data from the calorimeters and the muon system, while holding the
high-resolution data in pipelined memories in the front-end electronics. The HLT has access to the
complete read-out data and can therefore perform complex calculations similar to those made in
the the analysis off-line software if required for specially interesting events. Since HLT algorithms
will evolve with time and experience they are not described here. More information may be found
in [189]. For reasons of flexibility the L1 Trigger hardware is implemented in FPGA technology
where possible, but ASICs and programmable memory lookup tables (LUT) are also widely used
where speed, density and radiation resistance requirements are important. A software system, the
Trigger Supervisor [190], controls the configuration and operation of the trigger components.

The L1 Trigger has local, regional and global components. At the bottom end, the Local Trig-
gers, also called Trigger Primitive Generators (TPG), are based on energy deposits in calorimeter
trigger towers and track segments or hit patterns in muon chambers, respectively. Regional Trig-
gers combine their information and use pattern logic to determine ranked and sorted trigger objects
such as electron or muon candidates in limited spatial regions. The rank is determined as a func-
tion of energy or momentum and quality, which reflects the level of confidence attributed to the
L1 parameter measurements, based on detailed knowledge of the detectors and trigger electronics
and on the amount of information available. The Global Calorimeter and Global Muon Triggers
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Figure 8.1: Architecture of the Level-1 Trigger.

determine the highest-rank calorimeter and muon objects across the entire experiment and transfer
them to the Global Trigger, the top entity of the Level-1 hierarchy. The latter takes the decision
to reject an event or to accept it for further evaluation by the HLT. The decision is based on al-
gorithm calculations and on the readiness of the sub-detectors and the DAQ, which is determined
by the Trigger Control System (TCS). The Level-1 Accept (L1A) decision is communicated to the
sub-detectors through the Timing, Trigger and Control (TTC) system. The architecture of the L1
Trigger is depicted in figure 8.1. The L1 Trigger has to analyze every bunch crossing. The allowed
L1 Trigger latency, between a given bunch crossing and the distribution of the trigger decision to
the detector front-end electronics, is 3.2 µs. The processing must therefore be pipelined in order to
enable a quasi-deadtime-free operation. The L1 Trigger electronics is housed partly on the detec-
tors, partly in the underground control room located at a distance of approximately 90 m from the
experimental cavern.

8.1 Calorimeter trigger

The Trigger Primitive Generators (TPG) make up the first or local step of the Calorimeter Trigger
pipeline. For triggering purposes the calorimeters are subdivided in trigger towers. The TPGs sum
the transverse energies measured in ECAL crystals or HCAL read-out towers to obtain the trigger
tower ET and attach the correct bunch crossing number. In the region up to |η |= 1.74 each trigger
tower has an (η ,φ )-coverage of 0.087× 0.087. Beyond that boundary the towers are larger. The
TPG electronics is integrated with the calorimeter read-out. The TPGs are transmitted through
high-speed serial links to the Regional Calorimeter Trigger, which determines regional candidate
electrons/photons, transverse energy sums, τ-veto bits and information relevant for muons in the
form of minimum-ionizing particle (MIP) and isolation (ISO) bits. The Global Calorimeter Trigger
determines the highest-rank calorimeter trigger objects across the entire detector.
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Calorimeter trigger primitive generators

The ECAL on-detector front-end electronics boards, each serving 25 crystals, receive the ADC
signals from the very front-end electronics located at the rear of the detector modules. They contain
most of the TPG pipeline in six radiation-hard 0.25 µm CMOS ASIC chips named FENIX. An off-
detector Trigger Concentrator Card (TCC) collects the primitives from 68 front-end boards in the
barrel and 48 boards in the endcaps through optical links. The TCCs finalize the TPG generation
and encoding, store the trigger primitives during the L1 latency time and transmit them to the RCT
by dedicated daughter boards, the Synchronization and Link Boards (SLB), upon reception of a
L1A signal. The SLBs synchronize the trigger data through circuits that histogram the LHC bunch
crossing structure. Each trigger tower is aligned with the bunch crossing zero signal. A Data
Concentrator Card (DCC) performs the opto-electronic conversion and deserialization of the serial
input data streams and sends the read-out data collected from the front-end boards to the DAQ.
Clock and Control System (CCS) boards distribute the clock, the L1A and control signals to the
TCC, the DCC and the on-detector electronics. The ECAL TPG hardware is contained in twelve
9U VME crates for the barrel and six for the endcaps.

The front-end modules of the hadron calorimeter contain Charge Integrator and Encoder
(QIE) ADC chips to digitize the signals from the photo detectors. Optical links transmit the data
to the HCAL Trigger and Readout (HTR) boards. Each HTR board processes 48 channels. It lin-
earizes, filters and converts the input data to generate the HCAL trigger primitives. The energy
values of front and back towers are added and the bunch crossing number is assigned by a peak
filtering algorithm. As for the ECAL, the primitives are sent to the RCT by SLBs, and read-out
data are collected by a DCC. The HCAL trigger electronics is contained in 26 9U VME crates.
Each crate houses 18 HTR boards and one DCC.

Regional Calorimeter Trigger

The Regional Calorimeter Trigger [191] determines electron/photon candidates and transverse en-
ergy sums per calorimeter region. Information relevant for muons about isolation and compatibility
with minimally ionizing particles is also calculated. A region consists of 4×4 trigger towers except
in HF where a region is one trigger tower. Electromagnetic and hadronic transverse energies are
summed in each tower.

The e/γ trigger algorithm (figure 8.2) starts by determining the tower with the largest energy
deposit and is applied across the entire ECAL region. The energy of the tower with the next-
highest deposit in one of the four broad side neighbours is then added. Isolated and non-isolated
e/γ within |η | ≤ 2.5 are determined by the trigger. A non-isolated e/γ requires passing of two
shower profile vetoes. The first one is based on a fine-grain crystal energy profile reflecting the
lateral extension of a shower. The fine-grain bit is set by the TPG if the shower is contained in a
matrix of 2× 5 crystals. The matrix is dimensioned such that it also allows for the detection of
bremsstrahlung due to the magnetic field. The second one is based on the ratio of the deposited
energies in the hadronic and in the electromagnetic sections. A typical maximal value of 5% is
allowed for that ratio. An isolated electron/photon candidate has to pass the previous vetoes for
all eight neighbouring towers. In addition, at least one quiet corner made of four groups of five
electromagnetic towers surrounding the hit tower is required. Four isolated and four non-isolated
e/γ per region are forwarded to the GCT.
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Figure 8.2: Electron/photon algorithm. Figure 8.3: Electron Isolation Card.

The RCT also sums the transverse energy in a given region of the central calorimeter (HF is
not included) and determines τ-veto bits for the identification of jets from one- and three-prong
τ-decays, which are narrower than ordinary quark/gluon jets. A τ-veto bit is set unless the pattern
of active towers corresponds to at most 2×2 contiguous trigger towers within a 4×4 tower region.
Jets can be classified as τ-jet only at |η |< 3.0 (not in HF).

The RCT hardware consists of 18 regional 9U VME crates and one 6U clock distribution
crate located in the underground control room. Each crate covers a region of ∆η×∆φ = 5.0 ×0.7.
Receiver cards are plugged into the rear of the regional crates. Seven cards per crate receive the
ECAL and HCAL primitives. The HF primitives are directly received on a Jet/Summary card. The
serial input data are converted to 120 MHz parallel data, deskewed, linearized and summed before
transmission on a 160 MHz custom monolithic backplane to seven Electron Isolation Cards (EIC)
and one Jet/Summary Card (JSC) mounted at the front side of the crate. Different ASICs perform
the algorithm calculations. An EIC is shown in figure 8.3.

Global Calorimeter Trigger

The Global Calorimeter Trigger determines jets, the total transverse energy, the missing transverse
energy, jet counts, and HT (the scalar transverse energy sum of all jets above a programmable
threshold). It also provides the highest-rank isolated and non-isolated e/γ candidates.

Jets are found by a four-stage clustering technique based on jet finders operating in 2× 12
cells in φ and η , spanning 40◦ and half the detector, respectively, in these directions. The cell at
η=0 is duplicated. In the first stage mini-clusters are created by summing energies within 2×3 cells
if a central cell has more energy than neighbouring cells. In the second stage the three largest mini-
clusters in each of the two φ -strips are transferred in opposite φ -directions. These are compared
against the existing mini-clusters on the receiving φ -strip. Mini-clusters adjacent or diagonally
adjacent to a larger mini-cluster are removed. In the third and fourth stages the received mini-
clusters that survive have their three adjacent cells in the receiving φ -strip combined to make a 3×3
cell. A jet is classified as a τ jet if none of the corresponding RCT regions had a τ-veto bit set. After
sorting, up to four jets and four τ jets from the central HCAL and four jets from HF are forwarded
to the GT. The magnitude and direction of the missing energy and the total transverse energy are
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computed from the regional transverse energy sums in the two coordinates transverse to the beam
within |η | < 5. Twelve jet counts for different programmable ET -thresholds and optionally also
different (η ,φ )-regions are computed. Muon MIP/ISO bits are received from the RCT along with
the e/γ data and are forwarded to the GMT through a dedicated muon processing system. Apart
from triggering, the GCT also acts as the read-out system for the RCT. The GCT has in addition the
capability to monitor rates for certain trigger algorithms and from those deduce information about
the LHC luminosity as seen by the CMS trigger system.

All GCT electronics is located in the underground control room. The large amount of data
from the RCT crates are transmitted electronically to 63 Source Cards, which reorder the data onto
252 optical fibres. The core of the GCT processing is performed by Leaf Cards, which can be
configured as electron or jet cards. Several Leaf Cards can be connected with each other in order
to perform complex tasks such as the jet finding. There are two Leaf Cards for electrons and six
for jets. Each electron leaf card receives the e/γ data from one half of the RCT crates on 27 fibres
and sorts them. Each jet card receives 30 regional sum fibres from three RCT crates via the source
cards. They perform the jet clustering and transmit the jet candidates to two Wheel Cards for
sorting and data compression. They also calculate partial energy sums and jet counts and forward
them to the Wheel Cards. A Concentrator Card finally collects the data from all Electron Leaf
and Wheel Cards and performs the final sorting for electrons/photons, completes the jet finding
in the boundaries between groups of three Leaf Cards, sorts all jets, calculates the global energy
and jet count quantities and sends the final results to the GT and the DAQ. In addition to the tasks
involving e/γ’s, jets and energy sums, the GCT also handles MIP/ISO bits for muons. They are
processed by three muon processing cards, which receive 6 muon fibres each from Source Cards.
The processor design is built on an evolution of the leaf concept and uses a modular, low-latency
architecture based on the µTCA industry standard [193]. An active custom backplane based on the
principle of a crosspoint switch allows a programmable routing of the 504 MIP/ISO bits, which are
then transmitted to the GMT on 24 links.

8.2 Muon trigger

All three muon systems – the DT, the CSC and the RPC – take part in the trigger. The barrel DT
chambers provide local trigger information in the form of track segments in the φ -projection and hit
patterns in the η-projection. The endcap CSCs deliver 3-dimensional track segments. All cham-
ber types also identify the bunch crossing from which an event originated. The Regional Muon
Trigger consists of the DT and CSC Track Finders, which join segments to complete tracks and
assign physical parameters to them. In addition, the RPC trigger chambers, which have excellent
timing resolution, deliver their own track candidates based on regional hit patterns. The Global
Muon Trigger then combines the information from the three sub-detectors, achieving an improved
momentum resolution and efficiency compared to the stand-alone systems. The initial rapidity
coverage of the muon trigger is |η | ≤ 2.1 at the startup of LHC. The design coverage is |η | ≤ 2.4.
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Figure 8.4: Drift Tube Local Trigger.

Drift Tube local trigger

The electronics of the DT local trigger consists of four basic components (figure 8.4): Bunch
and Track Identifiers (BTI), Track Correlators (TRACO), Trigger Servers (TS) and Sector Collec-
tors (SC). While the SCs are placed on the sides of the experimental cavern, all other trigger and
read-out electronics is housed in minicrates on the front side of each chamber. All devices are im-
plemented in custom-built integrated circuits. The BTIs are interfaced to the front-end electronics
of the chambers. Using the signals from the wires they generate a trigger at a fixed time after the
passage of the muon. Each BTI searches for coincident, aligned hits in the four equidistant planes
of staggered drift tubes in each chamber superlayer. The association of hits is based on a mean-
timer technique [194], which uses the fact that there is a fixed relation between the drift times of
any three adjacent planes. From the associated hits, track segments defined by position and angu-
lar direction are determined. The spatial resolution of one BTI is better than 1.4 mm, the angular
resolution better than 60 mrad. The BTI algorithm is implemented in a 64-pin ASIC with CMOS
0.5 µm Standard Cell technology. There are a few hundred BTIs per chamber.

The DT chambers have two Φ-type superlayers, measuring φ coordinates. The TRACO
attempts to correlate the track segments measured in each of them. If a correlation can be found,
the TRACO defines a new segment, enhancing the angular resolution and producing a quality
hierarchy. Four BTIs in the inner Φ-type superlayer and 12 BTIs in the outer Φ-type superlayer
are connected to one TRACO. The number of TRACOs is 25 for the largest muon chamber type.
The TRACO is implemented in a 240-pin ASIC with CMOS 0.35 µm Gate Array technology. The
trigger data of at most two track segments per bunch crossing reconstructed by each TRACO are
transmitted to the TS, whose purpose is to perform a track selection in a multitrack environment.

The TS has two components, one for the transverse projection (TSφ ) and the other for the
longitudinal projection (TSθ ). The first one processes the output from the TRACO, whilst the
second uses directly the output of the BTIs of the θ view delivered by the Θ-type superlayers
present in the three innermost muon stations. The TSφ consists itself of two components, the
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Track Sorter Slave (TSS) and the Track Sorter Master (TSM). The TSS preselects the tracks with
the best quality and the smallest bending angle based on a reduced preview data set coming from
the TRACOs in order to save processing time. A select line in the TRACO with the best track
is then activated and the TRACO is allowed to send the full data to the TSM. The corresponding
preview data are also sent to the TSM for a second stage processing. The TSM analyzes up to seven
preview words from the TSSs. The output consists of the two tracks with the highest transverse
momentum. There is one TSM per muon station. In the longitudinal view the TSθ groups the
information from the 64 BTIs per chamber. From each BTI two bits are received, a trigger bit
and a quality bit. A logic OR of groups of eight bits is applied. The output data consist of 8 bits
indicating the position of the muon and 8 quality bits.

The requirement of robustness implies redundancy, which introduces, however, a certain
amount of noise or duplicate tracks giving rise to false triggers. Therefore the BTIs, the TRA-
COs and the different parts of the TS contain complex noise and ghost reduction mechanisms. The
trigger and also the read-out data from each of the sixty 30◦-sectors of CMS are sent to Sector Col-
lector (SC) units, where the trigger information — the position, transverse momentum and track
quality — is coded and transmitted to the DT regional trigger, called the Drift Tube Trigger Track
Finder (DTTF), through high-speed optical links.

Cathode Strip Chamber local trigger

The endcap regions are challenging for the trigger since many particles are present and muons at
a given pT have a higher momentum than in the barrel, which gives rise to more bremsstrahlung
photons. In addition, photon conversions in a high-radiation (neutron-induced) environment occur
frequently. Therefore the CSCs consist of six layers equipped with anode wires and cathode strips,
which can be correlated. Muon track segments, also called Local Charged Tracks (LCT), consisting
of positions, angles and bunch crossing information are first determined separately in the nearly
orthogonal anode and cathode views. They are then correlated in time and in the number of layers
hit. The cathode electronics is optimized to measure the φ -coordinate, the anode electronics to
identify the bunch crossing with high efficiency.

An electric charge collected by the anode wires induces a charge of opposite sign in the
cathode strips nearby. The trigger electronics determines the centre of gravity of the charge with
a resolution of half a strip width, between 1.5 and 8 mm, depending on the radius. By demanding
that at least four layers are hit, the position of a muon can be determined with a resolution of 0.15
strip widths. Due to the finite drift time the anode signals in the six chamber layers are spread out
over an interval of more than two bunch crossings. As for the cathodes, at least four coincident hits
are required, since in contrast to neutron-induced background a real muon leaves coincident signals
in at least four layers with a probability that exceeds 99%. Actually a coincidence of two signals
(pre-trigger) is used to identify the crossing, in order to allow for long drift time hits to arrive.
A validation of the track occurs if in the following two bunch crossings at least four coincident
signals are found. In order to reduce the number of trigger channels 10 to 15 anode wires are
ORed. Figure 8.5 shows the principles of the cathode and anode trigger electronics and the bunch
crossing assignment.
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Figure 8.5: Cathode Strip Chamber Local Trigger: (a) Cathode LCT formation from strips, (b)
Anode LCT formation from wire group hits, (c) Bunch crossing assignment.

The track segments from the cathode and anode electronics are finally combined into three-
dimensional LCTs. They are characterized by the high-precision φ -coordinate in the bending plane,
the bending angle φb, a rough η-value and the bunch crossing number. The best two LCTs of each
chamber are transmitted to the regional CSC trigger, called the CSC Track Finder (CSCTF), which
joins segments to complete tracks.

The hardware of the CSC local trigger consists of seven types of electronics boards. Cathode
and anode front-end boards (CFEB and AFEB) amplify and digitize the signals. Anode LCT-
finding boards (ALCT) latch the anode hits at 40 MHz, find hit patterns in the six chamber layers
that are consistent with having originated at the vertex, and determine the bunch crossing. They
send the anode information to the Cathode LCT-finding plus Trigger Motherboard (CLTC/TMB)
cards. The CLCT circuits look for strip hit patterns consistent with high-momentum tracks. The
TMB circuits perform a time coincidence of cathode and anode LCT information. If a coincidence
is found, they send the information to the Muon Port Cards (MPC). The TMB selects up to two
LCTs based on quality cuts. In order to cancel out ghosts a coincidence with RPC hits is established
if two or more LCTs are found. A MPC receives the LCTs from the CLTC/TMBs of one endcap
muon station sector, selects the best two or three LCTs depending on the station number and sends
them over optical links to the CSC Track Finder. The anode and cathode LCTs and the raw hits are
recorded by DAQ motherboards (DAQMB) and transmitted to the CSC detector-dependent units
(DDU) belonging to the DAQ system upon reception of a L1A signal. The LHC timing reference,
the L1A decision, the bunch crossing number and bunch counter reset signals are distributed by the
Clock and Control Boards (CCB). The front-end boards and the ALCTs are mounted directly on the
chambers. The rest of the local trigger electronics is housed in 48 peripheral crates on the endcap
disks. The optical fibres to the control room depart from there. Except for the comparator-network
ASIC implemented in the CLCT module, the CSC trigger electronics is built in FPGA technology.

Resistive Plate Chamber trigger

The RPCs are dedicated trigger detectors. Several layers of double-gap RPCs are mounted on the
DT and CSC tracking chambers, six in the central region (two layers on the inside and outside
of the two innermost muon stations, one on the inside of the two outermost stations) and four in
the forward parts (one layer on the inside of each station). Their main advantage is their excellent
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timing resolution of about 1 ns, which ensures an unambiguous bunch crossing identification. For
triggering purposes the measurement of the momentum of a particle is also important. In the
magnetic field, muons are bent in the plane transverse to the LHC beams. It is sufficient to measure
the azimuthal coordinate φ at several points along the track to determine the bending and thus the
pT . Therefore the RPC strips run parallel to the beam pipe in the barrel, and radially in the endcaps.
There are about 165 000 strips in total, which are connected to front-end boards (FEB) handling 16
channels each.

The RPC trigger is based on the spatial and temporal coincidence of hits in several layers.
It is segmented in 33 trigger towers in η , which are each subdivided in 144 segments in φ . As
opposed to the DT/CSC, there is no local processing on a chamber apart from synchronization and
cluster reduction. The Pattern Comparator Trigger (PACT) logic [195] compares strip signals of all
four muon stations to predefined patterns in order to assign pT and electric charge, after having es-
tablished at least three coincident hits in time in four planes. Spatially the PACT algorithm requires
a minimum number of hit planes, which varies depending on the trigger tower and on the pT of
the muon. Either 4/6 (four out of six), 4/5, 3/4 or 3/3 hit layers are minimally required. A quality
parameter reflects the numbers of hit layers. For six planes there are typically 14 000 possible
patterns. The outer section of the hadron calorimeter (HO) consists of scintillators placed after the
magnet coil up to |η | < 1.24. Their signals can also be taken into account by the RPC trigger in
order to reduce rates and suppress background [196]. The algorithm requires HO confirmation for
low-quality RPC triggers. The optical links from the four HO HTR boards are received by the RPC
trigger boards, and the signals are treated and incorporated in the PACT logic like an additional
RPC plane, with the required number of planes hit increased by one.

The RPC signals are transmitted from the FEBs, which contain ASICs manufactured in 0.8
µm BiCMOS technology, to the Link Boards (LB), where they are synchronized, multiplexed,
serialized and then sent via 1732 optical links to 108 Trigger Boards in 12 trigger crates in the
control room. The 1640 LBs are housed in 136 Link Board Boxes. The Trigger Boards contain
the complex PACT logic which fits into a large FPGA. There are 396 PACT chips in the system.
Since duplicate tracks may be found due to the algorithm concept and the geometry, a ghost busting
logic is also necessary. The RPC muon candidates are sorted separately in the barrel and forward
regions. The best four barrel and the best four forward muons are sent to the Global Muon Trigger.
The RPC data record is generated on the Data Concentrator Card, which receives data from the
individual trigger boards.

Drift Tube and Cathode Strip Chamber track finders

The regional muon trigger based on the precision tracking chambers consists of the Drift Tube
Track Finder (DTTF) in the barrel [197] and the CSC Track Finder (CSCTF) in the endcaps [198].
They identify muon candidates, determine their transverse momenta, locations and quality. The
candidates are sorted by rank, which is a function of pT and quality. The DTTF and the CSCTF
each deliver up to four muons to the Global Muon Trigger.

The track finding principle relies on extrapolation from a source track segment in one muon
station to a possible target segment in another station according to a pre-calculated trajectory orig-
inating at the vertex. If a compatible target segment with respect to location and bending angle is
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Figure 8.6: Track Finder extrapolation scheme.

found, it is linked to the source segment. A maximum number of compatible track segments in up
to four muon stations is joined to form a complete track, to which parameters are then assigned.
The extrapolation principle is shown in figure 8.6. While the CSCTF incorporates 3-dimensional
spatial information from the CSC chambers in the track finding procedure, the DTTF operates
2-dimensionally in the φ -projection. A coarse assignment of η is nevertheless possible by deter-
mining which chambers were crossed by the track. In most cases an even more refined η-value
can be assigned using the information from the θ -superlayers. Both for the DTTF and the CSCTF,
the track finder logic fits into high-density FPGAs. For the regional trigger the DT chambers are
organized in sectors and wedges. There are twelve horizontal wedges parallel to the beams. Each
wedge has six 30◦-sectors in φ . The central wheel has 2 × 12 half-width sectors, whereas the four
outer wheels are subdivided in 12 full-width sectors each. In the two endcaps the track finding is
partitioned in 2 × 6 60◦-sectors. In the overlap region between the DT and CSC chambers, around
|η | ≈ 1, information from both devices is used.

In the DTTF the track finding in φ is performed by 72 sector processors, also called Phi
Track Finders (PHTF). Per chamber they receive at most two track segments from the DT local
trigger through optical links. The segment information is composed of the relative position of
the segments inside a sector, its bending angle and a quality code. If there are two segments
present in a chamber, the second one is sent not at the bunch crossing from which it originated
but at the subsequent one, provided that in that crossing no other segment occured. A tag bit to
indicate this second track segment status is therefore necessary. The sector processors attempt
to join track segments to form complete tracks. The parameters of all compatible segments are
pre-calculated. Extrapolation windows, which are adjustable, are stored in look-up tables. Muon
tracks can cross sector boundaries, therefore data are exchanged between sector processors and a
cancellation scheme to avoid duplicated tracks has to be incorporated.

The track finding in η , with the goal to refine η-values, is performed by 12 η assignment
units, also called Eta Track Finders (ETTF). A pattern matching rather than an extrapolation
method is used, since for muon stations 1, 2 and 3 the η-information coming from the DT lo-
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cal trigger is contained in a bit pattern representing adjacent chamber areas. The tracks in η are
matched with those of the φ -projection, if possible. For each wedge, the combined output of the
PHTFs and the ETTFs, which consists of the transverse momentum including the electric charge,
the φ - and η-values and quality for at most 12 muon candidates corresponding to a maximum of
two track candidates per 30◦-sector, is delivered to a first sorting stage, the Wedge Sorter (WS).
There are twelve of these sorters, which have to sort at most 144 candidates in total by pT and qual-
ity. Suppression of remaining duplicate candidates found by adjacent sector processors and track
quality filtering is also performed by these units. The two highest-rank muons found in each WS,
at most 24 in total, are then transmitted to the final Barrel Sorter (BS). The latter selects the best
four candidates in the entire central region, which are then delivered to the Global Muon Trigger
for matching with the RPC and CSC candidates.

The DTTF data are recorded by the data acquisition system. A special read-out unit, the
DAQ Concentrator Card (DCC) has been developed. It gathers the data from each wedge, through
six Data Link Interface Boards (DLI). Each DLI serves two wedges. The DTTF electronics is
contained in three racks in the control room. Two racks contain six track finder crates, which each
house the electronics for two wedges as well as a crate controller. There is also one Timing Module
(TIM) in each of these crates to distribute the clock and other timing signals. The third rack houses
the central crate containing the BS, the DCC, a TIM module and boards for interfacing with the
LHC machine clock and the Trigger Control System.

As for the DTTF, the core components of the CSCTF are the sector processors. They receive,
through optical links, the LCT data from the Muon Port Cards in the peripheral crates. Each
sector processor receives up to six LCTs from ME1 and three LCTs each from stations ME2,
ME3 and ME4. Up to four track segments are also transmitted from DT station MB2. First the
data are latched and synchronized, and the original LCT information is converted to reflect global
(η ,φ )-coordinates. Then nearly all possible pairwise combinations of track segments are tested for
consistency with a single track in the processors’ extrapolation units. In contrast to the DTTF, no
data exchange between neighbour processors is performed. Complete tracks are assembled from
the extrapolation results and redundant tracks canceled as in the DTTF. The best three muons per
processor are selected and assigned kinematic and quality parameters. The pT assignment, through
SRAM look-up tables, is based on the φ -information from up to three muon stations. The data are
collected in a detector-dependent unit (DDU) for the read-out. The twelve sector processors are
housed in a single crate in the counting room. This crate also contains a Clock and Control Board
(CCB) similar to the ones in the local CSC trigger electronics, which distributes the clock, bunch
crossing reset, bunch crossing zero and other timing signals. Over the custom-developed GTL+
backplane a maximum of 36 candidate tracks is transmitted to the forward Muon Sorter board,
which determines the best four muons in the two endcaps and sends them to the GMT.

Global Muon Trigger

The purpose of the Global Muon Trigger [199] is to improve trigger efficiency, reduce trigger rates
and suppress background by making use of the complementarity and redundancy of the three muon
systems. It receives for every bunch crossing up to four muon candidates each from the DTs and
barrel RPCs, and up to four each from the CSCs and endcap RPCs. The candidate information
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consists of pT and charge, η , φ and a quality code. From the GCT it also receives isolation and
minimally ionizing particle bits for each calorimeter region sized ∆η×∆φ = 0.35×0.35. A muon
is considered isolated if its energy deposit in the calorimeter region from which it emerged is be-
low a defined threshold. DT and CSC candidates are first matched with barrel and forward RPC
candidates based on their spatial coordinates. If a match is possible, the kinematic parameters are
merged. Several merging options are possible and can be selected individually for all of these pa-
rameters, taking into account the strengths of the individual muon systems. Unmatched candidates
are optionally suppressed based on η and quality. Cancel-out units reduce duplication of muons
in the overlap region between the barrel and the endcaps, where the same muon may be reported
by both the DT and CSC triggers. Muons are back-extrapolated through the calorimeter regions to
the vertex, in order to retrieve the corresponding MIP and ISO bits, which are then added to the
GMT output and can be taken into account by the Global Trigger. Finally, the muons are sorted
by transverse momentum and quality, first separately in the barrel and forward regions, and then
together to deliver four final candidates to the GT. A read-out processor collects the input muon
data and the output record. The GMT electronics is housed in the same crate as the GT (figure 8.7).
The 16 muon cables are directly connected to the GMT logic board, which has a special four VME
slot wide front panel. The logic itself, which is contained in FPGA chips, only occupies one slot.
The MIP/ISO bits from the GCT are received and synchronized by three Pipeline Synchronizing
Buffer (PSB) input modules, which are also used in the GT. The PSB boards receive the bits via
1.4 Gbit/s serial links and are mounted at the back of the crate, behind the wide logic front panel.
The MIP/ISO bits are transmitted from the PSBs to the logic board by GTL+ point-to-point links
on the GT backplane.

8.3 Global Trigger

The Global Trigger [200] takes the decision to accept or reject an event at L1 based on trigger
objects delivered by the GCT and GMT. These objects consist in candidate-particle, such as e/γ
(isolated and non-isolated ), muons, central and forward hadronic jets, τ jets, as well as global
quantities: total and missing transverse energies, the scalar sum (HT ) of the transverse energies of
jets above a programmable threshold, and twelve threshold-dependent jet multiplicities. Objects
representing particles and jets are ranked and sorted. Up to four objects are available. They are
characterized by their pT or ET , (η ,φ )-coordinates, and quality. For muons, charge, MIP and ISO
bits are also available.

The GT has five basic stages: input, logic, decision, distribution and read-out. The corre-
sponding electronics boards use FPGA technology [201]. All of them, as well as the boards of
the GMT, are housed in one central 9U high crate, which is shown in figure 8.7. Three Pipeline
Synchronizing Buffer (PSB) input boards receive the calorimeter trigger objects from the GCT and
align them in time. The muons are received from the GMT through the backplane. An additional
PSB board can receive direct trigger signals from sub-detectors or the TOTEM experiment for spe-
cial purposes such as calibration. These signals are called technical triggers. The core of the GT
is the Global Trigger Logic (GTL) stage, in which algorithm calculations are performed. The most
basic algorithms consist of applying pT or ET thresholds to single objects, or of requiring the jet
multiplicities to exceed defined values. Since location and quality information is available, more
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Figure 8.7: Global Trigger central crate.

complex algorithms based on topological conditions can also be programmed into the logic. A
graphical interface [202] is used to set up the trigger algorithm menu. The results of the algorithm
calculations are sent to the Final Decision Logic (FDL) in the form of one bit per algorithm. The
number of algorithms that can be executed in parallel is 128. Up to 64 technical trigger bits may in
addition be received directly from the dedicated PSB board. For normal physics data taking a single
trigger mask is applied, and the L1A decision is taken accordingly. For commissioning, calibration
and tests of individual subsystems up to eight final ORs can be applied and correspondingly eight
L1A signals can be issued. The distribution of the L1A decision to the subsystems is performed
by two L1A_OUT output boards, provided that it is authorized by the Trigger Control System de-
scribed in section 8.4. A Timing Module (TIM) is also necessary to receive the LHC machine clock
and to distribute it to the boards. Finally, the Global Trigger Frontend (GTFE) board collects the
GT data records, appends the GPS event time received from the machine, and sends them to the
data acquisition for read-out.

8.4 Trigger Control System

The Trigger Control System (TCS) [203] controls the delivery of the L1A signals, depending on
the status of the sub-detector read-out systems and the data acquisition. The status is derived from
signals provided by the Trigger Throttle System (TTS). The TCS also issues synchronization and
reset commands, and controls the delivery of test and calibration triggers. It uses the Timing,
Trigger and Control distribution network [204], which is interfaced to the LHC machine.

The TCS architecture is represented in figure 8.8. Different subsystems may be operated
independently if required. For this purpose the experiment is divided into 32 partitions, each rep-
resenting a subsystem or a major component of it. Each partition is assigned to a partition group,
also called a TCS partition. Within such a TCS partition all connected partitions operate concur-
rently. For commissioning and testing up to eight TCS partitions are available, with their own L1A
signals distributed in different time slots allocated by a priority scheme or in round robin mode.
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Figure 8.8: Trigger Control System architecture.

During normal physics data taking there is only one single TCS partition. Subsystems may either
be operated centrally as members of a partition or privately through a Local Trigger Controller
(LTC). Switching between central and local mode is performed by the TTCci (TTC CMS inter-
face) module, which provides the interface between the respective trigger control module and the
destinations for the transmission of the L1A signal and other fast commands for synchronization
and control. The TTC Encoder and Transmitter (TTCex) module encodes the signals received from
the TTCci and drives optical splitters with a laser transmitter. The LHC clock is received from the
TTC machine interface (TTCmi). At the destinations the TTC signals are received by TTC re-
ceivers (TTCrx) containing low-jitter quartz PLLs. The Beam Synchronous Timing (BST) system
of the LHC sends the GPS time.

The central TCS module, which resides in the Global Trigger crate, is connected to the LHC
machine through the TIM module, to the FDL through the GT backplane, and to 32 TTCci mod-
ules through the LA1_OUT boards. The TTS, to which it is also connected, has a synchronous
(sTTS) and an asynchronous (aTTS) branch. The sTTS collects status information from the front-
end electronics of 24 sub-detector partitions and up to eight tracker and preshower front-end buffer
emulators. The status signals, coded in four bits, denote the conditions disconnected, overflow
warning, synchronization loss, busy, ready and error. The signals are generated by the Fast Merg-
ing Modules (FMM) through logical operations on up to 32 groups of four sTTS binary signals
and are received by four conversion boards located in a 6U crate next to the GT central crate. The
aTTS runs under control of the DAQ software and monitors the behaviour of the read-out and trig-
ger electronics. It receives and sends status information concerning the 8 DAQ partitions, which
match the TCS partitions. It is coded in a similar way as the sTTS. Depending on the meaning of
the status signals different protocols are executed. For example, in case of warning on the use of
resources due to excessive trigger rates, prescale factors may be applied in the FDL to algorithms
causing them. A loss of synchronization would initiate a reset procedure. General trigger rules for
minimal spacing of L1As are also implemented in the TCS. The total deadtime estimated at the
maximum L1 output rate of 100 kHz is estimated to be below 1%. Deadtime and monitoring coun-
ters are provided in the TCS. The central board sends to the DAQ Event Manager (EVM) located
in the surface control room the total L1A count, the bunch crossing number in the range from 1 to
3564, the orbit number, the event number for each TCS/DAQ partition, all FDL algorithm bits and
other information.
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Chapter 9

Data Acquisition

The architecture of the CMS Data Acquisition (DAQ) system is shown schematically in figure 9.1.
The CMS Trigger and DAQ system is designed to collect and analyse the detector information at
the LHC bunch crossing frequency of 40 MHz. The rate of events to be recorded for offline pro-
cessing and analysis is on the order of a few 102 Hz. At the design luminosity of 1034 cm−2s−1,
the LHC rate of proton collisions will be around 20 per bunch crossing, producing approximately
1 MByte of zero-suppressed data in the CMS read-out systems. The first level trigger is designed
to reduce the incoming average data rate to a maximum of 100 kHz, by processing fast trigger
information coming from the calorimeters and the muon chambers, and selecting events with in-
teresting signatures. Therefore, the DAQ system must sustain a maximum input rate of 100 kHz,
for a data flow of ≈ 100 GByte/s coming from approximately 650 data sources, and must provide
enough computing power for a software filter system, the High Level Trigger (HLT), to reduce the
rate of stored events by a factor of 1000. In CMS all events that pass the Level-1 (L1) trigger are
sent to a computer farm (Event Filter) that performs physics selections, using faster versions of the
offline reconstruction software, to filter events and achieve the required output rate. The design
of the CMS Data Acquisition System and of the High Level Trigger is described in detail in the
respective Technical Design Report [188].

The read-out parameters of all sub-detectors are summarized in table 9.1. Each data source
to the DAQ system is expected to deliver an average event fragment size of ≈2 kByte (for pp
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Figure 9.1: Architecture of the CMS DAQ system.

– 261 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Table 9.1: Sub-detector read-out parameters.

sub-detector number of number of number of number of data number of DAQ
channels FE chips detector data links sources (FEDs) links (FRLs)

Tracker pixel ≈ 66 M 15840 ≈ 1500 40 40
Tracker strips ≈ 9.3 M ≈ 72 k ≈ 36 k 440 250 (merged)
Preshower 144384 4512 1128 56 56
ECAL 75848 ≈ 21 k ≈ 9 k 54 54
HCAL 9072 9072 3072 32 32
Muons CSC ≈ 500 k ≈ 76 k 540 8 8
Muons RPC 192 k ≈ 8.6 k 732 3 3
Muons DT 195 k 48820 60 10 10
Global Trigger n/a n/a n/a 3 3
CSC, DT Track Finder n/a n/a n/a 2 2
Total ≈ 55 M 626 458
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Figure 9.2: Schematic of the functional decomposition of the DAQ. The multiplicity of each entity
is not shown for clarity.

collisions at design luminosity). In some case two data sources are merged in order to reach this
nominal size.

A schematic view of the components of the CMS DAQ system is shown in figure 9.2. The
various sub-detector front-end systems (FES) store data continuously in 40-MHz pipelined buffers.
Upon arrival of a synchronous L1 trigger (3.2 µs latency) via the Timing, Trigger and Control
(TTC) system [204, 207], the corresponding data are extracted from the front-end buffers and
pushed into the DAQ system by the Front-End Drivers (FEDs). The data from the FEDs are read
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into the Front-end Read-out Links (FRLs) that are able to merge data from two FEDs. The number
of FRLs corresponding to the CMS read-out parameters of table 9.1 is 458. In the “baseline”
configuration, there are 512 FRLs. These additional inputs are used for combined operation with
the TOTEM experiment [2], and for inputs from local trigger units, among others. The sub-detector
read-out and FRL electronics are located in the underground electronics room (USC).

The event builder assembles the event fragments belonging to the same L1 from all FEDs into
a complete event and transmits it to one Filter Unit (FU) in the Event Filter for further processing.
The event builder is implemented in two stages (referred to as FED-builder and RU-builder) and
comprises a number of components, which are described below (section 9.4). The DAQ system
can be deployed in up to 8 slices, each of which is a nearly autonomous system, capable of han-
dling a 12.5 kHz event rate. The event builder is also in charge of transporting the data from the
underground to the surface building (SCX), where the filter farm is located.

The DAQ system includes back-pressure all the way from the filter farm through the event
builder to the FEDs. Back-pressure from the down-stream event-processing, or variations in the
size and rate of events, may give rise to buffer overflows in the sub-detector’s front-end electronics,
which would result in data corruption and loss of synchronization. The Trigger-Throttling System
(TTS) protects against these buffer overflows. It provides fast feedback from any of the sub-detector
front-ends to the Global Trigger Processor (GTP) so that the trigger can be throttled before buffers
overflow. During operation, trigger thresholds and pre-scales will be optimized in order to fully
utilize the available DAQ and HLT throughput capacity. However, instantaneous fluctuations might
lead to L1 trigger throttling and introduce dead-time. CMS has defined a luminosity section as a
fixed period of time (set to 220 LHC orbits, corresponding to 93 s), during which trigger thresholds
and pre-scales are not changed. The GTP counts the live-time (in numbers of bunch crossings) for
each luminosity section and records them in the Conditions Database for later analysis.

The required computing power of the filter farm to allow the HLT algorithms to achieve the
design rejection factor of 1000 is substantial and corresponds to O(1000) processing nodes. At the
LHC luminosity of 2× 1033 cm−2s−1 it is foreseen to operate at a maximum L1 rate of 50 kHz,
corresponding to 4 installed DAQ slices. It has been estimated [189] that under these conditions
the HLT algorithms will demand a mean processing time of around 50 ms on a 3-GHz Xeon CPU-
core. This implies for the 50-kHz DAQ system that an equivalent of about 2500 CPU-cores must
be deployed for the HLT. After optimising the trigger selection for the LHC design luminosity, the
estimated required computing power is expected to be roughly twice as much for 8 DAQ slices
operating at a 100 kHz L1 rate.

For the first LHC run, the Event Filter is foreseen to comprise 720 PC-nodes (with two quad-
core processors) for 50 kHz operation. Based on initial experience and evaluation of candidate
hardware, the additional filter farm nodes for 100 kHz operation at design luminosity will be pro-
cured. The design of the DAQ system allows for this gradual expansion in event building rate and
processing.

9.1 Sub-detector read-out interface

The design of the FED is sub-detector specific, however, a common interface from the FED to
the central DAQ system has been implemented. The hardware of this interface is based on S-
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Fig. 3. Picture of a D2S element, from the S-Link64 sender card (up-right)
to the long distance link (optical fi bers).

systems respectively. The maximum sustainable output rate is

therefore 480 MB/s.

B. The FRL card

The FRL card is a CompactPCI card, developed by the DAQ

group, which receives, buffers and optionally merges the event

fragments, checks the payload CRC, and pushes the data to the

Myrinet NIC in fixed size packets. The input buffer memories

have a 64 kB size.

The FRL card has three different interfaces: an input in-

terface which handles up to four LVDS cables; an output

interface to the FED Builder implemented as a 64bit/66MHz

PCI connector for the Myrinet NIC; a configuration and

control interface which is a PCI bus interface connected to

the CompactPCI backplane.

The FRL card also provides monitoring features, like the

ability to spy on a fraction of events, via the CompactPCI bus,

and to fill histograms of fragment sizes distribution. Each of

the 512 FRL cards is expected to receive 2 kB event fragments

on average. The FRL cards push the data to the Myrinet NICs

via the internal 64bit/66MHz PCI bus. Measurements show

that a speed very close to the PCI bus limit of 528 MB/s can

be reached, depending on the FRL packet size and for event

sizes above 1 kB.

C. The FED Builder

The FED Builder is based on Myrinet technology. Myrinet

is a high performance interconnect technology for clusters,

composed by crossbar switches and NICs, connected by point

to point bi-directional links. It employs wormhole routing, and

the delivery of packets is guaranteed by a flow control at the

link level. The Myrinet switch supports hence back-pressure,

which is propagated backwards up to the FEDs.

The design choice of having 8x8 logical networks in the

FED Builders has been taken. One FED Builder is made

of 8 input NICs, two layers of two 8x8 switch networks,

8 output NICs (see Fig. 4, where only one network layer

is shown). Each rail of one Myrinet card is connected to

an independent crossbar. The FED Builder input cards are

programmed to read fragments from the FRL and to send them

to the switch, via one of the optical links, with a destination

port assigned on the basis of the fragment event number and a

predefined lookup table. The FED Builder output cards, inputs

of the RU Builders, concatenate fragments with the same event

number from all the connected input cards, building the super-

fragments.

The two network layers sit one in the underground cavern,

one in the surface DAQ room. They are implemented with

large switches, 256 external ports each, allowing for a high

reconfigurability of the FED-Builders’ network by simple

reprogramming of the switches’ routing table.

The Myrinet card can transfer at 4.0 Gbps data rate over

the two optical rails. As for the Myrinet switch performance,

measurements done with different traffic conditions show that

the 95% of the efficiency is reached with constant size events,

while it drops to 50% when transporting variable size events.

Fig. 5 shows the FED Builder performance as measured in

a test bench with an 8x8 network. Data are injected in the

system by the FRL cards generating fragments in saturation

mode. The packet size used in the FRL-NIC protocol is 4 kB.

Fig. 4. 8x8 FED Builder with a two-rail network.

Fig. 5. Throughput per node versus fragment size in a 8x8 FED Builder.

Figure 9.3: Diagram of a generic sub-detector
read-out into the FED builder.

Figure 9.4: Photograph of S-link64 sender
card, LVDS cable and compact-PCI FRL card
with embedded LANai2XP NIC. Connected to
the NIC are fibres that go to the FED Builder
input switch.

Link64 [208]. The FED encapsulates the data received from the front-end electronics in a common
data structure by adding a header and a trailer that mark the beginning and the end of an event
fragment. The header and trailer partially consists of event information used in the event building
process, such as the event number derived from the TTC L1A signals. The trailer includes a
CRC (Cyclic Redundancy Check) of the data record. The payload of the event fragments is only
inspected in the Event Filter.

The physical implementation of one element of the sub-detector read-out interface and its
FED builder port is shown in figures 9.3 and 9.4.

The S-Link64 Sender card

The S-Link64 Sender card is a custom developed Common Mezzanine Card (CMC), directly
plugged into the sub-detector FED. It receives data from the FED via an S-Link64 port and checks
the CRC in order to check transmission errors over the S-Link. The card is able to buffer up to
1.6 kByte of data before generating back-pressure to the FED. The CMC has an LVDS converter
to interface with a copper cable which can have a maximum length of 11 m. This cable (Multi-
conductor round cable v98 manufactured by 3M) comprises 14 twisted pairs, which are individually
shielded. The link provides feedback lines in order to signal back-pressure and to initiate an auto-
matic self test. The nominal data transfer rate over the LVDS cable is 400 MByte/s (50 MHz clock,
64 bits), which is twice the maximum sustained design throughput of the DAQ system.
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The layout of the FRL card is shown in Figure 7-5. The FRL cards are housed in Compact PCI crates

sharing one PC per crate for configuration and control. By implementing test facilities into the FRL, it is

possible to test all Readout Column components “downstream” of the FRL without having to rely on

functional FEDs as data sources. This will be helpful during the commissioning phase of the system. 

Table 7-4  Description of the various data fields in the FED event fragment header and trailer.

Data field
Header (H)

Trailer (T)

width

[bits]
Description

BOE H 4 Identifier for the beginning of an event fragment.

Evt_ty H 4
Event type identifier: distinguishes different kinds of events (e.g. phys-

ics, calibration).

LV1_id H 24 The level-1 event number. 

BX_id H 12 The bunch crossing number. Reset on every LHC orbit.

Source_id H 12
10 bits unambiguously identify the FED of the fragment. Two bits are 

reserved for internal FED use.

FOV H 4 Version identifier of the FED data format.

H H 1
Indicates if the following data word is an additional header word or if it 

is the first word of the payload.

EOE T 4 Identifier for the trailer of the event fragment.

Evt_lgth T 24
The length of the event fragment counted in 64-bit words including 

header and trailer.

Evt_stat T 8 Event fragment status information.

CRC T 16 CRC code of the event fragment including header and trailer

x H/T - Indicates a reserved bit.

$ H/T - Indicates a bit used by the S-LINK64 hardware.

Figure 7-5  Layout of the FRL card. The input can be connected to one or two S-LINKs. The output interfaces

with the FBI, which is a commercial Myrinet NIC with PCI form factor plugged directly into the FRL cards internal

PCI bus. The PCI bus for initialization and control is a Compact PCI bus. The FRLs are placed into crates with a

Compact PCI backplane. 
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Figure 9.5: FRL layout.

The Front-end Read-out Link

The FRL is a custom 6U Compact-PCI card (figure 9.5). It has three interfaces: an input interface
which handles up to two LVDS cables; an output interface to the FED Builder implemented as a
64-bit/66-MHz PCI connector for a Network Interface Card (NIC); and a configuration and control
interface which is a PCI bus interface connected to the Compact-PCI backplane. The function of
the FRL board is performed by two FPGAs (Altera EP20K100EFC324-1 for the PCI bridge and
EP1S10F672C6 for the main logic).

The FRL receives event fragments and checks the CRC in order to check transmission errors
over the LVDS cable. In the case where the FRL receives data from two FEDs, the two data records
are merged. Data are buffered in memories of 64 kByte size and pushed into the NIC in fixed size
blocks via the onboard PCI bus.

The FRL card also provides monitoring features, such as the ability to spy on a fraction of
events via the Compact-PCI bus, and to accumulate histograms of quantities such as fragment size.

Up to 16 FRL cards are placed in a crate with a Compact-PCI backplane. Each crate is
connected to a PC via a compact PCI bridge (StarFabric CPCI/PCI system expansion board from
Hartmann Elektronik), which is used for configuration, control and monitoring. There are 50 FRL
crates in total.

9.2 The Trigger Throttling System and sub-detector fast-control in-
terface

The TTS provides the feedback from all FEDs and their associated front-end systems to the GTP.
It is a hardwired system, acting on the dataflow with a reaction time of less than 1 µs. Each FED
provides fast signals indicating the state of the read-out. The states Ready, Warning, Busy, Out-
Of-Sync and Error are defined (listed in order of increasing priority). Ready, Warning and Busy
are generated according to the amount of internal data buffering available and are used to indicate
if more triggers can be accepted. Given the trigger rules (section 8.4) and a TTS latency of 1 µs,
a FED has to be able to accept 2 more triggers after asserting Busy state. Out-Of-Sync and Error
indicate that synchronization was lost or an error occurred in the front-end electronics. The GTP
attempts to recover automatically from these states by issuing a L1-Resync or L1-Reset command
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Figure 9.6: Block diagram of the FMM. Figure 9.7: Photograph of a FMM module.

via the TTC system. These fast TTS signals are transmitted over shielded RJ-45 cables with four
twisted pairs using the LVDS signaling standard.

The Fast Merging Module

For flexibility, FEDs are grouped into 32 TTC partitions which may be operated independently of
each other. The Level-1 Trigger Control System separately distributes triggers to these 32 TTC
partitions and separately receives trigger throttling signals for each TTC partition. TTS signals
from all FEDs in a TTC partition thus need to be merged with low latency. Dedicated Fast Merg-
ing Modules (FMMs), have been designed for this task. These modules can merge and monitor
up to 20 inputs and have quad outputs. Optionally, FMMs can be configured to merge two inde-
pendent groups of 10 inputs with two independent twin outputs. For partitions with more than 20
FEDs, FMMs are cascaded in two layers.

The FMM is a custom-built 6U compact-PCI card (figures 9.6 and 9.7). It has three main
components: a PCI Interface FPGA, a main logic FPGA and an on-board memory block. The 80
MHz internal clock of the FMM is not synchronized to the LHC clock. Input signals are synchro-
nized to the internal clock by requiring two successive samples in the same state. The input signals
are then merged by selecting the highest priority input signal from the enabled inputs according to
the signal priorities listed above. Optionally, Out-of-Sync input signals are only taken into account
if the number of inputs in Out-of-Sync state exceeds a programmable threshold.

The FMM also provides extensive monitoring capabilities in order to diagnose the causes for
dead-times. Each state transition at the inputs is detected and stored with a time-stamp (25 ns
resolution) in a circular buffer memory that can hold up to 128 k transitions. The times spent in
the states Warning and Busy are counted with 25 ns resolution for each input channel and for the
output(s).
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FMM cards are configured, controlled and monitored by a PC via a compact-PCI interface
(StarFabric CPCI/PCI system expansion board from Hartmann Elektronik). The total system com-
prises 8 FMM crates with up to 9 FMMs in each crate. A total of 60 FMM modules are needed in
order to merge the TTS signals of all TTC partitions of CMS.

9.3 Testing

In order to test and commission the central DAQ system independently of the GTP and of the sub-
detector DAQ systems, a number of additional components have been developed. These are not
used in standard data taking.

The Global Trigger Processor emulator (GTPe) [205] emulates the functionality of the GTP
(see figure 9.2). It reproduces the LHC beam structure, generates random or clocked triggers up
to 4 MHz, respects the trigger rules, applies partitioning, transmits the GTPe data fragment over
S-Link64 and receives and handles sTTS and aTTS backpressure signals. The hardware imple-
mentation is based on the Generic-III PCI card [206] and an interface module GTPe-IO.

In normal data taking mode, triggers from the global trigger are distributed to the FEDs via the
TTC. When using the GTPe, special test triggers are sent directly to the FRL crates via a lemo cable
to a trigger distributer card which distributes the trigger over the backplane to all the FRLs in the
crate. Because the FEDs are not being used in this mode, busy signals from the FRLs are collected
by the trigger distributer card and sent to a dedicated set of FMM modules for fast merging of this
subset of sTTS signals. A dedicated mode of the FRL firmware handles the GTPe test triggers
and instead of reading out the FEDs, the FRL generates data fragments with sizes according to a
predefined table. In this way, the full central DAQ system can be tested.

9.4 The Event Builder

A schematic view of the Event Builder system is shown in figure 9.8. The event builder is com-
posed of two stages: the FED-builder and the RU-builder. Each of the ≈512 FRLs generate event
fragments with an average size of ≈2 kByte and the FED-builder is in charge of transporting
these fragments to the surface building (SCX) and assembling them into 72 super-fragments with
an average size of ≈16 kByte. The super-fragments are then stored in large buffers in Read-out
Units (RU), waiting for the second stage of event building (RU-builder), which is implemented
with multiple 72×72 networks. There can be up to 8 RU-builders, or DAQ slices, connected to
the FED-builder layer. Each FED-builder is in charge of distributing the super-fragments, on an
event by event basis, to the RU-builders and ensures that all super-fragments corresponding to one
event go to one and only one DAQ slice, and are read by one Builder Unit (BU) of the RU-builder
network. The complete event is then transferred to a single unit of the Event Filter. By utilising
an architecture with two-stage event building, the full size system can be progressively deployed
slice by slice while the traffic load to the second stage is optimized. The event builder is imple-
mented with commodity equipment, including processing nodes, network switches and network
interfaces. The processing nodes are server PC’s with PCI busses to host the NICs. They run the
Linux operating system.
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Figure 9.8: Schematic view of the Event Builder.

The event builder is lossless and when necessary back-pressure is propagated up to the FRL
and subsequently to the FED, which can throttle the trigger via the TTS.

The FED-Builder stage

The FED Builder is based on Myrinet [209], an interconnect technology for clusters, composed of
crossbar switches and NICs, connected by point to point bi-directional links. It employs wormhole
routing and flow control at the link level. The LANai ASIC on the NIC contains an embedded
RISC processor.

The FED-builder stage is implemented using multiple N×M FED-builders. In the baseline
configuration, N ≤ 8 and M equals the number of DAQ slices, which is 8 for the full system.
In general, one N×M FED-builder comprises N input NICs hosted by the FRL, M output NICs
hosted by the RU PCs, and two independent N×M switches to form 2 rails (figure 9.9). The NIC
(M3F2-PCIXE-2 based on the LANai2XP) has two bi-directional fibre optic ports, with 2 Gbit/s
data rate each. Each rail of one NIC is connected to an independent switch. In practice, instead of a
large amount of small physical switches, a single large switching fabric is used per rail (see below).
This 2-rail configuration doubles the bandwidth to 4 Gbit/s per FRL and provides redundancy.

The software running on the NICs has been custom developed in the C language. The FED-
builder input NICs are programmed to read fragments from the FRL and to send them to the switch
fabric, with a destination assigned on the basis of the fragment event number and a predefined
look-up table. The FED-builder output NICs are hosted by the RU-builder PCs. They are pro-
grammed to concatenate fragments with the same event number from all the connected input cards,
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Fig. 3. Picture of a D2S element, from the S-Link64 sender card (up-right)
to the long distance link (optical fi bers).

systems respectively. The maximum sustainable output rate is

therefore 480 MB/s.

B. The FRL card

The FRL card is a CompactPCI card, developed by the DAQ

group, which receives, buffers and optionally merges the event

fragments, checks the payload CRC, and pushes the data to the

Myrinet NIC in fixed size packets. The input buffer memories

have a 64 kB size.

The FRL card has three different interfaces: an input in-

terface which handles up to four LVDS cables; an output

interface to the FED Builder implemented as a 64bit/66MHz

PCI connector for the Myrinet NIC; a configuration and

control interface which is a PCI bus interface connected to

the CompactPCI backplane.

The FRL card also provides monitoring features, like the

ability to spy on a fraction of events, via the CompactPCI bus,

and to fill histograms of fragment sizes distribution. Each of

the 512 FRL cards is expected to receive 2 kB event fragments

on average. The FRL cards push the data to the Myrinet NICs

via the internal 64bit/66MHz PCI bus. Measurements show

that a speed very close to the PCI bus limit of 528 MB/s can

be reached, depending on the FRL packet size and for event

sizes above 1 kB.

C. The FED Builder

The FED Builder is based on Myrinet technology. Myrinet

is a high performance interconnect technology for clusters,

composed by crossbar switches and NICs, connected by point

to point bi-directional links. It employs wormhole routing, and

the delivery of packets is guaranteed by a flow control at the

link level. The Myrinet switch supports hence back-pressure,

which is propagated backwards up to the FEDs.

The design choice of having 8x8 logical networks in the

FED Builders has been taken. One FED Builder is made

of 8 input NICs, two layers of two 8x8 switch networks,

8 output NICs (see Fig. 4, where only one network layer

is shown). Each rail of one Myrinet card is connected to

an independent crossbar. The FED Builder input cards are

programmed to read fragments from the FRL and to send them

to the switch, via one of the optical links, with a destination

port assigned on the basis of the fragment event number and a

predefined lookup table. The FED Builder output cards, inputs

of the RU Builders, concatenate fragments with the same event

number from all the connected input cards, building the super-

fragments.

The two network layers sit one in the underground cavern,

one in the surface DAQ room. They are implemented with

large switches, 256 external ports each, allowing for a high

reconfigurability of the FED-Builders’ network by simple

reprogramming of the switches’ routing table.

The Myrinet card can transfer at 4.0 Gbps data rate over

the two optical rails. As for the Myrinet switch performance,

measurements done with different traffic conditions show that

the 95% of the efficiency is reached with constant size events,

while it drops to 50% when transporting variable size events.

Fig. 5 shows the FED Builder performance as measured in

a test bench with an 8x8 network. Data are injected in the

system by the FRL cards generating fragments in saturation

mode. The packet size used in the FRL-NIC protocol is 4 kB.

Fig. 4. 8x8 FED Builder with a two-rail network.

Fig. 5. Throughput per node versus fragment size in a 8x8 FED Builder.

Figure 9.9: 8×8 FED builder with a two-rail network.

RUI-PCI
Myrinet LANai 2XP

FB-RUI
Fibers ~ 20m

FRL-FB
Fibers ~ 20m

Output-FED Builder 
CLOS-256 

Input-FED Builder 
CLOS-256 

FRL-PCI Link
Myrinet LANai2XPUSC

SCX

2x2.5 Gb/s Optical link
USC Optical Cable ~ 200 m

Figure 9.10: The FED builder stage switching fabric (only 1 rail is shown).

in order to build the super-fragments. The FED-builder is lossless due to a basic flow control and
retransmission protocol, implemented on the RISC processor on the NIC.

The physical switching fabric is composed of six Clos-256 enclosures per rail (figure 9.10).
A Clos-256 enclosure is internally composed of two layers of 16×16 (Xbar32) cross-bars. Three
Clos-256 enclosures are located in the underground electronics room (USC), while the other three
are in the surface DAQ building (SCX). They are connected by 768 200 m optical fiber pairs per
rail, bundled in 12 cables. The Clos-256 enclosures are partly populated with linecards. Currently,
the system has ports to accommodate a total of 576 FRLs and 576 RU PCs. In the baseline it is
configured as 72 times 8×8 FED-builders. The use of a large switching fabric allows for a high
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Figure 9.11: A Read-out Builder slice.

re-configurability of the FED-builders in software, which enables traffic balancing by redefining
the super-fragment composition and traffic rerouting in case of a hardware failure.

The Myrinet NIC can transfer 4.0 Gbit/s data rate over the two optical rails. For random traffic
the network efficiency is approximately 60%, due to head-of-line blocking. An event building
throughput of about 300 MBbyte/s per node is achieved for variable sized fragments with a nominal
average of 2 kBytes by using two rails [210]. Hence, the sustained aggregate throughput through
the FED-builder stage is ≈1.4 Tbit/s, satisfying the CMS DAQ requirements. A maximum peak
throughput of ≈2 Tbit/s is possible, if fully exploiting the FRL and Myrinet bandwidth, and using
traffic shaping in the FED-builders.

The RU-builder stage

The RU-builder stage assembles super-fragments into complete events. Each RU-builder must
collect event superfragments of average size ≈16 kByte from 72 data sources and build them into
complete events at a rate of 12.5 kHz. A diagram of one slice of the RU-builder, indicating its
various components is shown in figure 9.11. A RU-builder is made up of a number of Read-
out Units (RU), Builder Units (BU) and a single Event Manager (EVM) connected together by a
switching network. The EVM supervises the data flow in the RU-builder and receives a data record
from the GTP via a dedicated FED-builder. The EVM allocates events on request to a BU, which
subsequently collects the super-fragments from all RUs. From the BUs the complete events are
sent to the Filter Units (FU).

In the baseline configuration the number of RUs per RU-builder is 72 and there is a factor of 4
more FU nodes. The RU, BU and EVM software components can be distributed in various ways on
the PC nodes. In the baseline, there are two layers of PCs: RUs and BU-FUs. Here, the events are
built by the BU software component in the same PC that runs the filter unit (FU) software, referred
to as BU-FU. The RU nodes are server PCs with two 2 GHz dual-core Xeon processors (e5120)
and 4 GByte of main memory (Dell PowerEdge 2950). They host a Myrinet NIC (M3F2-PCIXE-2)
for the input from the FED-builder and a 4-port GbE NIC (PEG4I-ROHS Quad port copper Gigabit
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Ethernet PCI Express Server Adapter from Silicom Ltd.). In the baseline, two links of the 4-port
NIC are cabled to the network switch, which is sufficient to satisfy the throughput requirement of
at least 200 MByte/s per RU node. A single ethernet link for each BU-FU node is sufficient, as the
required throughput is 50 MByte/s. The EVB switching network is implemented with eight E-1200
switches (Terascale E-1200 router from Force10), one per DAQ-slice.

The RU-builder is based on TCP/IP over Gigabit Ethernet. The design choice of TCP/IP over
Gigabit Ethernet has the advantage of using standard hardware and software. When operating an
event builder over Ethernet close to wire speed, typically packet loss occurs because hardware flow
control is not propagated from end-point to end-point through the switches. TCP/IP provides a
reliable transport service that removes the need for the event building application to detect and deal
with lost packets. It also provides flow control and congestion control. TCP/IP uses a substantial
amount of host resources. Roughly 20% of a 2 GHz Xeon CPU core is required to transmit 1 Gbit/s,
when using jumbo-frames (MTU=9000 Bytes).

For the event builder with 2 Ethernet links per RU node, a throughput of ≈240 MByte/s per
RU node has been achieved at the nominal super-fragment size of 16 kBytes [211]. This can be
increased, if needed for higher trigger rate or larger event sizes, to ≈360 MByte/s per RU node by
installing a third Ethernet link per RU node. At a nominal throughput of 60 MByte/s, corresponding
to 1/4 of the RU throughput, the event building tasks consume roughly 10% of the CPU resources
on the BU-FU event filter nodes.

9.5 The Event Filter

The primary goal of the Event Filter complex is to reduce the nominal Level-1 Trigger accept
rate of 100 kHz to a manageable level for the mass storage and offline processing systems while
preserving interesting physics events and not introducing additional experiment dead-time.

The Event Filter complex:

• collects events accepted by the Level-1 Trigger system from the Event Builder and distributes
them to worker nodes for further processing;

• performs basic consistency checks on the event data;

• runs offline-quality reconstruction modules and filters to process and select events for storage
(High Level Trigger, “HLT”);

• generates, collects, and distributes Data Quality Monitoring (DQM) information resulting
from online event processing in the HLT;

• serves a subset of the events to local and remote online consumers (EventServer, ES) for
calibration and DQM;

• routes selected events to local storage in several online streams according to their trigger
configuration;

• transfers data from local storage at the CMS site to mass storage in the CERN data centre at
the Meyrin site.
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Figure 9.12: Architecture and data flow of the Filter Farm.

Architecture and data flow

The architecture of the CMS Event Filter is schematically illustrated in figure 9.12. The Event
Filter hardware consists of a large farm of processors (on the order of 1000), running the HLT
selection (Filter Farm), and a data logging system connected to a Storage Area Network (SAN).
The Builder Unit (BU), belonging to the event builder, delivers complete events to one of multiple
copies of the Filter Unit Event Processors (FU-EP) via the Filter Unit Resource Broker (FU-RB). A
logically separate switch fabric provides the connectivity from the Filter Units to the data logging
nodes. These data logging nodes are connected to a Fibre-Channel SAN, that is capable of a peak
bandwidth of 1 GByte/s and has a capacity of several hundred TBytes.

The filter farm is logically subdivided into groups of processing nodes (Builder/Filter Unit,
BU-FU). Each BU-FU hosts an identical set of software modules in a distributed environment based
on the XDAQ online framework (section 9.7). As mentioned above, there are three separate appli-
cations, the Builder Unit (BU), the Filter Unit “Resource Broker” (RB) and the Event Processor
(EP). The RB is responsible for managing memory resources for input and output to/from the HLT
processes, and the communication with the Event Builder and the data logger. A complete event
is handed by the RB, upon request, to the Event Processor (EP). The EP process uses the CMS
reconstruction framework (CMSSW) [212] to steer the execution of reconstruction and selection
code forming the HLT selection. Multiple EP processes can coexist in a single processor to provide
concurrent execution and thus saturate the processing CPU resources.

Event processing

The EP reconstruction and selection algorithms are configured at the start of each data-taking run,
by a configuration management system based on Oracle and working under run control supervision.
The reconstruction, selection, and analysis modules specified in the configuration are instructed to
obtain calibration constants and other time-dependent information from an Oracle database using
standard access methods supported by the reconstruction framework.
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Each reconstruction or selection algorithm runs in a predefined sequence, starting from raw
data unpacking modules, which deal with sub-detector specific raw-data formats. The binary raw-
data is formatted into C++ objects associated with sub-detector channels through a channel map
using the FED block identifiers. Reconstruction modules can attach reconstructed objects to the
event data structure. A full history of the execution of the HLT is attached to each accepted event.
In addition, bookkeeping information is maintained by each EP process, and periodically collected
by a supervising system to provide full accounting of events accepted and rejected by each HLT
path. When a decision is reached, accepted events, comprising raw data and event reconstruction
information produced by the HLT, are handed back to the RB for transfer to the data logging
process.

Monitoring

The operation of unpacking and reconstruction modules running in the Event Processors is mon-
itored using the Physics and Data Quality Monitoring infrastructure (DQM). Additional analysis
modules may be executed in the process, outside the normal selection sequences, to provide fast
feedback about the quality of the data using the same infrastructure. Information collected by the
DQM on the individual FU nodes is periodically forwarded to the data logging system via the RB,
providing a DQM Collector functionality (DQMC).

Data logging and Event Server

Events accepted for storage by one of the EP processes are transmitted to the RB, which forwards
them to the Storage Manager (SM) process running in the data logger nodes via the data logging
network. The SM is responsible of managing the various online streams to provide an appropriate
granularity of event data for transfer, processing and bookkeeping. The data logger supports both
disk streams for physics or calibration data, and network streams for the usage of consumer pro-
cesses carrying out calibration or monitoring tasks. The network streams are created “on demand”
by a consumer process connecting to the EventServer (ES) function of each SM. In normal opera-
tion with multiple SMs, the ES is multiplexed across the various sub-farm SMs by a caching Event
Server Proxy (ESP). File and network streams can deal transparently with event data or DQM data.

Each data logger node hosting a SM is responsible for direct management of its disk pool in
the storage area network. This includes correct interleaving of write transactions of the SM and
data transfer, via the Central Data Recording (CDR) network to the offline systems for analysis and
distribution to remote sites.

9.6 Networking and Computing Infrastructure

Networking Infrastructure

The general networking infrastructure of the experiment is based on Ethernet and is separated into:

• CMS Technical Network (CMS-TN);

• CERN general purpose network (CERN-GPN);
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• Connection to the Central Data Recording (CDR);

• LHC technical network (LHC-TN).

These four networks are interconnected. In addition there are the dedicated DAQ event build-
ing networks (Myrinet and Ethernet) and dedicated networks for equipment control which have no
connection to any of those four.

The CMS-TN is a general purpose network connecting all machines directly related to the
operation of the experiment. It is used for system administration of all computers and for config-
uration, control and monitoring of all online applications. This network is not accessible directly
from outside, but can be reached through dual-homed Application Gateway (AG) machines, which
have one connection to CMS-TN and one to CERN-GPN switches. The CMS-TN is implemented
as a distributed backbone with two routers located in SCX, and two in USC. Typically all comput-
ers in a rack are served by a switch in that rack. Each switch has two Gigabit Ethernet uplinks to the
backbone routers. The desktop computers in the control room are also connected to the CMS-TN.

The CERN-GPN is the CERN-site network. The GPN will be used at all places to connect
visitors (wired or wireless), who will use the application gateways to connect to the CMS-TN. This
network will typically provide 1 Gbit/s connections to the GPN backbone.

The CDR connects to the Tier0 (chapter 11) system at the CERN Meyrin site using a mini-
mum of 10 Gbit/s. A set of 8 triple-homed servers (one connection on the DAQ, one to CERN-TN,
one on the CDR switches) are dedicated to this task. These are the Storage Manager nodes.

The LHC-TN allows data exchange between some of the CMS equipment and the LHC con-
trols. The CMS-TN interconnects with the CERN-GPN and the LHC-TN using a filter imple-
mented in the backbone routers.

Computing infrastructure

As previously discussed, the DAQ system comprises thousands of computing nodes. These are
all rack mounted PCs. All PCs are Intel x86 based, running the CERN distribution of the Redhat
Linux OS. The PC cluster includes a global file server and other services to be able to operate
independently from the CERN-GPN. System installation is done with the Quattor toolkit [213]. In
addition around a hundred PCs are used for DCS, running Microsoft Windows.

Database services are provided by a 6-node Oracle Real Application Cluster.

9.7 DAQ software, control and monitor

As stated previously, the CMS DAQ is designed in a way such that its hardware implementation can
be staged as the LHC accelerator luminosity increases as well as the experiment’s need for higher
throughput. Thus the CMS DAQ online software must be highly scalable and must also support
a diverse hardware base. The online software encompasses a distributed processing environment,
data acquisition components, the run control and the detector control system. All subsystems
of the DAQ have adopted the central online software frameworks with the philosophy of using
common and standardized software technologies in order to reduce the effort associated with the
maintenance and evolution of the detector read-out system over the long lifetime of the experiment.
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XDAQ Framework

The XDAQ (Cross-Platform DAQ Framework) framework [214] is designed for the development of
distributed data acquisition systems. XDAQ includes a distributed processing environment called
the “executive“ that provides applications with the necessary functions for communication, con-
figuration control and monitoring. Written entirely in C++, it provides applications with efficient,
asynchronous communication in a platform independent way, including the use of memory pools
for fast and predictable buffer allocation, support for zero-copy operation and a dispatching mech-
anism for an event-driven processing scheme. A copy of the executive process runs on every
processing node in the data acquisition network.

XDAQ Applications are modeled according to a software component model [216] and follow
a prescribed interface. They are compiled and the object code is loaded and configured dynam-
ically at run-time into a running executive using the XML schema [221]. Multiple application
components, even of the same application class, may coexist in a single executive process.

All configuration, control and monitoring can be performed through the SOAP/http [217]
protocol, widely used in Web enabled applications. A rich set of data structures, including lists,
vectors and histograms are exportable and can be inspected by clients through the executive SOAP
services. Additional utility components provide support for hardware and database access.

XDAQ Applications and Libraries

XDAQ components [219] developed for CMS include applications such as the distributed Event
Builder (EVB), sub-detector electronics configuration and monitoring components (FEC and FED),
and central DAQ applications.

The generic event builder application consists of the main XDAQ components: a read-out unit
(RU), a builder unit (BU) and an event manager (EVM). Data that are recorded by custom read-out
devices are forwarded to the read-out unit application. A RU buffers data from subsequent single
events until it receives a control message to forward a specific event fragment to a BU. A BU
collects the event fragments belonging to a single event from all the RUs and combines them into a
complete event. The BU provides an interface to the event data processors that apply event-filtering
algorithms and provide data persistency (section 9.5). The EVM interfaces to the trigger read-out
electronics and so controls the event building process by mediating control messages between
RUs and BUs. For efficient transmission of binary (i.e. event) data the I2O specification [218] is
followed. The event builder is a generic application that can run on a wide range of underlying
hardware and is also used in local data acquisition systems, such as sub-detector test beams [215].

Data transmission in the XDAQ programming environment is carried out by special appli-
cation components named peer transports. Peer transports register themselves with the XDAQ
executive as being capable of resolving addresses as well as transmitting and receiving data. Com-
munication between XDAQ applications is then accomplished by using an executive function that,
when invoked, redirects the outgoing message to the proper peer-transport that in turn delivers
the data over the associated medium. In this way the framework is independent of any transport
protocol or network and can be extended at any time to accommodate newly appearing commu-
nication technologies. Baseline peer transports have been implemented for efficient binary data
transmission using an asynchronous TCP/IP protocol and for simple message handling using the
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and is used in local data acquisition systems, such as subdetector test beams [ref gutlebers ’03 chep paper?]. 

 

Additional components provided in the XDAQ framework include hardware support for acquiring data 

over the SLINK-64 PCI adaptor, libraries that provide user access to VME and PCI modules in the C++ 

programming language, myrinet support packages, support for the trigger throttling systems, support for the 

CMS custom front end devices (GIII access driver), persistent monitoring message support and a gateway 

application to interface the XDAQ SOAP environment to the PVSS-II and JCOP framework for the 

Detector Control System (see section 1.7). 

 

An extension to the XDAQ framework, HyperDAQ [ref] exploits the SOAP protocol which creates a 

natural entry into XDAQ executives. A combination of HyperDAQ and Peer to Peer technology [ref] to 

discover new data content providers, takes advantage of this natural http engine and presents to the user 

links to data content providers as they become available (see Figure xxx). In this way, any node in the 

distributed online cluster can become an access point from which the entire distributed system can be 

explored by navigating from one application to another as the links become available. The HyperDAQ 
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Figure XXX: Example HyperDAQ page. Clicking on the RU application in the HyperDAQ page brings up 

monitoring information for the Readout Unit application. 

 

 

 

 

 

 

 

 

Figure 9.13: Example HyperDAQ page. Clicking on the RU application in the HyperDAQ page
brings up monitoring information for the Read-out Unit application.

SOAP XML message format, however the framework is independent of the peer transport used, so
optimisation of this layer is transparent to the rest of the XDAQ applications.

Libraries and device drivers have been developed that provide generic user access to VME
and PCI modules and support Myrinet. Additional XDAQ components include support for the
CMS custom front end devices, persistent monitoring message support and a gateway application
to interface the XDAQ SOAP environment to the Detector Control System (section 9.8).

HyperDAQ

An extension to the XDAQ framework, HyperDAQ [220], exploits the http protocol which creates
an entry point into XDAQ executives. A combination of HyperDAQ and Peer-to-Peer technology,
used to discover new XDAQ applications providing data content, presents to the user links to
the data content providers as they become available (figure 9.13). In this way, any node in the
distributed online cluster can become an access point from which the entire distributed system
can be explored by navigating from one application to another as the links become available. The
HyperDAQ system has proved to be invaluable in debugging and monitoring the DAQ during full
system integration tests.

Run Control System

The Run Control System configures and controls the online applications of the DAQ components
and interfaces to the Detector Control Systems. It is an interactive system furnishing diagnostic
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and status information and providing the entry point for control. There are O(10000) applications
to manage, running on O(1000) PCs.

The Run Control structure is organized into eleven different sub-systems, with each sub-
system corresponding to a sub-detector or self-contained component, e.g. the Hadron Calorimeter,
central DAQ or global trigger. The Run Control and Monitoring System (RCMS) framework,
provides a uniform API to common tasks like storage and retrieval of process configuration data,
state-machine models for process control and access to the online monitoring system.

Run Control applications and services are implemented in Java as components of a common
web application “RCMS” provided by the framework. The Run Control is designed as a scalable
and distributed system to run on multiple machines, thus the system can be easily expanded by
adding additional hardware.

In RCMS the basic unit is the Function Manager (section 9.7). The interfaces are specified
with the Web Service Description Language (WSDL) using the Axis [222] implementation of Web
Services (WS). Various Web Service clients including Java, LabView and Perl have been imple-
mented to provide access to the Run Control services. The publicly available official reference
implementation of the Java Servlet technology Tomcat [223], by the Apache Software Foundation,
has been chosen as the platform to run the Run Control web-applications. For persistency both
Oracle and MySQL are supported by the RCMS framework.

For the baseline DAQ system, ten PCs running Linux are sufficient to control the experiment.
A special copy of the XDAQ executive, the job control, is always running on each online node to
accept SOAP commands from the run control to start and configure additional XDAQ executives.
One common database (Oracle) is shared by all online processes and RCMS installations. Config-
uration management across sub-systems is achieved using global configuration keys (section 9.7).

The services and tools provided by RCMS comprise:

• Function Manager Framework;

• Resource and Account Management Services;

• Configurator;

• Log Message Collector.

In the following a few key components of Run Control are discussed.

Function Manager

A hierarchical control tree, with a central controller on the top and one or more controllers for each
sub-system, structures the flow of commands and state information. The controllers are written
using a common design paradigm, the so-called “Function Manager” (FM).

The FM has available a finite state machine, an interface for remote invocation, and a set of
services to start, configure and control remote processes and to access configuration information
from a DBMS. The FM is the basic element in the control tree. A standardized state machine
model has been adopted by the sub-system for the first level of FMs which are directly steered by
the central controller in the control tree (figure 9.14).
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Figure 9.14: The RC hierarchy showing the full DAQ system. The Top Function Manager controls
the next layer (Level 1) of Function Managers who in turn control the Level 2 (sub-detector level)
Function Managers. The sub-detector Function Managers are responsible for managing the online
system component resources.

Resource and Account Management Services

The Resource Service (RS) stores all information necessary to start and configure the online pro-
cesses of the DAQ and sub-detectors. The data is represented as Java objects which are made
persistent in the DBMS both as blobs and optionally as relational tables. RCS views the experi-
ment as a collection of configurations, where a configuration is one or more groups of resources
and one or more function manager implementations for control. The configuration is specific to
each sub-system. Each sub-system has its own schema instance of the RS in the DBMS. The re-
source definition of a run is then the set of configurations of all participating sub-systems. The
configuration of a given sub-system is resolved via a key mechanism. The sub-systems register
a “configuration key” to a given global key identifying the configuration of the global run. All
changes to configurations and global keys are versioned and trackable.

Users have to be authenticated to get access to the RCS resources. The resource service
manages the configurations based on RCMS user accounts. Multiple configurations by multiple
users can be run simultaneously in the same instance of the RCMS web-application.

Configurator

In order to create central DAQ configurations for different data taking scenarios, the CMS DAQ
configurator application has been developed. The configurations can be tailored for reading out
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specific sub-sets of FEDs with specific throughput requirements, using different FED-Builder con-
figurations and different sub-sets of the available event builder hardware. The configurations can
be adapted to different versions and parameter settings of the online software components. The
process of parametrising tens of thousands applications on thousands of hosts is largely simplified
by factorizing the structure of the DAQ system and of the software settings. The structural rep-
resentations of the DAQ configurations are stored in the CMS DAQ hardware and configuration
database which also holds a representation of the available hardware components and their con-
nectivity. Templates of software parameters for all software components are stored in a separate
software template database. The CMS DAQ configurator application reads from both databases.
It automatically calculates application parameters such as those depending on the connectivity in-
formation of the underlying hardware and creates the Java objects of the Resource Service. XML
configuration files for the XDAQ executive processes are generated from these Java objects and
stored in the Resource Service database. The CMS DAQ configurator application can also be used
to generate configurations for test-bed hardware.

Log Message Collector

The Log Message Collector (LMC) is a web application to collect logging information from log4j
and log4c compliant applications. The LMC has receiver modules for log4c messages used with
C++ applications and log4j messages used with Java applications in XML and in binary format.
Appender modules are implemented for TCP socket, TCP socket hub and JMS connections. Log
messages can be stored on files with a File Appender, or in a DBMS with a DB Appender. Appen-
ders can be active concurrently. Log messages are filtered by severity in the appender modules.

Each subsystem has its own instance of a LMC. A central LMC concentrates the messages of
the subsystems and forms the entry point for the visualization client of messages, e.g. the Apache
Chainsaw log message viewer.

9.8 Detector Control System

Function

The main purpose of the Detector Control System (DCS) is to ensure the correct operation of
the CMS experiment, so that high quality data is taken with the apparatus. The scope of DCS
includes all subsystems involved in the control and monitor of the detector, its active elements, the
electronics on and off the detector and the overall environment.

The Detector Control Systems of individual sub-detectors are connected to the central DCS
Supervisor (figure 9.15) for combined operation. These sub-detector DCS subsystems handle all
the individual detector electronics such as the CAEN high-voltage power supplies and other elec-
tronics both commercial and custom made. The low-voltage system and the gas system are com-
mon for all sub-detectors whereas the cooling systems are built individually by each sub-detector.
Additional components such as front-end detector read-out links are also monitored by the DCS.

The DCS provides both bookkeeping of detector parameters (table 9.2) and safety-related
functions, including alarm handling and limiting the control of critical components via a software
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Figure 9.15: Outline of the Detector Control System hierarchy. Shown are all global services and
ECAL as an example of a sub-detector control.

access control. The alarm handling and automated actions are designed in a way to anticipate
major problems that would otherwise initiate Detector Safety System (DSS) actions, and warn the
operator in advance that some action is needed. The alarm handling includes an SMS (mobile “text
messaging”) system that warns DCS users (for example a sub-detector expert) about abnormal sys-
tem parameters. These SMS messages may require an acknowledgment by replying to the received
alert SMS, and the status of both the alerts and acknowledgment’s is displayed in the control room
so that the operators in the control room are aware that experts are investigating the alarms. The
DCS also collects relevant information from DSS. Monitoring of DCS parameters is possible via
the Oracle Portal web pages that allow users to analyse both real time and archived data.

The DCS has to communicate with external entities as well, in particular the DAQ run control,
and serves as the interface between the CMS experiment and the LHC accelerator. Many of the
features provided by the DCS are needed at all times, and as a result selected parts of the DCS
must function continually on a 24-hour basis during the entire year. To ensure this continuity UPS
and redundant software and hardware systems are implemented in critical areas, however even
non-critical nodes can be recovered in the order of minutes thanks to a CMS specific automated
software recovery system.
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Table 9.2: Summary of detector parameters that are specific to each sub-detector.

Sub-detector Monitored Parameters Drivers PCs /
PLCs

HV: 11 k channels, 218 k params Wiener and CAEN OPC
muon CSCs LV: 8 k params custom: HV controller, Peripheral crate ctr 16

Peripheral crate controller: 24 k params CANopen-ELMB OPC
HV: 15 k channels - 110 k params CAEN OPC

muon DTs LV: 1100 channels - 10 k parameters CAEN OPC 7
trigger: ≈12 k params custom 5
HV: 1200 channels CAEN OPC 2

muon RPCs LV: 1400 channels CAEN OPC 2
sensors: 500 channels same as LV
Front end: 50 k params custom
HV: 450 channels, 3500 params custom

HCAL LV: 270 channels, ≈1600 params CAEN OPC
HSS: 220 params custom
Front end: 21 k params
LV: ≈4500 params CAN (Wiener) 3
HV: ≈2600 params CAEN OPC 4

ECAL Cooling: ≈200 params Simatic S7, PSX 2 / 1
FE monitoring: ≈80 k params custom: PSX 1
ESS: ≈600 params Simatic S7 1 / 2
PTM/HM: ≈1 k params CANopen-ELMB OPC 2
HV: 4 k channels CAEN OPC, Siemens S7

Strip tracker LV: 4 k channels + 365 ctrl ch, 160 k params custom: PSX 10 / 9
Temperature: 1100 sensors
DCUs: 18 k channels, ≈ 100 k params
HV: 192 channels, 384 params CAEN OPC, Siemens S7

Pixel tracker LV: 192 channels, 384 params custom: PSX 2 / 1
Temperature: 200 sensors
LV: 200 channels CAEN OPC

Alignment 10 k LEDs, 150 lasers 5
≈2 k sensors ELMB, custom

Central DCS rack control: 10 k params Wiener OPC, CAN, SNMP
Services LHC interface: 1 k params custom: PSX 15

cooling and ventilation
DSS

Implementation

The DCS software is based on the Siemens commercial SCADA package PVSS-II and the CERN
Joint Controls Project (JCOP) framework [224]. Industrial controls hardware is interfaced by
PVSS-II via various supported drivers OPC (OLE for Process Automation) [225] protocol, Siemens
S7, SNMP, or Modbus. The JCOP framework provides common solutions to similar problems
across all LHC experiments. This framework includes PVSS-II components to control and mon-
itor the most commonly used commercial hardware (CAEN and Wiener) as well as control for
additional hardware devices designed at CERN like the widely used ELMB (Embedded Local
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Monitoring Board). It also provides a Data Interchange Protocol (DIP). For hardware not covered
by JCOP, PVSS-II offers the possibility of implementing new drivers and components, and CMS
has developed sub-detector specific software.

The control application behaviour of all sub-detectors and support services are modeled as
Finite State Machine (FSM) nodes, using the FSM toolkit provided by the JCOP framework. The
detector controls are organized in a tree-like FSM node hierarchy representing the logical structure
of the detector, where commands flow down and states and alarms are propagated up (figure 9.15).
The different control systems of the experiment have been integrated into a single control tree,
whose top node is referred to as the CMS DCS Supervisor. CMS has put policies into place to
ensure a homogeneous and coherent use of the DCS [226].

The DCS is a distributed system and comprises all control applications dedicated to sub-
systems, communicating via the PVSS proprietary network protocol. In total there will be around
100 PCs with the majority of them running Microsoft Windows, although Linux is also supported.

PVSS-II includes a proprietary database that is used to store in real time the values of all
the parameters defining the current state of the system (e.g. high-voltage settings, alarms, etc.).
The configuration of PVSS-II itself is also stored in this database. For static and large amounts
of data, an external Oracle database is used to store configuration data, and to archive measured
values of parameters from PVSS to Oracle tables. Selected data from DCS is exported to the CMS
conditions database, which contains all the data describing the detector environment needed for
the offline reconstruction. The DCS access control system uses the LDAP and Oracle identity
management tools which has web support for account management.

During normal physics data taking the DCS will act as a slave to run control and will there-
fore have to receive commands and send back status information. A communication mechanism
between DCS and external entities is provided by the CMS specific PVSS SOAP interface (PSX).
The PSX is a SOAP server implemented with XDAQ (section 9.7) using the PVSS native interface
and JCOP framework, and allows access to the entire PVSS-II system via SOAP.
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Chapter 10

Detector infrastructures and safety
systems

The common term infrastructures includes very different systems, ranging from basic site facilities
to more detector-specific and safety-related services. In this section, the main general systems are
described.

10.1 Detector powering

CMS, like any other modern particle physics detector, needs considerable electrical power for its
front-end electronics (FEE), for electronics racks in counting rooms and in site control centres,
and finally for auxiliary services (cranes, ventilation and cooling stations, lifts and access facilities,
etc.). Different power sources are available on site. Uninterruptible Power Systems (UPS), for
valuable equipment that must stay on in case of power disruption, secure power for specific users
for a short period, before being backed-up by a diesel engine. Common users are connected to
standard network power. Table 10.1 gives an overview of the power requirements for CMS.

With the exception of the cooling stations, the racks system is the most important client in

Table 10.1: Power requirements for CMS.

System Power (kW)
General site services 2200
Electronics racks 2300
Low voltage to front-end electronics 1000
Magnet and cryogenics 1250
Ventilation stations 1250
Surface cooling stations 4000
Underground cooling stations 1500
Total steady-state consumption 9000
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Figure 10.1: Control loops for rack powering.

terms of power. Rows of racks are fed by power bus-bars. Each single rack has a main breaker
piloted by a dedicated PLC, the whole system being located in a box attached to the bus-bar. A
power and a control cable run from this box to the power distributor cabinet inside each rack. Cab-
inets provide single-phase, three-phase or three-phase + neutral current distribution. The breaker
PLC is controlled by the Detector Control System (DCS) via a network connection. Single racks
can be switched on-off upon DCS request and the status of each breaker is known by DCS as well.
Moreover, a hardwired connection to the Detector Safety System (DSS) secures the system in case
of smoke or a high temperature is detected inside a rack. Figure 10.1 describes the logic behind the
power controls.

– 284 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

Table 10.2: Cooling power for different sub-systems.

System Power (kW)
Muon Endcaps 100
Muon Barrel 50
HCAL and Yoke Barrel 60
ECAL 300
Rack system 1600
Tracker, Pixel, Preshower 150

10.2 Detector cooling

10.2.1 Front-end electronics cooling

The CMS front-end electronics dissipates some 800 kW in the experimental cavern. This huge
amount of heat is intercepted by cooling water at 18°C for the ECAL, HCAL and Muon systems,
and by C6F14 fluid at temperature ranging from −15°C to −25°C for the Preshower, Pixel and
Tracker systems. In addition, some 1600 kW are dissipated by the rack system. Table 10.2 shows
the power dissipated by each system.

Chilled water at 14°C is produced at the surface in the SU5 building and then transferred
to the USC55 cooling plant, where five independent water circuits, each one with its own heat-
exchangers, pumps and controls, produce and distribute water at 18°C to the experiment cavern.
The Tracker, Pixel, and Preshower systems have on their primary side chilled water at 6°C, and
they have their own cooling cabinets in UXC55 to shorten the transfer lines. Cooling status is
monitored by the central DCS via ethernet connection to TS/CV control units. The DSS monitors
crucial parameters such as flow rate, temperature, and dew point, in order to take actions in case
of need. Loss of coolant is detected by measuring the fluid level in the expansion tanks of every
cooling loop.

10.2.2 Cryogenics

The cryogenic plant at the CMS site has the function to cool down and keep at 4.7 K the 230 t of the
CMS superconducting coil. The refrigerator system can deliver a cooling power of 800 W at 4.7
K, plus 4500 W at 60 K to cool the coil’s thermal screens, in addition to the 4 g/s of liquid helium
used to cool the 20 kA coil current leads. Cooling the coil down from room temperature takes 3
weeks, with a maximum thermal gradient inside the cold mass of 30 K. In case of a quench, the
temperature rises to 70 K and 3 days are necessary to bring the cold mass down to 4.7 K. A 6000 l
liquid helium storage tank sits close to the coil cryostat to allow a slow discharge from full current
without warming up the coil.
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Figure 10.2: YB+2 and YE+1 cable-chains in UXC55 basement trenches.

10.3 Detector cabling

Due to the specific CMS design, with one central element (YB0) that is fixed and 6 mobile elements
for each side moving on the cavern floor during shut-down periods, power cables, coolant, gas and
optical fibres have to run through huge cable-chains in order to open and close the detector without
disconnecting everything (figure 10.2).

Cables are labeled and stored in a database with web interface, that allows identification of
each cable by sub-system, type, length, starting point, endpoint and routing. The main cable types
can be summarised as follows:

• HV cables;

• LV cables for DC power to FEE;

• FEE read-out cables;

• optical fibres read-out;

• monitoring and control (DCS) cables;

• general pourpose power cables (230-400 V AC);

• safety system cables (DSS) for hard-wired signals and interlocks.

The cable-trays include also the gas-sniffer soft-pipes. Some 30 000 cables are referenced in the
data-base.
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10.4 Detector moving system

The CMS moving system has been designed according to the following criteria: affordability,
robustness, preciseness, easyness in handling and compactness. The boundary conditions have
been determined on the one hand by the weight and dimensions of the assemblies and on the other
hand by the friction, the slope and the size of the cavern.

10.4.1 Sliding system

In order to limit friction and thus the power of the pulling system, CMS has chosen a heavy duty
air pad system for the long movements (10 cm to 10 m) and a flat grease pad system for the
final approach (up to 10 cm). In addition, these systems allow, without any additional structure,
movement perpendicular to the beam. The air pads (figure 10.3) have rubber sealing rings that
prevent air losses. The system can be used with compressed air bottles only. At the same time, this
sealing increases somewhat the friction factor, which lies around 0.8% before moving and goes
down to around 0.4% once moving has begun. The grease pad system produces a final approach
with practically no friction.

10.4.2 Pulling system

The pulling system consists of a hydraulic strand jack system and includes 6 jacks with strands (of
which the two in the center are pivotable) and a strand storage mandrel. Taking into account the
slope of the cavern (1.234%) and the friction of the airpads and cable chain, the system must be
capable of safely pulling uphill 2.5% of the maximum load, which is 2600 t (3 endcaps together).
Whereas going uphill is a pure pulling, going downhill needs a retaining force in order to produce
a smooth, constant movement of the load. This was integrated into the design of the hydraulic
control unit.

10.5 The Detector Safety System

The Detector Safety System (DSS) is a common development carried out by the 4 large LHC
experiments together with the CERN IT department. The purpose of the DSS is to protect the
detector and the experimental equipment from hazards. The DSS works complementary to the
Detector Control System (DCS) and the CERN Safety System (CSS) (figure 10.4).

Normal operation of the experiments proceeds with the DCS which monitors and controls
any deviation from normal operation or the occurrence of anomalies. In this respect, the DCS is
ensuring a safe operation of the experiment. The DCS is designed such as to monitor and react up
to a very detailed level and in a highly granular way, a necessary feature which on the other hand
makes the system quite complex and thus vulnerable.

For emergency situations though, the LHC experiments are equipped with the CERN Safety
System. The CSS is designed to reliably detect the main hazards, like smoke, flammable gas,
oxygen deficiency, etc. that could endanger the human life, and will transmit a corresponding alarm
to the CERN fire brigade. The CSS, however, does not foresee immediate actions for the protection
of the equipment.
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Figure 10.3: A transport beam for barrel rings with 4 air pads fixed on it.

Equipment protection is the purpose of the DSS which triggers automatic actions in order to
avoid or to reduce eventual damage to the experimental equipment when it detects abnormal and
potentially dangerous situations. The DSS is designed to be simple and reliable and consequently
the DSS actions have to be fast and quite coarse, e.g., cutting the power to the entire cavern in the
case that smoke is detected. In order to do so, the DSS partially recuperates signals from the CSS
(e.g., smoke detection) and triggers actions on the main infrastructure, as cutting the 18 kV supply.
DSS actions thus will in general disrupt the data taking, but in the long run, by avoiding damage to
experimental equipment, will increase the overall data taking efficiency of the experiment.

10.5.1 DSS Requirements

In order to fulfill its purpose, the DSS has the following characteristics:

• high reliability and availability to make the system simple and robust;
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Figure 10.4: Context diagram of the DSS system, showing its rôle with respect to the CERN Safety
System (CSS), the Detector Control System (DCS) and other technical services. The interconnec-
tion network is provided by the Data Interchange Protocol (DIP).

• operational independence of all other systems, running in stand alone system mode;

• autonomy from outside services, especially power supply and computer network;

• input from its own sensors and actuators (nevertheless some are owned by the CSS);

• capability of immediate and automatic actions;

• flexibility to be adopted and configured in order to adapt to the evolving needs of the experi-
ments;

• full integration into the DCS.

10.5.2 DSS Architecture

The DSS consists of two main pillars: the front-end and the back-end.
The front-end is a redundant array of two Siemens S7-400 H PLCs. These PLCs interpret

the signals coming from the connected sensors according to a programmable alarm-action matrix.
Actuators, attached to the output of the PLCs trigger actions. The PLCs are scanning all input
channels, processing the alarm-action matrix and modifying the state of the outputs accordingly.
Such a cycle will take about 500 ms, allowing the DSS to react to any hazardous situation with a
response time below one second. Different type of sensors can be connected to the DSS that are
digital inputs, analogue inputs (4–20 mA) and PT100 temperature probes. The front-end can oper-
ate completely independent from the back-end and is thus the safety relevant part of the DSS. It is
also connected to an uninterruptible power supply which gives the DSS autonomy of several hours.
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The back-end of the DSS consists of a standard PC running the PVSS software. It serves
as interface between the front end and the operator. The back-end provides tools for post mortem
and data analysis, e.g. the possibility to retrieve and display data based on user-defined selection
criteria, trending tools and the possibility to filter alarms according to criteria such as time, origin,
alarm priority. However, it is not necessary for the user to initiate any DSS actions, as these are all
performed as automated actions in the DSS front-end.

10.5.3 CMS Implementation of DSS

Due to the rather large number of input channels for the CMS experiment, the DSS is split into
two completely separate entities. One entity collects input channels from the equipment housed
in the USC cavern and the surface buildings and one entity for the UXC cavern. Both systems,
each equipped with a set of redundant PLCs, are stand alone and communicate only via hard
wired input and output. The USC/surface system consists of 6 Detector Safety Units (DSU) each
housed in a rack, where the UXC system consists of 10 DSU’s. A typical DSU is made of 224
digital input channels, 64 analogue or PT100 input channels and a few digital output channels.
The bulk amount of signals originates form the 230 V rack power distribution system and from the
low voltage system. The about 200 racks in the USC cavern produce each an individual smoke
detection alarm and an alarm from the power distribution box (TWIDO). The about 200 racks in
the UXC cavern will give as additional signals the status of the electrical breaker inside the TWIDO
box and a signal in case of an electrical fault since the racks in the UXC cavern are not accessible
during the LHC operation. Concerning the low voltage supply for the UXC racks, the DSS receives
about 180 status- and electrical-fault bits, and it is able to cut the low voltage power supply to each
rack individually.

In addition to the protection of the racks, the DSS also directly safeguards the sub-detectors
via a number of sensors. These are temperature sensors placed directly on the sub-detector or in
the vicinity of them, flow meters measuring their cooling circuit, water leak detectors inside the
vacuum tank of the solenoid, etc. Since the functioning of the DCS is mandatory for the operation
of the DSS, every sub-detector shall send a status bit to DSS, such that DSS can take appropriate
actions in case the DCS of a sub-detector or the central DCS is not functioning. The typical DSS
action is to cut the power to part of the detector equipment, but other actions can be taken as, for
example, triggering the CO2 rack extinguishing system, as well as the water mist system.

10.6 Beam and Radiation Monitoring systems

10.6.1 Introduction

The Beam and Radiation Monitoring systems (BRM) [227] perform both a monitoring and a pro-
tection function for CMS. To this end, multiple and redundant systems have been installed, some
of which can be used to initiate LHC beam aborts and/or CMS equipment control, others of which
can be used for fast beam/detector optimisations. All systems will provide long term monitoring
of the received radiation dose in various regions of the CMS detector.
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The CMS experiment sits in an unprecedentedly high radiation field for a HEP experiment and
much effort has gone into the design and construction of systems with very high radiation tolerance.
Nevertheless, the LHC is designed to run with 362 MJ of stored energy in one beam and with
proton intensities in excess of 1014 per beam. Even very small fractional losses of this beam risk
causing serious damage to detector elements. Whilst the LHC itself has extensive instrumentation
designed for machine protection, CMS requirements dictate that CMS must be able to detect beam-
related problems as they develop and to assert beam aborts if required. In addition, CMS must be
able to log data and perform post-mortem analyses in the case of accidents and understand the
accumulated dosage and potential longer term damage to the detector elements. To this end CMS
has implemented the BRM systems.

While radiation damage can lead to long term effects, the most likely damage scenarios in-
volve very fast bursts of radiation/energy-dissipation in detector elements. Thus the protection
systems must be sensitive to very fast changes in beam conditions; the BRM systems can detect
changes at the 25 ns level, though the initially deployed protection systems will react in times of
order 3–40 µs. Additionally, the BRM systems provide monitoring and tuning data to permit op-
erator intervention to diagnose and improve beam conditions. In addition, all BRM systems can be
used to monitor integrated dose and detector component aging over the years of LHC operation.

In designing the BRM, CMS imposed several design constraints; namely to implement sys-
tems which can stay alive at any time when beam may be in the LHC independently of the state
of CMS operations; that have readout and post-mortem capabilities extremely close to those of the
LHC machine protection systems; and that offer a high degree of redundancy and a wide dynamic
range for protection and monitoring scenarios. Given these constraints, the BRM protection sys-
tem, summarised in table 10.3, has been implemented. The BRM system, its nomenclature and
sub-system locations in CMS are also represented in figure 10.5.

10.6.2 Protection systems

The protection systems are based on chemical vapour deposition diamond detectors [228] similar
to those that have been widely used in recent collider experiments [229, 230] where they have
proven to be radiation hard [231], fast enough to match beam abort scenarios, and small enough
to be inserted into areas close to key detector components without adding substantial material or
services.

In CMS there are two protection systems foreseen for initial LHC operation. The first is the
BCM1L made of four polycrystalline diamonds, each 10 × 10 × 0.4 mm3, positioned on either
side of the IP at z values of ± 1.8 m, close to the beam pipe and the inner-tracker pixel detectors
(chapter 3) at a radius of 4.5 cm. The second protection system is the BCM2L. This is a set of
twelve polycrystalline diamonds, each 10 × 10 × 0.4 mm3, on either side of the IP behind the
TOTEM T2 detector at a z position of ± 14.4 m. On each side of the IP, a set of eight sensors
are deployed at an outer radius of 29 cm and an additional four at an inner radius of 5 cm. Here
BCM refers to Beam Conditions Monitor, the index 1 or 2 refers to the two locations in z and
L indicates that these detectors are used in a leakage current measurement mode as relative flux
monitors, typically integrating the leakage current over µs time scales. The BCM1L diamonds are
arranged on the x and y axes. The BCM2L comprise eight diamonds at 45◦ intervals at large radius
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Figure 10.5: Layout of CMS BRM sub-systems.

and four on the x,y axes at small radius. The BCM1L and inner BCM2L diamonds measure a rate
which is dominated by pp interactions at the IP. The outer BCM2L diamonds are hidden from the
beam-spot and are expected to be largely sensitive to beam-halo rates.

The diamonds used for BCM1L and BCM2L are essentially identical, but the two systems
differ in the readout methods adopted. The BCM2L uses a standard LHC Beam Loss Monitor
(BLM) electronics and data processing [232, 233] that is read out asynchronously with respect to
the LHC machine with 40 µs sampling. The BCM1L readout uses the same LHC BLM back-end
electronics, but uses an additional mezzanine card to provide sub-orbit sampling. The readout is
synchronized with the 89-µs LHC orbit, allowing user-configurable sampling, so that the sampling
can be matched to the LHC bunch trains. In addition the BCM1L allows sampling of the LHC
abort gap, which must be kept empty to avoid a spray of particles being directed at CMS during a
beam dump.

Using a set of thresholds in the readout systems and a combinatorial logic to reduce sensitivity
to individual noise events, a hardware beam abort signal can be generated and transmitted to the
LHC machine via the Beam Interlock System [234], leading to the dumping of the beams within 3
orbits. A lower threshold value can be used to send hardware signals to CMS sub-detector clients
to initiate high and/or low voltage ramp-downs.

In the event of a beam abort initiated by CMS, or by any of the other LHC (or experiment)
protection systems, a full history of the BCM1L and BCM2L signals is produced and transmitted
to the LHC control room.
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Table 10.3: The sub-systems to be deployed as part of the initial BRM. The table is ordered from
top to bottom in increasing time resolution.

sub-system Location Sampling Time Function Readout + Interface Number
(Sensor type) Distance from IP (m) LHC or CMS type of Sensors

Passives CMS and UXC ∼ months Monitoring N/A Many
(TLD+Alanine)

RADMON CMS and UXC 1 s Monitoring Standard LHC 18
(RadFets+SRAM)

BCM2L Behind TOTEM T2 40 µs Protection Standard LHC 24
(Polycrystalline Diamond) z=±14.4 m

BCM1L Pixel Volume 5 µs Protection Standard LHC 8
(Polycrystalline Diamond) z=±1.8 m

BCM2F Behind TOTEM T2 ∼ns Monitoring CMS Standalone 8
(Polycrystalline Diamond) z=±14.4 m

BSC Front of HF ∼ns Monitoring CMS Standalone 32
(Scintillator Tiles) z=±10.9 m

BCM1F Pixel Volume ∼ns Monitoring CMS Standalone 8
(Single Crystal Diamond) z=±1.8 m

BPTX Upstream of IP5 200 ps Monitoring CMS Standalone 2
(Button Beam Pickup) z=±175 m

10.6.3 Monitoring systems

Several monitoring systems are listed in table 10.3: the BCM1F and BCM2F are also based upon
diamond sensors, but with readouts able to resolve the sub-bunch structure, the Beam Scintillator
Counters (BSC) are a series of scintillator tiles designed to provide hit and coincidence rates, the
Button Beam Pickup (BPTX) is designed to provide precise information on the bunch structure and
timing of the beam, and the RADMON and Passives systems give calibrated information on the
radiation field within the CMS cavern.

The BCM1F, BSC and BPTX are sensitive to time structure below the 25-ns level; as such
they also provide technical trigger inputs into the global CMS trigger. In particular, the inputs from
the BPTX and BSC provide zero- and minimum-bias triggers, respectively. Additionally, all three
of these systems are sensitive to all foreseen beam intensities including the LHC pilot beam, where
a single low intensity bunch is injected for studies or to confirm parameter settings prior to full
intensity injection.

The BCM1F consists of four single crystal diamonds, each 5×5×0.5 mm3, positioned on
either side of the IP at z values of ± 1.8 m at a radius of 4.5 cm, in close proximity to the BCM1L
detectors. The BCM1F is used as a diagnostic tool to flag problematic beam conditions resulting in
“bursts” of beam loss over very short periods of time. Such beam losses are expected to be one of
the principle damage scenarios for the CMS detector systems. The location of the BCM1F is close
to the optimal position in terms of timing separation between ingoing and outgoing particles from
the IP (i.e. 6.25 ns from the IP). The gated rate information from the BCM1F should therefore give
a very good handle on the comparative rate of background from beam halo to that from lumonisity
products. The sensor is connected to the JK16 radiation hard amplifier [235], after which the
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Figure 10.6: MIP response of BCM1F single-crystal diamond with front-end electronics, as a
function of bias voltage of the sensor. The superposition of histograms around 0-V output ampli-
tude indicates the noise.

signal is transmitted to the counting room over an analog optical link built from the tracker optical
components [236].

The detector is sensitive to one MIP and has a timing resolution for single hits of a few
ns. The performance of the front end electronics is shown in figure 10.6. Good separation can
be seen between the signal and the noise. The pulse height was found to saturate at 100 V bias
voltage across the sensor. The back-end readout produces rate, multiplicity, timing and coincidence
information independently of the CMS DAQ. However, there is the possibility to feed information
into the event stream via a standard CMS SLINK.

In a similar vein to the BCM1F, the BCM2F is composed of four diamonds at the BCM2L
location, read out by a fast digitiser. The aim of this system is to provide additional diagnostic
information at this location, as the digitiser can sample at 1 GHz, giving information on the sub-
bunch level [237]. Whilst this will not be MIP-sensitive, it will help resolve the timing structure of
periods of enhanced background.

The Beam Scintillator Counters (BSC) are a series of scintillator tiles designed to provide
hit and coincidence rates, with a design similar to those used at previous experiments [238]. The
scintillators and PMTs used for the BSC are recycled from OPAL [239]. The layout and geometry
of the scintillator tiles are shown in figure 10.7. The BSC1 is located on the front of the HF,
at ±10.9 m from the IP, and consists of two types of tiles. Next to the beampipe are the disks,
segmented into 8 independent slices in φ , with an inner radius of 22 cm and an outer radius of
45 cm. The primary function of the disks is to provide the rate information corresponding to the
beam conditions. In addition, there are four large area “paddles” further out, at a radial distance of
between ≈ 55 cm and ≈ 80 cm, which in addition to providing rate information, will also provide
coincidence information which can be used to tag halo muons passing through the detector, for
calibration purposes. The area covered by the BSC is about 25% of the tracker; therefore these tiles
can be indicative of activity within this bunch crossing, and can be used to provide a minimum-
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Figure 10.7: Layout of the Beam Scintillator Counters tiles. The left-hand panel shows the layout
for BSC1, the right-hand panel for BSC2. The locations of the BCM2 sensors can also be seen in
the right-hand panel.

bias trigger for commissioning and systematic studies. The BSC2 is located behind TOTEM T2
at ±14.4 m from the IP. The BSC2 consists of two tiles on each side of the IP, with a minimum
inner radius of 5 cm and a maximum outer radius of 29 cm. The primary function of the BSC2 is
to distinguish between ingoing and outgoing particles along the beamline, as there is a 4-ns timing
difference between them. The rates at this location can therefore be tagged as to whether they are
incoming (beam halo only) or outgoing (collision products and beam halo).

The Beam Timing for the experiments (BPTX) is a beam pickup device specifically installed
to provide the experiments with the timing structure of the LHC beam. This beam pickup is a
standard button monitor used everywhere around the LHC ring for the beam position monitors.
Two are installed for CMS: 175 m left and right upstream of the IP. At this location there are two
beampipes, and therefore the timing measurement is only of the incoming beam. To optimise the
timing measurement, the four buttons (left, right, up, down) of the pickup have been electrically
connected together. This is done to maximise the signal strength and hence the resolution on the
timing, at the price of loosing the position information.

An oscilloscope-based read-out was chosen for the BPTX and developed in common with
ATLAS [240]. The BPTX will provide accurate information on the timing and phase of each
bunch and its intensity. The phases of all the experimental clocks can be compared to the measured
phase of each bunch with a precision better than 200 ps. This will also allow the interaction-point z
position to be calculated from the relative phases of the BPTX measurements on opposite sides of
the IP. The BPTX can also detect problems with the bunch structure, and measure the proportion
of beam which has drifted into the neighbouring RF bucket.

In parallel to the oscilloscope based read-out, the signals from the BPTX will also be discrim-
inated and sent as three technical trigger inputs to the CMS global trigger. This will provide three
flags on each bunch crossing as to whether: a) bunch in beam 1 is occupied; b) bunch in beam 2
is occupied; c) both beams are occupied. The flag where both beams are occupied is indicative of
whether collisions can occur in this bunch crossing, and therefore provides a zero-bias trigger for
commissioning of the trigger system.

At 18 locations around the CMS cavern, RADMON [241] detectors are installed. The RAD-
MON detectors each provide well calibrated measurements of: a) the dose and dose rate using
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RadFETs; b) the hadron flux with energies above 20 MeV and the single event upset rate using
SRAM; c) the 1-MeV-equivalent neutron fluence using pin diodes. RADMON detectors are in-
stalled all around the LHC ring, and in the experimental insertions. The RADMON detectors at
CMS will be integrated into and read out via the accelerator-wide RADMON system.

The integrated radiation dose throughout the CMS cavern will be measured during each run
period with passive dosimetry. This allows to map the radiation field throughout the cavern and
will be used to validate the simulations of the anticipated doses. This gives an absolute scale to the
other measurements. The dosimeters chosen are TLDs and Alanine.
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Chapter 11

Computing

11.1 Overview

The CMS offline computing system must support the storage, transfer and manipulation of the
recorded data for the lifetime of the experiment. The system accepts real-time detector information
from the data acquisition system at the experimental site; ensures safe curation of the raw data;
performs pattern recognition, event filtering, and data reduction; supports the physics analysis
activities of the collaboration. The system also supports production and distribution of simulated
data, and access to conditions and calibration information and other non-event data.

The users of the system, and the physical computer centres it comprises, are distributed world-
wide, interconnected by high-speed international networks. Unlike previous generations of exper-
iments, the majority of data storage and processing resources available to CMS lie outside the host
laboratory. A fully distributed computing model has therefore been designed from the outset. The
system is based upon Grid middleware, with the common Grid services at centres defined and man-
aged through the Worldwide LHC Computing Grid (WLCG) project [242], a collaboration between
LHC experiments, computing centres, and middleware providers.

The nature of the CMS experimental programme poses several challenges for the offline
computing system:

• The requirement to analyse very large statistics datasets in pursuit of rare signals, coupled
with the fine granularity of the CMS detector, implies a volume of data unprecedented in
scientific computing. This requires a system of large scale, supporting efficient approaches
to data reduction and pattern recognition.

• The system is required to be highly flexible, allowing any user access to any data item
recorded or calculated during the lifetime of the experiment. A software framework is re-
quired which supports a wide variety of data processing tasks in a consistent way, and which
must evolve along with the goals of the experiment. Since the CMS programme centres
on discovery of new phenomena, under new experimental conditions, analysis requirements
cannot be wholly defined in advance.

• A complex distributed system of such large scale must be designed from the outset for man-
ageability, both in the operation of computing resources for physics, and in terms of software
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construction and maintenance. The longevity of the system, of 15 years or more, implies
several generations of underlying hardware and software, and many changes of personnel,
during the lifetime of the system.

Key components of the computing system include:

• An event data model and corresponding application framework;

• Distributed database systems allowing access to non-event data;

• A set of computing services, providing tools to transfer, locate, and process large collections
of events;

• Underlying generic Grid services giving access to distributed computing resources;

• Computer centres, managing and providing access to storage and CPU at a local level.

At each level, the design challenges have been addressed through construction of a modular
system of loosely coupled components with well-defined interfaces, and with emphasis on scala-
bility to very large event samples [243].

11.2 Application framework

The CMS application software must perform a variety of event processing, selection and analysis
tasks, and is used in both offline and online contexts. The software must be sufficiently modular that
it can be developed and maintained by a large group of geographically dispersed collaborators. The
chosen architecture consists of a common framework which is adaptable for each type of computing
environment, physics modules which plug into the framework via a well-defined interface, and a
service and utility toolkit which decouples the physics modules from details of event I/O, user
interface, and other environmental constraints [212].

The central concept of the CMS data model is the Event. The Event provides access to
the recorded data from a single triggered bunch crossing, and to new data derived from it. This
may include raw digitised data, reconstructed products, or high-level analysis objects, for real or
simulated crossings. The Event also contains information describing the origin of the raw data, and
the provenance of all derived data products. The inclusion of provenance information allows users
to unambiguously identify how each event contributing to a final analysis was produced; it includes
a record of the software configuration and conditions / calibration setup used to produce each new
data product. Events are physically stored as persistent ROOT files [244].

The Event is used by a variety of physics modules, which may read data from it, or add new
data, with provenance information automatically included. Each module performs a well-defined
function relating to the selection, reconstruction or analysis of the Event. Several module types
exist, each with a specialised interface. These include: event data producers, which add new
data products into the event; filters used in online triggering and selection; analysers, producing
summary information from an event collection; and input and output modules for both disk storage
and DAQ.
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Figure 11.1: Modules within the CMS Application Framework.

Modules are insulated from the computing environment, execute independently from one an-
other, and communicate only though the Event; this allows modules to be developed and verified
independently. A complete CMS application is constructed by specifying to the Framework one or
more ordered sequences of modules through which each Event must flow, along with the configu-
ration for each. The Framework configures the modules, schedules their execution, and provides
access to global services and utilities (figure 11.1).

11.3 Data formats and processing

In order to achieve the required level of data reduction, whilst maintaining flexibility, CMS makes
use of several event formats with differing levels of detail and precision. Other specialised event
formats are used for heavy-ion data. The process of data reduction and analysis takes place in
several steps, typically carried out at different computer centres.

RAW format

RAW events contain the full recorded information from the detector, plus a record of the trigger
decision and other metadata. RAW data is accepted into the offline system at the HLT output rate
(nominally 300 Hz for pp collisions). An extension of the RAW data format is used to store the
output of CMS Monte Carlo simulation tools. The RAW data is permanently archived in safe
storage, and is designed to occupy around 1.5 MB/event (2 MB/event for simulated data, due to
additional Monte Carlo truth information).

The RAW data will be classified by the online system into several distinct primary datasets,
based upon the trigger signature. Event classification at the earliest possible stage has several
advantages, including the possibility of assigning priorities for data reconstruction and transfer in
the case of backlog, and balancing of data placement at centres outside CERN. CMS will also define
one or more flexible “express streams” used for prompt calibration and rapid access to interesting
or anomalous events.
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RECO format

Reconstructed (RECO) data is produced by applying several levels of pattern recognition and com-
pression algorithms to the RAW data. These algorithms include: detector-specific filtering and
correction of the the digitised data; cluster- and track-finding; primary and secondary vertex recon-
struction; and particle ID, using a variety of algorithms operating on cross-detector information.

Reconstruction is the most CPU-intensive activity in the CMS data processing chain. The re-
sulting RECO events contain high-level physics objects, plus a full record of the reconstructed hits
and clusters used to produce them. Sufficient information is retained to allow subsequent applica-
tion of new calibrations or algorithms without recourse to RAW data, though basic improvements
in pattern recognition or event formats will probably require re-production of the RECO data at
least once per year. RECO events are foreseen to occupy around 0.5 MB/event.

AOD format

AOD (Analysis Object Data) is the compact analysis format, designed to allow a wide range of
physics analyses whilst occupying sufficiently small storage so that very large event samples may
be held at many centres. AOD events contain the parameters of high-level physics objects, plus
sufficient additional information to allow kinematic refitting. This format will require around
100 kB/event, small enough to allow a complete copy of the experimental data in AOD format
to be held at computing centres outside CERN. AOD data is produced by filtering of RECO data,
either in bulk production, or in a skimming process which may also filter a primary dataset into
several analysis datasets.

Non-Event data

In addition to event data recorded from the detector, a variety of non-event data is required in order
to interpret and reconstruct events. CMS makes use of four types of non-event data: construction
data, generated during the construction of the detector; equipment management data; configura-
tion data, comprising programmable parameters related to detector operation; and conditions data,
including calibrations, alignments and detector status information. We concentrate here on the
lattermost category.

Conditions data are produced and required by both online and offline applications, and have
a well-defined interval of validity (IOV). For instance, calibration constants for a given run may
be derived from prompt reconstruction of a subset of recorded events, and then used both by the
HLT system and for subsequent reconstruction and analysis at computing centres around the world.
Non-event data are held in a number of central Oracle databases, for access by online and offline
applications. New conditions data, including calibration and alignment constants produced offline,
may be replicated between the databases as required. Conditions data access at remote sites takes
place via the FroNTier system [245] which uses a distributed network of caching http proxy servers.
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Figure 11.2: Dataflow between CMS Computing Centres.

11.4 Computing centres

The scale of the computing system is such that it could not, even in principle, be hosted entirely
at one site. The system is built using computing resources at a range of scales, provided by col-
laborating institutes around the world. CMS proposes to use a hierarchical architecture of Tiered
centres, similar to that originally devised in the MONARC working group [246], with a single Tier-
0 centre at CERN, a few Tier-1 centres at national computing facilities, and several Tier-2 centres
at institutes. A representation of the dataflow between centres is shown in figure 11.2.

The CMS computing model depends upon reliable and performant network links between
sites. In the case of transfers between Tier-0 and Tier-1 centres, these network links are imple-
mented as an optical private network (LHC-OPN) [247]. Data transfers between Tier-1 and Tier-2
centres typically takes place over general-purpose national and international research networks.

Tier-0 centre

A single Tier-0 centre is hosted at CERN. Its primary functions are to:

• Accept data from the online system with guaranteed integrity and latency, and copy it to
permanent mass storage;

• Carry out prompt reconstruction of the RAW data to produce first-pass RECO datasets. The
centre must keep pace with the average rate of data recording, and must provide sufficient
input buffering to absorb fluctuations in data rate;

• Reliably export a copy of RAW and RECO data to Tier-1 centres. Data is not considered
“safe” for deletion from Tier-0 buffers until it is held at at least two independent sites. (One
of these is CERN computing centre, playing the role of a Tier-1.)

During the LHC low-luminosity phase, the Tier-0 is intended to be available outside data-
taking periods for second-pass reconstruction and other scheduled processing activities. High-
luminosity running will require the use of the Tier-0 for most of the year. The Tier-0 is a common
CMS facility used only for well-controlled batch work; it is not accessible for analysis use.
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Tier-1 centres

A few large Tier-1 centres are hosted at collaborating national labs and computing centres around
the world. These centres are operated by a professional staff on a 24/365 basis, with the empha-
sis on extremely reliable delivery of data-intensive processing services. Each site provides large
batch CPU facilities, a mass storage system including a robotic tape archive, and very high speed
international network links including a dedicated link to the LHC-OPN. The primary functions of
a Tier-1 are to:

• Provide long-term safe storage of RAW data from CMS, providing a second complete copy
outside CERN distributed across the centres. Each Tier-1 takes long-term custodial respon-
sibility for a fraction of the CMS dataset;

• Store and serve to Tier-2 centres simulated and derived data. Each Tier-1 holds a fraction of
the CMS simulated and RECO data, and a complete copy of the AOD data. It can rapidly
transfers these data to any Tier-2 centre which requires them for analysis;

• Carry out second-pass reconstruction: a Tier-1 provides access to its archive of RAW data to
allow reproduction of RECO datasets using improved algorithms or calibrations;

• Provide rapid access to very large data samples for skimming and data-intensive analysis:
a Tier-1 can support high-statistics analysis projects which would be infeasible at a Tier-2
centre.

Since each Tier-1 centre holds unique RAW and RECO datasets, it must be capable of serving
data to any CMS Tier-2. However, for the purposes of Monte Carlo data receipt and AOD data
serving, the Tier-1 serves a defined set of a few “associated” Tier-2 centres, usually defined by
geographical proximity.

Tier-2 centres

Several Tier-2 centres of varying sizes are hosted at CMS institutes. A Tier-2 centre typically
divides its resources between the local user community and CMS as a whole. Tier-2 centres are
subject to less stringent requirements on availability and data security than a Tier-1 centre, making
them feasible to manage with the resources available to a typical University group. The functions
of a Tier-2 centre may include:

• Support of analysis activities, including local storage of data samples transferred from Tier-1
centres, and access to a flexible CPU farm; in particular, the Tier-2 centres are designed to
support final-stage analysis requiring repeated passes over a reduced dataset;

• Support of specialised activities such as offline calibration and alignment tasks, and detector
studies;

• Production of Monte Carlo data, and its transfer to an associated Tier-1 centre for long term
storage.
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Figure 11.3: Overview of the CMS Computing Services.

CERN Analysis Facility

In addition to the Tier-0 centre, CERN also hosts an Analysis Facility which combines flexible
CPU resources with rapid access to the entire CMS dataset. This centre supports fast turn-around
analysis when required, and a variety of other specialised functions (calibration, performance mon-
itoring) related to the operation of the CMS detector. The centre effectively combines the rapid data
access capabilities of a Tier-1 with the flexibility of a very large Tier-2.

11.5 Computing services

Grid computing

The integration of the resources at CMS computing centres into a single coherent system relies
upon Grid middleware which presents a standardised interface to storage and CPU facilities at
each WLCG (Worldwide LHC Computing Grid) site. The Grid allows remote job submission and
data access with robust security and accounting. The detailed architecture of the Grid is described
in the WLCG Technical Design Report [242].

A number of CMS-specific distributed computing services operate above the generic Grid
layer, facilitating higher-level data and workload management functions. These services require
CMS-specific software agents to run at some sites, in addition to generic Grid services. CMS
also provides specialised user-intelligible interfaces to the Grid for analysis job submission and
monitoring, and tools for automated steering and monitoring of large-scale data production and
processing. An overview of the CMS Computing Services components is shown in figure 11.3.
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Data management

CMS requires tools to catalogue the data which exist, to track the location of the corresponding
physical data files on site storage systems, and to manage and monitor the flow of data between
sites. In order to simplify the data management problem, the data management system therefore
defines higher-level concepts including: dataset, a logical collection of data grouped by physical-
meaningful criteria; event collection, roughly corresponding to an experiment “run” for a given
dataset definition; and file block, an aggregation of a few TB of data files, representing the smallest
unit of operation of the data transfer system.

To provide the connection between abstract datasets and physical files, a multi-tiered cata-
logue system is used. The Dataset Bookkeeping System provides a standardised and queryable
means of cataloguing and describing event data [249]. It is the principle means of data discovery
for the end user, answering the question “which data of this type exists in the system?” A sec-
ond catalogue system, the Data Location Service provides the mapping between file blocks to the
particular sites at which they are located, taking into account the possibility of replicas at multiple
sites. Local File Catalogues at each site map logical files onto physical files in local storage.

The data transfer and placement system is responsible for the physical movement of file-
blocks between sites on demand; it is currently implemented by the PhEDEx system [248]. This
system must schedule, monitor and verify the movement of data in conjunction with the storage
interfaces at CMS sites, ensuring optimal use of the available bandwidth. The baseline mode of
operation for the data management system is that the collaboration will explicitly place datasets at
defined sites, where they will remain for access by CMS applications until removed.

Workload management

Processing and analysis of data at sites is typically performed by submission of batch jobs to a
remote site via the Grid workload management system. A standard job wrapper performs the
necessary setup, executes a CMSSW application upon data present on local storage at the site,
arranges for any produced data to be made accessible via Grid data management tools, and provides
logging information. This process is supported by several CMS-specific services.

A parameter set management system, implemented with either global or local scope accord-
ing to the application, allows the storage and tracking of the configuration of CMSSW applications
submitted to the Grid. A lightweight job bookkeeping and monitoring system allows users to track,
monitor, and retrieve output from jobs currently submitted to and executing at remote sites [250].
The system also provides a uniform interface to a variety of Grid-based and local batch-system
based submission tools. In addition, a suite of software distribution tools provide facilities for
automated installation of standard CMS applications and libraries at remote sites.

Bulk workflow management

For very large-scale data processing (including Monte Carlo production, skimming and event re-
construction), a specialised bulk workflow management tool has been developed. The ProdAgent
system comprises a collaborative distributed network of automated job managers, operating at Tier-
0, Tier-1 and Tier-2 sites [250]. The system provides facilities for large-scale Grid job submission,
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interface to the CMS data catalogues and data management system, and handling of large flows of
logging and status information. A highly automated system such as ProdAgent is essential in order
to allow the CMS data processing system to be controlled and monitored by a moderately-sized
data operations team.

User workflow management

For a generic CMS physicist, a dedicated tool (CRAB) for workflow management is avail-
able [250]. It allows to submit user-specific jobs to a remote computing element which can access
data previously transferred to a close storage element. CRAB takes care of interfacing with the
user environment, it provides data-discovery and data-location services, and Grid infrastructure. It
also manages status reporting, monitoring, and user job output which can be put on a user-selected
storage element. Via a simple configuration file, a physicist can thus access data available on re-
mote sites as easily as he can access local data: all infrastructure complexities are hidden to him
as much as possible. There is also a client-server architecture available, so the job is not directly
submitted to the Grid but to a dedicated CRAB server, which, in turn, handles the job on behalf of
the user, interacting with the Grid services.

11.6 System commissioning and tests

It has been recognised since the very start of preparations for LHC that the construction and or-
ganisation of the experiment computing systems would be a key challenge. Each component of the
system must be designed with attention to both scalability and flexibility, and rigorously tested at
realistic scale. The reliance on distributed computing, using the relatively new Grid approach, has
many advantages, but adds further complexity in controlled deployment and testing compared to a
system located primarily at a single site.

The relatively large cost of the computing system dictates that centres must build up their
resources in a carefully controlled way; the rapidly falling price of hardware dictates that full-scale
resources will only become available shortly before they are required, and that efficient use of
resources is a strong requirement. The emphasis in CMS has been on a series of increasing scale
full-system tests (“data challenges”) over the last three years, exercising all available components
in a realistic way.

In 2006 and 2007, CMS carried out large-scale Computing, Software and Analysis challenges
(CSA06, CSA07). The scale of the two tests was set at 25% and 50% of the nominal 2008 perfor-
mance, respectively, with the computing system operated continuously at this level for more than
four weeks. The challenges were carried out using realistic application software and computing
tools. Typical targets for the tests were:

• Preparation of large Monte Carlo datasets (≈ 100 million events) at around twenty CMS
Tier-1 and Tier-2 centres in the weeks preceding the challenge, and upload to CERN;

• Playback of the MC dataset for prompt Tier-0 reconstruction at around 100 Hz, including the
application of calibration constants from the offline database, and splitting the event sample
into around ten datasets;
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Figure 11.4: Dataflow from CERN during the CSA07 Data Challenge.

• Distribution of AOD and RAW to all Tier-1 centres, and subsequent alignment / calibration,
reconstruction and skimming operations at several sites;

• Transfer of skimmed data to Tier-2 centres and running of physics analysis jobs.

Overall, many of the key metrics for success in the challenges were met: the reconstruction
rate at the Tier-0 exceeded 100 Hz for periods of time; an export rate of over 350 MB/s was achieved
from CERN (figure 11.4). CMS will finalise its data challenge programme with additional scale
tests during 2008, which are in the final stages of preparation at the time of writing. In parallel
with data challenges, continuous programmes are under way to deploy, commission and test the
increasing hardware resources at the computing centres, and to debug and demonstrate reliable
and high-speed data network links between them. The CMS computing model itself is also under
ungoing review, with many new lessons expected to be learnt as detector data begins to flow.
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Chapter 12

Conclusions

The Compact Muon Solenoid detector has been described in detail. The expected physics perfor-
mance of the apparatus has been described elsewhere [17].

At the time of this paper, the apparatus is essentially completed and installed.
After more than 10 years of design and construction, the CMS magnet has been constructed

and successfully tested. Most of the magnetic, electrical, mechanical, and cryogenics parameters
measured during the tests are in good agreement with calculated values. The CMS magnet is the
largest superconducting solenoid ever built for a physics experiment in terms of bending power for
physics, total stored energy, and stored energy per unit of cold mass.

The silicon-strip inner tracker, with about 200 m2 of active silicon, has been integrated into
its support tube, commissioned, and thoroughly tested with cosmic rays. Its performance is excel-
lent, fulfilling the design specifications. The silicon tracker was installed into CMS in december
2007. All the pixel modules are completed; it is planned to install the Pixel detector into CMS in
mid-2008.

The ECAL, comprising over 75 000 lead tungstate crystals, is the largest crystal calorime-
ter ever built. The crystals in the barrel part, comprising over 60 000 crystals, have been inter-
calibrated using cosmic rays and about a third in particle beams, demonstrating the ability to mea-
sure the energies ranging from those deposited by minimum ionising particles to high-energy elec-
trons. An energy resolution of 0.5% for 120 GeV electrons has been attained. The ECAL barrel
has been installed in the experiment and is being commissioned. The endcaps are foreseen to be
inserted into the experiment in 2008.

The entire HCAL has been completed and commissioned on the surface. The HCAL modules
are currently being commissioned in the experiment proper.

The various components of the Muon System (drift tubes, cathode strip chambers, resistive
plate chambers) have been completed. A significant fraction of the Muon System has been commis-
sioned and tested on surface with cosmic rays, and it is now being integrated into the experiment
and being commissioned in-situ.

In the very forward region, the Zero Degree Calorimeter has been completed and CASTOR
is expected to be completed in 2008.

The off-detector electronics are currently being installed and operations for trigger commis-
sioning are taking place.

Common data-acquisition runs with various sub-detectors, sometimes using cosmic rays, are
regularly taking place at the experiment and will continue into spring 2008 in anticipation of colli-
sions at LHC in mid-2008.
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CMS acronym list

AB Algorithm Board
AC Alternating Current
ADC Analog to Digital Converter
AFEB Anode Front-End Board, CSC system
AG Application Gateway
ALCT Anode Local Charged Track trigger primitive, CSC system
AOD Analysis Object Data - a compact event format for physics analysis
AOH Analog Opto-Hybrid
APD Avalanche Photo-Diode
API Application Programming Interface
APV Analogue Pipeline (Voltage mode), front-end read-out chip of Tracker
ASIC Application Specific Integrated Circuit
ATLAS A Toroidal LHC ApparatuS experiment
aTTS Asynchronous Trigger Throttle System
AWG American Wire Gauge
BMU Barrel Muon system
BD Back Disk
BP Back Petal
BPix Barrel Pixel
BR Branching Ratio
BRAN Beam RAte of Neutrals
BST Beam Synchronous Timing
BTI Bunch and Track Identifier trigger primitive, DT system
BU Builder Unit
BX Bunch Crossing
BXN Bunch Crossing Number
CASTOR Centauro And Strange Object Research
CC Cosmic Challenge
CCS Clock and Control System
CCU Communication and Control Unit
CCUM Communication and Control Unit Module
CDR Central Data Recording
CFC Carbon Fiber Composite
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CFEB Cathode Front-End Board of the CSC system
CLCT Cathode Local Charged Track trigger primitive, CSC system
CMM Coordinate Measuring Machine
CMN Common Mode Noise
CMOS Complementary Metal Oxide Semiconductor
CMS Compact Muon Solenoid experiment
CMSSW CMS SoftWare framework
COSINE Consistent Online Software INtegration Environment, project integrating

online with offline software
CPU Central Processing Unit
COCOA CMS Object-oriented Code for optical Alignment
CRAB CMS Remote Analysis Builder
CRack Cosmic Rack, a set of TOB rods
CRC Cyclic Redundancy Check error detection
CSC Cathode Strip Chamber muon system
CSCTF Cathode Strip Chamber Trigger Track Finder
D2S Data to Surface
DAC Digital to Analog Converter
DAQ Data Acquisition
DAQMB Data Acquisition Motherboard, CSC L1 trigger
DBMS Database Management System
DC Direct Current
DCC Data Concentrator Card
DCCT DC Current Transformer
DCS Detector Control System
DCU Detector Control Unit
DDD Detector Description Database
DDL Data Description Language
DDU Detector Dependent Unit in DAQ system
DIP Data Interchange Protocol (CERN)
DMB DAQ MotherBoard of CSC system
DOFZ Diffusion Oxygenated Float Zone
DOH Digital Opto-Hybrid
DOHM Digital Opto-Hybrid Module
DQM Data Quality Monitoring
DQMC Data Quality Monitoring Collector
DSS Detector Safety System
DT Drift Tube muon system
DTTF Drift Tube Trigger Track Finder, DT L1 trigger
EB Electromagnetic Calorimeter (Barrel)
ECAL Electromagnetic Calorimeter
EDM Event Data Model
EDMS Engineering Database Management System
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EE Electromagnetic Calorimeter (Endcap)
EIC Electromagnetic Isolation Card, regional calorimeter trigger
ELMB Embedded Local Monitoring Board (ECAL)
EMDB Equipment Management DataBase
EMU Endcap Muon system
ENC Equivalent Noise Charge
EP Event Processor
ES Endcap preShower detector, also Event Server
ESP Event Server Proxy
ESS ECAL Safety System
ETTF Eta Track Finder, DT regional muon trigger
EVB EVent Builder
EVF Event Filter Farm
EVM Event Manager
FB FED builder
FD Front Disk
FDL Final Decision Logic, L1 Global Trigger
FE Front-End
FEB Front-End Board
FEC Front-End Card, Front End Controller
FED Front-End Driver
FEE Front-End Electronics
FES Front-End System
FENIX ECAL front-end read-out ASIC
FEVT Event format comprising the union of RAW and RECO data
FF Filter Farm
FMM Fast Merging Module
FIFO First In First Out buffer
FP Front Petal
FPGA Field Programmable Gate Array
FPix Forward Pixel
FRL Front-End Read-out Link
FSM Finite State Machine
FTP Foil screened Twisted Pair cables
FU Filter Unit
Gb Gigabit (109 bits)
GB Gigabyte (109 bytes)
GBW Gain BandWidth product
GCALOR Computer program for hadron shower calculations
GCT Global Calorimeter Trigger (L1)
GIF Gamma Irradiation Facility
GMR Global Muon Reconstructor
GMT Global Muon Trigger (L1)
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GOH Giga Optical Hybrid
GOL Gigabit Optical Link
GPN General Purpose Network (CERN campus)
GT Global Trigger (L1)
GTFE Global Trigger Front-end board (L1)
GTL Global Trigger Logic board (L1)
GTL+ Gunning Transceiver Logic, upgraded version, developed by Fairchild

Semiconductor
GTP Global Trigger Processor
GTPe Global Trigger Processor emulator
GUI Graphical User Interface
H2 Beamline at CERN
HCAL Hadron Calorimeter
HB Hadron Calorimeter (Barrel)
HDI High Density Interconnect
HE Hadron Calorimeter (Endcap)
HF Hadron Calorimeter (Forward)
HG High Gain
HI Heavy Ion(s)
HIJING Heavy Ion Jet INteraction Generator, Monte Carlo event generator for

heavy-ion collisions
HIP Hits and Impact Point alignment method, also Highly Ionizing Particle
HLT High-Level Trigger
HM Humidity Monitoring
HO Hadron Calorimeter (Outer Barrel)
HPD Hybrid Photo-Diode
HTML HyperText Mark-up Language
HTR HCAL Trigger and Read-out
HV High Voltage
IGUANA Interactive Graphics for User ANAlysis
I2C Inter-Integrated Circuit
ICB InterConnect Board (TEC), InterConnect Bus (TOB)
ICC InterConnect Card
I/O Input/Output
IOV Interval Of Validity
IP Interaction Point or Internet Protocol
ISO Isolation bit in muon trigger
ISR Intersecting Storage Ring collider at CERN
JCOP Joint controls Project at CERN
JSC Jet Summary Card, in Regional Calorimeter Trigger
JTAG Joint Test Action Group
kb kilobit (103 bits)
kB kilobytes (103 bytes)
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L1 Level-1 hardware-based trigger
L1A Level-1 Accept
LAN Local Area Network
LAS Laser Alignment System
LCG LHC Computing Grid (a common computing project)
LCT Local Charged Track trigger primitive of CSC system
LDAP Lightweight Directory Access Protocol
LED Light Emitting Diode
LEP Large Electron Positron collider at CERN
LG Low Gain
LHC Large Hadron Collider
LSB Least Significant Bit
LUT Lookup table
LTC Local Trigger Controller
LV Low Voltage
LVD Low Voltage Distribution
LVDS Low Voltage Differential Signaling
LVR Low Voltage Regulator
MA Module Alignment
MAB Module Alignment of Barrel
Mb Megabit (106 bits)
MB Muon system (Barrel), also Mother Board or Megabyte (106 bytes)
MC Monte Carlo simulation program/technique, also Mini-Crate of DT system
ME Muon system (Endcap) or Monitoring Element
MEM Monitoring Electronics Module
mFEC mezzanine Front End Controller
MGPA Multiple Gain Pre-Amplifier chip, ECAL
MILLEPEDE Algorithm for tracker alignment
MIP Minimum Ionizing Particle
MOS Metal Oxide Semiconductor
MOSFET Metal Oxide Semiconductor Field Effect Transistor
MPC Muon Port Card, CSC L1 trigger
MSS Magnet Safety System
MT Mean Time
MTCC Magnet Test Cosmic Challenge
MTU Maximum Transfer Unit
NIC Network Interface Card
NIEL Non-Ionizing Energy Loss
O2O Online to Offline
ODBMS Object Database Management System
OMDS Online Master Data Storage
OPC OLE for Process Automation
ORCOF Offline ReConstruction OFfline subset, conditions database

– 313 –



2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
4

ORCON Offline ReConstruction ONline subset, conditions database
OS Operating System
P5 Point 5 collision area of LHC
PACE Preshower front end ASIC
PACT PAttern Comparator Trigger, RPC system
PB Petabyte (1015 bytes)
PC Personal Computer
PCB Printed Circuit Board
PCI Peripheral Component Interconnect
PD Pixel Detector
PDF Parton Density Function, also Probability Distribution Function
PHTF Phi Track Finder, DT regional muon trigger
PLC Programmable Logic Controller
PLD Programmable Logic Device
PLL Phase-Locked Loop
PP Patch Panel
PLT Pixel Luminosity Telescope
PS Proton Synchrotron
PSB Pipeline Synchronizing Buffer, L1 Global Trigger and Global Muon Trigger
PSX PVSS SOAP Interface
PTM Precision Temperature Monitoring, ECAL
PV Primary Vertex
PVSS Prozessvisualisierungs- und Steuerungs-System
QIE Charge Integrator and Decoder, ECAL frontend electronics
QPLL Quartz Phase-Locked Loop
RAW Event format from the online containing full detector and trigger data
RB Read-out Unit Builder, also Resource Broker
RCT Regional Calorimeter Trigger (L1)
RCS Run Control System
RECO Event format for reconstructed objects such as tracks, vertices, jets, etc.
RH Relative Humidity
RISC Reduced Instruction Set Computer
RMS Root Mean Square
ROB ReadOut Board, DT system
ROC ReadOut Chip, pixels
ROS ReadOut Server board, DT system
RPC Resistive Plate Chamber muon system
RS Resource Service
RU Read-out Unit
SAN Storage Area Network
SC Sector Collector, DT muon L1 trigger or Super Crystal, ECAL
SCA Switched Capacitor Array buffer, CSC system
SCADA Supervisory Control And Data Acquisition
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SCX Surface Control eXperimental building at P5
SDA Slow Dump Accelerated
SEL Single Event Lathcup
SEU Single Event Upset
SFM SubFarm Manager
Skim Subset of events selected from a larger set
SLB Sychronization and Link Board
SM SuperModule (ECAL) or Storage Manager (DAQ)
SMB System Mother Board
SMD Surface Mounted Device
SMS Short Message Service (mobile phones)
S/N Signal to Noise ratio
SNMP Simple Network Management Protocol
SOAP Simple Object Access Protocol
SPS Super Proton Synchrotron
SRP Selective Read-out Processor
SST Silicon Strip Tracker
STL Standard Template Library
sTTS Synchronous Trigger Throttle System
SV Secondary Vertex
SX5 Surface hall at Point 5 for CMS
T1, T2 Tracking telescopes of TOTEM
TAG Event index information such as run/event number, trigger bits, etc.
Tb Terabit (1012 bits)
TB Terabyte (1012 bytes)
TBM Token Bit Manager
TCA Telecom Computing Architecture
TCC Trigger Concentrator Card
TCP Transmission Control Protocol
TCS Trigger Control System
TDC Time to Digital Converter
TDR Technical Design Report
TDSS Tracker Detector Safety System
TEC Tracker EndCap
TF Track-Finder, muon L1 trigger
TIB Tracker Inner Barrel
TID Tracker Inner Disks
TIM Timing Module, Global Trigger and Drift Tube Trigger Track Finder
TMB Trigger MotherBoard, CSC L1 trigger
TN Technical Network
TOB Tracker Outer Barrel
TOTEM TOTal Elastic and diffractive cross section Measurement
TPD Tracker Pixel Detector
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TPG Trigger Primitive Generator
TRACO Track Correlator, DT L1 trigger
TriDAS Trigger and Data Acquisition project
TRLB Token Ring Link Board
TS Trigger Server, DT L1 trigger
TSM Track Sorter Master, DT L1 trigger
TSS Track Sorter Slave, DT L1 trigger
TTC Trigger Timing and Control
TTCex TTC Encoder and Transmitter
TTCmi TTC Machine Interface
TTCrx TTC Receiver
TTS Trigger Throttling System
UDP User Datagram Protocol
USC55 Underground Service Cavern at Point 5 for CMS
UXC55 Underground eXperimental Cavern at Point 5 for CMS
VFE Very Front End
VHDI Very High Density Interconnect
VME Versa Module Eurocard
VPT Vacuum PhotoTriode
WAN Wide Area Network
WLCG Worldwide LHC Computing Grid
WLS WaveLength Shifting
XDAQ Software framework for CMS Data Acquisition
XML eXtensible Markup Language
YB Yoke (Barrel)
YE Yoke (Endcap)
ZDC Zero Degree Calorimeter
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The first measurement of the cross section for top-quark pair production in pp collisions at the
Large Hadron Collider at center-of-mass energy

√
s = 7 TeV has been performed using a data sample

corresponding to an integrated luminosity of 3.1 ± 0.3 pb−1 recorded by the CMS detector. This result
utilizes the final state with two isolated, highly energetic charged leptons, large missing transverse
energy, and two or more jets. Backgrounds from Drell–Yan and non-W/Z boson production are estimated
from data. Eleven events are observed in the data with 2.1 ± 1.0 events expected from background. The
measured cross section is 194±72(stat.)±24(syst.)±21(lumi.) pb, consistent with next-to-leading order
predictions.

© 2010 CERN. Published by Elsevier B.V. All rights reserved.
Since its discovery [1,2], the properties of the top quark have
been subject to numerous detailed studies [3], which until recently
have only been possible at the Tevatron proton–antiproton col-
lider. With the advent of the Large Hadron Collider (LHC) era [4],
top-quark processes can be studied for the first time in multi-TeV
proton–proton collisions. In both pp̄ and pp collisions, top quarks
are expected to be produced primarily via the strong interaction in
top–antitop (tt̄) pairs. At the LHC, the tt̄ production mechanism is
expected to be dominated by a gluon fusion process, whereas at
the Tevatron, top-quark pairs are predominantly produced through
quark–antiquark annihilation. Measurements of top-quark produc-
tion at the LHC are therefore important new tests of our under-
standing of the tt̄ production mechanism. This is a crucial compo-
nent of the early LHC physics program, since many signatures of
new physics models accessible at the LHC either suffer from top-
quark production as a significant background or contain top quarks
themselves.

In this Letter we present the first measurement of the cross
section for tt̄ production in proton–proton collisions at the LHC
at center-of-mass energy

√
s = 7 TeV. The results are based on a

data sample corresponding to an integrated luminosity of 3.1 ±
0.3 pb−1 [5] recorded by the CMS experiment [6] between March
and August 2010. This measurement is an important milestone for

✩ © CERN, for the benefit of the CMS Collaboration.
E-mail address: cms-publication-committee-chair@cern.ch.

CMS, demonstrating the experiment’s capabilities in extracting an
intricate signature.

Within the standard model, the top quark decays via the
weak process t → Wb almost exclusively. Experimentally, top-
quark pair events are categorized according to the decay of the
two W bosons: the all-hadronic channel, in which both W bosons
decay into quarks; the lepton + jets channel, in which one W bo-
son decays leptonically, the other into quarks; and the dilepton
channel, in which both W bosons decay into leptons. The measure-
ment described herein is performed using the e+e− , μ+μ− , and
e±μ∓ dilepton tt̄ modes. These modes comprise (6.45 ± 0.11)% [7]
of the total branching fraction for tt̄ when including contributions
from tau leptons that subsequently decay to electrons and muons,
as is done here. Therefore, the final state studied in this analy-
sis contains two oppositely charged leptons (electrons or muons),
two neutrinos from the W boson decays, and at least two jets of
particles resulting from the hadronization of the b quarks. Similar
measurements have been performed recently at the Tevatron [8,9].

The central feature of the CMS apparatus is a superconduct-
ing solenoid, 13 m in length and 6 m in diameter, which provides
an axial magnetic field of 3.8 T. The bore of the solenoid is out-
fitted with various particle detection systems. Charged particle
trajectories are measured by the silicon pixel and strip tracker,
covering 0 < φ < 2π in azimuth and |η| < 2.5, where the pseu-
dorapidity η is defined as η = − ln[tan θ/2], with θ being the
polar angle of the trajectory of the particle with respect to
the beam direction. A crystal electromagnetic calorimeter (ECAL)

0370-2693/$ – see front matter © 2010 CERN. Published by Elsevier B.V. All rights reserved.
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and a brass/scintillator hadronic calorimeter (HCAL) surround the
tracking volume; in this analysis the calorimetry provides high-
resolution energy and direction measurements of electrons and
hadronic jets. Muons are measured in gas detectors embedded in
the steel return yoke outside the solenoid. The detector is nearly
hermetic, allowing for energy balance measurements in the plane
transverse to the beam directions. A two-tier trigger system selects
the most interesting pp collision events for use in physics analy-
sis. A more detailed description of the CMS detector can be found
elsewhere [6].

The trigger providing the data sample used in this analysis is
based on the presence of at least one charged lepton, either an
electron or a muon, with a minimum transverse momentum pT

of 9 (15) GeV/c for the muon (electron). This data sample is used
both for the selection of the signal and for signal-depleted control
regions used for studies related to background processes. Simu-
lated signal events that pass the event selection, as described be-
low, satisfy the trigger requirements with an efficiency above 97%
in the μ+μ− decay mode and above 99% in the other two modes,
in agreement with estimates from Z boson events in the data.

Before further consideration, events are required to have at
least one good reconstructed pp interaction vertex [10]. Among
these events, selection criteria are applied to reconstructed objects
to identify candidates consistent with dilepton tt̄ processes.

Muon candidates are reconstructed [11] using two algorithms
that require consistent hits in the tracker and muon systems: one
is an algorithm based on the matching of extrapolated trajectories
from the silicon tracker to hits in the muon system (tracker-based
muons); the second is an algorithm based on performing a global
fit of consistent hits in the tracker and the muon system (globally-
fitted muons). Candidates are required to have pT > 20 GeV/c and
|η| < 2.5. Additionally, the track associated with the muon candi-
date is required to have a minimum number of hits in the silicon
tracker, to be consistent with originating from the beam spot, and
to have a high-quality global fit including a minimum number of
hits in the muon detector.

Electron candidates are reconstructed [12] starting from a clus-
ter of energy deposits in the crystals of the ECAL, which is then
matched to hits in the silicon tracker, used to initiate a special
track reconstruction algorithm. The electron reconstruction algo-
rithm takes into account the possibility of significant energy loss
of the electron through bremsstrahlung as it traverses the mate-
rial of the tracker. Electron candidates are required to have pT >

20 GeV/c and pseudorapidity |η| < 2.5. The electron candidate
track is required to be consistent with originating from the beam
spot. Requirements on the values of electron identification vari-
ables based on shower shape and track-cluster matching are ap-
plied to the reconstructed candidates; the criteria are optimized for
inclusive W → eν selection and are designed to maximize the re-
jection of electron candidates from QCD multijet production while
maintaining 90% efficiency for electrons from the decay of W/Z
bosons. Electron candidates within �R = √

�φ2 + �η2 < 0.1 of a
tracker-based or globally-fitted muon are rejected to remove fake
electron candidates due to muon bremsstrahlung. In addition, elec-
trons consistent with anomalous depositions in the ECAL or with
photon conversions are rejected.

Charged leptons from the decay of W bosons are expected to
be isolated from other activity in the event. For selected muon and
electron candidates, a cone of �R < 0.3 is constructed around the
track direction at the origin and the scalar sum of the track trans-
verse momenta and calorimeter energy deposits, projected onto a
plane transverse to the beam, is calculated. The contribution from
the candidate itself is excluded. If the value of this scalar sum is
more than 15% of the candidate’s transverse momentum, the can-
didate is considered to be non-isolated and is rejected.

Lepton trigger, identification, and isolation efficiencies are mea-
sured using inclusive Z events from data and are compared
with simulation. All comparisons show good agreement, gener-
ally within 2%. The residual differences between the efficiencies
estimated in data and simulation are treated as systematic uncer-
tainties.

Events are required to have at least one pair of oppositely
charged leptons. Both charged leptons are required to originate
from within 1 cm along the beam line of the reconstructed pp in-
teraction location. To veto contributions from Z production, the in-
variant mass of the dilepton system, M�� , is required to be outside
a ±15 GeV/c2 window centered at the mass of the Z boson for the
e+e− and μ+μ− modes. Additionally, dilepton candidate events
with M�� < 10 GeV/c2 are removed, at essentially no penalty for
the collected signal.

The neutrinos from the W boson decays do not interact with
the detector and escape without depositing any of their energy.
The presence of a neutrino manifests itself as an imbalance in
the measured energy depositions; the imbalance in the projection
perpendicular to the beam line (missing transverse energy, /E T )
is an important distinguishing feature of tt̄ events in this chan-
nel. At CMS there are several techniques for calculating /E T [13];
here, the raw /E T , calculated from calorimeter signals, is made
more accurate through a series of corrections taking into account
the contribution from the minimally interacting muons and, most
importantly, a per-track correction for the expected imperfect re-
sponse of the calorimeter, derived from simulation. This track cor-
rection results in an improved energy resolution, especially for
low-energy charged particles. Neither the dominant background
processes, Drell–Yan Z/γ 
 → e+e− and μ+μ− , nor the difficult-
to-model background from isolated lepton candidates produced in
QCD multijet events, contain a natural source of large /E T . Hence,
in the e+e− and μ+μ− modes, /E T > 30 GeV is required; in
the e±μ∓ mode a looser requirement of /E T > 20 GeV is used
due to the significantly smaller contribution of Drell–Yan back-
ground.

Dilepton tt̄ events will have at least two hadronic jets from the
hadronization of the two b quarks. The anti-kT clustering algo-
rithm [14] with R = 0.5 is used for jet clustering. Jets are recon-
structed using calorimeter information and corrected using recon-
structed tracks [15]. Further corrections are applied to the raw jet
momenta to establish a relative uniform response of the calorime-
ter in jet η and an absolute uniform response in jet pT . The jet
energy scale uncertainty for these track-corrected jets is 5%. Jet
candidates are required to have pT > 30 GeV/c, |η| < 2.5, and
must not overlap with any electron or muon candidate within
�R < 0.4. Events with fewer than two jets are not used in the
measurement.

The selection efficiency of signal events is evaluated in a sim-
ulated tt̄ event sample modeled with the MadGraph event gener-
ator version 4.4.12 [16] with up to three additional hadronic jets.
The events are subsequently processed with pythia (v. 6.420) [17]
to provide showering of generated particles, and then processed
with a full CMS detector simulation based on geant4 (v. 9.2 Rev01)
[18]. The total next-to-leading order (NLO) cross section for top-
quark pair production used here to scale simulated signal distribu-
tions is σtt̄ = 158+23

−24 pb, as obtained with MCFM [19–22] for a top-
quark mass of 172.5 GeV/c2. Approximate next-to-next-to-leading
order (NNLO) calculations for the tt̄ cross section have been com-
pleted (see for example [23–29]) but are not used here. The the-
oretical uncertainty on the cross section includes the scale uncer-
tainties, determined by varying the factorization and renormaliza-
tion scales by factors of 2 and 0.5 around the central scale, cor-
responding to the assumed top-quark mass, and the uncertainties
from the parton distribution functions (PDFs) and the value of αS,
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Table 1
The expected number of dilepton tt̄ signal and background events passing the full
selection criteria, compared to the number of observed events. The procedures for
estimating the expected numbers of events and their uncertainties are described
in the text. For the backgrounds estimated from data, the statistical and systematic
uncertainties are quoted separately. The expected signal yield assumes a tt̄ cross
section of σtt̄ = 158+23

−24 pb.

Source Number of events

Expected tt̄ 7.7 ± 1.5

Dibosons (VV) 0.13 ± 0.07
Single top (tW) 0.25 ± 0.13
Drell–Yan Z/γ 
 → τ+τ− 0.18 ± 0.09
Drell–Yan Z/γ 
 → e+e− , μ+μ− 1.4 ± 0.5 ± 0.5
Events with non-W/Z leptons 0.1 ± 0.5 ± 0.3

Total backgrounds 2.1 ± 1.0

Expected total, including tt̄ 9.8 ± 1.8

Data 11

following the procedures from the MSTW2008 [30], CTEQ6.6 [31],
and NNPDF2.0 [32] sets. From the simulated tt̄ sample, the total
signal acceptance, including geometric acceptance and event re-
construction and selection efficiencies, is found to be (23.0 ± 1.4)%
for events contributing to the e+e− , μ+μ− , and e±μ∓ modes
combined, where the systematic uncertainty on the acceptance is
described later in the text. The expected yield of events passing
the selection criteria, assuming the NLO production cross section,
is 1.5 ± 0.3, 1.7 ± 0.3, and 4.5 ± 0.9 for the e+e− , μ+μ− , and
e±μ∓ decay modes, respectively. The uncertainties on these pre-
dicted event yields combine the systematic uncertainties on the
event selection, the theoretical production cross section, and the
integrated luminosity of the sample, where the contribution from
the last two sources dominates the total. Note that the simulated tt̄
signal sample used for the estimate of the expected signal events
was generated with the W → �ν branching fraction set to 1/9,
which is different from the standard value (0.1080 ± 0.0009) [7]
used in the cross section measurement.

The selected sample is not 100% pure in dilepton tt̄ events.
There are two types of background estimation techniques used in
this analysis. One strategy utilizes simulated pp collision events to
model background processes. There are, however, some pathologi-
cal backgrounds that are harder to model accurately. In such cases,
it is preferred to estimate the yields of these events from the data.

Contributions from diboson production (VV, where V = W or
Z/γ 
), based on a leading-order production cross section of σVV =
4.8 pb [16], and electroweak single-top production in the tW chan-
nel (σtW = 10.6 pb [33]) are modeled with the MadGraph event
generator and are processed in an equivalent fashion as the sim-
ulated tt̄ sample used to assess the signal yield. The Drell–Yan
Z/γ 
 → ττ process (σZ/γ 
→ττ = 1666 pb [34]) is modeled with
pythia and MadGraph. The uncertainties on these production cross
sections are well within the total systematic uncertainty of 50%
used for each of these backgrounds. Table 1 gives the simulation-
based predictions for the event yields from these processes.

The contributions from two important background sources are
estimated from the data: exceptional Drell–Yan events that evade
the Z veto and are accompanied by significant missing trans-
verse energy; and dilepton candidate events from multijet and
W + jets production. Difficult-to-simulate instrumental effects in-
fluence both topologies and hence it is preferable to use calibration
samples from the data in these estimations.

The events rejected by the Z veto are used to estimate the
residual contributions from Drell–Yan Z/γ 
 → e+e− and μ+μ− in
the surviving selected sample. In the μ+μ− final state the rate of
events surviving the Z veto is equal to an estimate of the Drell–

Yan contribution near the M�� peak, scaled by the expected ratio
of off-peak to near-peak events derived from simulation. The near-
peak Drell–Yan Z/γ 
 contribution is estimated from the number of
all events failing the Z veto, after subtraction of the non-Drell–Yan
contribution estimated from e±μ∓ events passing the same selec-
tion and corrected for the differences between the electron and
muon identification efficiencies. The estimate in the e+e− mode
is done in a similar fashion; the summed contribution is shown
in Table 1. The systematic uncertainty of this method, evaluated in
each mode separately, is estimated to be 50%. This is dominated by
detector calibration effects and changes of the fraction of Z-vetoed
Drell–Yan Z/γ 
 events with increasingly stringent requirements
(additional jets and missing transverse energy) as estimated from
simulation.

Dilepton candidate events from multijet and W + jets produc-
tion mostly arise from jets that are able to satisfy the tight lepton
identification criteria. These contributions to the selected sample
from isolated lepton candidates from non-W/Z decays are also de-
rived from data. A superset of dilepton candidate events is chosen
by loosening the lepton identification criteria in the data samples
used for the measurement. The number of these candidates pass-
ing the loosened selection criteria from non-W/Z leptons can be
weighted by the ratio of yields of tight-to-loose lepton candidates
(RTL) to produce an estimate of non-W/Z leptons passing the tight
selections. The ratio RTL is measured as a function of candidate
transverse momentum and pseudorapidity in a multijet-dominated
data sample containing events with one lepton candidate pass-
ing loose selection criteria. Additional selection criteria, based on
the missing transverse energy and on the transverse mass of the
system defined by the /E T and charged lepton candidate pT , are
applied to suppress the residual contribution to the loose lepton
sample from electroweak processes. We assume this RTL is appro-
priate for use in the dilepton signal sample, and we also consider
RTL to be independent from the other lepton in events with two
leptons. In this measurement, the value of RTL changes slightly as
a function of candidate pT and |η|; for both muon and electron
candidates, RTL is in the interval between 0.2 and 0.4.

Estimates for the contributions from lepton candidates in pure
multijet QCD, with two such non-W/Z candidates, and in W + jets,
with one such candidate beyond that from the decay of the W, are
derived separately. A sample of loose dilepton events both failing
the tight selections is used to estimate the multijet QCD contribu-
tion. Loose dilepton events with only one lepton failing the tight
requirements include contributions from W + jets events, but are
contaminated by multijets and leptons from W/Z decays. The mul-
tijet QCD contamination is subtracted using the previous estimate,
while the contamination from W/Z leptons is measured from a
sample of Z events fulfilling loose selection requirements.

The prediction for these non-W/Z leptons is shown in Table 1.
The systematic uncertainty on the non-W/Z lepton estimate is pri-
marily from differences in the jet momentum spectrum and flavor
composition between the QCD-dominated sample in which RTL is
measured and the sample where it is applied. Other subdominant
contributions to the systematic uncertainties include the RTL mea-
surement biases due to electroweak signal contribution, the dis-
similarity in the trigger between the RTL calibration sample and
the signal sample to which it is applied, and from the statistical
limitations on the RTL calibration sample. The systematic uncer-
tainty on the electron RTL is 50%, which corresponds to a 50%
(100%) uncertainty on a raw estimate of the W + jets (QCD mul-
tijets) non-W/Z isolated lepton contribution, prior to accounting
for the signal contribution to the estimate. Similarly, the system-
atic uncertainty on the muon RTL is +50

−100%, which corresponds to
a +50

−100% ( +100
−100%) uncertainty on the estimate of the W + jets (QCD

multijets) non-W/Z isolated lepton contribution.
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Fig. 1. Number of jets in events passing all dilepton selection criteria before the
�2-jet requirement for all three dilepton modes combined, compared to signal and
background predictions. The hatched bands reflect the uncertainties on the back-
ground predictions.

Expected yields from simulated signal and background pro-
cesses, normalized to estimates from data where appropriate, are
shown in Fig. 1 as a function of jet multiplicity for events sat-
isfying the complete dilepton event selection criteria except the
�2-jet requirement; the tt̄ signal dominates the bins with at least
two jets.

Eleven dilepton events (3 e+e− , 3 μ+μ− , 5 e±μ∓) are ob-
served in the data after applying the event selection criteria, with
a total of 2.1 ± 1.0 background events expected. We attribute the
excess of events above the background expectation to top-quark
pair production.

The top-quark mass reconstruction methods of [35] (KIN, i.e.,
KINematic, method) and [36] (MWT, i.e., Matrix Weighting Tech-
nique) are applied to the selected events. In both methods, nu-
merical solutions to the kinematic equations appropriate for a tt̄
decay with two charged leptons in the final state are found for
each event. The solutions are based on an ensemble of values
of jet momenta and missing energy, generated corresponding to
their expected resolution around the measured values. In the KIN
method the underconstrained system is solved by introducing an
additional constraint on the longitudinal momentum of the tt̄ sys-
tem, whose probability distribution is expected to have a negligible
dependence on the top-quark mass and is therefore assumed from
simulation. The top-quark mass value corresponding to the largest
number of solutions is the reconstructed mass for each event. In
the MWT method the system is solved for a range of top-quark
mass values, and weights, dependent on the momentum of the
initial partons and the lepton energies in the top-quark rest frame,
are assigned based on the likelihood of each solution. The mass
for which the sum of the weights of all solutions is maximized
is used as the mass estimator. Fig. 2 shows that the kinematics
of the selected events are statistically compatible with predictions
based on a top-quark mass of 172.5 GeV/c2, demonstrating the
consistency of the selected sample with top-quark pair produc-
tion.

Further, beyond the complete event selection described above,
the property that the two jets expected in dilepton tt̄ events both
originate from b quarks is exploited to further confirm the top-
quark signal. A b-quark jet identification algorithm that relies on
the presence of charged particle tracks displaced from the primary
pp interaction location, as expected from the decay products of
long-lived b hadrons [37], is used. A jet is identified to be from

Fig. 2. Distribution of the top-quark mass using two different reconstruction
methods [35,36], compared with the expected yields from simulated signal-plus-
background and background-only hypotheses. The points in each bin for the two
methods are slightly offset in reconstructed mass to allow coincident points to be
visible. The last bin contains the overflow.

Fig. 3. Number of b-tagged jets in events passing all dilepton selection criteria for
all three dilepton modes combined, compared to signal and background directly
from simulations. The hatched bands reflect the expected uncertainties on the b-
tag efficiency for signal events.

a b quark if there are at least two tracks satisfying a minimum
impact parameter significance requirement. The efficiency of this
algorithm for a b-quark jet in dilepton tt̄ signal events is about 80%
with a 10% false positive rate, as estimated in simulated QCD mul-
tijet events with no b quarks. This algorithm is applied to events
passing all the selection criteria. The multiplicity of jets satisfying
these b-tagging criteria in events passing the full dilepton event
selection is shown in Fig. 3. Although not used directly in the cross
section extraction, the b-tag multiplicity provides additional sup-
port for the hypothesis that the selected data are consistent with
dilepton tt̄ production.

The top-quark pair production cross section is determined from
the ratio of the number of observed events in the data after back-
ground subtraction with the product of the total signal acceptance,
the branching fractions, and the integrated luminosity. The impact
of systematic uncertainty is included on each piece, as described
below.
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Various sources of systematic uncertainty related to the event
selection have been evaluated. The systematic uncertainty assigned
to the dilepton selection efficiency is 4.4%, obtained from a com-
parison of Z events in data and simulation, together with half of
the difference between the efficiencies obtained in simulated Z
and tt̄ events. The effect of multiple pp interactions in a single
beam crossing — an effect that is present in the data but not in
these simulated samples — is included in this uncertainty. The sys-
tematic uncertainty due to the reconstruction of jets and missing
transverse energy is estimated by varying the jet energy scale by
±5%, simultaneously with a ±5% variation in the hadronic part of
the missing transverse energy, resulting in a value of 3.7%. Uncer-
tainties on the simulation of the signal selection efficiency include
the amount of QCD radiation, hadron and tau decay modeling,
and the W leptonic branching fraction; these sources combined
give a systematic uncertainty of 2.8%. Other sources of system-
atic uncertainty pertaining to the signal, including uncertainties in
the parton distribution functions inside the colliding protons, the
effect of uncertainty on the world-average top-quark mass mea-
surement [38], and the effect of additional minimum bias inter-
actions in the signal selection, are neglected because they were
found to have a relatively small impact. The overall systematic
uncertainty on the total tt̄ cross section from the above sources
is 6.4%.

The background contributions from single-top, diboson, and
Drell–Yan Z/γ 
 → τ+τ− processes shown in Table 1 are obtained
from simulation and found to be small compared to the total event
yield. Each of these backgrounds is assigned a 50% systematic un-
certainty. The contributions from Drell–Yan e+e− and μ+μ− pro-
cesses and events with non-W/Z isolated leptons are estimated
from data with absolute systematic uncertainties of 0.5 and 0.3
events, respectively. The contribution to the systematic uncertainty
on the cross section from the uncertainties on the background es-
timates is 11%.

The total systematic uncertainty on the measured cross section,
dominated by the uncertainty on the estimated background yield,
is 24 pb. An additional systematic effect of 21 pb, due to a 11%
relative uncertainty on the integrated luminosity measurement [5],
is quoted separately.

Taking into account the data yield, the background estimation,
the branching fraction, the signal acceptance, the integrated lumi-
nosity, and all associated statistical and systematic uncertainties,
the top-quark pair production cross section is measured to be

σ(pp → tt̄ + X) = 194 ± 72(stat.) ± 24(syst.) ± 21(lumi.) pb.

An alternative analysis, exploiting jets constructed only from sili-
con tracker information [39] and without missing transverse en-
ergy requirements in the event selection, yields a similar cross
section. The quoted measurement can be compared with the cal-
culated NLO theoretical cross section of 158+23

−24 pb for a top-quark
mass of 172.5 GeV/c2 [19,20].

In conclusion, the first measurement at the LHC of the cross
section for tt̄ production has been completed. This measurement,
made with an integrated luminosity of 3.1 ± 0.3 pb−1, is only the
beginning of a rich top-quark physics program to be conducted at
the CMS experiment.
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Abstract. The four LEP collaborations, ALEPH, DELPHI, L3 and OPAL, have searched for the neu-
tral Higgs bosons which are predicted by the Minimal Supersymmetric standard model (MSSM). The
data of the four collaborations are statistically combined and examined for their consistency with the
background hypothesis and with a possible Higgs boson signal. The combined LEP data show no signifi-
cant excess of events which would indicate the production of Higgs bosons. The search results are used
to set upper bounds on the cross-sections of various Higgs-like event topologies. The results are inter-
preted within the MSSM in a number of “benchmark” models, including CP-conserving and CP-violating
scenarios. These interpretations lead in all cases to large exclusions in the MSSM parameter space. Ab-
solute limits are set on the parameter tanβ and, in some scenarios, on the masses of neutral Higgs
bosons.
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1 Introduction

One of the outstanding questions in particle physics is
that of electroweak symmetry breaking and the origin of
mass. The leading candidate for an answer is the Higgs
mechanism [1] whereby fundamental scalar Higgs fields
acquire nonzero vacuum expectation values and sponta-
neously break the electroweak symmetry. Gauge bosons
and fermions obtain their masses by interacting with the
resulting vacuum Higgs fields. Associated with this de-
scription is the existence of massive scalar particles, the
Higgs bosons.
The standard model [2] requires one complex Higgs

field doublet and predicts a single neutral Higgs boson of
unknown mass. After extensive searches at LEP, a lower
bound of 114.4GeV/c2 has been established for the mass
of the standard model Higgs boson, at the 95% confidence
level (CL) [3].
Supersymmetric (SUSY) [4] extensions of the standard

model are of interest since they provide a consistent frame-
work for the unification of the gauge interactions at a high
energy scale and for the stability of the electroweak scale.
SUSY is also a basic ingredient of models such as Super-
gravity and Superstring which aim at a unified description
of all fundamental forces, including the gravitational force.
It is remarkable that the predictions of SUSY extensions of
the standard model are found to be compatible with exist-
ing high-precision data [5].
In SUSY, each of the standard model fermions has

a bosonic superpartner “sfermion”, and each boson has
a fermionic superpartner “gaugino” or “Higgsino”. These
additional particles, if they exist, have several virtues.
Their presence modifies the renormalisation group evolu-
tion of the gauge couplings, improving the convergence of
the couplings at a unique (GUT) energy. The new par-
ticles lead to a naturally light Higgs boson (close to the
electroweak energy scale) since the divergent loop contri-
butions of the standard model particles are almost com-
pletely compensated by corresponding contributions from
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the superpartners (the compensation would be perfect if
SUSY were an exact symmetry). SUSY models also pro-
vide a perfect cold dark matter candidate, the neutralino,
which arises from the mixing of the neutral gaugino and
Higgsino fields.
TheMinimal Supersymmetric standardmodel (MSSM)

(reviewed, e.g., in [6]) is the SUSY extension with minimal
new particle content. It requires two Higgs field doublets
and predicts the existence of three neutral and two charged
Higgs bosons. The lightest of the neutral Higgs bosons is
predicted to have a mass less than about 140GeV/c2 in-
cluding radiative corrections [7]. This prediction provided
a strong motivation for the searches at LEP energies.
Most of the experimental investigations carried out in

the past at LEP and elsewhere were interpreted in MSSM
scenarios where CP conservation in the Higgs sector was
assumed. In such scenarios the neutral Higgs bosons are
CP eigenstates. However, CP violation in the Higgs sector
cannot be a priori excluded [8]. Scenarios with CP vio-
lation are theoretically appealing since they provide one
of the ingredients needed to explain the observed cosmic
matter-antimatter asymmetry. The observed size of CP
violation in B and K meson systems is not sufficient to
drive this asymmetry. In the MSSM, however, substan-
tial CP violation can be induced by complex phases in
the soft SUSY-breaking sector, through radiative correc-
tions, especially from third-generation scalar quarks [9]. In
such scenarios the three neutral Higgs mass eigenstates
are mixtures of CP-even and CP-odd fields, with pro-
duction and decay properties different from those in the
CP-conserving scenarios. Hence, the experimental exclu-
sions published so far for the CP-conserving MSSM sce-
narios may be weakened by CP-violating effects. There is
currently one publication on searches interpreted in CP-
violating scenarios [10].
In this paper we describe the results of a statistical

combination based on the searches of the four LEP collabo-
rations [10–13], which was carried out by the LEPWorking
Group for Higgs Boson Searches. These searches include all
LEP2 data up to the highest energy, 209GeV; in the case
of [10, 12] they also include the LEP1 data collected at en-
ergies in the vicinity of 91 GeV (the Z boson resonance).
The combined LEP data show no significant signal for
Higgs boson production. The search results are used to set
upper bounds on topological cross-sections for a number of
Higgs-like final states. Furthermore, they are interpreted in
a set of representative MSSM “benchmark” models, with
and without CP-violating effects in the Higgs sector.

2 The MSSM framework

The LEP searches and their statistical combination pre-
sented in this paper are interpreted in a constrainedMSSM
model. At tree level, two parameters are sufficient (besides
the known parameters of the standard model fermion and
gauge sectors) to fully describe the Higgs sector. A con-
venient choice is one Higgs boson mass (mA is chosen in
CP-conserving scenarios andmH± in CP-violating scenar-

ios), and the ratio tanβ = v2/v1 of the vacuum expecta-
tion values of the two Higgs fields (v2 and v1 refer to the
fields which couple to the up- and down-type fermions).
Additional parameters,MSUSY,M2, µ, A andmg̃, enter at
the level of radiative corrections. MSUSY is a soft SUSY-
breaking mass parameter and represents a common mass
for all scalar fermions (sfermions) at the electroweak scale.
Similarly,M2 represents a common SU(2) gaugino mass at
the electroweak scale. The “Higgs mass parameter” µ is the
strength of the supersymmetric Higgs mixing;A=At =Ab
is a common trilinear Higgs-squark coupling at the elec-
troweak scale and mg̃ is the mass of the gluino (the super-
partner of the gluons). Three of these parameters define
the stop and sbottom mixing parameters Xt =A−µ cotβ
and Xb =A−µ tanβ. In CP-violating scenarios, the com-
plex phases related to A and mg̃, arg(A) and arg(mg̃), are
supplementary parameters. In addition to all these MSSM
parameters, the top quarkmass also has a strong impact on
the predictions through radiative corrections. In this pa-
per, three fixed values are used in the calculations: mt =
169.3, 174.3 and 179.3GeV/c2. For the purposes of illus-
tration,mt = 174.3GeV/c

2 is used in producing the figures
(unless explicitly specified otherwise), which is a previous
world-average value [14] and which is within the current
experimental range of 172.7± 2.9GeV/c2 [15]. The influ-
ence of the top quark mass on the exclusion limits is dis-
cussed in Sects. 5 and 6 along with the other results.
The combined LEP data are compared to the predic-

tions of a number of MSSM “benchmark” models [16].
Within each of these models, the two tree-level parame-
ters, tanβ and mA (in the CP-conserving scenarios) or
mH± (in the CP-violating scenarios) are scanned while the
other parameters are set to fixed values. Each scan point
thus represents a specific MSSM model. The ranges of the
scanned parameters and the values of the fixed parameters
are listed in Table 1 for the main scenarios studied. The
first five models represent the main benchmarks for CP-
conserving scenarios while the last model, labelled CPX ,
is a benchmark model for CP-violating scenarios. Some
variants of these benchmark scenarios, which are also in-
vestigated, are presented in the text below.
The scan range of tanβ is limited by the following con-

siderations. For values of tanβ below the indicated lower
bounds, the calculations of the observables in the Higgs
sector (masses, cross-sections and decay branching ratios)
become uncertain; for values above the upper bounds, the
decay width of the Higgs bosons may become larger than
the experimental mass resolution (typically a few GeV/c2)
and the modelling of the kinematic distributions of the sig-
nal becomes inaccurate1. The scan range of mA is limited
in most cases to less than 1000GeV/c2; at higher values the
Higgs phenomenology is insensitive to the choice ofmA.

1 The DELPHI Collaboration included the variation of the
Higgs boson decay width with tan β in their simulation for
tanβ between 30 and 50. With increasing tan β, DELPHI ob-
served an increase of the mass resolutions and hence a loss in
the signal detection efficiencies; but this was compensated by
the increase of the cross-sections, such that DELPHI found no
significant drop in the overall sensitivity.
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Table 1. Parameters of the main benchmark scenarios investigated in this paper. The values of tan β and the mass
parameters mA (in the CP-conserving scenarios) or mH± (in the CP-violating scenarios) are scanned within the
indicated ranges. For the definitions of A and Xt, the Feynman-diagrammatic on-shell renormalisation scheme is
used in the CP-conserving scenarios and the MS renormalisation scheme in the CP-violating scenarios

Benchmark parameters
(1) (2) (3) (4) (5) (6)

mh-max no-mixing large-µ gluophobic small-αeff CPX

Parameters varied in the scan
tanβ 0.4–40 0.4–40 0.7–50 0.4–40 0.4–40 0.6–40
mA (GeV/c

2) 0.1–1000 0.1–1000 0.1–400 0.1–1000 0.1–1000 –
mH± (GeV/c

2) – – – – – 4–1000

Fixed parameters
MSUSY (GeV) 1000 1000 400 350 800 500
M2 (GeV) 200 200 400 300 500 200
µ (GeV) −200 −200 1000 300 2000 2000
mg̃ (GeV/c

2) 800 800 200 500 500 1000

Xt (GeV) 2MSUSY 0 −300 −750 −1100 A−µ cotβ

A (GeV) Xt+µ cot β Xt+µ cot β Xt+µ cotβ Xt+µ cotβ Xt+µ cotβ 1000
arg(A) = arg(mg̃) – – – – – 90◦

For a given scan point, the observables in the Higgs sec-
tor are calculated using two theoretical approaches, both
includingone-andtwo-loopcorrections.TheFeynHiggs2.0
code [17] is based on a Feynman-diagrammatic approach
anduses theon-shell renormalizationscheme.TheSUBHPOLE
calculation and its CP-violating variant CPH [18] are based
ona renormalization-group improvedeffectivepotential cal-
culation [19] and use theMS scheme2.
In the CP-conserving case, the FeynHiggs calcula-

tion is retained for the presentation of the results since it
yields slightly more conservative results (the theoretically
allowed parameter space is wider) than SUBHPOLE does.
Also, FeynHiggs is preferred on theoretical grounds since
its radiative corrections are more detailed than those of
SUBHPOLE.
In the CP-violating case, neither of the two calculations

is preferred on theoretical grounds. While FeynHiggs con-
tains more advanced one-loop corrections, the CPH code has
a more precise phase dependence at the two-loop level. We
opted therefore for a solution where, in each scan point, the
CPH and FeynHiggs calculations are compared and the cal-
culation yielding the weaker exclusion (more conservative)
is retained. However, we also discuss in Sect. 6 the effect of
using separately either one or the other of the two calcula-
tions. Rather large discrepancies between the two codes are
found in calculating the partial width for the Higgs boson
cascade decay Γ (H2→H1H1) (H1 andH2 are the lightest
and the second-lightest neutralMSSMHiggs bosons). Aim-
ing at conservative exclusion limits, therefore, the CPH for-
mula for thisdecaywasalsousedwithintheFeynHiggscode.
All codes are implemented in a modified version of

the HZHA program package [21], which takes into account
initial-state radiation and the interference between iden-
tical final states from Higgsstrahlung and boson fusion
processes.

2 New developments in this approach are implemented in the
code CPsuperH [20].

2.1 CP-conserving scenarios

Assuming CP conservation, the spectrum of MSSM Higgs
bosons consists of two CP-even neutral scalars, h and H
(h is defined to be the lighter of the two), one CP-odd
neutral scalar, A, and one pair of charged Higgs bosons,
H±. The following ordering of masses is valid at tree level:
mh < (mZ,mA) < mH and mW± < mH± . This ordering
may be substantially modified by radiative corrections [7]
where the largest contribution arises from the incomplete
cancellation between top and scalar top (stop) loops. The
corrections affect mainly the neutral Higgs boson masses
and decay branching ratios.
In e+e− collisions at LEP energies, the main produc-

tion processes of h, H and A are the Higgsstrahlung pro-
cesses e+e−→ hZ and HZ and the pair production pro-
cesses e+e−→ hA and HA (in most of the MSSM param-
eter space only the hZ and hA processes are possible by
kinematics). The fusion processes e+e−→ (WW→ h)νeν̄e
and e+e−→ (ZZ→ h)e+e− play amarginal role at LEP en-
ergies but they are also taken into account in the derivation
of the results.
The cross-sections for Higgsstrahlung and pair produc-

tion can be expressed in terms of the standardmodel Higgs
boson production cross-section σSMHZ . The following expres-
sions hold for the processes involving the lightest scalar
boson h:

σhZ = sin
2(β−α)σSMHZ (1)

σhA = cos
2(β−α)λ̄σSMHZ . (2)

Here α is the mixing angle which diagonalises the CP-even
Higgs mass matrix (at lowest order it can be expressed in
terms ofmA,MZ and tanβ) and λ̄ is a kinematic factor:

λ̄= λ
3/2
Ah /
[
λ
1/2
Zh

(
12M2Z/s+λZh

)]
(3)
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with

λij = [1− (mi+mj)
2/s][1− (mi−mj)

2/s] , (4)

where s is the square of the centre-of-mass energy. The
cross-sections for the processes involving the heavy scalar
boson H are obtained by interchanging the MSSM sup-
pression factors sin2(β−α) and cos2(β−α) in (1) and
(2) and replacing the index h by H in (1)–(3). The Hig-
gsstrahlung and pair production cross-sections are comple-
mentary, as seen from (1) and (2). At LEP energies, the
process e+e−→ hZ is typically more abundant at small
tanβ and e+e−→ hA at large tanβ, but the latter process
can be suppressed also by the kinematic factor λ̄.
The following decay features are relevant to the neu-

tral MSSM Higgs bosons. The h boson decays mainly to
fermion pairs, with only a small fraction ofWW∗ and ZZ∗

decays, since its mass is below the threshold of the on-shell
processes h→WW and h→ ZZ. However, for particular
choices of the parameters, the fermionic final states may
be strongly suppressed. The A boson also decays predom-
inantly to fermion pairs, independently of its mass, since
its coupling to vector bosons is zero at leading order. For
tanβ > 1, decays of h and A to bb̄ and τ+τ− pairs are
preferred while the decays to cc̄ and gluon pairs are sup-
pressed. Decays to cc̄may become important for tanβ < 1.
The decay h→ AA may be dominant if allowed by kine-
matics [22]. Higgs boson decays into SUSY particles, such
as sfermions, charginos or invisible neutralinos, are sup-
pressed due to the high values of the SUSY-breaking scale
MSUSY which have been chosen.
In the following we describe the CP-conserving bench-

mark scenarios [16] which are examined in this paper. The
corresponding parameters are listed in Table 1.

2.1.1 The mh-max scenario

In the mh-max scenario the stop mixing parameter is set
to a large value, Xt = 2MSUSY. This model is designed to
maximise the theoretical upper bound on mh for a given
tanβ and fixed mt and MSUSY (uncertainties due to un-
known higher-order corrections are ignored). This model
thus provides the largest parameter space in the mh direc-
tion and conservative exclusion limits for tanβ.
We also examine a variant of this scenario where the

sign of µ is changed to positive, since, in the context of
SUSY extensions of the standard model, a positive sign of
µ is favoured by presently available results on (g−2)µ [23,
24]. This variant is labelled mh-max (a) below. Further-
more, we examine the case where, besides changing the
sign of µ to positive, the sign of the mixing parameter Xt
is changed to negative. This choice of parameters gives bet-
ter agreement with measurements of the branching ratios
and of the CP- and isospin-asymmetries for the process
b→ sγ [16, 25]. This variant is labelledmh-max (b) below.

2.1.2 The no-mixing scenario

In the no-mixing scenario the stop mixing parameter Xt
is set to zero, giving rise to a relatively restricted MSSM

parameter space. Like in the mh-max scenario, we also ex-
amine a variant of the no-mixing scenario where the sign
of µ is changed to positive. At the same time, we raise
MSUSY to 2 TeV in order to enlarge the allowed parameter
space [16]. In the case of this variant, which is labelled no-
mixing (a) below, the scan in tanβ is done only from 0.7
upward, due to numerical instabilities, at lower values, in
the diagonalisation of the mass matrix.

2.1.3 Special scenarios

Some scenarios were designed to illustrate choices of the
MSSM parameters for which the detection of Higgs bosons
at LEP, at the Tevatron and at the LHC is expected to be
difficult a priori due to the suppression of some main dis-
covery channels [16].

– The large-µ scenario is constructed in such a way that,
while the h boson is accessible by kinematics at LEP
for all scan points, the decay h→ bb̄, on which most
of the searches at LEP and at the Tevatron are based,
is typically strongly suppressed. For many of the scan
points the decay h→ τ+τ− is also suppressed, such that
the dominant decay modes are h→ cc̄, gg and WW∗.
The detection of Higgs bosons thus relies mainly on
flavour- and decay-mode-independent searches. More-
over, for some of the scan points, the e+e−→ hZ process
is suppressed altogether by a small value of sin2(β−α).
In such cases, however, the heavy neutral scalar H is
within reach (mH < 111GeV/c

2) and the cross-section
for e+e−→ HZ, proportional to cos2(β−α), is large; the
searchmay thus proceed via the heavyHiggs bosonH.
– The gluophobic scenario is constructed in such a way
that the Higgs boson coupling to gluons is suppressed
due to a cancellation between the top and the stop loops
at the hgg vertex. Since at the LHC the searches will
rely heavily on producing the Higgs boson in gluon-
gluon fusion, and since the mass determination will rely
in part on the decays into gluon pairs, such a scenario
may present experimental difficulties.
– In the small-αeff scenario the couplings governing the
decays h→ bb̄ and h→ τ+τ− are suppressed with
respect to their standard model values by a factor
− sinαeff/ cosβ (αeff is the effective mixing angle of
the neutral CP-even Higgs sector including radiative
corrections). This suppression is most prominent for
tanβ > 15 and 170<mA < 350GeV/c

2. (One should
note that in most models which fall in this domain, all
three neutral Higgs bosons are beyond the kinematic
reach of LEP.)

2.2 CP-violating scenarios

In CP-violating MSSM scenarios the three neutral Higgs
mass eigenstates Hi (i= 1, 2, 3) do not have well defined
CP quantum numbers. Each of them can thus be pro-
duced by Higgsstrahlung (e+e−→HiZ) via the CP-even
field component and in pairs (e+e−→HiHj (i �= j)). The
relative rates depend on the choice of the parameters de-
scribing the CP-even/odd mixing.
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Table 2. A typical parameter set which is difficult to address
by the present searches. The results of the two calculations,
FeynHiggs and CPH, are given for a centre-of-mass energy of
206 GeV. The main input parameters are listed in the first two
lines; all other input parameters correspond to theCPX bench-
mark scenario and are listed in the last column of Table 1. The
output masses mH1 , mH2 and the relevant topological cross-
sections are listed in the lower part

Parameters FeynHiggs CPH

H+ (GeV/c2) 129.0 129.0
tan β 5.0 5.0

mH1 (GeV/c
2) 38.1 33.4

mH2 (GeV/c
2) 105.4 102.4

σ(H1Z→ bb̄Z) (pb) 0.0051 0.0019
σ(H2Z→ bb̄Z) (pb) 0.0156 0.0197
σ(H2Z→H1H1Z→ bb̄bb̄Z) (pb) 0.0866 0.0978
σ(H1H2→ bb̄bb̄) (pb) 0.0066 0.0094

Experimentally, the CP-violating scenarios are more
challenging than the CP-conserving scenarios. For a wide
range of model parameters, the coupling of the lightest
Higgs boson H1 to the Z boson may be suppressed. Fur-
thermore, the second- and third-lightestH2 andH3 bosons
may both have masses close to or beyond the kinematic
reach of LEP. Also, in CP-violating scenarios, the decays
to the main “discovery channels”, H1→ bb̄, H2→ bb̄ and
H2 →H1H1 → bb̄bb̄

3, may have lower branching ratios.
One therefore anticipates less search sensitivity in the CP-
violating scenarios than in the CP-conserving scenarios.
An example illustrating this situation is given in Table 2.
The cross-sections for Higgsstrahlung and pair produc-

tion are given by [9]

σHiZ = g
2
HiZZ

σSMHZ (5)

σHiHj = g
2
HiHjZ

λ̄σSMHZ (6)

(in the expression for λ̄, (3), the indices h and A have to be
replaced byHi andHj). The couplings

gHiZZ = cosβO1i+sinβO2i (7)

gHiHjZ =O3i(cos βO2j− sinβO1j)

−O3j(cosβO2i− sinβO1i) (8)

obey the complementarity relation

3∑
i=1

g2HiZZ = 1 (9)

gHkZZ = εijkgHiHjZ (10)

where εijk is the usual Levi–Civita symbol.

3 Regarding the decay properties, the CP-violating scenarios
maintain a certain similarity to the CP-conserving scenarios al-
though the branching ratios are, in general, different. The light-
est mass eigenstate H1 predominantly decays to bb̄ if allowed
by kinematics, with a small fraction decaying to τ+τ− and cc̄.
The second-lightest Higgs boson H2 may decay to H1H1 when
allowed by kinematics; otherwise it decays preferentially to bb̄.

In CP-violating scenarios, the orthogonal matrix Oij
(i, j = 1, 2, 3) relating the weak CP eigenstates to the mass
eigenstates has non-vanishing off-diagonal elements. These
elements, giving rise to CP-even/odd mixing, are propor-
tional to

m4t Im(µA)

v2M2SUSY
(11)

with v =
√
v21+ v

2
2. Substantial deviations from the CP-

conserving scenarios are thus expected for small MSUSY
and large Im(µA), which are obtained if the CP-violating
phase arg(A) takes values close to 90◦. Furthermore, the
effects from CP violation strongly depend on the precise
value of the top quark mass [15].
The parameters of the benchmark model CPX have

been chosen [18] to maximise the phenomenological differ-
ences with respect to the CP-conserving scenarios. Con-
straints from measurements of the electron and neutron
electric dipole moments [26] were also taken into account.
The basic set of parameters is listed in the last column
of Table 1. Note that the scan of mH± started at 4 GeV/c

2

but values less than about 100GeV/c2 give unphysical re-
sults and are thus considered as theoretically inaccessible.
The parameters which follow have been varied one-by-

one while all the other parameters were kept at their stan-
dard CPX value.

– Top quark mass: mt = 169.3, 174.3, and 179.3GeV/c
2,

embracing the current experimental value, mt = 172.7
±2.9GeV/c2 [15].
– The CP-violating phases: arg(A) = arg(mg̃) = 0

◦, 30◦,
60◦, 90◦ (CPX value), 135◦ and 180◦ (the values 0◦ and
180◦ correspond to CP-conserving limits).
– The Higgs mass parameter: µ = 0.5, 1.0, 2.0 (CPX
value) and 4.0 TeV.
– The SUSY-breaking scale: MSUSY = 0.5 TeV (CPX
value) and 1.0 TeV. The proposal of the CPX sce-
nario [18] predicts a weak dependence on MSUSY if
the relations |A|= |mg̃|= µ/2 = 2MSUSY are preserved.
This behaviour is examined by studying a model where
MSUSY is increased from 0.5 TeV to 1 TeV and the
values of A,mg̃ and µ are scaled to 2000GeV, 2000GeV
and 4000GeV, respectively.

3 Experimental searches

The searches carried out by the four LEP collaborations
are based on e+e− collision data which span a large range
of centre-of-mass energies, from 91GeV to 209GeV. The
searches include the Higgsstrahlung and pair production
processes, ensuring, by their complementarity, a high sen-
sitivity over the accessible MSSM parameter space. It is
important to note that the kinematic properties of the sig-
nal processes are to a large extent independent of the CP
composition of the Higgs bosons. This implies that the
same topological searches can be applied to study the CP-
conserving and CP-violating scenarios. For Higgsstrahlung
this is natural since only the CP-even components of the
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Higgs fields couple to the Z boson. In pair production in-
volving CP-even and CP-odd field components, the simi-
larity of the kinematic properties (e.g., angular distribu-
tions) arises from the scalar nature of the Higgs bosons.
Small differences may occur from spin-spin correlations be-
tween final-state particles but these were found to have
no noticeable effect on the signal detection efficiencies. We
therefore adopt in the following a common notation for
the CP-conserving and CP-violating processes in whichHi
(i= 1, 2, 3) designate three generic neutral Higgs bosons of
increasing mass, with undefined CP properties; in the CP-
conserving limit (arg(A) = arg(mg̃) = 0

◦), these become
the CP eigenstates h, A, H (the correspondence depends
on the mass hierarchy).
In each of the four LEP experiments, the data analysis

is done in several steps. A preselection is applied to re-
duce some of the largest backgrounds, in particular, from
two-photon processes. The remaining background, mainly
from production of fermion pairs and WW or ZZ (pos-
sibly accompanied by photon or gluon radiation), is further
reduced by more selective cuts or by applying multivari-
ate techniques such as likelihood analyses and neural net-
works. The identification of b-quarks in the decay of the
Higgs bosons plays an important role in the discrimina-
tion between signal and background, as does the kinematic
reconstruction of the Higgs boson masses. The detailed
implementation of these analyses, as well as the data sam-
ples used by the four collaborations, are described in the
individual publications. A full catalog of the searches pro-
vided by the four LEP collaborations for this combination,
with corresponding references to the detailed descriptions,
is given in Appendix A.

3.1 Search topologies

Searches have been carried out for the two main signal
processes, the Higgsstrahlung process e+e−→H1Z (which
also apply in some cases to e+e−→H2Z) and the pair pro-
duction process e+e−→H2H1.
(a) Considering first the Higsstrahlung process e+e−→
H1Z, the principal signal topologies are those used in the
search for the standard model Higgs boson at LEP [3],
namely:

– the four-jet topology, (H1→ bb̄)(Z → qq̄), in which the
invariant mass of two jets is close to the Z boson mass
mZ while the other two jets contain b-flavour;
– the missing energy topology, (H1 → bb̄, τ+τ−)(Z →
νν̄), in which the event consists of two b-jets or identi-
fied tau decays and substantial missing momentum and
missing mass, compatible withmZ ;
– the leptonic final states, (H1→ bb̄)(Z → e+e−, µ+µ−),
in which the invariant mass of the two leptons is close to
mZ ;
– the final states with tau-leptons, (H1 → τ+τ−)(Z →
qq̄) and (H1→ bb̄, τ+τ−)(Z → τ+τ−), in which either
the τ+τ− or the qq̄ pair has an invariant mass close to
mZ .

Most of these signatures are relevant for Higgs boson
masses above the bb̄ threshold and rely on the identifi-
cation of b-quarks in the final state. Searches for lighter

Higgs bosons, listed in Appendix A, use signatures which
are described in the specific publications. In some regions
of the MSSM parameter space, the H1→ bb̄ decay may
be suppressed while decays into other quark flavours or
gluon pairs are favoured. The above searches are there-
fore complemented or replaced4 by flavour-independent
searches for (H1 → qq̄)Z in which there is no require-
ment on the quark-flavour of the jets. Finally, the searches
for Higgsstrahlung also include the Higgs cascade decay
e+e− →H2Z → (H1H1)Z, giving rise to a new class of
event topologies. These processes may play an important
role in those regions of the parameter space where they are
allowed by kinematics.
(b) In the case of the pair production process, e+e−→
H2H1, the principal signal topologies at LEP are:

– the four-b final state (H2→ bb̄)(H1→ bb̄);
– the mixed final states (H2 → τ+τ−)(H1 → bb̄) and
(H2→ bb̄)(H1→ τ+τ−);
– the four-tau final state (H2→ τ+τ−)(H1→ τ+τ−).

The Higgs cascade decay, e+e− →H2H1 → (H1H1)H1,
gives rise to event topologies ranging from six b-jets to six
tau-leptons. Most of these searches are relevant for Higgs
boson masses above the τ+τ− threshold. Similarly to the
Higgsstrahlung case, the above searches for pair produc-
tion are complemented or replaced, whenever more effi-
cient, by flavour-independent searches.

3.2 Additional experimental constraints

If the combination of the above searches is not sufficiently
sensitive for excluding a given model point, additional con-
straints are applied; these are listed below.

– Constraint from the measured decay width of the Z bo-
son, ΓZ , and its possible deviation,∆ΓZ , from the stan-
dard model prediction. The model point is regarded as
excluded if the following relation between the relevant
cross-sections is found to be true:

∑
i

σHiZ(mZ)+
∑
i,j

σHiHj (mZ)>
∆ΓZ
ΓZ
·σ totZ (mZ) ,

(12)

where∆ΓZ = 2.0MeV [27] stands for the 95%CL upper
bound on the possible additional decay width of the Z
boson, beyond the standard model prediction, and σtotZ
is the Z pole cross-section.
– Constraint from a decay mode independent search for
e+e−→H1Z [28]. The model point is regarded as ex-
cluded if the condition

σHiZ > k(mHi) ·σ
SM
HZ (13)

is fulfilled, where k(mHi) is a mass-dependent factor
which scales the standardmodelHiggs production cross-
section to the value that is excluded at the 95%CL.

4 The replacement is necessary whenever the overlap in terms
of selected events is important, in order to avoid double-
counting.
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– Constraint froma search for lightHiggsbosonsproduced
by the Yukawa process5. The model point is regarded
as excluded if the predictedYukawa enhancement factor
ξ(mH1), defined in [29], is excluded by this search. To be
conservative, theweaker of the two enhancement factors,
for CP-even andCP-odd couplings, is used.

These additional constraints are particularly useful at
smallmH1 andmH2 , below the bb̄ threshold.

3.3 Statistical combination of search channels

The statistical method by which the topological searches
are combined is described in [3, 30].
After selection, the combined data configuration (dis-

tribution of all selected events in several discriminating
variables) is compared in a frequentist approach to a large
number of simulated configurations generated separately
for two hypotheses: the background (b) hypothesis and the
signal-plus-background (s+ b) hypothesis. The ratio

Q= Ls+b/Lb , (14)

of the corresponding likelihoods is used as the test statistic.
The predicted, normalised, distributions of Q (probability
density functions) are integrated to obtain the p-values [31]
1−CLb = 1−Pb(Q ≤ Qobserved) and CLs+b = Ps+b(Q ≤
Qobserved); these measure the compatibility of the observed
data configuration with the two hypotheses. Here Pb and
Ps+b are the probabilities for a single experiment to ob-
tain a value of Q smaller than or equal to the observed
value, given the background or the signal-plus-background
hypothesis. More details can be found in [3].
Systematic errors are incorporated in the calculation of

the likelihoods by randomly varying the signal and back-
ground estimates in each channel6 according to Gaussian
error distributions and widths corresponding to the sys-
tematic errors. For a given source of uncertainty, correla-
tions are addressed by applying these random variations
simultaneously to all those channels for which the source of
uncertainty is relevant. Errors which are correlated among
the experiments arise mainly from using the same Monte
Carlo generators and cross-section calculations for the sig-
nal and background processes. The uncorrelated errors
arise mainly from the limited statistics of the simulated
background event samples.
In a purely frequentist approach, the exclusion limit is

computed from the confidence CLs+b for the signal-plus-
background hypothesis: a signal is regarded as excluded at
the 95% CL, for example, if an observation is made such
that CLs+b is lower than 0.05. However, this procedure

5 Note that, in the case of DELPHI, the Yukawa channels are
not used as external constraints but are combined with the other
search channels.
6 The word “channel” designates any subset of the data in
which a search has been carried out. These subsets may cor-
respond to specific final-state topologies, to data sets collected
at different centre-of-mass energies or to the subsets of data
collected by different experiments.

may lead to the undesired situation in which a large down-
ward fluctuation of the background would exclude a sig-
nal hypothesis for which the experiment has no sensitivity
since the expected signal rate is too small. This problem is
avoided by using the ratio

CLs = CLs+b/CLb (15)

instead of CLs+b. We adopt this quantity for setting exclu-
sion limits and consider a givenmodel to be excluded at the
95% CL if the corresponding value of CLs is less than 0.05.
SinceCLb is a positive number less than one,CLs is always
larger than CLs+b and the limits obtained in this way are
therefore conservative.

3.4 Comparisons of the data
with the expected background

The distribution of the p-value 1−CLb over the parameter
space covered by the searches provides a convenient way of
studying the agreement between the data and the expected
background and of discussing the statistical significance of
any local excess in the data. While a purely background-
like behaviour7 would yield p-values close to 0.5, much
smaller values are expected in the case of a signal-like
excess. For example, a local excess of three or five stan-
dard deviations would give rise to a p-value 1−CLb of
2.7×10−3 or 5.7×10−7, respectively.
One has to be careful, however, when interpreting these

numbersasprobabilities for local excessesoccurringover the
extendeddomains coveredby the searches. For example, the
probability for a fluctuation of three standard deviations to
occur anywhere in the parameter space is much larger than
the number 2.7×10−3 just quoted. A multiplication factor
has to be applied to the probability 1−CLb which reflects
the number of independent “bins” of the parameter space;
this factorcanbeestimatedfromthetotal sizeoftheparame-
ter space and the experimental resolutions.For example, the
searchesfortheHiggsstrahlungprocesse+e−→H1Z,cover-
ing the range 0<mH1 < 120GeV/c

2with amass resolution
∆mH1 of about 3 GeV/c

2, would yield about twenty fairly
independent mass-bins of width 2∆mH1 ; hence, a multipli-
cation factor of about twenty. Much bigger multiplication
factors are expected in the searches for the pair production
process e+e−→H2H1with two independent search param-
eters (masses).
These simple considerations do not take into account,

for example, possible correlations from resolution tails ex-
tending over several adjacent bins or correlations between
different searches sharing candidate events. A more elab-
orate evaluation of the multiplication factor has therefore
been performed. A large number of background experi-
ments was simulated, covering the whole parameter space,
using realistic resolution functions and taking correlations
into account. From these random experiments, the prob-
ability to obtain 1−CLb smaller than a given value, any-
where in the parameter space of a given scenario, has

7 Single, background-like, experiments have values of 1−CLb
uniformly distributed between zero and one.
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Fig. 1. Contours of the observed p-values, 1−CLb, indicating the statistical significances of local excesses in the data. Plots a
and b refer to the CP-conserving MSSM benchmark scenario mh-max and plots c and d to the CP-violating scenario CPX . For
each scenario, the parameter space is shown in two projections. Regions which are not part of the parameter space (labelled “The-
oretically Inaccessible”) are shown in light-grey or yellow . In the medium-grey or light-green regions the data show an excess of
less than one standard deviation above the expected background. Similarly, in the dark-grey or dark-green regions the excess is
between one and two standard deviations while in the darkest-grey or blue regions it is between two and three standard devia-
tions. In plots c and d, two small regions with excesses larger than three standard deviations are shown in white. The dashed lines
show the expected exclusion limit at 95% CL. The hatched areas represent regions where the median expected value of CLs in the
background hypothesis is larger than 0.4; apparent excesses in these regions would not be significant

been determined (the mh-max scenario was taken for this
study). A scale factor of at least 60 was obtained in this
manner. According to this estimate, the probability of ob-
serving a background fluctuation of three standard devia-
tions anywhere in the parameter space of a given scenario
(e.g., mh-max ) can be 16% or more. Also, to observe two
fluctuations with two standard deviations turns out to be
more likely than to observe only one.
Figure 1 shows the distribution of the p-value 1−CLb,

determined from the present combined searches, for the
CP-conserving benchmark scenario mh-max and the CP-
violating scenario CPX . Over the largest part of the pa-
rameter space, the local excesses are smaller than two stan-
dard deviations. In themh-max scenario, the lowest value,
1−CLb = 1.3×10−2, lies within the vertical band at mh
around 100GeV/c2 and corresponds to 2.5 standard devi-
ations. This excess, and a less significant excess at about

115GeV/c2, come from the Higgsstrahlung search; both
are discussed in [3] in the context of the search for the
standardmodel Higgs boson. In the CPX scenario, one ob-
serves two small regions at mH1 ≈ 35–40 GeV/c

2, mH2 ≈
105GeV/c2 and tanβ ≈ 10, where the significance exceeds
three standard deviations; they arise from the search for
the pair production process.
The exact position and size of these fluctuations may

vary from one scenario to the other. In Tables 3 and 4 we
list the parameters of the most significant excesses for all
CP-conserving andCP-violating benchmark scenarios con-
sidered in this paper. The largest fluctuation of all has
a significance of 3.5 standard deviations; its probability is
estimated as 3.6% at least, when the scale factor of 60 or
more is applied.
From these studies one can conclude that there is a rea-

sonable agreement between the data and the simulated
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Table 3. The most significant excesses with respect to the predicted back-
ground, for each of the CP-conserving benchmark scenarios. Columns 2
to 6 show the mass parameters (in GeV/c2) and tanβ at which the ex-
cess occurs. Column 7 gives the corresponding p-values 1−CLb. In the last
column, the significances of the excesses, in standard deviations, are listed

Benchmark mh mH mA mH± tan β 1−CLb σ
(st.dev.)

mh-max 99 253 169 184 0.7 1.3×10−2 2.5
mh-max (a) 99 277 156 171 0.6 1.4×10−2 2.5
mh-max (b) 99 345 310 319 0.9 1.6×10−2 2.4
no-mixing 99 165 152 171 3.7 1.4×10−2 2.5
no-mixing (a) 99 134 114 138 5.4 1.1×10−2 2.5
large-µ 59 108 67 104 3.1 1.0×10−2 2.6
gluophobic 56 124 69 105 4.1 5.5×10−3 2.8
small-αeff 60 121 75 109 5.5 2.4×10−3 3.0

Table 4. The most significant excesses with respect to the predicted background in the CP-violating benchmark
scenario CPX and its variants. The first column indicates either the CPX scenario or the parameter value which
differs from the standard CPX set listed in the last column of Table 1. Columns 2 to 6 show the mass parameters
(in GeV/c2) and tan β at which the excesses occur (the more conservative of the CPH and FeynHiggs calculations is
used). Columns 7 and 8 give the corresponding p-values, 1−CLb, using in turn the CPH and FeynHiggs codes (note
the overall agreement of the two calculations in this respect). In the last column, the significances of the excesses,
in standard deviations, are listed

mH1 mH2 mH3 mH± tan β 1−CLb 1−CLb σ
(CPH) (FeynH.) (st.dev.)

CPX scenario 35–40 105 120 120 10 1×10−3 2×10−3 3.1
[1ex] mt= 169 GeV/c

2 40 100 125 120 10–15 8×10−4 9×10−4 3.3
mt= 179 GeV/c

2 95 125 145 155 3 4×10−3 4×10−3 2.9
mt= 183 GeV/c

2 95 130 150 155 3 4×10−3 4×10−3 2.9
arg(A)=arg(mg̃) = 0

◦ 40 95 125 115 12 8×10−4 1×10−3 3.1
arg(A) = arg(mg̃) = 30

◦ 45 100 125 110 10-20 1×10−3 1×10−3 3.1
arg(A) = arg(mg̃) = 60

◦ 45 95 130 115 5-20 5×10−4 6×10−4 3.5
arg(A) = arg(mg̃) = 135

◦ 40 105 120 110 > 20 2×10−3 3×10−3 3.0
arg(A) = arg(mg̃) = 180

◦ 95 130 170 170 6 4×10−3 4×10−3 2.9
µ= 500 GeV 95 100 125 130 1 4×10−3 4×10−3 2.9
µ= 1000 GeV 95 110 125 135 2 5×10−3 5×10−3 2.8
µ= 4000 GeV 95 180 330 300 4 5×10−3 5×10−3 2.8
MSUSY=1TeV 95 105 145 130 2 4×10−3 4×10−3 2.9
MSUSY=1TeV, scaled 40 105 120 130 10 2×10−3 2×10−3 3.1

background, with no compelling evidence for a Higgs boson
signal, and that the excesses observed are compatible with
random fluctuations of the background.

4 Limits on topological cross-sections

In this section we present upper bounds on the cross-
sections for the most important final-state topologies ex-
pected from the Higgsstrahlung process e+e−→H1Z and
the pair production process e+e−→H2H1. These can be
used to test a wide range of specific models.
We define the scaling factor

S95 = σmax/σref , (16)

where σmax is the largest cross-section compatible with the
data, at the 95% CL, and σref is a reference cross-section.
For the topologies motivated by Higgsstrahlung, σref is
taken to be the standard model Higgs production cross-
section; for final states motivated by the pair production
process, σref is taken to be the MSSM Higgs production
cross-section of (2) with the MSSM suppression factor set
to 1. Numerical values for the cross-section limits are listed
in Appendix B.
Figure 2 shows the upper bound S95 for final states mo-

tivated by the Higgsstrahlung process e+e−→H1Z (the
figure is reproduced from [3]). In part (a), the Higgs boson
is assumed to decay into fermions and bosons with branch-
ing ratios as given by the standard model. Contributions
from the fusion processes WW→H1 and ZZ→H1, ac-
cording to the standard model, corrected for initial-state
radiation, are assumed to scale with energy like the Hig-
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Fig. 2. The 95% CL upper bounds, S95 (see
text), for various topological cross-sections mo-
tivated by the Higgsstrahlung process
e+e−→H1Z, as a function of the Higgs bo-
son mass (the figure is reproduced from [3]).
The full lines represent the observed limits.
The dark (green) and light (yellow) shaded
bands around the median expectations (dashed
lines) correspond to the 68% and 95% proba-
bility bands. The horizontal lines correspond
to the standard model cross-sections. In part a
the Higgs boson decay branching ratios are as-
sumed to be those predicted by the standard
model; in part b the Higgs boson is assumed to
decay exclusively to bb̄ and in part c exclusively
to τ+τ−. In part c, the discontinuity at about
30 GeV/c2 arises because at lower masses only
one of the LEP experiments is contributing to
the cross-section limit

Fig. 3. Contours of the 95% CL
upper bound, S95 (see text), for
various topological cross-sections
motivated by the Higgsstrahlung
cascade process e+e− → (H2 →
H1H1)Z, projected onto the (mH2 ,
mH1) plane. The scales for the
shadings are given on the right-
hand side of each plot. In plot a
the H1 boson is assumed to decay
exclusively to bb̄ and in plot b ex-
clusively to τ+τ−; in plot c it is
assumed to decay with equal prob-
abilities to bb̄ and to τ+τ−
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gsstrahlung process. In part (b) it is assumed that the
Higgs boson decays exclusively to bb̄ and in part (c) exclu-
sively to τ+τ−. Besides representing bounds on topological
cross-sections, this figure also illustrates the overall agree-
ment between the data and the expected background from
standard model processes. The largest deviations observed
barely exceed two standard deviations.
Figure 3 shows contours of S95 for the cascade pro-

cess e+e−→H2Z → (H1H1)Z, projected onto the (mH2 ,
mH1) plane, assuming that the H2 boson decays exclu-
sively to H1H1. In part (a) it is assumed that the H1
boson decays exclusively to bb̄ and in part (b) exclusively
to τ+τ−. In part (c), as an example, an equal mixture
of H1 → bb̄ and H1 → τ+τ− is assumed, which implies
25% bb̄bb̄Z, 25% τ+τ−τ+τ−Z and 50% bb̄τ+τ−Z final
states. The sensitivity of the bb̄bb̄Z channel starts at the
bb̄ threshold and extends almost to the kinematic limit.
In the τ+τ−τ+τ−Z channel the sensitivity is altogether
weaker (the discontinuities reveal the limited and inho-
mogeneous mass coverage of the four experiments in this
channel).

Fig. 4. The 95% CL upper bounds, S95 (see text), for various topological cross-sections motivated by the pair production process
e+e−→H2H1. The bounds are obtained for the particular case where mH2and mH1are approximately equal. Such is the case,
for example, in the CP-conserving MSSM scenario mh-max for tan β greater than 10 and small mH2(≡mA). The abscissa is the
sum of the two Higgs boson masses. The full lines represent the observed limits. The dark (green) and light (yellow) shaded bands
around the median expectations (dashed lines) correspond to the 68% and 95% probability bands. The curves which complete the
exclusions at low masses are obtained using the constraint from the measured decay width of the Z boson, see Sect. 3.2. Plot a:
the Higgs boson decay branching ratios correspond to themh-max benchmark scenario with tanβ = 10, namely 94%H1→ bb̄, 6%
H1→ τ

+τ−, 92% H2→ bb̄ and 8% H2→ τ
+τ−; plot b: both Higgs bosons are assumed to decay exclusively to bb̄; plot c: one of

the Higgs bosons is assumed to decay exclusively to bb̄ and the other exclusively to τ+τ−; plot d: both Higgs bosons are assumed
to decay exclusively to τ+τ−

Figure 4 shows S95 for final states motivated by the
pair-production process e+e−→H2H1, for the particular
case where the masses mH2 and mH1 are approximately
equal. Such is the case, for example, in the CP-conserving
MSSM scenario mh-max for tanβ larger than about 10
and small mH2 (≡mA). In part (a), the H2 and H1 decay
branching ratios correspond to the mh-max benchmark
scenario with tanβ = 10 (see the caption for the exact
values); in part (b), both H2 andH1 are assumed to decay
exclusively to bb̄; in part (c), one Higgs boson is assumed
to decay exclusively to bb̄ while the other exclusively to
τ+τ−; in part (d), H2 and H1 are both assumed to decay
exclusively to τ+τ−. At low masses, the exclusion limits
are completed using the constraint from the measured de-
cay width of the Z boson (see Sect. 3.2). This figure also
illustrates the overall agreement between the data and the
expected background from standard model processes since
the largest deviations are within two standard deviations.
Figure 5 shows contours of S95 for final states motivated

by the process e+e−→H2H1, projected onto the (mH2 ,
mH1) plane. In part (a), both Higgs bosons are assumed to
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Fig. 5. Contours of the 95% CL up-
per bound, S95 (see text), for var-
ious topological cross-sections moti-
vated by the pair production pro-
cess e+e− →H2H1, projected onto
the (mH2 , mH1) plane. The scales in
terms of the shadings are given on the
right-hand side of each plot. In plot
a both Higgs bosons are assumed to
decay exclusively to bb̄ and in plot b
exclusively to τ+τ−. In plot c the H2
boson is assumed to decay exclusively
to bb̄ and the H1 boson exclusively
to τ+τ− and in plot d the H1 bo-
son is assumed to decay exclusively
to bb̄ and the H2 boson exclusively to
τ+τ−. The dashed lines represent the
approximate kinematic limits of the
processes

Fig. 6. Contours of the 95% CL up-
per bound, S95 (see text), for various
topological cross-sections motivated
by the pair production cascade pro-
cess e+e− → (H2 →H1H1)H1, pro-
jected onto the (mH2 , mH1) plane.
The scales in terms of the shadings
are given on the right-hand side of
each plot. In plot a the H1 boson is
assumed to decay exclusively to bb̄
and in plot b exclusively to τ+τ−. In
plot c the H1 boson is assumed to de-
cay with equal probability to bb̄ and
to τ+τ−. The dashed line in part a
represents the approximate kinematic
limit of the process
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decay exclusively to bb̄ and in part (b) exclusively to τ+τ−.
In parts (c)/(d), the H2/H1 boson is assumed to decay ex-
clusively to bb̄ while the other boson is assumed to decay
exclusively to τ+τ−.
Figure 6 shows contours of S95 for the cascade process

e+e− →H2H1 → (H1H1)H1, projected onto the (mH2 ,
mH1) plane, assuming that the H2 boson decays exclu-
sively to H1H1. In part (a), the H1 boson is assumed

to decay exclusively to bb̄ and in part (b) exclusively to
τ+τ−. In part (c), as an example, an equal mixture of

H1→ bb̄ andH1→ τ+τ− is assumed, which implies 12.5%
bb̄bb̄bb̄, 37.5% bb̄bb̄τ+τ−, 37.5% bbτ+τ−τ+τ− and 12.5%
τ+τ−τ+τ−τ+τ− final states.
A word of caution is in place concerning the correla-

tions which exist between some of the above cross-section
limits which arise from overlapping candidates in the cor-
responding selections. Such correlations are present, for ex-
ample, between b-tagged and flavour-independent searches
of a given experiment or between searches addressing dir-
ect decays (e.g. H1Z → bb̄bb̄) and cascade decays (e.g.
(H2→H1H1)Z → bb̄bb̄bb̄); they may be a source of prob-
lems if several of the cross-section limits are used in con-
junction to test a given model. Note, however, that these

Table 5. Lower mass bounds and exclusions in tan β, at 95% CL, obtained in the
case of the CP-conserving MSSM benchmark scenarios, for three values of the top
quark mass. In each case, the observed limit is followed, between parentheses, by
the value expected on the basis of Monte Carlo simulations with no signal. tanβ
for mt = 183.0 GeV/c

2 or larger. The no-mixing scenario is entirely excluded for
mt = 169.3 GeV/c

2 or smaller. In the no-mixing scenario and for mt larger than
169.3 GeV/c2, the quoted mass limits are only valid for tanβ ≥ 0.7 and the exclusion in
tan β is only valid for mA larger than about 3 GeV/c

2. The large-µ scenario is entirely
excluded for mt = 174.3 GeV/c

2 or smaller

Benchmark mt(GeV/c
2) mh (GeV/c

2) mA (GeV/c
2) Exclusions of

scenario tan β

mh-max 169.3 92.9 (94.8) 93.4 (95.1) 0.6–2.6 (0.6–2.7)
174.3 92.8 (94.9) 93.4 (95.2) 0.7–2.0 (0.7–2.1)
179.3 92.9 (94.8) 93.4 (95.2) 0.9–1.5 (0.9–1.6)

mh-max 169.3 92.7 (94.9) 93.1 (95.1) 0.7–2.1 (0.7–2.2)
(a) 174.3 92.7 (94.8) 93.1 (95.1) 0.7–2.1 (0.7–2.2)

179.3 92.6 (94.8) 93.1 (95.1) 0.9–1.6 (0.8–1.7)
mh-max 169.3 92.8 (94.8) 93.2 (95.2) 0.5–3.3 (0.5-3.5)
(b) 174.3 92.6 (94.9) 93.4 (95.1) 0.6–2.5 (0.6–2.7)

179.3 92.6 (94.8) 93.4 (95.1) 0.7–2.0 (0.7–2.1)
no-mixing 169.3 excl. (excl.) excl. (excl.) excl. (excl.)

174.3 93.6 (96.0) 93.6 (96.4) 0.4–10.2 (0.4–19.4)
179.3 93.3 (95.0) 93.4 (95.0) 0.4–5.5 (0.4–6.5)

no-mixing 169.3 93.2 (95.2) 93.4 (95.4) 0.7–7.1 (0.7–9.3)
(a) 174.3 92.8 (94.9) 93.1 (95.1) 0.7–4.6 (0.7–5.1)

179.3 92.8 (94.9) 93.1 (95.0) 0.7–3.5 (0.7–3.8)
large-µ 169.3 excl. (excl.) excl. (excl.) excl. (excl.)

174.3 excl. (excl.) excl. (excl.) excl. (excl.)
179.3 109.2 (109.2) 225.0 (225.0) 0.7–43 (0.7–43)

gluophobic 169.3 90.6 (93.2) 95.7 (98.2) 0.4–10.3 (0.4–21.5)
174.3 90.5 (92.3) 96.3 (98.0) 0.4–5.4 (0.4–6.4)
179.3 90.0 (91.8) 96.5 (98.2) 0.4–3.9 (0.4–4.2)

small-αeff 169.3 88.2 (90.0) 98.2 (99.6) 0.4–6.1 (0.4–7.4)
174.3 87.3 (89.0) 98.8 (100.0) 0.4–4.2 (0.4–4.5)
179.3 86.6 (88.0) 99.8 (100.7) 0.5–3.2 (0.5–3.4)

correlations are properly taken into account in the model
interpretations which follow.

5 Results interpreted in CP-conserving
MSSM scenarios

In this section, the search results are interpreted in the
CP-conserving benchmark scenarios presented in Sect. 2.1.
The exclusion limits, which are shown in the figures below
at the 95% CL and the 99.7% CL, are obtained from the
values of CLs (see (15)), for an assumed top quark mass of
mt = 174.3GeV/c

2. The exclusion limits are presented in
four projections of the MSSM parameter space. The limits
expected on the basis of Monte Carlo simulations with no
signal, at the 95% CL, are also indicated. The exact mass
bounds and exclusions for tanβ are listed in Table 5, for
three values ofmt.
The exclusions for the mh-max benchmark scenario

are shown in Fig. 7. In the region with tanβ less than
about five, the exclusion is provided mainly by the Hig-
gsstrahlung process, giving a lower bound of about
114GeV/c2 for mh. At high tanβ, the pair production
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Fig. 7. Exclusions, at 95%
CL (medium-grey or light-
green) and the 99.7% CL
(dark-grey or dark-green),
in the case of the CP-
conserving mh-max bench-
mark scenario, for mt =
174.3 GeV/c2. The figure
shows the theoretically in-
accessible domains (light-
grey or yellow) and the
regions excluded by this
search, in four projections
of the MSSM parameters:
a: (mh,mA);b: (mh, tan β);
c: (mA, tan β); d: (mH± ,
tanβ). The dashed lines in-
dicate the boundaries of
the regions which are ex-
pected to be excluded, at
95% CL, on the basis of
Monte Carlo simulations
with no signal. In the (mh,
tanβ) projection (plot b),
the upper boundary of the
parameter space is indi-
cated for three values of the
top quark mass; from left
to right: mt = 169.3, 174.3
and 179.3 GeV/c2

process is most useful, providing limits in the vicinity of
93 GeV/c2 for both mh and mA. For mh in the vicinity
of 100 GeV/c2, one observes a deviation between the ex-
pected and the experimental exclusions. This deviation,
which is also present in other CP-conserving scenarios,
is due to the excess in the Higgsstrahlung channel which
was discussed in [3] and gives rise to the vertical bands
in Fig. 1a and b. Note that the mass bounds obtained are
largely insensitive to the top quark mass.
The data also exclude certain domains of tanβ. This

is best illustrated in the (mh, tanβ) projection (plot b)
where the upper boundary of the parameter space along
mh is indicated for three values of mt; the intersections of
these boundaries with the experimental exclusions define
the regions of tanβ which are excluded. The exclusion in
tanβ, as a function of the assumed top quark mass, is sum-
marised in Fig. 8.
One should be aware that the upper boundary of the

parameter space along mh also depends moderately on
the choice of MSUSY. For example, changing MSUSY from
1 TeV to 2 TeV would broaden the parameter space by
about 2 GeV/c2 along mh, with corresponding effects on
the exclusions in tanβ. This observation holds for all CP-
conserving scenarios which follow.
Figures 9 and 10 show the same set of plots for the

two variants, a and b, of the mh-max scenario introduced
in Sect. 2.1.1. The change of the sign of the Higgs mass

Fig. 8. Domains of tan β which are excluded at the 95% CL
(light-grey or light-green) and the 99.7% CL (dark-grey or dark-
green), in the case of the CP-conserving mh-max benchmark
scenario, as a function of the assumed top quark mass

parameter µ or of the mixing parameter Xt barely affect
the mass limits; differences occur, however, in the exclu-
sions of tanβ (see Table 5). Note, in Fig. 9, the small do-
mains at mh between 60 and 75 GeV/c

2, small mA and
tanβ < 0.9 which are excluded at the 95% CL but not at
the 99.7% CL.
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Fig. 9. Exclusions in the case of
the CP-conserving mh-max bench-
mark scenario, variant a (see
Sect. 2.1.1). See the caption of
Fig. 7 for the legend. Note the
small domains at mh between 60
and 75 GeV/c2, small mA and
tan β< 0.9 which, although ex-
cluded at the 95% CL, are not
excluded at the 99.7% CL

Fig. 10. Exclusions in the case
of the CP-conserving mh-max
benchmark scenario, variant b (see
Sect. 2.1.1). See the caption of
Fig. 7 for the legend
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Fig. 11. Exclusions in the case
of the CP-conserving no-mixing
benchmark scenario. See the cap-
tion of Fig. 7 for the legend. Note
the small domain at mh between
75 and 80 GeV/c2, small mA and
tan β < 0.7 which is not excluded
at the 95% CL

Fig. 12. Exclusions in the case
of the CP-conserving no-mixing
benchmark scenario, variant a (see
Sect. 2.1.2). See the caption of
Fig. 7 for the legend. In the hatched
domain (tan β < 0.7), the contri-
butions from top and stop quark
loops to the radiative corrections
are large and uncertain. Note the
small domain at mh between 56
and 72 GeV/c2, small mA and
tan β < 1 which, although excluded
at the 95% CL, is not excluded at
the 99.7% CL
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Fig. 13. Exclusions in the case of
the CP-conserving large-µ bench-
mark scenario (see Sect. 2.1.3). See
the caption of Fig. 7 for the legend.
In the hatched domain (tanβ <
0.7), the contributions from top
and stop quark loops to the radia-
tive corrections become large and
uncertain; hence, no exclusions can
be claimed there

The exclusions for the CP-conserving no-mixing bench-
mark scenario are shown in Fig. 11. In this scenario, the
theoretical boundaries of the parameter space are more re-
stricted than in the mh-max scenario. As a consequence,
large domains of tanβ are excluded for all the top quark
masses considered. Note the relatively strong variation of
the exclusion limits with mt in this scenario (see Table 5),
which is caused by the proximity of the experimental lower
bound ofmh from the Higgsstrahlung searches and the the-
oretical upper bound ofmh.
An interesting feature of this scenario is that, for mh

larger than about 100GeV/c2 and large tanβ, the heavy
scalar boson H is within kinematic reach. Moreover, the
cross-section for the process e+e−→ HZ is increasing with
tanβ, resulting in an improved search sensitivity; this
explains the nearly circular shape of the expected limit
in Fig. 11b.
Note the small domain at mh between 75 and

80 GeV/c2, small mA and tanβ < 0.7, barely perceptible
in the plots, which is not excluded in this scenario at 95%
CL (this domain is excluded for mt = 169.3GeV/c

2). The
branching ratio for h→ bb̄ is small and the decay h→ AA
is dominant in this region. The A boson, with mass be-
low the τ+τ− threshold, may decay to final states which
are not sufficiently covered by the present searches. For
this reason, the mass limits given in Table 5 for this sce-
nario and formt larger than 169.3GeV/c

2 are valid only for
tanβ ≥ 0.7. Conversely, for mt larger than 169.3GeV/c2,
the quoted exclusion of tanβ is valid only for mA larger
than about 3 GeV/c2.

Figure 12 shows the exclusion plots for the a variant
of the no-mixing scenario introduced in Section 2.1.2. The
change of sign of the Higgs mass parameter µ and the
increase of the weak SUSY-breaking scale from 1 TeV to
2 TeV affect only the theoretical bounds of the parameter
space but barely change the mass limits, except for mt =
169.3GeV/c2. There are moderate changes though in the
exclusions of tanβ. In the hatched domain (tanβ < 0.7),
the contributions from top and stop quark loops to the
radiative corrections are large and uncertain; hence, no ex-
clusions can be claimed there.
The exclusions for the large-µ benchmark scenario are

shown in Fig. 13. As mentioned in Sect. 2.1, this scenario
was constructed to test the sensitivity of LEP to MSSM
scenarios which may be a priori difficult to handle exper-
imentally since the Higgs boson decays to bb̄ are largely
suppressed. It turns out that the flavour-independent and
decay-mode-independent searches are sufficiently powerful
to exclude all such situations at 95% CL, for top quark
masses up to 174.3GeV/c2. There remains a thin strip at
tanβ larger than about 10 and running from mA of about
100 to about 200GeV/c2, which is excluded at the 95%
CL but not at 99.7% CL because the suppression of the
bb̄ channel is particularly strong in that region. This strip
is found to grow with increasing mt and becomes grad-
ually non-excluded at the 95% CL. Other small, weakly
excluded, regions are located atmh ≈ 60GeV/c2 and small
mA, and along themh ≈mA “diagonal” of plot a.
Similar plots are shown in Figs. 14 and 15 for the glu-

ophobic and small-αeff scenarios defined in Sect. 2.1.3.
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Fig. 14. Exclusions in the case
of the gluophobic benchmark sce-
nario (see Sect. 2.1.3). See the cap-
tion of Fig. 7 for the legend

Fig. 15. Exclusions in the case
of the CP-conserving small-αeff
benchmark scenario (see
Sect. 2.1.3). See the caption of
Fig. 7 for the legend
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Fig. 16. Exclusions, at 95% CL
(medium-grey or light-green) and the
99.7% CL (dark-grey or dark-green),
for the CP-violating CPX scenario
with mt = 174.3 GeV/c

2. The fig-
ure shows the theoretically inacces-
sible domains (light-grey or yellow)
and the regions excluded by the
present search, in four projections of
the MSSM parameter space: (mH1 ,
mH2), (mH1 , tan β), (mH2 , tanβ)
and (mH+ , tan β). The dashed lines
indicate the boundaries of the re-
gions expected to be excluded, at the
95% CL, on the basis of Monte Carlo
simulations with no signal. In each
scan point, the more conservative
of the two theoretical calculations,
FeynHiggs or CPH, is used

These scenarios were designed to test situations which can
be problematic at the Tevatron and LHC colliders. In both
cases, large domains of the parameter space are excluded
by the LEP searches.

6 Results interpreted
in CP-violating MSSM scenarios

In this section, the search results are interpreted in the CP-
violating benchmark scenario CPX presented in Sect. 2.2,
and in some variants of CPX where the basic model pa-
rameters are varied one-by-one.Note that in these scenarios
mH3 is always larger than120GeV/c

2, exceptwhere theCP-
violating phases arg(A) = arg(mg̃) are put to 0

◦ or 180◦.
The experimental exclusions for the CPX benchmark

scenario are shown in Fig. 16, in four projections. For large
mH2 , the H1 is almost completely CP-even; in this case
the limit onmH1 is close to 114GeV/c

2, the limit obtained
for the standard model Higgs boson [3]. For example, for
mH2 larger than 133GeV/c

2, one can quote a lower bound
of 113GeV/c2 for mH1 . Large CP-odd admixtures to H1
occur, however, for smallermH2 , giving rise to domains at
lowermH1 which are not excluded.
The exclusion is particularly weak for tanβ between

about 3.5 and 10. Here, the signal is spread over sev-
eral channels arising from the Higgsstrahlung and pair-
production processes, including the H2→H1H1 cascade
decays, which give rise to complex final states with six
jets. The parameter set of Table 2 is a typical example of

this situation. This is illustrated in Fig. 17 where the main
final-state cross-sections are plotted as a function of tanβ
(the FeynHiggs calculation is used). In general, these sig-
nal contributions cannot be added up statistically because
of a large overlap in the selected events; hence, a relatively
low overall detection efficiency is expected. Moreover, one
of the experiments presents a local excess of about two
standard deviations in this domain of tanβ and for mH1
of about 45GeV/c2 [10], which lowers the exclusion power

Fig. 17. Cross-sections, as a function of tanβ, for some of the
dominant signal processes, in the CP-violating scenario CPX ,
using the FeynHiggs calculation, with a centre-of-mass energy of
202 GeV,mt = 175 GeV/c

2, andmH1 between 35and 45 GeV/c
2
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Fig. 18. Exclusions, in the case of the CP-
violating CPX scenario, for the two theoretical
approaches, CPH and FeynHiggs. See the caption
of Fig. 16 for the legend. In part a the CPH calcu-
lation is used and in part b the FeynHiggs calcu-
lation. In part c the procedure is adopted where,
in each scan point of the parameter space, the
more conservative of the two calculations is used

Fig. 19. Exclusions, in the case of the CP-
violating CPX scenario, for three top quark
masses: mt = 169.3, 174.3 and 179.3 GeV/c

2.
See the caption of Fig. 16 for the legend
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Fig. 20. Exclusions, in the case of the
CPX scenario with various CP-violating
phases, arg(A) = arg(mg̃): 0

◦, 30◦, 60◦, 90◦

(the CPX value), 135◦ and 180◦. See the
caption of Fig. 16 for the legend. In the
hatched region in part f the calculations are
uncertain (see text)

below the expectation. Nonetheless, the region defined by
mH1 < 114GeV/c

2 and tanβ < 3.0 is excluded by the data
(see Fig. 16b) and a 95% CL lower bound of 2.9 can be
set on tanβ in this scenario. The two distinct domains
in Fig. 16b, at moderate tanβ, withmH1 < 15 GeV/c

2 and
30 GeV/c2 <mH1 < 55 GeV/c

2, which are not excluded at
the 95% CL, are found to be excluded, respectively, at the
50% CL and 66% CL.
Figure 18 illustrates the exclusions in the (mH1 , tanβ)

projection, using the CPH calculation (part a) and the
FeynHiggs calculation (part b). Differences occur mainly
at large tanβ where the FeynHiggs calculation predicts
a larger Higgsstrahlung cross-section and hence a better
search sensitivity than the CPH calculation. The two dis-

tinct domains at moderate tanβ, with mH1 < 15GeV/c
2

and 30 GeV/c2 < mH1 < 55 GeV/c
2, which are not ex-

cluded at the 95% CL, are found to be excluded, respec-
tively, at the 55% CL and 77% CL using the CPH calcula-
tion, and at the 50% CL and 66% CL, respectively, using
the FeynHiggs calculation. A third domain appears in
part b at higher mH1 (where the CPH calculation indicates
no exclusion power at all); this domain is excluded at the
42% CL using FeynHiggs.
As explained in Sect. 2, neither of the two approaches,

CPH or FeynHiggs, are preferred on theoretical grounds.
For this reason, part (c) of this figure was obtained by
choosing in each scan point of the parameter space the
more conservative of the two approaches, i.e., the one for
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Fig. 21. Exclusions, for the CP-violating CPX
scenario with various values of the Higgs mass
parameter µ: 500 GeV, 1000 GeV, 2000 GeV
(the standard CPX value) and 4000 GeV. See
the caption of Fig. 16 for the legend. In the
hatched region in part d the calculations are
uncertain (see text)

Fig. 22. Exclusions, for the CP-violating CPX
scenario with various values of the soft SUSY-
breaking scale MSUSY. a: MSUSY = 500 GeV
(the standard CPX value); b: MSUSY =
1000 GeV while all other parameters are kept
at their standard CPX values; c: MSUSY =
1000 GeV while A,mg̃ and µ are “scaled” to
2000 GeV, 2000 GeV and 4000 GeV, respec-
tively. See the caption of Fig. 16 for the legend
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which the less significant exclusion is observed. The same
procedure was adopted in Fig. 16 and in all the figures
which follow.
The significant impact of the top mass on the CP-

violating effects, indicated by (11), is illustrated in Fig. 19
where the (mH1 , tanβ) projection is shown for three values
of mt. With increasing mt, one observes a reduction of
the exclusion power, especially in the region of tanβ be-
tween 3.5 and 10. No lower bound onmH1 can be quoted in
this domain. In plot (a) (for mt = 169.3GeV/c

2), the two
domains with mH1 < 15 GeV/c

2 and 30 GeV/c2 <mH1 <
55 GeV/c2 are excluded at the 60% CL and 88% CL, re-
spectively. (The levels of exclusion for the two domains
which appear in plot (b) (for mt = 174.3GeV/c

2), have
been quoted above, in the discussion of Fig. 16.)
Figure 20 illustrates the exclusion in the (mH1 , tanβ)

plane as a function of the CP-violating phases, arg(A) =
arg(mg̃), which are varied together. For phase angles close
to 0◦, the experimental exclusions are similar to those
in the CP-conserving scenarios (see, for example, Fig. 7
but note the differences in the allowed parameter space).
Sizable differences are observed for larger phase angles,
especially for arg(A) = arg(mg̃) = 90

◦ (the CPX value).
At arg(A) = arg(mg̃) = 180

◦ (another CP-conserving sce-
nario), the allowed parameter space is excluded almost
completely. Note however that in the hatched region, with
tanβ greater than about 12, the calculation of the bottom-
Yukawa coupling has large theoretical uncertainties; hence
no exclusion can be claimed in this domain.
In Figure 21, the value of the Higgs mass parameter µ

is varied from 500GeV through 1000GeV and 2000GeV
(the CPX value) to 4000GeV. At small values, the CP-
violating effects are small (see (11)) and the exclusion
power is strong (as in the CP-conserving case). For µ larger
than 2000GeV and large tanβ, the FeynHiggs and CPH
calculations both provide bottom-Yukawa coupling in the
non-perturbative regime, giving rise to negative values for
the square ofmH1 and to other unphysical results. For µ≤
2000GeV this regime sets in only at tanβ larger than 40
whereas for µ= 4000GeV this situation already occurs at
tanβ abowe 20. Hence, in Fig. 21d, the hatched domain
should not be considered as being integrally part of the al-
lowed parameter space.
Figure 22 illustrates the dependence on the soft SUSY-

breaking scale parameter,MSUSY , which is increased from
theCPX valueof500GeVinpart (a) to1000GeVinpart (b).
This decreases the CP-violating effects (see (11)) and leads
to a larger exclusion. The “scaling” behaviour mentioned
in Sect. 2.2, namely the relative insensitivity of the exclu-
sions to changes inMSUSY as long as the relations |At,b|=
|mg̃| = µ/2 = 2MSUSY are preserved, is qualitatively con-
firmed by comparing parts (a) and (c) of the figure.

7 Summary

The searches for neutral MSSM Higgs bosons described in
this paper are based on the data collected by the four LEP
collaborations, ALEPH, DELPHI, L3 and OPAL, which

were statistically combined by the LEPWorking Group for
Higgs Boson Searches. The data samples include those col-
lected during the LEP 2 phase at e+e− centre-of-mass en-
ergies up to 209GeV; two experiments also provided LEP
1 data, at energies in the vicinity of the Z boson resonance.
The searches address a large number of final-state topolo-
gies arising from the Higgsstrahlung process e+e−→H1Z
and from the pair production process e+e−→H2H1. The
combined LEP data do not reveal any excess of events
which would indicate the production of Higgs bosons. The
differences with respect to the background predictions are
compatible with statistical fluctuations of the background.
From these results, upper bounds are derived for the

cross-sections of a number of Higgs-like event topologies.
These upper bounds cover a wide range of Higgs boson
masses and are typically well below the cross-sections pre-
dicted within the MSSM framework; these limits can be
used to constrain a large number of theoretical models.
The combined search results are used to test several

MSSM scenarios which include CP-conserving and CP-
violating benchmark models. These models are motivated
mainly by physics arguments but some of them are con-
structed to test specific situations where the detection of
Higgs bosons at the Tevatron and LHC colliders might
present experimental difficulties. It is found that in all these
scenarios the searches conducted at LEP exclude sizeable
domains of the theoretically allowed parameter space.
In the CP-conserving case, lower bounds can be set

on the masses of neutral Higgs bosons and the value of
tanβ can be restricted. Taking, for example, the CP-
conserving scenario mh-max and a top quark mass of
174.3GeV/c2, values of mh and mA less than 92.8GeV/c

2

and 93.4GeV/c2, respectively, are excluded at the 95%CL.
In the same scenario, values of tanβ between 0.7 and 2.0
are excluded, but this range depends considerably on the
assumed top quark mass and may also depend onMSUSY.
In the CP-violating benchmark scenario CPX and

the variants which have been studied, the combined LEP
data show large domains which are not excluded, down
to the lowest mass values; hence, no absolute limits can
be set for the Higgs boson masses. The excluded do-
mains vary considerably with the precise value of the top
quark mass and the MSSM model parameters. For ex-
ample, in the CPX scenario with standard parameters and
mt = 174.3GeV/c

2, tanβ can be restricted to values larger
than 2.9 at the 95% CL.
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Appendix A: Catalog of searches

The searches of the four LEP collaborations which con-
tribute to this combined analysis are listed in Tables 6
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to 13. The list is structured into two tables per experiment,
one for the Higgsstrahlung process e+e−→H1Z and one
for the pair production process e+e−→H2H1. In each of
these tables, the upper part contains the final states of the
direct process and the lower part contains, where it applies,
those of the cascade processH2→H1H1.
The final-state topologies are listed in the first col-

umn. In the notation adopted, H1 represents the light-
est and H2 the second-lightest neutral Higgs boson. In
the CP-conserving case, H1 is identified with the CP-
even eigenstate h and H2 is identified with the CP-odd
eigenstate A, except in the case of the cascade process
H2 →H1H1 which is identified with h→ AA. The sym-
bol q indicates an arbitrary quark flavour, u, d, s, c or
b. “Hadrons” include quarks and gluons. In the missing

Table 6. Summary of the ALEPH searches for the Higgsstrahlung process e+e−→H1Z. The top part
of the table lists the searches originally developed for the standardmodel Higgs boson. The bottom part
lists flavour-independent searches where the decays of the Higgs boson into a quark pair of any flavour,
a gluon pair or a tau pair were considered; the signal efficiencies were evaluated for all indicated hadronic
decays of the Higgs boson. In the cases of the (τ+τ−)(qq̄) and leptonic channels listed in the flavour-
independent part, the event selections of the standard model Higgs boson searches were used

√
s(GeV) L (pb−1) Mass range (GeV/c2) Ref.

H1Z→ (. . . )(. . . ) mH1
(bb̄)(qq̄), (bb̄, cc̄, ττ, gg)(νν̄) 189 176.2 75–110 [32]
(any)(e+e−, µ+µ−) 189 176.2 75–110 [32]
(bb̄)(τ+τ−), (τ+τ−)(qq̄) 189 176.2 65–110 [32]
(bb̄)(qq̄, νν̄) 192–202 236.7 60–120 [33]
(bb̄, τ+τ−, cc̄, gg)(e+e−, µ+µ−) 192–202 236.7 60–120 [33]
(bb̄, τ+τ−, cc̄, gg)(τ+τ−), (τ+τ−)(qq̄) 192–202 236.7 60–120 [33]
(bb̄)(qq̄) 199–209 217.2 75–120 [11, 34]
(bb̄, τ+τ−, cc̄, gg,WW )(τ+τ−, νν̄) 199–209 217.2 75–120 [11, 34]
(bb̄, τ+τ−, cc̄, gg)(e+e−, µ+µ−) 199–209 217.2 70–120 [11, 34]

(bb̄, cc̄, ss̄, gg)(qq̄) 189 176.2 40–100 [35]
(bb̄, cc̄, ss̄, gg)(νν̄) 189 176.2 60–100 [35]
(bb̄, cc̄, ss̄, gg)(e+e−, µ+µ−) 189 176.2 60–115 [32, 35]
(τ+τ−)(qq̄) 189 176.2 65–110 [32]
(bb̄, cc̄, ss̄, gg)(qq̄) 192–202 236.7 40–110 [35]
(bb̄, cc̄, ss̄, gg)(νν̄) 192–202 236.7 60–116 [35]
(bb̄, cc̄, ss̄, gg)(e+e−, µ+µ−) 192–202 236.7 60–115 [33, 35]
(τ+τ−)(qq̄) 192–202 236.7 60–120 [33]
(bb̄, cc̄, ss̄, gg)(qq̄) 199–209 217.2 40–115 [35]
(bb̄, cc̄, ss̄, gg)(νν̄) 199–209 217.2 75–120 [35]
(bb̄, cc̄, ss̄, gg)(e+e−, µ+µ−) 199–209 217.2 70–120 [11, 34, 35]
(τ+τ−)(qq̄) 199–209 217.2 60–120 [11, 34]

Table 7. Summary of the ALEPH searches for the pair production process e+e−→H2H1. The
searches are restricted to |mH2 −mH1 | less than about 20 GeV/c

2

√
s (GeV) L (pb−1) Mass range (GeV/c2) Ref.

H2H1→ (. . . )(. . . ) (mH2 +mH1)/2

(bb̄)(bb̄), (τ+τ−)(bb̄), (bb̄)(τ+τ−) 189 176.2 65–95 [32]
(bb̄)(bb̄), (bb̄, τ+τ−, cc̄, gg)(τ+τ−),
(τ+τ−)(bb̄, τ+τ−, cc̄, gg) 192–202 236.7 60–

√
s/2 [33]

(bb̄)(bb̄), (bb̄, τ+τ−, cc̄, gg)(τ+τ−),
(τ+τ−)(bb̄, τ+τ−, cc̄, gg) 199–209 217.2 75–

√
s/2 [11, 34]

energy channel, in addition to the H1Z →H1νν̄ pro-
cess, the W fusion process H1νeν̄e (including interfer-
ence) is also considered; similarly, in the leptonic chan-
nel, in addition to the H1Z →H1�+�− process, the Z
fusion process H1e+e− (including interference) is also
considered.
The contributions based on LEP1 data (from two ex-

periments only) can be identified by their value “91” in
the second column which indicates the e+e− collision en-
ergy,

√
s(GeV); the LEP1 data used in this combination

represent an integrated luminosity L of about 125 pb−1.
The LEP2 data span an energy range between 133GeV and
209GeV; they represent an integrated luminosity of about
2400 pb−1. The integrated luminosities for the individual
searches are listed in the third column.
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Table 8. List of the DELPHI searches for the Higgsstrahlung processes e+e−→H1Z and H2Z

√
s (GeV) L (pb−1) Mass ranges (GeV/c2) Ref.

e+e−→H1Z→ (. . . )(. . . ) mH1

(any)(e+e−, µ+µ−), (V0)(any) 91 2.5 < 0.21 [36]
(2 prongs)(qq̄) 91 0.5 0.21–2 [37]

(jet)(e+e−, µ+µ−) 91 0.5 1–20 [37]

(jet jet)(�+�−, νν̄ ) 91 3.6 12–50 [38]

(jet jet)(e+e−, µ+µ−, νν̄ ) 91 33.4 35–70 [39]

(bb̄)(any), (τ+τ−)(qq̄) 161,172 19.9 40–80 [40]

(bb̄)(any), (τ+τ−)(qq̄) 183 52.0 45–95 [41]

(bb̄)(any), (τ+τ−)(qq) 189 158.0 65–100 [42]
(bb̄)(any) 192-209 452.4 12–120 [43, 44]

(τ+τ−)(qq) 192-209 452.4 45–120 [43, 44]

(qq̄, gg)(qq̄, νν̄ , e+e−, µ+µ−) 189-209 610.4 4–116 [45]

e+e−→H2Z→ (H1H1)Z→ (. . . )(. . . ) mH2 mH1

(any)(qq̄) 91 16.2 12–70 < 0.21 [46]

(V0V0)(any but τ+τ−) 91 9.7 0.5–55 < 0.21 [46]
(γγ)(any) 91 12.5 0.5–60 < 0.21 [46]
(4 prongs)(any) 91 12.9 0.5–60 0.21–10 [46]
(hadrons)(νν̄) 91 15.1 1–60 0.21–30 [46]

(τ+τ−τ+τ−)(νν̄) 91 15.1 9–73 3.5–12 [46]
(any)(qq̄, νν̄) 161,172 20.0 40–70 20–35 [40]
(bb̄bb̄)(qq̄) 183 54.0 45–85 12–40 [41]

(bb̄bb̄, bb̄cc̄, cc̄cc̄)(qq̄) 192-208 452.4 30–105 12–50 [43, 44]
(cc̄cc̄)(qq̄) 192-208 452.4 10–105 4–12 [47]

Table 9. List of the DELPHI searches for the pair production process e+e−→H2H1

√
s (GeV) L (pb−1) Mass ranges (GeV/c2) Ref.

e+e−→H2H1→ (. . . )(. . . ) mH2 mH1

4 prongs 91 5.3 0.2–10 0.2–10 [39]

(τ+τ−)(hadrons) 91 0.5 4–35 4–35 [48]

(τ+τ−)(jet jet) 91 3.6 25–42 25–42 [49]
(bb̄)(bb̄), (bb̄)(cc̄) 91 33.4 15–46 15–46 [38]

τ+τ−bb̄ 91 79.4 4–70 4–70 [47]
bb̄bb̄ 91 79.4 12–40 20–70 [50]

bb̄bb̄ 133 6.0 40–68 35–73 [51]

bb̄bb̄, τ+τ−bb̄ 161,172 20.0 40–70 35–75 [40]

bb̄bb̄, τ+τ−bb̄ 183 54.0 50–80 25–105 [41]

bb̄bb̄, τ+τ−bb̄ 189 158.0 65–90 40–115 [42]

τ+τ−bb̄ 192-208 452.4 50–100 60–150 [43, 44]
bb̄bb̄ 192-208 452.4 12–100 40–190 [43, 44]

τ+τ−τ+τ− 189-208 570.9 4–90 4–170 [50]
bb̄bb̄ 189-208 610.2 12–70 30–170 [50]
quarks or gluons 189-208 610.4 4–170 4–170 [45]

e+e−→H2H1→ (H1H1)H1→ (. . . )(. . . ) mH2 mH1

(γγ)(γγ) 91 12.5 0.5–60 < 0.21 [46]
(4 prongs)(2 prongs) 91 12.9 0.5–60 0.21–10 [46]
(hadrons)(hadrons) 91 15.1 1–60 0.21–30 [46]

(τ+τ−τ+τ−)(τ+τ−) 91 15.1 9–60 3.5–12 [46]
(any)(any) 161,172 20.0 40–70 20–35 [40]
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Table 10. List of the L3 searches for the Higgsstrahlung processes e+e−→H1Z and H2Z

√
s (GeV) L (pb−1) Mass ranges (GeV/c2) Ref.

e+e−→H1Z→ (. . . )(. . . ) mH1

(bb̄)(any),(τ+τ−)(qq̄) 189 176.4 60–100 [52]

(bb̄)(any),(τ+τ−)(qq̄) 192–202 233.2 60–110 [53]
(bb̄)(any),(τ+τ−)(qq̄) 203–209 217.3 60–120 [54]

(bb̄, cc̄, gg)(any) 189 176.4 60–100 [55]
(bb̄, cc̄, gg)(any) 192–202 233.2 60–110 [55]
(bb̄, cc̄, gg)(any) 204–209 214.5 60–120 [55]

e+e−→H2Z→ (H1H1)Z→ (. . . )(. . . ) mH2 mH1

(H1→bb̄,cc,gg)(qq̄) 189 – 209 626.9 30 – 85 10 – 42 [56]

Table 11. List of the OPAL searches for the Higgsstrahlung processes e+e−→H1Z and H2Z

√
s (GeV) L (pb−1) Mass ranges (GeV/c2) Ref.

H1Z→ (. . . )(. . . ) mH1

(bb̄)(qq̄) 161–172 20.4 40–80 [59, 60]
(bb̄)(qq̄) 183 54.1 40–95 [61]
(bb̄)(qq̄) 189 172.1 40–100 [62]
(bb̄)(qq̄) 192–209 421.2 80–120 [63]
(bb̄)(νν̄) 161–172 20.4 50–70 [59, 60]
(bb̄)(νν̄) 183 53.9 50–95 [61]
(bb̄)(νν̄) 189 171.4 50–100 [62]
(bb̄)(νν̄) 192–209 419.9 30–120 [63]

(bb̄)(τ+τ−), (τ+τ−)(qq̄) 161–172 20.4 30–95 [59, 60]
(bb̄)(τ+τ−), (τ+τ−)(qq̄) 183 53.7 30–100 [61]

(bb̄)(τ+τ−), (τ+τ−)(qq̄) 189 168.7 30–100 [62]
(bb̄)(τ+τ−), (τ+τ−)(qq̄) 192–209 417.4 80–120 [63]

(bb̄)(e+e−), (bb̄)(µ+µ−) 183 55.9 60–100 [61]

(bb̄)(e+e−), (bb̄)(µ+µ−) 189 170.0 70–100 [62]
(bb̄)(e+e−), (bb̄)(µ+µ−) 192–209 418.3 40–120 [63]

(qq̄, gg)(τ+τ−, νν̄), (τ+τ−)(qq̄) 91 46.3 0–70 [64, 65]
(qq̄, gg)(e+e−, µ+µ−) 91 46.3 20–70 [64, 65]

(any)(e+e−, µ+µ−) 161–172 20.4 35–80 [59, 60]
(qq̄, gg)(qq̄) 189 174.1 60–100 [66]
(qq̄, gg)(qq̄) 192–209 424.2 60–120 [67]
(qq̄, gg)(νν̄) 189 171.8 30–100 [66]
(qq̄, gg)(νν̄) 192–209 414.5 30–110 [67]
(qq̄, gg)(τ+τ−), (τ+τ−)(qq̄) 189 168.7 30–100 [66]

(qq̄, gg)(τ+τ−), (τ+τ−)(qq̄) 192–209 418.9 60–115 [67]
(qq̄, gg)(e+e−, µ+µ−) 189 170.0 70–100 [66]

(qq̄, gg)(e+e−, µ+µ−) 192–209 422.0 60–120 [67]

e+e−→H2Z→ (H1H1)Z→ (. . . )(. . . ) mH2 mH1

(qq̄qq̄)(νν̄) 91 46.3 10–75 0–35 [64, 65]
(bb̄bb̄)(qq̄) 183 54.1 40–80 10.5–38 [61]
(bb̄bb̄)(qq̄) 189 172.1 40–100 10.5–48 [62]
(bb̄bb̄)(qq̄) 192–209 421.2 80–120 12–mH2/2 [10]
(bb̄bb̄)(νν̄) 183 53.9 50–95 10.5–mH2/2 [61]
(qq̄qq̄)(νν̄) 189 171.4 50–100 10.5–mH2/2 [62]
(bb̄bb̄)(νν̄) 199–209 207.2 100–110 12–mH2/2 [10]

(bb̄bb̄)(τ+τ−) 183 53.7 30–100 10.5–mH2/2 [61]
(bb̄bb̄)(τ+τ−) 189 168.7 30–100 10.5–mH2/2 [62]

(cc̄cc̄, gggg, cc̄gg, cc̄τ+τ−, ggτ+τ−,
τ+τ−τ+τ−)(νν̄, e+e−, µ+µ−) 189–209 598.5 45–86 2–11 [68]
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Table 12. List of the L3 searches for the pair production process e+e−→H2H1

√
s (GeV) L (pb−1) Mass ranges (GeV/c2) Ref.

e+e−→H2H1→ (. . . )(. . . ) mH2 mH1

(bb̄)(bb̄), (bb̄)(τ+τ−), (τ+τ−)(bb̄) 189 176.4 50–95 50–95 [57]
(bb̄)(bb̄), (bb̄)(τ+τ−), (τ+τ−)(bb̄) 192–202 233.2 50–105 50–105 [58]
(bb̄)(bb̄), (bb̄)(τ+τ−), (τ+τ−)(bb̄) 204–209 216.6 50–110 50–110 [56]

Table 13. List of the OPAL searches for the pair production process e+e−→H2H1. The symbols Σ
and ∆ stand for the mass sum mH2 +mH1 and mass difference |mH2 −mH1 |

√
s (GeV) L (pb−1) Mass ranges (GeV/c2) Ref.

H2H1→ (. . . )(. . . ) mH2 mH1 Ref.

(bb̄)(bb̄) 130–136 5.2 Σ : 80–130 ∆ : 0–50 [60]
(bb̄)(bb̄) 161 10.0 Σ : 80–130 ∆ : 0–60 [59, 60]
(bb̄)(bb̄) 172 10.4 Σ : 80–130 ∆ : 0–60 [59, 60]
(bb̄)(bb̄) 183 54.1 Σ : 80–150 ∆ : 0–60 [61]
(bb̄)(bb̄) 189 172.1 Σ : 80–180 ∆ : 0–70 [62]
(bb̄)(bb̄) 192 28.9 Σ : 83–183 ∆ : 0–70 [10]
(bb̄)(bb̄) 196 74.8 Σ : 80–187 ∆ : 0–70 [10]
(bb̄)(bb̄) 200 77.2 Σ : 80–191 ∆ : 0–70 [10]
(bb̄)(bb̄) 202 36.1 Σ : 80–193 ∆ : 0–70 [10]
(bb̄)(bb̄) 199–209 207.3 Σ : 120–190 ∆ : 0–70 [10]
(bb̄)(bb̄) 199–209 207.3 Σ : 100–140 ∆ : 60–100 [10]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 161 10.0 40–160 52–160 [59, 60]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 172 10.4 37–160 28–160 [59, 60]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 183 53.7 Σ : 70–170 ∆ : 0–70 [61]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 189 168.7 Σ : 70–190 ∆ : 0–90 [62]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 192 28.7 Σ : 10–174 ∆ : 0–182 [10]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 196 74.7 Σ : 10–182 ∆ : 0–191 [10]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 200 74.8 Σ : 10–182 ∆ : 0–191 [10]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 202 35.4 Σ : 10–174 ∆ : 0–182 [10]

(bb̄)(τ+τ−), (τ+τ−)(bb̄) 199–209 203.6 Σ : 70–190 ∆ : 0–90 [10]

(qq̄)(τ+τ−), (τ+τ−)(qq̄) 91 46.3 12–75 10–78 [64, 65]
(qq̄)(qq̄), (qq̄)(gg),
(gg)(qq̄), (gg)(gg) 192–209 424.0 Σ : 60–175 ∆ : 0–113 [69]

e+e−→H2H1→
(H1H1)H1→ (. . . )(. . . ) mH2 mH1

(bb̄bb̄)(bb̄) 91 27.6 40–70 5–35 [64, 65]
(bb̄bb̄)(bb̄) 130–136 5.2 55–65 > 27.5 [60]
(bb̄bb̄)(bb̄) 161 10.0 55–65 > 20.0 [59, 60]
(bb̄bb̄)(bb̄) 172 10.4 55–65 25–35 [59, 60]
(bb̄bb̄)(bb̄) 183 54.1 30–80 12–40 [61]
(bb̄bb̄)(bb̄) 189 172.1 24–80 12–40 [62]
(bb̄bb̄)(bb̄) 199–209 207.3 Σ : 90–200 ∆ : 40–160 [10]

6τ , 4τ2q, 2τ4q 91 46.3 30–75 4–30 [64, 65]

Responding to the increasing data samples and e+e−

energies, the searches were gradually upgraded or replaced
so as to become more efficient in detecting Higgs bosons of
higher masses. The mass ranges where the searches are rel-
evant are listed in the next column(s). In the last column,
references are given to the publications where the details of
the searches can be found.

Appendix B: Limits on topological
cross-sections

The tables presented below summarise the 95% CL up-
per bounds, as a function of the Higgs boson masses,
of the scaling factor S95 defined in the text (see (16)).
Tables 14, 15 and 16 refer to final-state topologies aris-
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Table 14. The 95% CL upper bound, S95, obtained for the normalised ross-section (see text) of the Higgsstrahlung process
e+e−→H1Z, as a function of the Higgs boson mass. The numbers listed in this table correspond to the observed limit (full line)
in Fig. 2, which is reproduced from [3]. In the columns labelled (a) the Higgs boson is assumed to decay as in the standard model;
in columns (b) it is assumed to decay exclusively to bb̄ and in columns (c) exclusively to τ+τ−

mH1 (a) (b) (c) mH1 (a) (b) (c)

(GeV/c2) (GeV/c2)

12 0.0204 0.0154 0.0925 66 0.0236 0.0218 0.0287
14 0.0176 0.0143 0.0899 68 0.0236 0.0218 0.0287
16 0.0158 0.0134 0.0923 70 0.0271 0.0246 0.0287
18 0.0150 0.0131 0.0933 72 0.0291 0.0274 0.0271
20 0.0156 0.0139 0.1060 74 0.0320 0.0301 0.0297
22 0.0177 0.0156 0.1080 76 0.0421 0.0380 0.0351
24 0.0194 0.0174 0.1110 78 0.0469 0.0424 0.0350
26 0.0207 0.0186 0.1140 80 0.0435 0.0410 0.0316
28 0.0223 0.0195 0.1110 82 0.0467 0.0475 0.0281
30 0.0203 0.0181 0.0893 84 0.0539 0.0585 0.0222
32 0.0193 0.0173 0.0796 86 0.0762 0.0816 0.0257
34 0.0191 0.0172 0.0682 88 0.112 0.118 0.0296
36 0.0241 0.0187 0.0653 90 0.153 0.152 0.0331
38 0.0299 0.0235 0.0634 92 0.179 0.175 0.0354
40 0.0333 0.0267 0.0615 94 0.229 0.214 0.0491
42 0.0367 0.0297 0.0599 96 0.239 0.220 0.0570
44 0.0378 0.0310 0.0594 98 0.256 0.233 0.0565
46 0.0387 0.0328 0.0572 100 0.244 0.216 0.0582
48 0.0391 0.0337 0.0575 102 0.237 0.216 0.0588
50 0.0363 0.0316 0.0445 104 0.255 0.227 0.0704
52 0.0386 0.0344 0.0454 106 0.263 0.223 0.0896
54 0.0387 0.0349 0.0464 108 0.266 0.227 0.110
56 0.0384 0.0360 0.0403 110 0.297 0.244 0.144
58 0.0390 0.0367 0.0427 112 0.435 0.343 0.212
60 0.0398 0.0365 0.0456 114 0.824 0.640 0.410
62 0.0293 0.0264 0.0444 116 1.41 1.79 1.79
64 0.0278 0.0258 0.0394

Table 15. The 95% CL upper bound, S95, obtained for the normalised cross-section (see text) of the
Higgsstrahlung cascade process e+e−→ (H2→H1H1)Z→ (bb̄bb̄)Z, as a function of the Higgs boson
masses mH1 andmH2 . The numbers correspond to the contours shown in Fig. 3a

mH2(GeV/c
2) mH1(GeV/c

2)

10 15 20 25 30 35 40 45 50 55
20 0.020
25 0.026
30 0.037 0.046
35 0.048 0.042
40 0.053 0.056 0.051
45 0.066 0.059 0.046
50 0.087 0.058 0.048 0.049
55 0.11 0.055 0.050 0.050
60 0.29 0.103 0.094 0.094 0.053
65 0.30 0.099 0.091 0.088 0.084
70 0.25 0.098 0.097 0.095 0.083 0.059
75 0.34 0.11 0.10 0.11 0.10 0.096
80 0.39 0.13 0.14 0.14 0.13 0.12 0.13
85 0.52 0.20 0.20 0.20 0.21 0.19 0.18
90 ≥ 1 0.23 0.23 0.23 0.27 0.26 0.24 0.28
95 ≥ 1 0.29 0.27 0.29 0.31 0.29 0.28 0.30
100 ≥ 1 0.30 0.29 0.31 0.30 0.27 0.28 0.29 0.29
105 ≥ 1 0.27 0.32 0.36 0.40 0.36 0.31 0.35 0.35
110 ≥ 1 0.44 0.54 0.55 0.96 0.97 ≥ 1 ≥ 1 0.89 ≥ 1
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Table 16. The 95% CL upper bound, S95, obtained for the normalised
cross-section (see text) of the Higgsstrahlung cascade process e+e−→
(H2→ H1H1)Z → (τ

+τ−τ+τ−)Z, as a function of the Higgs boson
masses mH1 and mH2 . The numbers correspond to the contours shown
in Fig. 3b

5 10 15 20 25 30 35 40 45

10 0.26
15 0.033
20 0.048 0.32
25 0.070 0.076
30 0.10 0.11 0.38
35 0.18 0.19 0.51
40 0.22 0.22 0.40 0.39
45 0.30 0.31 0.49 0.49
50 0.18 0.38 0.66 0.66 0.63
55 0.18 0.37 0.68 0.69 0.68
60 0.20 0.38 0.95 0.96 0.96 0.94
65 0.20 0.38 ≥ 1 ≥ 1 ≥ 1 ≥ 1
70 0.21 0.43 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
75 0.19 0.46 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
80 0.20 0.44 0.83 0.83 0.83 0.83 0.84 0.84
85 0.25 0.56 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1

Table 17. The 95% CL upper bound, S95, obtained for the normalised cross-section (see text) of
the pair production process e+e−→H2H1, as a function of the Higgs boson mass summH1 +mH2 .
The bounds are given for the particular case where mH2 andmH1 are approximately equal. This oc-
curs, for example, in the CP-conserving MSSM scenariomh-max for tan β greater than 10 and small
mH2 (≡mA). The numbers listed in this table correspond to the four plots in Fig. 4 (see the cor-
responding labels). For mH1 +mH2 less than 30 GeV/c

2, the bounds are derived from the measured
decay width of the Z boson, see Sect. 3.2. Columns labelled (a): the Higgs boson decay branching ra-
tios correspond to themh-max benchmark scenario with tan β = 10, giving 94% for H1→ bb̄, 6% for
H1→ τ

+τ−, 92% for H2→ bb̄ and 8% for H2→ τ
+τ−; columns (b): both Higgs bosons are assumed

to decay exclusively to bb̄; columns (c): one Higgs boson is assumed to decay exclusively to bb̄only and
the other exclusively to τ+τ−; columns (d): both Higgs bosons are assumed to decay exclusively to
τ+τ−

mH1+mH2 (a) (b) (c) (d) mH1+mH2 (a) (b) (c) (d)

(GeV/c2) (GeV/c2)

0 0.0237 0.0237 0.0237 0.0237 105 0.0243 0.0213 0.0354 0.0300
5 0.0238 0.0238 0.0238 0.0238 110 0.0297 0.0250 0.0418 0.0313
10 0.0242 0.0242 0.0242 0.0242 115 0.0472 0.0387 0.0484 0.0332
15 0.0248 0.0248 0.0248 0.0248 120 0.0682 0.0599 0.0409 0.0348
20 0.0255 0.0255 0.0255 0.0255 125 0.0676 0.0542 0.0493 0.0387
25 0.0266 0.0266 0.0266 0.0042 130 0.0688 0.0541 0.0524 0.0429
30 0.0054 0.0054 0.0018 0.0043 135 0.0618 0.0478 0.0571 0.0604
35 0.0044 0.0041 0.0018 0.0043 140 0.0669 0.0524 0.0660 0.0665
40 0.0029 0.0026 0.0021 0.0048 145 0.0600 0.0540 0.0506 0.0739
45 0.0033 0.0030 0.0021 0.0051 150 0.0798 0.0726 0.0591 0.0847
50 0.0036 0.0034 0.0017 0.0055 155 0.0967 0.0895 0.0696 0.0995
55 0.0043 0.0042 0.0016 0.0067 160 0.136 0.125 0.0847 0.118
60 0.0055 0.0057 0.0016 0.0083 165 0.179 0.122 0.175 0.144
65 0.0073 0.0070 0.0010 0.0097 170 0.323 0.237 0.234 0.188
70 0.0097 0.0106 0.0021 0.0117 175 0.352 0.294 0.245 0.269
75 0.0142 0.0163 0.0029 0.0134 180 0.765 0.596 0.408 0.391
80 0.0203 0.0227 0.0043 0.0165 185 0.838 0.702 0.582 0.700
85 0.0357 0.0383 0.0101 0.0198 190 1.04 0.855 0.764 1.07
90 0.0527 0.0522 0.0292 0.0247 195 1.93 1.81 1.10 2.88
95 0.0520 0.0493 0.0400 0.0266 200 6.97 6.47 3.49 5.29
100 0.0298 0.0257 0.0370 0.0283
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Table 18. The 95% CL upper bound, S95, obtained for the normalised cross-section (see text) of
the pair production process e+e−→H2H1→ bb̄bb̄, as a function of the Higgs boson massesmH1 and
mH2 . The numbers correspond to the contours shown in Fig. 5a

mH2(GeV/c
2) mH1(GeV/c

2)

10 15 20 25 30 35 40 45 50

15 ≥ 1 0.012
20 ≥ 1 0.013 0.010
25 ≥ 1 0.017 0.013 0.011
30 ≥ 1 0.015 0.013 0.012 0.020 0.023
40 ≥ 1 0.016 0.018 0.022 0.028 0.039 0.043
45 ≥ 1 0.029 0.029 0.026 0.037 0.048 0.067 0.041
50 ≥ 1 0.035 0.026 0.042 0.044 0.069 0.043 0.035 0.028
55 ≥ 1 0.063 0.056 0.076 0.071 0.058 0.050 0.038 0.030
60 ≥ 1 0.075 0.084 0.098 0.051 0.051 0.050 0.044 0.039
65 ≥ 1 0.14 0.13 0.10 0.065 0.064 0.070 0.068 0.069
70 ≥ 1 0.20 0.16 0.11 0.072 0.074 0.066 0.072 0.071
75 ≥ 1 0.23 0.13 0.14 0.076 0.075 0.083 0.066 0.093
80 ≥ 1 0.26 0.19 0.12 0.078 0.089 0.072 0.064 0.093
85 ≥ 1 0.26 0.17 0.13 0.095 0.080 0.070 0.071 0.10
90 ≥ 1 0.18 0.13 0.11 0.073 0.070 0.076 0.081 0.13
95 ≥ 1 0.20 0.13 0.095 0.073 0.078 0.081 0.11 0.15
100 ≥ 1 0.21 0.12 0.092 0.085 0.091 0.12 0.16 0.18
105 ≥ 1 0.16 0.13 0.12 0.11 0.13 0.18 0.20 0.20
110 0.297 0.16 0.14 0.15 0.14 0.17 0.20 0.20 0.19
115 0.338 0.22 0.20 0.20 0.18 0.20 0.21 0.21 0.23
120 0.355 0.28 0.25 0.23 0.22 0.22 0.23 0.27 0.36
125 0.409 0.29 0.26 0.25 0.22 0.25 0.29 0.40 0.51
130 0.494 0.35 0.32 0.32 0.24 0.32 0.46 0.57 0.72
135 0.617 0.44 0.42 0.42 0.36 0.51 0.67 0.84 0.98
140 0.696 0.57 0.53 0.66 0.62 0.83 0.97 ≥ 1 ≥ 1
145 0.811 0.73 0.80 ≥ 1 0.94 ≥ 1 ≥ 1 ≥ 1 ≥ 1

65 70 75 80 85 90 95 100 105

65 0.067
70 0.082 0.078
75 0.10 0.10 0.098
80 0.11 0.11 0.14 0.14
85 0.12 0.14 0.16 0.15 0.21
90 0.17 0.16 0.17 0.25 0.24 0.41
95 0.19 0.21 0.30 0.35 0.44 0.51 0.64
100 0.21 0.31 0.39 0.42 0.43 0.74 ≥ 1 ≥ 1
105 0.32 0.42 0.55 0.53 0.90 ≥ 1 ≥ 1 ≥ 1 ≥ 1
110 0.47 0.55 0.63 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
115 0.56 0.65 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
120 0.64 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
125 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
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Table 19. The 95% CL upper bound, S95, obtained for the normalised cross-section (see text) of the
pair production process e+e−→H2H1→ τ

+τ−τ+τ−, as a function of the Higgs boson masses mH1
andmH2 . The numbers correspond to the contours shown in Fig. 5b

mH2(GeV/c
2) mH1(GeV/c

2)

5 10 15 20 25 30 35 40 45 50

5 0.00041
10 0.00047 0.00035
15 0.0036 0.0032 0.0032
20 0.0033 0.0035 0.0037 0.0040
25 0.0037 0.0039 0.0043 0.0043 0.0046
30 0.0052 0.0058 0.0045 0.0047 0.0055 0.0060
35 0.0060 0.0058 0.0056 0.0065 0.0070 0.0081 0.0084
40 0.0063 0.0064 0.0071 0.0070 0.0078 0.0092 0.011 0.0099
45 0.0079 0.0068 0.0066 0.0083 0.0088 0.011 0.011 0.012 0.016
50 0.0096 0.011 0.0086 0.0089 0.011 0.011 0.015 0.018 0.017 0.018
60 0.013 0.012 0.011 0.014 0.017 0.019 0.022 0.022 0.024 0.024
65 0.015 0.015 0.015 0.016 0.019 0.022 0.023 0.023 0.024 0.026
70 0.019 0.017 0.017 0.021 0.021 0.022 0.023 0.024 0.025 0.033
75 0.023 0.023 0.021 0.023 0.024 0.024 0.025 0.028 0.031 0.035
80 0.028 0.026 0.024 0.025 0.025 0.026 0.030 0.032 0.036 0.041
85 0.032 0.029 0.028 0.027 0.030 0.031 0.032 0.035 0.040 0.043
90 0.033 0.031 0.028 0.030 0.031 0.032 0.035 0.041 0.045 0.049
95 0.037 0.034 0.031 0.034 0.036 0.037 0.041 0.047 0.050 0.054
100 0.040 0.036 0.036 0.037 0.038 0.044 0.048 0.053 0.059 0.062
105 0.045 0.040 0.042 0.043 0.047 0.052 0.055 0.065 0.068 0.072
110 0.051 0.044 0.050 0.053 0.054 0.057 0.062 0.076 0.081 0.085
115 0.055 0.050 0.060 0.065 0.064 0.069 0.074 0.083 0.089 0.105
120 0.067 0.060 0.071 0.075 0.077 0.083 0.085 0.093 0.12 0.145
125 0.075 0.071 0.086 0.084 0.089 0.097 0.109 0.12 0.17 0.198
130 0.085 0.088 0.10 0.10 0.11 0.13 0.14 0.16 0.20 0.317
135 0.11 0.11 0.13 0.15 0.16 0.16 0.19 0.23 0.31 0.436
140 0.14 0.13 0.18 0.19 0.21 0.23 0.26 0.30 0.50 ≥ 1
145 0.18 0.18 0.25 0.26 0.28 0.33 0.42 0.59 ≥ 1 ≥ 1
150 0.25 0.26 0.35 0.37 0.42 0.51 0.69 ≥ 1 ≥ 1 ≥ 1

55 60 65 70 75 80 85 90 95 100

55 0.021
60 0.025 0.028
65 0.030 0.033 0.036
70 0.033 0.039 0.039 0.042
75 0.038 0.040 0.044 0.048 0.049
80 0.043 0.049 0.047 0.051 0.057 0.064
85 0.048 0.050 0.055 0.061 0.071 0.075 0.097
90 0.053 0.059 0.065 0.077 0.080 0.10 0.14 0.21
95 0.059 0.067 0.076 0.080 0.10 0.14 0.21 0.38 0.70
100 0.069 0.077 0.086 0.11 0.15 0.21 0.39 0.71 ≥ 1 ≥ 1
105 0.083 0.096 0.11 0.15 0.22 0.39 0.73 ≥ 1 ≥ 1 ≥ 1
110 0.11 0.13 0.16 0.21 0.39 0.76 ≥ 1 ≥ 1 ≥ 1 ≥ 1
115 0.14 0.20 0.27 0.36 0.79 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
120 0.19 0.28 0.49 0.83 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
125 0.26 0.53 0.65 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
130 0.46 0.85 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
135 0.89 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
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Table 20. The 95% CL upper bound, S95, obtained for the normalised cross-section (see text) of
the pair production cascade process e+e−→ (H2→H1H1)H1→ (bb̄bb̄)bb̄, as a function of the Higgs
boson masses mH1 and mH2 . The numbers correspond to the contours shown in Fig. 6a

mH2(GeV/c
2) mH1(GeV/c

2)

10 15 20 25 30 35 40 45 50 55 60

20 ≥ 1
25 0.096
30 0.11 0.17
35 0.13 0.075
40 0.028 0.034 0.19
45 0.15 0.047 0.034
50 0.063 0.063 0.029 0.039
55 0.074 0.087 0.042 0.055
60 0.11 0.12 0.099 0.086 0.12
65 0.25 0.17 0.13 0.14 0.13
70 ≥ 1 0.15 0.14 0.13 0.12 0.13
75 0.72 0.17 0.16 0.14 0.13 0.13
80 0.99 0.18 0.14 0.11 0.11 0.12 0.13
85 ≥ 1 0.19 0.15 0.13 0.14 0.14 0.16
90 ≥ 1 0.19 0.15 0.15 0.15 0.16 0.15 0.17
95 ≥ 1 0.20 0.17 0.17 0.16 0.15 0.17 0.20
100 ≥ 1 0.22 0.20 0.19 0.18 0.18 0.20 0.23 0.30
105 ≥ 1 0.26 0.22 0.21 0.23 0.24 0.27 0.32 0.38
110 ≥ 1 0.30 0.26 0.27 0.28 0.31 0.36 0.40 0.43 0.55
115 ≥ 1 0.35 0.32 0.33 0.33 0.38 0.43 0.47 0.54 0.70
120 ≥ 1 0.43 0.39 0.39 0.42 0.46 0.50 0.58 0.71 0.93 ≥ 1
125 ≥ 1 0.53 0.49 0.48 0.51 0.56 0.63 0.77 0.99 ≥ 1 ≥ 1
130 ≥ 1 0.66 0.59 0.62 0.64 0.72 0.86 ≥ 1 ≥ 1 ≥ 1 ≥ 1
135 ≥ 1 0.82 0.66 0.75 0.84 0.98 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1
140 ≥ 1 ≥ 1 0.90 0.96 0.98 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1 ≥ 1

Table 21. The 95% CL upper bound, S95, obtained for the
normalised cross-section (see text) of the pair production cas-
cade process e+e−→ (H2→H1H1)H1→ (τ

+τ−τ+τ−)τ+τ−,
as a function of the Higgs boson masses mH1 and mH2 . The
numbers correspond to the contours shown in Fig. 6b

mH2(GeV/c
2) mH1(GeV/c

2)

5 10 15 20

10 0.0006
15 0.0016
20 0.0017 0.011
25 0.0018 0.0019
30 0.0021 0.0021 0.013
35 0.0024 0.0025 0.017
40 0.0009 0.0016 ≥ 1 ≥ 1
45 0.0010 0.0019 ≥ 1 ≥ 1
50 0.0013 0.0023 ≥ 1 ≥ 1
55 0.0017 0.0029 ≥ 1 ≥ 1
60 0.0024 0.0043 ≥ 1 ≥ 1
65 0.0058 0.014 ≥ 1 ≥ 1

ing from the Higgsstrahlung processes e+e−→H1Z and
e+e− → (H2 →H1H1)Z; Tables 18 to 21 refer to those
arising from the pair production processes e+e−→H2H1
and e+e−→ (H2→H1H1)H1. The corresponding figures,
showing the same results, are mentioned in the table
captions.
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Abstract. Ameasurement of theW boson mass and width has been performed by the DELPHI collaboration
using the data collected during the full LEP2 programme (1996–2000). The data sample has an integrated lu-
minosity of 660 pb−1 and was collected over a range of centre-of-mass energies from 161 to 209 GeV.
Results are obtained by applying the method of direct reconstruction of the mass of the W from its decay
products in both theW+W−→ �ν�qq̄

′ andW+W−→ qq̄′q̄q′ channels. TheW mass result for the combined
data set is

MW = 80.336±0.055(Stat.)±0.028(Syst.)±0.025(FSI)±0.009(LEP)GeV/c
2 ,

where FSI represents the uncertainty due to final state interaction effects in the qq̄′q̄q′ channel, and LEP
represents that arising from the knowledge of the collision energy of the accelerator. The combined value for
theW width is

ΓW = 2.404±0.140(Stat.)±0.077(Syst.)±0.065(FSI)GeV/c
2 .

These results supersede all values previously published by the DELPHI collaboration.

1 Introduction

The measurement of the W boson mass can be used, in
combination with other electroweak data, to test the va-
lidity of the Standard Model and obtain estimates of its
fundamental parameters. In particular the measurement is
sensitive, through loop corrections, to the masses of the top
quark and the Higgs boson.
The W boson mass and width results presented in this

paper are obtained from data recorded by the DELPHI
experiment during the 1996–2000 operation of the LEP
collider, known as the LEP2 period. This corresponds to
a total of 660 pb−1 collected over a range of centre-of-mass
energies:

√
s= 161–209GeV.

Initially, data were recorded close to the W+W− pair
production threshold. At this energy the W+W− cross-
section is sensitive to the W boson mass, MW . Subse-
quently, LEP operated at higher centre-of-mass energies,
where the e+e−→W+W− cross-section has little sensitiv-
ity toMW . For these data, which constitute the bulk of the
DELPHI data sample, MW and the W boson width, ΓW ,
are measured through the direct reconstruction of the W
boson’s invariant mass from the observed jets and lep-
tons. The analysis is performed on the final states in
which both W bosons in the event decay hadronically
(W+W−→ qq̄′q̄q′ or fully-hadronic) and in which one W
boson decays hadronically while the other decays leptoni-
cally (W+W−→ �ν�qq̄′ or semi-leptonic).
The MW analyses of the relatively small quantity of

data (∼ 20 pb−1) collected during 1996 at centre-of-mass
energies of 161 and 172GeV were published in [1, 2]. These
data are not reanalysed in this paper but are discussed
in Sects. 7.1.1 and 7.1.2 and included in the final MW
combination.
The data recorded during 1997 and 1998 at

√
s= 183

and 189GeV have also been the subject of previous
DELPHI publications [3, 4]. These data have been repro-
cessed and are reanalysed in this paper; the results given
here supersede those in the previous publications. Results

a e-mail: jan.timmermans@cern.ch

on the data collected during the final two years of LEP
operation are published here for the first time. The data
quality, simulation samples and analysis techniques have
all been improved with respect to those used in previous
DELPHI publications. The W mass and width have also
been determined by the other LEP collaborations [5–7]
and at hadron colliders [8].
The results on the W mass, MW , and width, ΓW ,

presented below correspond to a definition based on
a Breit–Wigner denominator with an s-dependent width,
|(s−MW

2)+ isΓW/MW |.
After these introductory remarks, the paper starts in

Sect. 2 by describing the LEP accelerator and the deter-
mination of its collison energy. A brief description of the
DELPHI detector is provided as Sect. 3. This is followed by
Sect. 4, which presents the properties of the data sample
and of the Monte Carlo simulation samples used in the
analysis.
The analysis method is presented in Sect. 5, first for

W+W−→ �ν�qq̄′ events, then forW+W−→ qq̄′q̄q′ events.
The text describes how the events are selected and the
mass and width estimated from MW - and ΓW -dependent
likelihood functions. The potential sources of systematic
uncertainty are considered in Sect. 6. These include: in-
accuracies in the modelling of the detector; uncertainties
on the background; uncertainties on the effects of radia-
tive corrections; understanding of the hadronisation of the
W boson jets; possible cross-talk between two hadronically
decaying W bosons, the effects of which the qq̄′q̄q′ MW
analysis has been specifically designed to minimise; and
uncertainty on the LEP centre-of-mass energy determin-
ation. The paper concludes in Sect. 7 with a presentation of
the results and their combination.

2 LEP characteristics

2.1 Accelerator operation

The LEP2 programme began in 1996 when the collision
energy of the beams was first ramped to the W+W− pro-



4 The DELPHI Collaboration: Measurement of the mass and width of the W boson

duction threshold of 161GeV and approximately 10 pb−1

of integrated luminosity was collected by each experiment.
Later in that year LEP was run at 172GeV and a dataset
of similar size was accumulated. In each of the four sub-
sequent years of operation the collision energy was raised
to successively higher values, and the accelerator perform-
ance improved such that almost half the integrated lu-
minosity was delivered at nominal collision energies of
200GeV and above. The main motivation for this pro-
gramme was to improve the sensitivity of the search for the
Higgs boson and other new particles. The step-by-step na-
ture of the energy increase was dictated by the evolving
capabilities of the radio frequency (rf) accelerating system.
During normal operation the machine would be filled

with four electron and four positron bunches at Ebeam ≈
22 GeV, and the beams then ramped to physics energy, at
which point they would be steered into collision and ex-
perimental data taking begun. The fill would last until the
beam currents fell below a useful level, or an rf cavity trip
precipitated loss of beam. The mean fill lengths ranged
from 5 h in 1996 to 2 h in 1999. After de-Gaussing the mag-
nets the cycle would be repeated.
In 2000, the operation wasmodified in order to optimise

still further the high energy reach of LEP. Fills were started
at a beam energy safely within the capabilities of the rf sys-
tem. When the beam currents had decayed significantly,
typically after an hour, the dipoles were ramped and lu-
minosity delivered at a higher energy. This procedure was
repeated until the energy was at the limit of the rf, and
data taken until the beam was lost through a klystron trip.
These mini-ramps lasted less than a minute, and varied in
step size with a mean value of 600MeV. The luminosity in
2000 therefore was delivered through a near-continuum of
collision energies between 201 and 209GeV.
In addition to the high energy running, a number of

fills each year were performed at the Z resonance. This was
to provide calibration data for the experiments. Finally,
several fills were devoted to energy calibration activities,
most notably resonant depolarisation (RDP), spectrom-
eter andQs measurements (see below for further details).
The machine optics that was used for physics operation

and for RDP measurements evolved throughout the pro-
gramme in order to optimise the luminosity at each energy
point. Certain optics enhanced the build-up of polarisation,
and thus were favoured for RDP measurements. The optics
influenceEbeam in several ways, and are accounted for in the
energymodel, full details of which are available in [9].

2.2 The LEP energy model

A precise measurement of the LEP beam energy, and thus
the centre-of-mass energy, is a crucial ingredient in the de-
termination of the W mass as it sets the overall energy
scale. The absolute energy scale of LEP is set by the tech-
nique of RDP, which is accurate to better than 1MeV.
This technique allowed very precise measurements of the
mass and width of the Z boson to be made at LEP1. How-
ever, this technique is only possible for beam energies be-
tween about 41 and 61 GeV. The LEP2 energy scale is set

mainly by the nuclear magnetic resonance (NMR) model.
This makes use of 16 NMR probes, positioned in selected
dipoles, which were used to obtain local measurements of
the bending field. These probes thus sample the total bend-
ing field, which is the primary component in determining
the beam energy. Onto this must be added time-dependent
corrections coming from other sources. These include ef-
fects from earth tides, beam orbit corrections, changes in
the rf frequency, and other smaller effects. Details of all
these can be found in [9]. Using this LEP energy model,
the LEP energy group provided DELPHI with an estimate
of the centre-of-mass energy at the start of each fill and
thereafter in intervals of 15 mins. For the year 2000 the
values before and after the mini-ramps were also supplied.
No data are used that are taken during the mini-ramps, as
the energy is not accurately known during these periods.
The main assumption that is made in the LEP energy

model is that the beam energy scales linearly with the read-
ings of the NMR probes. This assumption of linearity has
been tested by three different methods:

1) Flux loop. Each dipole magnet of LEP is equipped with
a single-turn flux loop. Measurements are made for
a series of dipole magnet currents, which correspond
roughly to the operating beam energies of LEP2. This
allows the change in flux over almost the entire LEP
dipole field to be measured as the machine is ramped
in dedicated experiments. This change in flux can be
compared with the local bending field measurements of
the NMR probes. The flux loop is calibrated against the
LEP energy model in the range 41–61 GeV, using the
NMR coefficients determined from RDP. The measure-
ments from the flux loop in the high energy regime (up
to 106GeV beam energy) are then compared to those
from the LEP energy model. The flux loop measure-
ments were made in all years of LEP2 running.

2) Spectrometer magnet . In 1999 a special steel spectrom-
eter magnet, equipped with three beam position mon-
itors to measure the beam position both on entry and
exit from the magnet, was installed in the LEP ring.
The magnetic field of this magnet was carefully mapped
before and after installation in the LEP ring. All these
measurements were very compatible. The beam energy
is determined by measuring the bending angle of the
beam in passing through the dipole magnet. The device
was calibrated against RDP in the 41–61 GeV region
and the spectrometer results were compared to the LEP
energy model at beam energies of 70 and 92 GeV.

3) Qs versus Vrf. The synchrotron tune Qs can be ex-
pressed as a function of the beam energy and the total
rf voltage, Vrf, plus some additional small corrections.
BymeasuringQs as a function of the total rf voltage the
beam energy can be determined. These measurements
were performed in 1998–2000, at beam energies from
80 to 91 GeV. Again the measurements were normalised
against RDP in the region 41–61GeV, and compared to
the LEP energy model at LEP2 energies.

The three methods are in good agreement, both with
each other and the LEP energymodel. Based on these com-
parisons a small energy offset compared to the LEP energy
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model was supplied for each of the 10 beam energies used
in LEP2. This offset is always smaller than 2MeV. The es-
timated centre-of-mass energy uncertainties range between
20 and 40MeV and are discussed further in Sect. 6.8.
The LEP centre-of-mass energy has also been deter-

mined by the LEP collaborations using LEP2 events con-
taining on-shell Z bosons and photons (radiative return
to the Z events) [10–13]. The DELPHI analysis measured
the average difference between the centre-of-mass energy
from radiative return events in the e+e−→ µ+µ−(γ) and
e+e−→ qq̄(γ) channels and the energy reported by the
LEP energy working group,

∆Ecm =+0.073±0.094(Stat.)±0.065(Syst.)GeV .

Thus the DELPHI result, relying on similar reconstruc-
tion procedures to those described in this paper, is in agree-
ment with the values reported by the LEP energy working
group.

3 Detector description

The DELPHI detector [14, 15] was upgraded for LEP2.
Changes were made to the subdetectors, the trigger sys-
tem, the run control and the algorithms used in the offline
reconstruction of tracks, which improved the performance
compared to the earlier LEP1 period.
The major change was the inclusion of the Very For-

ward Tracker (VFT) [16], which extended the coverage
of the innermost silicon tracker out to 11◦ < θ < 169◦1.
Together with improved tracking algorithms and align-
ment and calibration procedures optimised for LEP2, these
changes led to an improved track reconstruction efficiency
in the forward regions of DELPHI.
Changes were made to the electronics of the trigger and

timing system, which improved the stability of the running
during data taking. The trigger conditions were optimised
for LEP2 running, to give a high efficiency for Standard
Model two- and four-fermion processes and also to give sen-
sitivity for events that may be signatures of new physics. In
addition, improvements were made to the operation of the
detector during the LEP cycle, to prepare the detector for
data taking at the very start of stable collisions of the e+e−

beams, and to respond to adverse background from LEP
were they to arise. These changes led to an overall improve-
ment of ∼ 10% in the efficiency for collecting the delivered
luminosity from ∼ 85% in 1995, before the start of LEP2,
to ∼ 95% at the end in 2000.
During the operation of the DELPHI detector in 2000

one of the 12 sectors of the central tracking chamber, the
TPC, failed. After the 1st September 2000 it was not pos-
sible to detect the tracks left by charged particles inside

1 The DELPHI coordinate system is right-handed with the
z-axis collinear with the incoming electron beam, and the x-
axis pointing to the centre of the LEP accelerator. The radius
in the xy plane is denoted R and θ is used to represent the polar
angle to the z-axis.

the broken sector. The data affected correspond to∼ 1/4 of
the total dataset of the year 2000. Nevertheless, the redun-
dancy of the tracking system of DELPHImeant that tracks
passing through the sector could still be reconstructed
from signals in any of the other tracking detectors. A modi-
fied track reconstruction algorithm was used in this sector,
which included space points reconstructed in the Barrel
RICH detector. As a result, the track reconstruction effi-
ciency was only slightly reduced in the region covered by
the broken sector, but the track parameter resolutions were
degraded compared with the data taken prior to the failure
of this sector.

4 Data and simulation samples

4.1 Data

TheW mass and width aremeasured in this paper with the
data samples collected during the 1996–2000 operation of
theLEPcollider.Asummaryof theavailabledata samples is
reported in Table 1, where the luminosity-weighted centre-
of-mass energiesandtheamountofdatacollectedateachen-
ergy are shown. The luminosity is determined fromBhabha
scattering measurements making use of the very forward
electromagnetic calorimetry [17].The total integrated lumi-
nosity for the LEP2 period corresponds to approximately
660 pb−1. The integrated luminosities used for the different
selections correspond to those data for which all elements
of the detector essential to each specific analysis were fully
functional. The additional requirements on, for example,
the status of the calorimetry and the muon chambers mean
that the integrated luminosity of the semi-leptonic analysis
is slightly less than that of the hadronic dataset.
All the data taken from the year 1997 onwards have

been reprocessed with an improved reconstruction code,
and the analyses on these data are updated with respect
to the previously published ones and supersede them. The
data taken in 1996 have not been reanalysed; the results
from this year are taken from the previous publications
with minor revisions as reported in Sect. 7.
In addition to these data taken above the W+W− pair

production threshold, data were also recorded during this
period at the Z peak. These samples, containing a total of
over 0.5 million collected Z decays, were taken each year
typically at the start and end of the data taking periods.
These Z peak samples were used extensively in the align-
ment and calibration of the detector and are used in many
of the systematic uncertainty studies reported in Sect. 6.

4.2 Simulation

The response of the detector to various physical processes
was described using the simulation program
DELSIM [14, 15], which includes modelling of the reso-
lution, granularity and efficiency of the detector compo-
nents. In addition, detector correction factors, described
in Sect. 6, were included to improve the description of
jets, electrons and muons. To allow use of the data taken
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Table 1. Luminosity-weighted centre-of-mass energies and integrated luminosities in the
LEP2 data taking period. The hadronic integrated luminosity is used for the fully-hadronic
channel, the leptonic one is used for the semi-leptonic channels

Year L-weighted
√
s (GeV) Hadronic int. L (pb−1) Leptonic int. L (pb−1)

1996 161.31 10.1 10.1
172.14 10.1 10.1

1997 182.65 52.5 51.8

1998 188.63 154.4 152.5

1999 191.58 25.2 24.4
195.51 76.1 74.6
199.51 82.8 81.6
201.64 40.3 40.2

2000 205.86 218.4 215.9

after the 1st September in 2000, samples of events were
simulated dropping information from the broken sector
of the TPC. A variety of event generators were used to
describe all the physics processes relevant for the analy-
sis. W+W− events and all other four-fermion processes
were simulated with the program described in [18], based
on the WPHACT 2.0 generator [19, 20] interfaced with
PYTHIA 6.156 [21] to describe quark hadronisation and
TAUOLA 2.6 [22] to model τ leptons decays. The most
recent O(α) electroweak radiative corrections in the so-
called double pole approximation (DPA) were included
in the generation of the signal via weights computed
by YFSWW 3.1.16 [23, 24], and the treatment of initial
state radiation (ISR) of this calculation was adopted.
The photon radiation from final state leptons was com-
puted with PHOTOS 2.5 [25]. For systematic studies the
alternative hadronisation descriptions implemented in
ARIADNE 4.08 [26] and HERWIG 6.2 [27] were also used.
All the hadronisation models were tuned on the DELPHI
Z peak data [28].
The background process e+e−→ qq̄(γ) was simulated

with KK 4.14 [29] interfaced with PYTHIA 6.156 for the
hadronisation description. The two-photon events giv-
ing rise to those e+e−qq̄ final states not described in
the four-fermion generation above were produced with
PYTHIA 6.143 as discussed in [18]. The contribution from
all other background processes was negligible.
The simulated integrated luminosity used for the analy-

sis was about a factor 350 higher than for the real data col-
lected for four-fermion processes, about a factor 60 higher
for two-fermion final states and about 3.5 times greater for
e+e−qq̄ two-photon final states (those not already included
in the four-fermion simulation).

5 Analysis method

Themeasurement ofMW and of ΓW are performed on sam-
ples of W+W− → �ν�qq̄′ and W+W−→ qq̄′q̄q′ events;
these two channels are discussed in turn below. The recon-
struction of events where both W s decay leptonically has
very limited sensitivity to the W mass and width, as they

contain at least two undetected neutrinos, and hence are
not used in this analysis.
The first stage in the analysis is to select events from

these decay channels, using either a neural network or a se-
quential cut-based approach. In some channels, after pre-
liminary cuts, the probability is assessed for each event of
how W+W−-like it is and a corresponding weight is ap-
plied in the analysis.
The resolution of the kinematic information extracted

from the observed particles in the event can be improved by
applying energy and momentum conservation constraints
to the event; this is discussed in Sect. 5.1. In the fully-
hadronic channel, the jet directions used as the input to
the kinematic fit are also assessed excluding particles from
the inter-jet regions. This alternative approach reduces the
sensitivity of theW mass analysis to final state interaction
systematics and is discussed in Sect. 5.3.2.
The next stage in the analysis is to produce a likelihood

function expressing the relative probability of observing an
event as a function of MW and ΓW . The likelihood func-
tions used below depend not only on the reconstructedW
mass of the event but make use of other event charac-
teristics to assess the relative weight and resolution of
each event. These likelihood functions are then calibrated
against simulated events.
TheW mass and width are then extracted by maximis-

ing the combined likelihood function of the full observed
dataset.

5.1 Application of kinematic constraints to event
reconstruction

The event-by-event uncertainty on the centre-of-mass en-
ergy, i.e. the energy spread, at LEP is typically 0.1%, while
the overall momentum and energy resolution of the ob-
served final state is about 10%. Hence, the precise know-
ledge of the kinematics in the initial state can be used to
significantly improve the reconstructed kinematic informa-
tion obtained from the clustered jets and observed leptons
in the final state. This is accomplished by means of a χ2 fit
based on the four constraints from the conservation laws of
energy and momentum.
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The reconstructed jets and leptons of the event may
be associated with one of the two hypothesised W bosons
in the event. A fifth constraint may then be applied to
the event by assigning equal masses to these W boson
candidates. As the decay width of the W± bosons is fi-
nite, this constraint is non-physical. However, as the event
mass resolution and 2 GeV/c2 W width are of compara-
ble magnitude in practice this constraint provides a useful
approximation. It is of particular use in the semi-leptonic
decay channels where, after applying the four constraints,
the event mass resolution is still larger than the W width
and, due to the unseen neutrino, the two fitted masses are
strongly anticorrelated. However, in the fully-hadronic de-
cay channel the mass resolution after the four-constraint fit
is better and the correlation is less; hence more informa-
tion is available in the two four-constraint masses than the
combined five-constraint event mass.

Parameterisation of jets and leptons. Each fitted object,
jet or lepton, is described by three parameters. Muons are
described by their measured momenta and their polar and
azimuthal angles. The uncertainties on these parameters
are obtained directly from the track fit. Electrons are char-
acterized by their measured energies and their detected
angular position in the electromagnetic calorimeters. The
energy uncertainties are obtained from parameterisations
of the responses of the electromagnetic calorimeters, which
were tuned to the responses found in Bhabha andCompton
scattering events. The angular uncertainties were deter-
mined from the detector granularity and were significant
only for the forward electromagnetic calorimeter. In semi-
leptonic events, the neutrino momentum vector is consid-
ered as unknown, which leads to a reduction by three in the
number of effective constraints in the kinematic fit.
Each fitted jet momentum 	pfj is projected onto a set

of axes with one component parallel to the measured jet
momentum	pmj and two transverse components,	p

b
j and	p

c
j ,

each normalized in magnitude to 1 GeV/c. In this coordi-
nate system	pfj can be described by three parameters, aj , bj
and cj :

	pfj = e
aj	pmj + bj	pj

b+ cj	pj
c , (1)

where each component is shown in Fig. 1. The measured
jet energy E mj is rescaled with the same factor eaj as the
jet momentum. The exponential parameterisation eaj of
the factor in front of 	p mj makes the fit more stable and
results in uncertainties that have a more Gaussian distri-
bution. The values of the parameters are determined by
performing a constrained fit, while the transverse direc-
tions are given by the eigenvectors of the momentum tensor
described below.

Form of χ2. The algorithm minimizes a χ2, defined for
fully-hadronic events as

χ2 =

jets∑
j=1

(aj−a0)2

σ2aj
+
bj
2

σ2bj
+
cj
2

σ2cj
, (2)

Fig. 1. Parameterisation used for jets in the constrained fit, as
explained in the text and in (1)

while forcing the fitted event to obey the constraints. The
appropriate terms are included in the χ2 for events with
a leptonicW decay. The expected energy loss parameter a0
and the energy spread parameter σaj , together with the pa-
rameters σbj and σcj , are parameterised as functions of the
jet polar angles.

Jet error parameterisation. The jet error parameters, a0,
σaj , σbj and σcj were obtained from a study of hadronic
Z events. Hadronic Z events with a two-jet topology were
selected from the Z calibration run data or from the cor-
responding Monte Carlo simulation. The reconstructed jet
energies were compared with the beam energy. In general
an energy loss of around 10% was observed for jets in the
barrel region of the detector while this increased to 15% in
the forward regions. A good agreement between the data
and simulation was found. The energy loss increases if the
event jet topology becomes less two-jet like, resulting in en-
ergy losses of around 15% for the barrel region and up to
35% in the forwards regions.
The uncertainties on the jet parameters for the first

stage of the fit were determined from this study as a func-
tion of the polar angle of the jet. However, a dependence
of these parameters on the properties of the individual jets
has also been observed.

Jet breadth. The dependence of the uncertainties on the
individual jet properties is included in a second stage of
the fit, where the parameterisation of the transverse mo-
mentum uncertainties depends upon the breadth of the jet.
This breadth is calculated by projecting the momenta of
all particles in the jet on to the plane transverse to the jet
axis. From these projections a two-dimensionalmomentum
tensor Tβγ is created:

Tβγ =
∑
k

pkβp
k
γ , (3)

where pkβ and p
k
γ are the two components of the projection

of the momentum of particle k in the transverse plane. The
normalized eigenvectors of the tensor,	pbj and	p

c
j , reflect the



8 The DELPHI Collaboration: Measurement of the mass and width of the W boson

directions where the jet is broadest and slimmest. The cor-
responding eigenvalues are Bb and Bc. By comparing the
resulting jet energies from the first stage of the fit with the
measured ones, an estimate is made of how much energy
remained undetected in the jet, referred to as Ej,miss. The
uncertainties on the jet breadths were then parametrised
as a function of the eigenvalues, the measured jet energy
and the missing energy Ej,miss.

Use of χ2. The χ2 of the resulting fit is a function of the col-
lection of jet parameters (aj , bj , cj) and lepton parameters.
The jets and leptons are paired appropriately to each W
boson decay and constraints applied. The total χ2 is then
minimized by an iterative procedure using Lagrange mul-
tipliers for the constraints.
Events for which the χ2 of the fit is larger than the

number of degrees of freedom for the fit, NDF, had their
errors scaled by a factor of

√
χ2/NDF in order to take non-

Gaussian resolution effects into account.
In the semi-leptonic analysis described in Sect. 5.2.3

the value of the best fit mass from the χ2 minimum and
the error on this mass is used for each event. In the fully-
hadronic analysis described in Sect. 5.3.3 each event uses
the χ2 distribution as a function of the masses of the twoW
bosons in the event.

5.2 Semi-leptonic decay channel

TheW+W−→ �ν�qq̄′ events constitute 44% of allW+W−

decays. TheW+W− event candidates are classified accord-
ing to their leptons and their selection is performed using
a neural network. An event W mass is reconstructed in
a kinematic fit, by imposing momentum conservation, the
measured centre-of-mass energy and equality of the lep-
tonic and hadronic decay W masses. An estimate of the
mass resolution in each individual event is also obtained
from the kinematic fit and an estimate of the event purity
is obtained from the neural network output; these quan-
tities are both used in producing the likelihood function
from whichMW and ΓW are determined.

5.2.1 Event selection

Events are selected from the recorded data sample requir-
ing that all detectors essential for this measurement were
fully efficient: these comprise the central tracking detectors
and the electromagnetic calorimeters. The data recorded
during the period with a damaged sector of the TPC are
also used with matching simulation samples produced. The
corresponding integrated luminosities, at each centre-of-
mass energy, are given in Table 1.
Events containing at least three charged particle tracks

and with a visible mass greater than 20GeV/c2 are con-
sidered for analysis. Events containing lepton candidates
are then identified in this sample, either by direct lepton
identification (electrons and muons), or by clustering the
events into a three-jet configuration and selecting the jet
with the lowest charged multiplicity as the tau candidate.
At this stage, events can be considered as candidates in
multiple channels.

Electron and muon identification. Charged particles are
identified as muons if they are associated with a hit in the
muon chambers, or have an energy deposit in the hadron
calorimeter that is consistent with aminimum ionising par-
ticle. Muon identification is performed in the polar angle
range between 10◦ and 170◦. Muons with an unambiguous
association [14, 15] with the hits in the muon chambers, or
with a loose association in addition to a good pattern in the
hadron calorimeter are classified as good candidates, with
the remainder being classified as possible candidates.
Electron identification is performed in the polar angle

range between 15◦ and 165◦ by selecting charged particles
with a characteristic energy deposition in the electromag-
netic calorimeters. In the central region of the detector,
covered by the HPC electromagnetic calorimeter, the elec-
tron selection followed the criteria described in [14, 15]
for candidates below 30 GeV. This selection is based on
a neural network using the electron energy to momentum
ratio (E/p), the spatial matching between the extrapo-
lated track and the shower, the shower shape and the track
energy loss per unit path length in the TPC (dE/dx)
as the discriminating variables. Above 30GeV, a simpli-
fied selection is adopted, the main deposit associated with
a charged particle track is identified and the surround-
ing electromagnetic showers are clustered into this elec-
tron candidate. Only candidates with E/p greater than
0.5 are used. In the polar angle region corresponding to
the forward electromagnetic calorimeter acceptance, be-
low 36◦ and above 144◦, electron candidates are selected
from among the calorimetric shower clusters. Only clusters
with an energy above 8 GeV and which could be geometri-
cally associated to extrapolated charged particle tracks are
used. The electron candidates are separated into categories
of good and possible candidates based on the quality of the
track associated with the electron. The association of ver-
tex detector hits to the track is a primary criterion used in
assessing the track quality.

Tau reconstruction. As mentioned above, tau candidate
events are clustered into a three-jet configuration using the
LUCLUS [30] algorithm. Tracks at large angle (more than
40◦ from the nearest jet axis) or ones that contribute a large
mass to the jet they belong to (∆M bigger than 3.5 GeV/c2)
are removed from the tau candidate. As the tau lepton
predominantly decays into a final state with one or three
charged particles, with few neutrals, a pseudo-multiplicity
defined as the sum of the chargedmultiplicity and one quar-
ter of the neutral multiplicity is used and the jet with the
lowest pseudo-multiplicity is chosen as the tau candidate.
Then a further cleaning is applied on this tau candidate:
tracks at more than 20◦ from the tau axis, or which con-
tribute a large mass (∆M bigger than 2.5 GeV/c2) are re-
moved from the tau candidate. Only tau candidates con-
taining between one and four charged particle tracks after
this cleaning, and with a polar angle between 15◦ and 165◦

are kept. Two classes of events are then defined, those with
only one charged particle track, and all others.

Event reconstruction and pre-selection. After the lepton
identification is performed, the events are reconstructed
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as the lepton and a two- or three-jet system. Pre-selection
cuts are then applied.
All tracks not associated to the lepton are clustered

using the LUCLUS algorithm. These jet tracks in semi-
leptonic electron and muon decay channel events are clus-
tered with djoin = 7.5GeV/c,where djoin is a measure of
the clusterisation scale used inside LUCLUS. If more than
three jets are obtained the tracks are forced into a three-jet
configuration. This procedure correctly treats events with
hard gluon radiation (the proportion of three-jet events is
about 20%). In semi-leptonic tau decay events the tracks
not associated to the tau candidate are forced into a two-jet
configuration.
A set of pre-selection cuts is then applied. First, a com-

mon set of criteria is applied to the system of jets:

– Visible mass greater than 30 GeV/c2;
– At least five charged particle tracks, with at least two
with momentum transverse to the beam greater than
1.5 GeV/c and compatible with the primary vertex (im-
pact parameter in R< 0.15 cm and in z < 0.4 cm);
– No electromagnetic cluster with an energy bigger than
50 GeV.

Then, for electron and muon semi-leptonic decay chan-
nel events, the following additional cuts are used:

– Energy of the lepton bigger than 20 GeV;
– If there is another isolated lepton of the same flavour
and opposite charge, the event acollinearity should be
bigger than 25◦. The acollinearity used here is that be-
tween the two ‘jets’ when forcing the event into a two-
jet (including the lepton) configuration.

Further cuts are made for electron decay channel events:

– Missing transverse momentum should be greater than
8 GeV/c;
– The cut on missing transverse momentum is increased
to 12 GeV/c for electron candidates in the ‘possible’
class;
– The angle between the lepton and the nearest jet
greater than 15◦.

The cuts specific to the muon decay channel events are as
follows.

– The angle between the lepton and the nearest jet is
greater than 15◦ in the case of ‘possible’ class muons;
– The angle between the missing momentum and the
beam axis greater than 10◦ for muon candidates in the
‘possible’ class.

While for tau decay channel events, the cuts applied are as
follows:

– The visible hadronic mass is smaller than 130 GeV/c2;
– The energy of the tau is greater than 5 GeV;
– The fraction of energy of the tau associated to charged
tracks is greater than 5%;
– At least one of the charged particle tracks from the tau
must have a vertex detector hit;
– The angle between the tau and the nearest jet is greater
than 15◦;
– The angle between the tau and the nearest charged par-
ticle is greater than 10◦;

– The missing transverse momentum is greater than
8 GeV/c;
– The cut on the missing transverse momentum is in-
creased to 12GeV/c in the case of tau candidates with
several charged particles.

The semi-leptonic electron and muon events are then
reconstructed using a constrained fit imposing conserva-
tion of four-momentum and equality of the twoW masses
in the event. As the energy of the tau lepton is unknown,
due to the emission of at least one neutrino in its decay, the
mass in the τντ qq̄

′ channel is entirely determined by the
jet system and no improvement can be made from applying
a constrained fit.

Selection. The event selection is based upon a multi-layer
perceptron neural network2. The network has been opti-
mised separately for the six classes of events (good and
possible eνeqq̄

′, good and possible µνµqq̄
′, and τντ qq̄

′

candidates containing either only one or several charged
particles).
The choice of the variables used in the neural networks

is a compromise between their independence from the W
mass and their discriminant power. The number of input–
hidden–output nodes were 12–8–1, 11–7–1 and 17–12–1 for
the e, µ and τ channels respectively. The detailed list of
variables is given below. The network has been tuned on
samples of signal and background simulation events, and
examples of the distribution of the neural network output
value are shown in Fig. 2. The applied selection cut is at
0.40, 0.50 and 0.35 for the e, µ and τ channels respectively,
independent of the centre-of-mass energy. Any discrepancy
in the background rate between data and simulation is ac-
counted for in the systematic uncertainty applied.
The event selection procedure ensures that the events

are only selected in one of the channels: events that pass
the chosen cut in the muon channel are selected, the re-
maining events are considered as electron channel candi-
dates and, if they are again rejected, are then analysed
under the tau channel hypothesis. This ordering follows
the hierarchy of purities in these channels (and is not de-
pendent on the good or possible lepton classes). After ap-
plying the cut on the network output the selection per-
formance is as shown in Table 2. As an example, the global
efficiencies for CC03 events are 79.8, 89.8 and 59.3% re-
spectively for the eνeqq̄

′, µνµqq̄
′ and τντ qq̄

′ events in the
data taken at

√
s= 189GeV. These numbers are integrated

over all event selections as there is a non-negligible cross-
contamination of events in the event selections (e.g. eνeqq̄

′

event selected by the τντ qq̄
′ selection), which still add

useful information in the W mass and width fits. Here
CC03 refers to the three charged current processes pro-
ducing the W+W− state for which this analysis is in-
tended: s-channel photon or Z production and t-channel νe
exchange.
For each of the six classes of events, the fraction of

semi-leptonic W+W− events in the sample has been ex-
tracted from simulation as a function of the neural net-

2 Code kindly provided by J. Schwindling and B. Mansoulie.
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Fig. 2. The output of the neural network used for the selection of the semi-leptonic channels for the data sample recorded at√
s = 183–209 GeV. The data are indicated by the data points with error bars. The histograms show the signal and background
simulation contributions normalised to the integrated luminosity of the data sample

work output: this is referred to below as the event pu-
rity Pe. This feature is particularly useful for the tau
selection, where the proportion of background events is
highest.

5.2.2 Variables used in the selection neural networks

Common variables for all leptonic channels.

– Polar angle of the leptonic W (after applying the con-
strained fit);
– Angle of the charged lepton with respect to the direc-
tion of the leptonic W (in the W rest frame, and after
the constrained fit);
– Polar angle of the lepton;
– Polar angle of the missing momentum vector;
– Angle between the lepton and the nearest jet;
– Angle between the lepton and the nearest charged
hadron track (of energy greater than 1 GeV);
– Missing transverse momentum;

– The invariant mass of the measured system of particles√
s′ [31] – this is measured using planar kinematics, by
forcing the event into two jets (using all particles in the
event including the lepton) and assuming a photon is
emitted down the beam pipe;
– Aplanarity (cosine of the angle between the lepton and
the normal to the plane formed by the jets3);
– Acollinearity (complement of the angle between the
two “jets” when forcing the event into a two-jet
configuration);
– The minimum djoin distance in the LUCLUS jet clus-
terisation algorithm between two jets in the final con-
figuration, where the whole event (hadronic and lep-
tonic system) is forced into three jets. This is known as
dj3all.

3 For three-jets events in the electron and muon channels, the
jets-plane is the plane formed by the most energetic jet and the
sum of the two others.
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Additional variable for the electron channel only.

– Angle between the missing momentum and the nearest
jet.

Additional variables for the tau channel only.

– Angle between the missing momentum and the nearest
jet;
– Fraction of the tau energy coming from charged particle
tracks;
– Missing energy;
– Reconstructed tau energy;
– Reconstructed tau mass;
– dj4all, as dj3all (see above) but with the final event con-
figuration forced into four jets.

5.2.3 Likelihood function

A likelihood function, Le(MW , ΓW ), is evaluated for each
selected event with a reconstructed mass in a defined
range. The range was 67–91 GeV/c2 for the data collected
in 1997, 67–93GeV/c2 for 1998, 67–95 GeV/c2 for 1999,
and 67–97 GeV/c2 for 2000. The increase in range with ris-
ing centre-of-mass energy is to account for the increasing
ISR tail. The likelihood function is defined as follows:

Le(MW , ΓW ) = PeS
′′(mfit, σfit,MW , ΓW )

+ (1−Pe)B(m
fit) ,

where Pe is the event purity, discussed above, S
′′ is the

signal function that describes the reconstructed mass dis-
tribution of the semi-leptonic W decays, and B is used

Table 2. Number of selected events in the decay channel event selections from the 1998 and 2000 data samples and the combined
1997–2000 data sample, and the corresponding number of expected events from the simulation. The table is split into rows giving
the results of each of the event selection routines. The primary-l and other-l ν�qq̄

′ columns relate to the nature of the semi-leptonic
event selections e.g. for the eνeqq̄

′ selection the results are for the eνeqq̄
′ and (µνµqq̄

′+ τντ qq̄
′) channels respectively

Simulation
1998, 189 GeV (Primary-l) ν�qq̄

′ (Other-l) ν�qq̄
′ qq̄′q̄q′ qq̄(γ) Other 4f Total Data

eνeqq̄
′ 257.5 10.5 0.7 9.3 6.5 284.5 256

µνµqq̄
′ 321.2 10.2 0.4 1.1 2.2 335.1 320

τντ qq̄
′ 198.2 56.6 3.5 18.6 10.9 287.9 294

qq̄′q̄q′ – 34.0 1029.9 341.6 50.8 1456.3 1506

2000, 206 GeV

eνeqq̄
′ 373.9 16.9 1.0 13.6 11.4 416.8 395

µνµqq̄
′ 457.0 14.8 0.6 1.7 4.1 478.2 467

τντ qq̄
′ 290.2 87.6 5.7 22.3 21.4 427.2 426

qq̄′q̄q′ – 40.6 1514.5 460.9 107.8 2123.8 2134

1997–2000
183–206 GeV

eνeqq̄
′ 1091.5 47.7 2.9 39.9 30.7 1212.7 1182

µνµqq̄
′ 1356.7 43.3 1.7 15.2 11.0 1417.8 1402

τντ qq̄
′ 849.3 248.6 16.0 72.2 55.6 1241.6 1270

qq̄′q̄q′ – 131.6 4421.0 1399.5 269.8 6222.0 6446

to describe background processes. The reconstructed event
mass mfit and its estimated error σfit are both obtained
from the constrained fit. The distribution of background
events is extracted from simulation as a function ofmfit.
The signal function S′′ is defined in terms of S and S′

as discussed below. The function S relies on the convolu-
tion of three components, using x and m as the dummy
integration variables:

S(mfit, σfit|MW , ΓW )

=

∫ EBEAM
0

dmG[mfit−m,σfit]

×

∫ 1
0

dxPS(m(1−x))BW[m(1−x)|MW , ΓW ]RISR(x) .

(4)

BW is a relativistic Breit–Wigner distribution represent-
ing theW mass distribution,

BW(m|MW , ΓW ) =
1

π

ΓW

MW

m2

(
m2−MW

2
)2
+
(
m2 ΓW

MW

)2 ,

(5)

and PS is a phase-space correction factor

PS(m) =

√
1−
4m2

s
.

The convolution with the Gaussian function G de-
scribes the detector resolution. The width of the Gaussian
depends upon the reconstructed mass error obtained in the
constrained fit for that event.
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The ISR spectrum is parameterised as

RISR(xγ) = βx
(β−1)
γ ,

where xγ is the ratio of the photon energy to the centre-
of-mass energy and β is calculated from the electromag-
netic coupling constant (α), the centre-of-mass energy
squared (s) and the electron mass (me):

β =
2α

π

[
ln
(
s/m2e

)
−1
]
.

Due to the constrained fit, aW produced at massmwill
be reconstructed to a good approximation as m/(1−xγ)
in the presence of an undetected ISR photon, giving a tail
at high mass in the measured spectrum. This tail is well
described by the integration on the photon spectrum in (4).
The event selection contains a significant fraction of

τντ qq̄
′ events in the electron and muon channel samples,

and of eνeqq̄
′ events in the tau sample (see Table 2). In the

tau channel the mass of the event is determined from the
jet system. The behaviour of true τντqq̄

′ and eνeqq̄
′ events

in this fit are found to be similar, and S′′ = S in this chan-
nel. However, in the electron and muon channel samples
the behaviour of the τντ qq̄

′ events is somewhat different to
that of the eνeqq̄

′, µνµqq̄
′ events. The τντ qq̄

′ events have
a worse mass resolution and introduce a small negative off-
set on the mass. The fraction of tau events that have been
wrongly classified and are contained in the electron and
muon channel samples has been parameterised in bins of
the lepton energy and the measured missing mass. This
fraction Pτe is then taken into account in the likelihood
function for the electron andmuon samples, by defining the
signal function S′′ as

S′′ = (1−Pτe)S+PτeS
′ ,

where S′ is analogous to S, but with the width of the Gaus-
sian resolution function increased according to a factor de-
termined from simulation studies. All remaining biases in
the analysis due to using this approximate likelihood de-
scription are corrected for in the calibration procedure as
described in Sect. 5.4.

5.3 Fully-hadronic decay channel

TheW+W− → qq̄′q̄q′ events constitute 46% of allW+W−

decays. The event masses can be reconstructed from the
observed set of jets. The kinematics of the jets can be sig-
nificantly over-constrained in a kinematic fit, improving
the event mass resolution, by imposing momentum con-
servation and the measured centre-of-mass energy. The
influence of the many ambiguities in the event reconstruc-
tion, which dilute the statistical information, is minimised
by optimally weighting the different hypotheses in the like-
lihood fit ofMW or ΓW .
The dominant systematic error is due to the possible in-

fluence of final state interference effects between particles
from the two decaying W s. Reconstructing the jet direc-
tions using only the particles from the core of the jet re-
duces the possible effects of these final state interference

effects. This technique and the mass estimator based on all
observed particles are both discussed in Sect. 5.3.2.

5.3.1 Event selection

As in the semi-leptonic analysis, appropriate criteria were
imposed on the functionality of the detector when select-
ing the data sample for analysis. The corresponding in-
tegrated luminosities, at each centre-of-mass energy, are
given in Table 1.
The event selection can be separated into three stages.

First a pre-selection is performed to reduce the data sample
to events with a high multiplicity and high visible energy.
In the second stage events with a four or five jet topology
are retained.The observables onwhich the selection ismade
are chosen to be, to a good approximation, independent of
the centre-of-mass energy

√
s: the same selection criteria are

used for all energies for the pre-selection and jet topology
selection. The final stage of the event selection is to use the
inter-jet angles and jetmomenta to estimate the probability
that this was aW+W−→ qq̄′q̄q′ event.
The pre-selection cuts applied are as follows:

– The charged particle multiplicity should be larger
than 13;
– The total visible energy of the event must exceed
1.15

√
s
2 ;

– The scaled effective centre-of-mass energy
√
s′√
s
[31] is re-

quired to be equal to or larger than 0.8;
– Rejection of events tagged as likely to be containing b
quarks [32, 33].

The last criterion removes 7% of the remaining Z→ qq̄(γ)
and 18% of the remaining ZZ events, while changing the
signal selection efficiency by less than 1%. The distribu-
tions of data and simulation events for the scaled effect-
ive centre-of-mass energy and combined b-tag variable are
shown in Fig. 3; the cut on the combined b-tag variable re-
tains all events below 2.
The remaining events are then clustered using the

DURHAM [34, 35] jet clustering algorithm with a fixed
ycut of 0.002. The jets obtained are required to have an in-
variant mass of greater than 1 GeV/c2 and contain at least
three particles. If the jets do not meet these criteria or more
than five jets are obtained, the clustering is continued to
higher values of ycut. Events that cannot be clustered into
either four or five jets that fulfill these criteria are rejected.
The initial ycut value of this procedure was optimised for
maximal sensitivity to MW and results in a sample of ap-
proximately 50% four- and 50% five-jet events.
The jets obtained from this procedure are then used

in a constrained fit, described in Sect. 5.1, where momen-
tum conservation and the measured centre-of-mass en-
ergy are enforced. From the fitted jets a topological ob-
servable, Dpur, was formed to discriminate between signal
events and Z→ qq̄ events with hard gluon radiation:

Dpur = θ
fitEfit

√
θ̃fitẼfit ,

where Efitj and Ẽ
fit
j are the smallest and second smallest

fitted jet energies and θfitij and θ̃
fit
ij are the smallest and sec-
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Fig. 3. The distribution of two event selection variables for candidate qq̄′q̄q′ events from the full LEP2 data sample and the
corresponding simulation samples. The left hand plot shows the scaled effective centre-of-mass energy, the right hand plot the
combined b-tag variable. The distributions are shown after the cuts on all other pre-selection variables have been applied

ond smallest fitted inter-jet angles. The expected fraction
of qq̄′q̄q′ events (W+W− or ZZ) in the selected sample,
the event purity P 4f , is parameterised as a function of this
variable. This fraction of qq̄′q̄q′ events, i.e. doubly resonant
events rather than just W+W− events, is used in the the-
oretical distribution function described below. Events with
an estimated purity below 25% are rejected. The distri-
bution of the Dpur observable is shown in Fig. 4 for both
the four- and five-jet topology events, and the numbers
of selected events are given in Table 2. An excess of data
events over the expected number of simulation events was
observed.

5.3.2 Cone jet reconstruction

The largest contribution to the systematic uncertainty in
the fully-hadronic decay channel arises from the hypothe-
sis, used throughout the likelihood construction, that the
fragmentation of the partons from both W bosons hap-
pens independently. However, Bose–Einstein correlations
(Sect. 6.11) and colour reconnection (Sect. 6.12) effects
may result in cross-talk between the twoW systems. A jet
reconstruction technique is presented here that has been
designed to have reduced sensitivity to colour reconnection
effects.
Conventionally, as used for the jets in the semi-leptonic

analysis, the particles in the event are clustered into jets
using a jet clustering algorithm and the energy, magnitude
of the momentum and direction of the jet are reconstructed
from the clustered particles. The jet momentum and en-
ergy are then used as the input to the kinematic fit. This
technique is referred to in this paper as the standard re-
construction method and provides the optimal statistical
sensitivity.
In the alternative reconstruction algorithm discussed

here the effect of particles in the inter-jet regions on the

reconstructed jet direction is reduced. This is achieved
by using a cone algorithm. The initial jet direction
	p jet is defined by the standard clustering algorithms
(DURHAM [34, 35], CAMBRIDGE [36] or DICLUS [37])
and a cone of opening angle Rcone defined around this as
in Fig. 5. The jet direction is recalculated (direction (1) on
the figure) using those particles that lie inside the cone.
This process is iterated by constructing a cone (of the same
opening angleRcone) around this new jet direction and the
jet direction is recalculated again. The iteration is contin-
ued until a stable jet direction	p jetcone is found. Only the jet
direction is changed in this procedure, the magnitude of
the momentum and the jet energy are rescaled to compen-
sate for the lost energy of particles outside the stable cone.
The value of the cone opening angle Rcone is set to 0.5 rad,
a value optimised for the measurement of the colour recon-
nection effect as reported in [38].
This cone jet reconstruction technique reduces the sen-

sitivity to the colour reconnection effect (see Sect. 6.12) at
the expense of some statistical sensitivity. The expected
statistical uncertainty increases by approximately 14%.
This technique has been applied only to the W mass and
not to theW width analysis.
This technique of jet reconstruction should not be

confused with the alternative jet clustering algorithms
(DURHAM, CAMBRIDGE or DICLUS) used in the an-
alysis (see below). The alternative jet clustering algorithms
are used as the starting point for the cone jet reconstruc-
tion in order to improve the statistical sensitivity of the
analysis rather than to reduce the sensitivity to colour re-
connection effects.

5.3.3 Likelihood function

Event ideograms. Each of the selected events is analysed
through the use of a likelihood ratio function, which we will
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Fig. 4. The left hand plots show the distribution of the Dpur variable for four-jet (top) and five-jet (bottom) events from the full
LEP2 data sample and the corresponding simulation samples. The right hand plots show the distribution of the four-fermion event
purity with this variable at a centre-of-mass energy of 199.5 GeV extracted from simulation events. The fitted parameterisation of
this distribution is given by the line

label here as the event ideogram. The final ideogram for
each event consists of the weighted sum of the ideograms
produced using a range of event reconstruction hypothe-
ses hi. These reconstruction hypotheses, including for ex-
ample the possible different associations of the jets to their
parentW bosons, are discussed below. The details of how

these hypotheses are combined is then described below
under the heading of ‘Ideogram sum’.
The ideogram reflects the relative compatibility of

the kinematics of the event with the premise that two
heavy objects, with masses mx and my, were produced.
The ideogram is based on the least square, χ24C , of the
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Fig. 5. Illustration of the iterative cone jet reconstruction algo-
rithm used for the fully-hadronic W mass analysis as discussed
in the text

energy and momentum constrained fit of the observed
set of jet kinematics, {p̄j}, of the reconstructed final
state.
Thus, for each pair of test masses 	m= (mx,my), we can

obtain the χ24C({p̄j}|	m, hi). As the calculation of the χ
2

over the full mass 	m-plane is computationally intensive we
apply the following approximation in the analysis. The χ2

is only calculated once per hypothesis hi at the minimum
of the χ24C(	m) in the full 	m-space. The probability in all
other points 	m= (mx,my) is calculated using a Gaussian
approximation for the χ2(	m) given by

χ2i (mx,my)� χ
2
4C+(m−m

fit)TV−1(m−mfit) ,

Fig. 6. Examples of a reconstruction hypothesis weighted sum of two-dimensional probability ideograms (see text) for a four-
jet (left) and five-jet (right) hadronic event. The ideograms include terms from each potential jet pairing, three jet clustering
algorithms and possible ISR emission. The 1, 2, 3 and 4 sigma contours are shown

with

m=

(
mx
my

)
,

mfit =

(
mfitx

mfity

)
.

The massesmfitx ,m
fit
y , and the covariance matrixV are

taken from the 4C kinematic fit. When the χ24C is larger
than the number of degrees of freedom (NDF = 4), the
χ2i (mx,my) is rescaled with a factor NDF/χ

2
4C in order to

compensate for non-Gaussian resolution effects.
This procedure decreases the computing time taken by

an order of magnitude compared with the full six con-
straint fit [3], while resulting in only a minimal reduction in
theW mass precision obtained (2±1%).
We denote the ideogram of the event under hypothe-

sis hi as P ({p̄j}|	m, hi). Assuming a Gaussian form, this is
calculated from the χ2 as follows:

P ({p̄j}|	m, hi)d 	m= exp

(
−
1

2
χ24C({p̄j}|	m, hi)

)
d 	m .

Example ideograms are shown in Fig. 6. These ideo-
grams show the weighted sum of the reconstruction hy-
pothesis ideogram terms for an individual event. The re-
construction hypotheses, which we will discuss in the fol-
lowing sections, include a range of options for the jet clus-
tering algorithms that assign particles to jets, the possible
associations of jets toW bosons, and a treatment for events
that may have significant initial state radiation.

Jet pairings. As discussed in Sect. 5.3.1, the reconstructed
particles in the event were clustered into four or five
jets. These jets can then be associated to their parent W
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bosons. For events clustered into four (five) jets there are
three (ten) combinatorial possibilities for the jet pairing
intoW bosons. The relative probability of each of these jet
pairings to be the correct jet association is estimated.
This jet to W boson association weight, wk, is esti-

mated as a function of the reconstructed polar angle of the
W boson and the estimated charge difference between the
two reconstructed W bosons in the event. For the five-jet
events the transverse momentum of the gluon jet is also
used.
The production angle θW of the W+ (W−) boson

is correlated with the flight direction of the incoming
e+ (e−) beam. For each jet pairing theW boson polar angle
was calculated and its probability Pθ(θW ) assessed from
a centre-of-mass-dependent parameterisation of correctly
paired simulation events.
The jet chargeQijet for jet i in the clustered event can be

measured as

Qijet =

∑njet
n=1 |	pn|

0.5qn∑njet
n=1 |	pn|

0.5
,

where njet are all charged particles in jet i, while qn and	pn
are their charge and momentum. For each association k
of the jets to their parent W bosons the charge differ-
ence ∆Qk =Q

W1
k −Q

W2
k is obtained. Again, the probabil-

ity of this being the correct jet assignment is assessed using
a Monte Carlo simulation-derived parameterisation. The
relative weight for each jet pairing k can be expressed as

wWk = PW+(∆Qk)Pθ
(
θkW1
)

+(1−PW+(∆Qk))Pθ
(
π− θkW1

)
.

In five-jet events, a two-jet and a three-jet system are
considered. The three-jet system is considered as compris-
ing a qq̄ pair and a gluon jet. The probability of emission
of a gluon from a qq̄ pair is approximately inversely pro-
portional to the transverse momentum of the gluon with
respect to the original quarks. Hence, the most probable
gluon jet in the three-jet system is the jet with the small-
est transverse momentum (kT) with respect to the two
other jets in the candidateW boson rest frame. Each of the
ten possible jet associations, in this five-jet event, is then
given a relative weight from its most probable gluon jet of
wgluonk = 1/kT.
The combined relative jet pairing weight of each com-

bination is given by multiplying the jet pairing weights
wWk and, for five-jet events, also multiplying by the w

gluon
k

weight. The relative weights are then normalised so that
the sum of the weights for all the jet pairing combinations
of the event is 1, giving combination weightswk. The use of
all the jet pairings, rather than simply picking the best one,
improves the statistical precision of this analysis by 4%.

Jet clustering algorithms. Several standard jet clustering
algorithms are used in this analysis. Whilst the overall
performances of the algorithms are similar, the recon-
struction of an individual event can differ significantly. In
this analysis, the event ideograms were reconstructed with
three clustering algorithms DURHAM, CAMBRIDGE

and DICLUS. The ideograms resulting from each cluster-
ing algorithm are summed with fixed optimised relative
weights, wc, determined from simulation events. The sum
of the three-jet clustering weights for one event is nor-
malised to 1.
The use of a range of jet clustering algorithms, rather

than taking only one, improves the statistical precision of
this analysis by 5%.

Initial state radiation hypotheses. A kinematic fit (see
Sect. 5.1) is performed with modified constraints and an
extra free parameter pfitz to account for the possible emis-
sion of an ISR photon of momentum pz inside the beam
pipe. The modified constraints are

nobjects∑
i=1

(E, px, py, pz)i =
(√
s−
∣∣pfitz
∣∣ , 0, 0, pfitz

)
.

The probability that the missing momentum in the z
direction is indeed due to an unseen ISR photon was ex-
tracted from the simulation as a function of |pfitz |/σpz ,
where σpz is the estimated error on the fitted z momentum
component; only events with this ratio greater than 1.5 are
treated with the mechanism described below.
Additional ideograms are then calculated for these

events, with a relative weight factor derived from the ISR
hypothesis probability. The ideogram obtained without
the ISR hypothesis is given a relative weight 1, while the
other ideograms obtained from this procedure are given
relative weight factors according to the distribution shown
in Fig. 7. The weights are then normalised such that the
sum of the ISR and no ISR hypotheses for an event sum
to 1, giving ISR weights wisr.
This treatment is applied to 15% of the events and re-

sults in an improvement of the expected W mass error for
these events of 15%.

Fig. 7. Parameterised weight given to the ISR solution of the
kinematic fit, relative to the unity weight of the no ISR so-
lution, as a function of the |pfitz |/σpz value of the event for
different centre-of-mass energies. The period with a damaged
TPC sector (S6) is indicated with a dashed line
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Ideogram sum. An ideogram is produced for each event
under each of the possible reconstruction hypotheses. For
four-jet events there are three jet association hypothe-
ses to be performed with three clustering algorithms and
maximally two ISR hypotheses, giving a total of eigh-
teen ideograms. For five-jet events there are sixty possible
ideograms. The final ideogram for each event is produced
as a weighted sum of these:

P ({p̄j}|	m, {hi})

=
3 or 10∑
k=1

2∑
isr=1

3∑
c=1

wkwisrwcP ({p̄j}|	m, hk,isr,c) ,

where the sum over k takes into account the three or ten
possible jet pairings in the event, the sum over isr the
two different initial state radiation hypotheses used in the
kinematic fit and the sum over c the three jet clustering
algorithms. The sum of all weights for each event is fixed
to unity, so that while possible reconstruction hypotheses
within an individual event have different weights the over-
all weight for each event is the same.

Likelihood. To obtain information about MW and ΓW
a theoretical probability distribution function,
P (	m|MW , ΓW ), is required predicting the population
density in the 	m-plane of the event ideogram. The ideogram
in 	m-space can then be transformed into a likelihood,
Le(MW , ΓW ), in the (MW ,ΓW )-space by convoluting it
with this expected distribution P (	m|MW , ΓW ):

Le(MW , ΓW )

=

∫ mmax
mmin

∫ mmax
mmin

P ({p̄j}|	m, {hi}) ·P (	m|MW , ΓW )d 	m ,

(6)

where the two-dimensional integral is over the relevant
kinematic region in the 	m-space. This region is taken to be
mmin = 60GeV/c

2 and mmax = 110GeV/c
2, and the com-

bined ideogram is normalized to unity in the same region:

∫ mmax
mmin

∫ mmax
mmin

P ({p̄j}|	m, {hi})d 	m= 1 .

Theoretical distribution function. The theoretical proba-
bility distribution function, P (	m|MW , ΓW ), predicts the
population density in the 	m-plane of the event ideogram
for a given MW and ΓW . To provide an accurate de-
scription of the data the form assumed for P (	m|MW , ΓW )
must take into account not only the expected distribu-
tion for the W+W−→ qq̄′q̄q′ signal events but also that
of the background events in the selected sample. The two
principal components of the background, Z→ qq̄(γ) and
ZZ→ qq̄′q̄q′, are considered.
The background process Z→ qq̄(γ) does not have

a doubly resonant structure and a uniform population of
these events is expected in the 	m-space independent of
the values of the parameters (MW , ΓW ). Therefore, the
probability density function from this background source

is assumed to be a constant denoted B. The probability
(P 4f ) that a given event is a qq̄′q̄q′ event was calculated
from the event topology as described in Sect. 5.3.1.
The W+W−→ qq̄′q̄q′ and ZZ→ qq̄′q̄q′ events both

have a doubly resonant Breit–Wigner structure in the
	m-plane, modulated by a phase-space correction factor
PS(	m|

√
s) due to the nearby kinematic limitmW+ +mW−

≤
√
s. The probability density function component used to

model four-fermion events is given by

S(	m|MW , ΓW ) = PS(	m|
√
s)

×

[
σ̃WWs

σ̃WWs + σ̃ZZs
BWWW (	m|MW , ΓW )

+
σ̃ZZs

σ̃WWs + σ̃ZZs
·BWZZ(	m|MZ , ΓZ)

]
,

where σ̃WWs and σ̃ZZs reflect the accepted cross-sections,
calculated from simulation, of respectively the W+W−

and the ZZ final states. These cross-sections are centre-of-
mass energy dependent but are independent of the recon-
structed event topology.
The two-dimensional Breit–Wigner distribution is ap-

proximated as the product of two one-dimensional Breit–
Wigner expressions:

BWWW (	m|MW , ΓW )

= BWW (mW+ |MW , ΓW )×BWW (mW− |MW , ΓW ) ,

with BWW given by the expression in (5) of Sect. 5.2.3.
An expression of the same form is assumed for the ZZ
component.
A dependence on the centre-of-mass energy is also in-

troduced into S(	m|MW , ΓW ) through the phase-space cor-
rection factor PS(	m|

√
s):

PS(	m|
√
s) =

1

s

√
(s−m2

W+
−m2

W−
)2−4m2

W+
m2
W−
.

The combined density function is then constructed
from the signal and background terms:

P (	m|MW , ΓW ,
√
s) = P 4fS(	m|MW , ΓW ,

√
s)

+ (1−P 4f)B .

Utilising this probability density function, and the
event ideogram, (6) may be used to calculate the event
likelihood function. The extraction of the parameters of in-
terest, MW and ΓW , from the event likelihood functions
are discussed below.

5.4 Mass and width extraction

The mass and width of the W boson are extracted from
maximum likelihood fits to data samples. This section de-
scribes this procedure, the calibration applied and the
cross-checks of this method that have been performed.
The distribution of the reconstructed invariant masses

of the selected events after applying a kinematic fit, impos-
ing four-momentum conservation and the equality of the
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Fig. 8. The distribution of the reconstructed W masses from a kinematic fit with five constraints imposed in the a eνeqq̄
′,

b µνµqq̄
′, c τντqq̄

′ and d and e qq̄′q̄q′ analysis channels at all energies. d shows the data sample taken at all energies until
September 2000, the data taken after that with a damaged TPC sector are shown in e. In d and e only the jet pairing with the
highest probability is included in the figures. The simulation samples have been normalised to the same integrated luminosity as
the data
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two di-jet masses, are shown in Fig. 8. This figure is pro-
vided for illustrative purposes only, the mass and width
fitting procedure is described below.
The combined likelihood of the data can be obtained

from the product of the event likelihoods described above.
In practice this is achieved by performing the sum of the
logarithms of the individual event likelihoods. The fitted
data samples are divided by data taking year and applied
event selection. For the mass fit the data from the fully-
hadronic event selection and the electron, muon and tau
semi-leptonic selections are all fitted separately. In the de-
termination of theW width, where the relative precision is
much worse, the data are divided only into fully-hadronic
and semi-leptonic selection samples. The procedure for
combining the results from each of these fits is discussed
in Sect. 7.
The W mass and width are extracted from maximum

likelihood fits. The W mass fit is performed assuming the
Standard Model value for theW width (2.11GeV/c2). The
W width was obtained assuming a mass of 80.4GeV/c2.
The correlation between MW and ΓW was found to have
a negligible impact on the extracted mass and width value:
the current uncertainty of 44MeV/c2 on ΓW [42] gives rise
to a 0.6MeV/c2 uncertainty in the extractedMW .
The terms used in the likelihood and described above

are functions that approximate a description of the under-
lying physics and detector response. Hence, this approach
necessitates a calibration of the analysis procedure. The
calibration is performed using signal and background simu-
lation events for which the true mass and width values
are known. Rather than regenerating the events at a range
of mass and width values, the calibration of the analy-
sis uses reweighted events. The reweighting was performed
using the extracted matrix element of the WPHACT and
YFSWW generators. The reweighting procedure is cross-
checked using independent simulation events generated at
threeW mass and width values. In the fully-hadronic chan-
nel where both the standard method and the cone jet re-
construction technique are applied to the W mass meas-
urement, both analyses are calibrated separately: the illus-
trative values reported in this section are for the standard
analysis.
A high statistics simulation sample is used to calibrate

the analysis, comprised of an appropriate mixture of signal
and background events. The result of the likelihood fit as
a function of the simulated W mass is shown in Fig. 9 for
the µνµqq̄

′ channel analysis at
√
s= 189GeV. The analysis

has a linear behaviour in the mass window of interest, and
the calibration curves are defined by two parameters:

– The slope of the generated mass against fitted mass
line;
– The offset defined at a fixed reference point. This
point is chosen to be the value used in our simula-
tion; 80.4GeV/c2 for the mass and 2.11GeV/c2 for the
width.

The slopes at different energies are found to be compat-
ible, and their mean values are respectively 0.984±0.013,
0.993±0.006 and 0.963±0.013 in the eνeqq̄′, µνµqq̄′ and
τντ qq̄

′ analyses. In the qq̄′q̄q′ analysis the slope was com-

Fig. 9. W mass calibration curve in the µνµqq̄
′ channel at√

s= 189 GeV. The dashed line indicates the result that would
be obtained without any analysis bias

patible with unity to within 2% at all centre-of-mass ener-
gies and no slope calibration was applied.
The highly linear behavior, with a value of the slope

close to unity is an a posteriori justification of the fit-
ting functions used in the likelihood fit and described
in Sect. 5.3.3. The remaining effects not taken into account
by these fitting functions give rise to the offset. As an ex-
ample, the calibration offsets at

√
s= 189GeV are respec-

tively −0.108±0.012, −0.215±0.010, −0.252±0.015 and
−0.222±0.006GeV/c2 in the eνeqq̄′, µνµqq̄′, τντ qq̄′ and
qq̄′q̄q′ analyses for the mass. The offsets vary slightly with
the centre-of-mass energy.
The same procedure is also applied for the W width

analyses. In the �ν�qq̄
′ channel a slope of 0.894±0.008 is

obtained independent of the centre-of-mass energy and the
offset at

√
s= 189GeV was +0.065±0.015GeV/c2 . How-

ever, in the qq̄′q̄q′ analysis the slope is found to be depen-
dent on the centre-of-mass energy, the slopes at

√
s= 189

and 205GeV are approximately 1.1 and 1.2 respectively
and furthermore the relation between the reconstructed
and generated ΓW is not perfectly linear. Hence the off-
set is parameterised as a function of the generated W
width and the centre-of-mass energy. The calibration off-
set at

√
s = 189GeV is 183±13MeV/c2 at the reference

width.
The analyses are corrected with these calibration re-

sults, and the statistical error on the offset is included in
the systematic error (see below).
After applying the calibration procedure, the consis-

tency of the analyses is checked. Sets of simulation events,
with a sample size the same as the data, containing the ex-
pected mixture of signal and background events were used
to test the analyses. Figure 10 shows error and pull plots
from analysing 20000 or more such samples, where the pull



20 The DELPHI Collaboration: Measurement of the mass and width of the W boson

Fig. 10. The errors (left) and pulls
(right) of the W mass fits for each
semi-leptonic analysis channel and
the fully-hadronic channel. These
plots were obtained using simulated
event samples with the same statis-
tics as the data sample collected
at 200 GeV. The errors obtained on
the fits to the data samples were
365 MeV/c2 for the eνeqq̄

′ analysis,
282 MeV/c2 for µνµqq̄

′, 438 MeV/c2

for τντqq̄
′ and 149MeV/c2 for the

standard qq̄′q̄q′ analysis

is defined as

pull =
(MW fit−MW gen)

σfit
,

here the subscript ‘fit’ and ‘gen’ distinguish the result from
the calibrated analysis fit and the generated parameter in
the simulation respectively. The σfit is the error estimated
by the analysis. This error has been scaled in the analysis
to obtain a Gaussian width of one for the pull distributions,
as shown in the plots. These plots were produced at all
centre-of-mass energies for both parameters. The error dis-
tributions in Fig. 10 also demonstrate that this quantity is
in good agreement with the value obtained from the data.

6 Systematic uncertainties

The sources of systematic error that have been considered
for theW mass and width determinations are described in
the subsections below. The results of these studies at ex-
ample centre-of-mass energies are summarised inTables 14–
16. In the fully-hadronic channel, the standardmethod and
the cone jet reconstruction technique have been applied as
described in Sect. 5.3.2. The systematic uncertainties are
in agreement between these two techniques except for the

error sources from final state interactions (FSI), where sep-
arate values for the two techniques are given.

6.1 Calibration

The analysis calibration procedure is described above in
Sect. 5.4. The accuracy with which the offset of the ana-
lyses can be determined is limited by the size of the gener-
ated simulation samples. Sufficient events were generated
to limit this error to 5% or less of the statistical error on the
mass or width determination in any given channel.

6.2 Detector effects – muons

Contributions to the systematic error on the W mass and
width due to the reconstruction of muons are considered
in this section. These were evaluated using the Z→ µ+µ−

events collected at the Z peak during the LEP2 period.
The systematic uncertainties determined by these studies
for theW mass analysis are presented in Table 3.

Inverse momentum scale. The primary sources of system-
atic error on the muon momentum scale are the detector
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Table 3. Contributions to the systematic error on theW mass
measurement at 189 and 205 GeV related to the lepton re-
construction. The uncertainties on each of these numbers are
typically 3MeV/c2

MW lepton correction systematic errors (MeV/c
2)

Sources of systematic error eνeqq̄
′ 189 GeV eνeqq̄

′ 205 GeV

Electron energy scale 18 22
Electron energy resolution – –
Electron energy linearity 16 11

µνµqq̄
′ 189 GeV µνµqq̄

′ 205 GeV

Muon 1/p scale 16 21

µ+ µ− 1/p difference 1 4
Muon 1/p resolution – –

alignment or possible reconstruction distortions (particu-
larly in the TPC). As a result of these effects, we may also
anticipate an opposite bias on the measured track curva-
ture for positive and negative muons.
Corrections to the inverse momentum scale, 1/p, are

calculated from the selected µ+µ− samples. The mean in-
verse momentum, 〈1/p〉, is calculated separately for posi-
tive and negativemuons in different bins of the polar angle,
and a correction for the positive muons is defined as

1

2

(〈
1

p−

〉
−

〈
1

p+

〉)
, (7)

with the opposite sign correction applied to negative
muons. These corrections are typically of the order 1 to
2×10−4GeV−1 c, except in the polar angle regions at the
junction between the barrel and endcaps where the correc-
tion can reach 10−3 GeV−1 c in the worst case. In the simu-
lation this correction is, as expected, compatible with zero.
After applying the corrections 〈1/p〉data and 〈1/p〉simulation
are found to be in agreement within 0.2%, and this value is
used to calculate the systematic on the muon inverse mo-
mentum scale. The systematic uncertainty on the positive
and negative muon inverse momentum scale difference is
estimated by varying the correction by ±50% of its value.

Inverse momentum resolution. The momentum resolution
(typically 0.001GeV−1 c in 1/p) was found to be com-
monly around 10% better in simulation events than in
the data. This discrepancy, determined for all years of
LEP2 and polar angle regions, is corrected by smearing
the simulation with a Gaussian. An additional smearing of
±0.0003GeV−1 c in 1/p is used to estimate the systematic
error resulting from this correction. This systematic does
not affect theMW determination but is a small component
of the ΓW measurement uncertainty for events containing
muons.

6.3 Detector effects – electrons

Contributions to the systematic error on the W mass and
width due to the reconstruction of electrons are considered

in this section. These were evaluated using the Bhabha and
Compton events collected at the Z peak and high ener-
gies during the LEP2 period. The systematic uncertainties
determined by these studies for the W mass analysis are
presented in Table 3.

Energy scale. The reconstructed energy of electrons was
compared between data collected at the Z peak and fully
simulated samples of Bhabha events. In the barrel re-
gion of the detector the data and simulation are in good
agreement. However, in the forward directions a slight
difference is observed between the data and simulation
(see Fig. 11) and attributed to an underestimation of the
quantity of material in the simulation before the electro-
magnetic calorimeter in the DELPHI endcaps. A correc-
tion is applied to the simulation by introducing the ef-
fect of extra bremsstrahlung emission corresponding to an
additional 3% of a radiation length. Following [43], the
probability w that an electron of initial energy E0 has an
observed energy between E and E+ dE after traversing
a thickness of t radiation lengths is

w(E0, E, t)dE =
dE

E0

[ln(E0/E)]
(t/ ln 2)−1

Γ (t/ ln 2)
. (8)

For each event, the corrected energy E is chosen randomly
according to the distribution w. The optimal value of the
parameter t was adjusted from the data and simulation
comparison.
After the endcap correction was applied, good agree-

ment between data and simulation was obtained through-
out the detector. The residual systematic error on this
absolute energy scale is estimated to be±0.3% of the meas-
ured energy and is estimated from the selection cut sta-
bility and statistical precision of the data and simulation
comparison.

Energy resolution. The resolution on the reconstructed
electron energies was also compared between the data and
simulation Bhabha samples. The agreement is improved
by applying a Gaussian smearing to the simulation with
a width varying between 1 and 2% of the measured electron
energy in the barrel, and 2 to 4% in the endcaps, depend-
ing on the year of data taking. The systematic error on this
smearing Gaussian width is estimated to be ±1% of the
measured energy. This systematic does not affect theMW
determination but is a small component of the ΓW meas-
urement uncertainty for events containing electrons.

Energy linearity. The reconstructed electron energy was
also studied as a function of the true energy. The Z peak
and high energy running provided high statistic Bhabha
samples with which to study electrons of 45 GeV and above
100GeV energy. For these samples the “true” electron en-
ergy is taken from the beam energy. The reconstructed
electron energy was also checked using low energy electrons
from Compton events at the Z peak, and high energy elec-
trons from radiative Bhabha scattering at high centre-of-
mass energy. In these cases the true energy of the lepton is
deduced from 3-body kinematics using only the angular in-
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Fig. 11. The ratio E/Ebeam for electrons in the endcaps from Bhabha events recorded at the Z peak in 1998. The shaded his-
togram is the simulation and the points are the data. Plot (a) shows the raw distribution, while plot (b) gives this after the
bremsstrahlung correction discussed in the text. The resolution correction (see text) has also been applied

Fig. 12. The double ratio of reconstructed and true average energy values in data and simulation, 〈Erec/Etrue〉data/
〈Erec/Etrue〉MC, for data taken in 2000. The shaded area represents the quoted systematics due to a possible dependence of the
energy calibration with the electron energy. The left hand plot is for electrons observed in the barrel electromagnetic calorimeter
and the right hand plot for electrons in the endcap. Note that, by construction, the Bhabha point at 45 GeV is at one

formation and assuming that the unseen particle was along
the beam axis. Figure 12 shows the compatibility of the re-
constructed electron energy in data and simulation, only
statistical errors are shown. One of the three points meas-
ured for radiative Bhabhas in the Barrel shows a discrep-
ancy but this effect is not confirmed by the better meas-
ured high energy (non-radiative) Bhabha point, whereas
physical calibration problems such as threshold effects or
leakage in the calorimeter would be expected to increase
in size with energy. Hence, no additional corrections are
applied. A systematic error is estimated assuming a devia-

tion of the energy calibration slopeEdata/Esimulation versus
Esimulation of 1% over the range 25 to 70GeV. These values
approximately correspond to the relevant energy range for
the observed electrons in the analysis.

6.4 Detector effects – taus

The τντqq̄
′ channel differs from the other W+W− semi-

leptonic decay channels as these events contain two (or
three for leptonic tau decays) neutrinos in the final state.
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Thus, the mass of the event can be determined only from
the decay products of the other W . As a result the lepton
systematics described in the preceding sections are not rel-
evant to the τντqq̄

′ channel. The only relevant systematic
involving the tau decay products arises from uncertainties
in the assignment of the reconstructed tracks between the
tau product and the hadronically decaying W . This effect
is small compared with the overall uncertainty on the jet
energy and direction, the systematic on which is considered
in the sections below.

6.5 Jet description

Jets are composite objects, and the detector and analy-
sis response to them can be dependent on their internal
structure. Therefore it is not straightforward to separate in
a clean way uncertainties arising from the modelling of the
detector in the simulation from those due to the theoretical
description of the jet structure.
Moreover this description is not based on exact calcu-

lations, whose uncertainty can be in principle reasonably
well estimated, but on phenomenological models tuned to
best reproduce the data at the Z peak: the Lund model as
implemented in PYTHIA is the standard choice for this an-
alysis. In this situation the comparison of different models
may be a useful tool to understand which parts of the frag-
mentation description the measurement is sensitive to, but
only a direct comparison of the chosen model with well un-
derstood data samples, in particular Z hadronic decays,
can give the ultimate estimate of the uncertainty from the
observed data-simulation disagreements.
The jet studies performed are described in the text be-

low and the corresponding jet correction systematic errors

Table 4. Contributions to the systematic error on theW mass
measurement at 189 and 205 GeV related to jet reconstruc-
tion. The uncertainties on each of these numbers are typically
6MeV/c2

MW Jet correction systematic errors (MeV/c
2)

Sources of systematic error 189 GeV

eνeqq̄
′ µνµqq̄

′ τντ qq̄
′ qq̄′q̄q′

Energy scale 8 6 11 8
Energy resolution 3 3 5 9
Energy linearity 12 9 12 16
Angular bias 3 5 5 2
Angular resolution – – – 8
Jet mass 9 8 8 10

205 GeV
eνeqq̄

′ µνµqq̄
′ τντ qq̄

′ qq̄′q̄q′

Energy scale 11 9 16 8
Energy resolution 8 5 8 10
Energy linearity 15 11 20 8
Angular bias 9 8 7 19
Angular resolution – – – 1
Jet mass 13 12 17 13

are provided in Table 4. The most relevant jet character-
istics were calibrated on real data control samples, and
uncertainties on these calibrations are propagated through
the analysis.

Energy scale. The absolute jet energy scale was studied
in on-peak Z → qq̄ decays, by comparing the recon-
structed energies, Erec, in data and simulation in selected
two jets events. The b-tagging technique is used to re-
move b quark jets, which are essentially not present in
W+W− decays. The true jet energy in these events is
assumed to be the beam energy Ebeam, under the as-
sumption that the bias introduced by QED ISR is de-
scribed with negligible error in the simulation (the KK2f
generator was used for these events). The double ratio
of average values 〈Erec/Ebeam〉data/〈Erec/Ebeam〉MC was
evaluated as a function of the jet polar angle and ap-
plied as a scale factor correction to the four-momentum
components of the jet in simulated events. The correc-
tion value depends on the year as well as the angular
region, with the deviation from unity ranging typically
from a few per mille up to 3%–4% in the most forward
region.
The systematic uncertainty on this correction is deter-

mined by the limited on-peak Z statistics, and it is esti-
mated to be ±0.3%.

Energy resolution. The same event sample used to study
the jet absolute energy scale was also used to calibrate the
jet energy resolution in the simulation. A Gaussian smear-
ing was determined from the data and is applied to the
simulated jet energy with a magnitude dependent on the
ratio of the reconstructed and true jet energies. This pro-
cedure takes into account the asymmetric shape of the jet
energy observable. When applying the correction to the
simulatedW+W− events an estimate of the true jet energy
is required. When the event is reconstructed with two jets
from each hadronically decaying W , the generated quark
energies are used. However, when gluon radiation has given
rise to an additional jet the true jet energy estimate is
determined by applying the same clustering algorithm as
used in the analysis to the simulated partons prior to the
detector simulation. In both cases the association of the
true and reconstructed jets is performed according to geo-
metric criteria.
The average resolution correction ranges from 4.5% of

the jet energy in the barrel to 6.6% in the endcaps. The
correction is also dependent on the year. The systematic
uncertainty on the correction is estimated to be±2% of the
jet energy.

Energy linearity. The dependence of the energy calibration
as a function of the jet energy was checked using low energy
jets from qq̄+gluon events at the Z peak and high energy
jets from e+e−→ qq̄ decays at high energy.
In the first case, the true jet energy is determined using

three-body massless kinematics. The jet energy range used
in this study is restricted to the region where the data and
simulation true energy distributions do not show sizeable
discrepancies. This energy selection avoids introducing an
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unnecessary sensitivity in this analysis to the modelling of
hard gluon radiation in the simulation.
In the second high energy jet case the effective hadronic

mass
√
s′ is required to be such that

√
s′/s > 0.95. The

true jet energy is then again determined using three-body
massless kinematics but now the third object is an hy-
pothetical ISR photon emitted along the beam pipe. The
difference between the estimated jet energy and the nom-
inal beam energy is constrained to be smaller than 10 GeV.
A jet energy linearity slope in Edata/Esimulation versus

Esimulation is then determined. The study was performed
separately in the barrel and endcap regions of the detec-
tor and for each data taking year. The results from the
different data taking years are compatible within statis-
tical errors. The study showed agreement in the slope at
typically the 0.5% level over the range 25 to 75 GeV, and
this deviation value is used to determine the systematic
uncertainty.

Angular bias. As reported in [13], the reprocessing of data
and simulation used for this analysis has a noticeable ex-
cess of tracks at low polar angles (forward tracks) in data
as compared to the simulation. The most likely cause of
this effect is an underestimation in the simulation of the
track reconstruction efficiency for low-momentum particles
at low polar angle.
This effect introduces a small bias in the distribution of

the jets’ reconstructed polar angle in the simulation com-
pared with data. In order to evaluate the effect of such
a bias, a systematic shift of the jets’ polar angle is applied
to the simulation. The shift as a function of the polar angle
itself has been determined using on-resonance Z hadronic
decays, and is found to have the form 0.008 cosθj

5.3, where
0< θj < π/2 is the polar angle of the jet. The correspond-
ingW mass and width shifts have been evaluated and sym-
metric systematic errors of these values applied. The W
mass uncertainty is reported in Table 4.

Angular resolution. A study of the acollinearity of jets in
on-peak Z → qq̄ events was performed and appropriate
smearings to the simulation of the jet angular direction, de-
pendent on the polar angle of the jet, were estimated. The
smearings on the polar angle are typically 5 mrads. A sys-
tematic error is estimated by applying an extra 5mrad
angular smearing.

Jet mass. The jet mass is known not to be exactly de-
scribed in the simulation; both inaccuracies in the frag-
mentation description (related to the jet breadth due to
soft and hard gluon radiation) and imperfections in the
modelling of the detector response (reconstruction effi-
ciencies and noise) are responsible for these discrepancies.
However, only those data-simulation differences in the jet
mass that are not compensated by differences in the inter-
jet angle are relevant for the systematic uncertainty, since
these cause systematic biases in the reconstructedW mass.
For this reason the fragmentation-induced differences

are only marginally relevant for the mass measurement.
Furthermore, the calibration procedure adopted, in par-
ticular for the energy and angular smearing, corrects for

most of the effects given by the differences in jet breadth.
The jet breadth is relevant as broader jets are worse re-
constructed: they are detected with larger uncertainties on
the jet direction; are likely to lose more energy due to the
imperfect hermeticity of the detector; and cause more con-
fusion in the jet clustering.
The jet correction procedure described above, as well

as the constrained kinematic fit, modifies all the four-
momentum components of the jet but leaves unchanged
the jet boost, i.e. the E/m ratio. It is therefore useful to
study this observable, instead of the simple jet mass.
Detector noise is a source of data-simulation discrep-

ancy, which clearly biases the reconstructed boson mass,
since it changes the mass and boost of the jets while leav-
ing, on average, the inter-jet angle unchanged. Significant
data-simulation differences in low energy neutral clusters,
both in the electromagnetic and hadronic calorimeters,
are attributed primarily to an imperfect noise description,
while the discrepancies in the charged particles of jets are
considered to be almost entirely due to the modelling of the
fragmentation.
The average effect of removing low energy neutrals be-

low 2GeV on the jet m/E was evaluated as a function of
the polar angle and of the m/E of the jet itself, since the
impact of the noise depends on the breadth of the jet. The
expected effect on the neutrals from fragmentation was
subtracted. The fragmentation effect was obtained from
charged particles, suitably scaled for the relative neutral
and charged particle multiplicity.
This m/E effect was then propagated in the full analy-

sis chain to extract the relative systematic uncertainty on
the full mass and width measurements.

Fragmentationmodel. The effect of using different hadroni-
sation models on the analysis was studied by replacing the
standard choice, PYTHIA, with both the ARIADNE and
HERWIG models, each tuned by DELPHI to best match
experimental data. The mass and width shifts were evalu-
ated at 189GeV and 207GeV centre-of-mass energies and
are reported in Tables 5 and 6. Detailed studies performed

Table 5. Effect of different fragmentation models on the W
mass determination

∆MW MeV/c
2

eνeqq̄
′ µνµqq̄

′ τντqq̄
′ qq̄′q̄q′

HERWIG – PYTHIA −7±10 −16±9 −17±13 −9±5
ARIADNE – PYTHIA −11±9 −12±9 −10±12 −15±5

Table 6. Effect of different fragmentation models on the W
width determination

∆ΓW MeV/c
2

�ν�qq̄
′ qq̄′q̄q′

HERWIG – PYTHIA +46±13 −2±11
ARIADNE – PYTHIA −9±15 +1±11
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Table 7. Effect of different fragmentation models on the W mass determination, after
reweighting the heavy particle species rates in the Monte Carlo simulations to the measured
rates

∆MW MeV/c
2

eνeqq̄
′ µνµqq̄

′ τντqq̄
′ qq̄′q̄q′

HERWIG Rew. – PYTHIA −2±10 −8±9 −5±13 −11±6
ARIADNE Rew. – PYTHIA −10±9 −10±9 −10±12 −1±4

Table 8. Effect of different fragmentation models on the W
width determination, after reweighting the heavy particle
species rates in the Monte Carlo simulations to the measured
rates

∆ΓW MeV/c
2

�ν�qq̄
′ qq̄′q̄q′

HERWIG Rew. – PYTHIA Rew. +29±13 +3±8
ARIADNE Rew. – PYTHIA Rew. −11±15 −1±8

at the Z peak showed that for several observables all the
models showed disagreements with the data and that these
disagreements were all in the same direction: the jet mass
variable, discussed in the previous paragraph, is a clear ex-
ample. Hence the results of the hadronisation model com-
parison were used only to investigate the sensitivity of the
analysis to specific features of the models, and not used di-
rectly as an evaluation of the systematic uncertainty due to
the choice of model.
The biggest difference was found to be between

PYTHIA and HERWIG and was shown to be largely due
to the different production rates of heavy particles, mainly
kaons, protons and neutrons. At parton level these dif-
ferences modify not only the jet masses but also change
the jet–jet angles accordingly, leaving the bosons invari-
ant masses unchanged. However, the reconstruction and
analysis procedure breaks this compensation since in the
fully-hadronic event reconstruction all charged particle
tracks are assigned the pion mass, and all neutrals are as-
sumed to be massless (photon-like). In the semi-leptonic
analysis, the nominal masses are used in the jet reconstruc-
tion for those particles with a positive identification, i.e. for
charged kaons and protons identified by the RICH and for
K0S and lambdas reconstructed as secondary vertexes from
their decay products [14, 15].
The HERWIG version used, although tuned to best re-

produce the Z peak DELPHI data, is known to describe
the particle production rates poorly. This is especially
the case for baryons, therefore using HERWIG accentu-
ates this particle mass assignment effect. Generally the
measured particle rates are closer to those in PYTHIA
and ARIADNE. Reweighting in the models the produc-
tion rates of the most abundant heavy particles species,
kaons and protons, reduces the disagreement among the
different models, bringing it to the level of the statistical
uncertainty of the fit. Tables 7 and 8 show the residual dis-
crepancies obtained between the models after they have
been reweighted to the PYTHIA values. The component

Table 9. Effect on the W mass of reweighting the heavy par-
ticle species rates in the Monte Carlo simulations. The mass
shifts were evaluated between the DELPHI tune of PYTHIA
and versions reweighted to 1 sigma above and below the meas-
ured particle rates. The shift value reported is the average of
the modulus of these two shifts. The measured charged multi-
plicity in a Z peak event for kaons is 2.242±0.063 [42], whereas
for protons the measured multiplicity is 1.048±0.045 [42]

∆MW MeV/c
2

Particle type eνeqq̄
′ µνµqq̄

′ τντ qq̄
′ qq̄′q̄q′

K± 0.1±0.3 0.9±0.3 1.5±0.4 0.2±0.5
Proton 2.0±0.4 1.5±0.3 3.2±0.5 3.5±0.5

of the fragmentation systematic error that is not due to
the heavy particle multiplicity effect is obtained from these
numbers. The largest value – either the central value or its
uncertainty – from either model is taken as the systematic
error estimate.
The component of the fragmentation error that is due

to the heavy particle rate was also evaluated for the W
mass analysis; this small component of the error is neg-
lected for the W width analysis. The W mass shift was
evaluated between the DELPHI tune of PYTHIA and the
same events reweighting to the measured particle rates
±1σ of their uncertainty. The average of the modulus of the
two shifts is reported in Table 9 and is taken as the esti-
mate of the fragmentation error due to the heavy particle
multiplicity.
The combined fragmentation error was evaluated for

theW mass by adding the particle reweighting effects and
the model variation uncertainty in quadrature. This frag-
mentation error is listed separately from the other jet de-
scription uncertainties in the systematic uncertainty sum-
mary tables (Tables 14–16).

6.6 Mixed Lorentz boosted Zs

An alternative method of evaluating the jet descrip-
tion systematic is to use the technique of mixed Lorentz
boosted Zs (MLBZ). This method attempts to emulate
W+W− events using two on-peak Z events. The emulated
W+W− events are constructed both from simulated events
and the large statistics sample of Z peak data events. Stan-
dardW mass andW width analyses can then be performed
on these event samples. Hence, the MLBZ method pro-
vides a direct comparison between data and the simulation
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model of choice. The difference between the measurements
made from the data and simulation MLBZs can be in-
terpreted as primarily providing a statistically sensitive
cross-check of the fragmentation systematic assigned to the
W mass and width measurements. This method would also
identify some sources of detector modelling error.
AW+W−→ ff̄ ′f̄ f ′ event is emulated by selecting two

Z events and rotating and Lorentz boosting them so that
their superposition reflects a trueW+W− event. The mix-
ture of quark species will not be the same as in true
W+W− events, it will however be the same between the
data and simulated Z samples that are used in the compar-
ison. To emulate a qq̄′q̄q′ event two hadronically decaying
Z events were used. To emulate a �ν�qq̄

′ event one Z decay-
ing into hadrons and one Z decaying into charged leptons
was used. One hemisphere of the Z → l+l− decay is re-
moved to represent theW → �ν� decay. The emulation pro-
cess is performed by manipulating the reconstructed tracks
and calorimeter energy clusters.
A realistic distribution ofW+W− events is obtained by

using event templates. The four momenta of the four pri-
mary fermions in a WPHACT W+W− event are used as
the event template. The Z events are chosen such that they
have a thrust axis direction close to the polar angle of one
of the W fermions. This ensures that the distribution in
the detector of the tracks and energy clusters selected in
the Z event follows that expected inW+W− events. Each
of the template W s is then boosted to its rest frame. The
particles in a final state of a selected Z event are rotated
to match the rest-frame direction of the fermions from the
template W . The energy and momentum of the Z events
are then rescaled to match the kinematic properties of the
W boson decay. The two Z events are then each boosted
into the lab frame of the templateW+W− event andmixed
together. The same W+W− event templates are used for
the construction of both the data and Monte Carlo simula-
tion MLBZ events, thus increasing the correlation between
both emulated samples.
Tests were performed to confirm the reliability of the

MLBZ method in assessing systematic errors. MLBZs
were produced using Zs with the PYTHIA, HERWIG and
ARIADNE models and the observed mass shifts were com-
pared and found to agree with the statistically limited
mass shifts observed in W+W− simulation events. A sig-
nificant mass shift (300MeV/c2) was introduced by using
the cone rejection algorithm (discussed in Sect. 5.3.2) for
the W mass measurement in the qq̄′q̄q′ channel. The real
and simulated MLBZs and W+W− events agreed on the
estimated size of the mass shift between the standard and
cone estimators at the 15% level.
The MLBZ method was used to create emulated

W+W− event samples. The Z events were selected from
data recorded during the LEP2 calibration runs of the
same year or from the corresponding Monte Carlo simu-
lation samples. Values for the MW and ΓW estimators
were determined separately for the data and simulation
samples. This method has been applied on a cross-check
analysis in the semi-leptonic channels and to the standard
fully-hadronic analysis. The results from the fully-hadronic
analysis are shown in Table 10. The semi-leptonic cross-

Table 10. Results obtained with the MLBZ method (see
text)

√
s ∆MW ∆ΓW

GeV MeV/c2 MeV/c2

MLBZ

qq̄′q̄q′ Data – PYTHIA 206.5 −7.9±4.9 20.1±10.5

check analysis applied the MLBZ procedure to the W
mass determination separately in the electron, muon, and
tau channels with uncertainties of around 8MeV/c2 being
obtained and the results being compatible with the system-
atic uncertainties quoted in this paper. The MLBZmethod
provides a useful cross-check of the size of the systematic
uncertainty arising from fragmentation and other jet de-
scription errors reported in the previous section. From the
values obtained from the MLBZ method we conclude that
the systematic uncertainties have not been significantly
underestimated.

6.7 Electroweak radiative corrections

The measurements of the W mass and width described in
this paper rely upon the accuracy of the event description
provided by the simulation. Hence, the modelling accuracy
of the electroweak radiative corrections implemented in the
event generator is a source of systematic uncertainty.
The radiative corrections for four-fermion events are

described in [18] and in Sect. 4.2. For W+W− (CC03)
events, the signal used in this analysis, the corrections are
based on YFSWW [23, 24] and the effect of the theoret-
ical uncertainties in it on the W mass measurement were
initially studied in [44] at pure event generator level.
In [45] this study has been performed in the con-

text of the full DELPHI simulation and analysis proced-
ure; furthermore the main uncertainties due to non-CC03
four-fermion background events have been studied. Radia-
tive corrections uncertainties on non-four-fermion back-
ground events are included in the uncertainty estimated on
the background.
Several categories of uncertainty sources have been

studied, which are considered here in turn.

W+W− Production: initial state radiation (ISR). ISR
plays a key role in the W mass analysis as it is one of
the main sources of the bias on the fitted result with
respect to the true value. This bias, which is removed
by calibrating the fits with the simulation, is due to the
energy-momentum conservation constraint used in the
kinematical constrained fits. The ISR is computed in the
YFS exponentiation approach, using a leading logarithm
(LL) O(α3) matrix element.
The difference between the best result, obtained from

implementing the O(α3) ISR matrix element, and the
O(α2) one provides an estimate of the effect of missing
the matrix element for higher orders. The missing higher
orders lead to the use of a wrong description for events with
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more than three hard photons or more than one photon
with high pt.
The difference between the best result and the O(α)

result includes the previous study, and can be used as an
estimate of the upper limit of the effect of missing the
non-leading logarithm (NLL) terms atO(α2); this effect of
missing NLL terms is expected to be smaller than the effect
from the LL terms given by this O(α3) to O(α) difference.
Also taking into account the study performed in [44], the

ISR related uncertainty can be conservatively estimated at
1MeV/c2 for themass and 2MeV/c2 on thewidth.

W decay: final state radiation (FSR). The FSR description
and uncertainty is tightly linked to the final state consid-
ered. QED FSR from quarks is embedded in the parton
shower describing the first phase of the hadronisation pro-
cess. It is therefore essentially impossible to separate it
from the rest of the hadronisation process, and the related
uncertainty is considered as included in the jet and frag-
mentation related systematics.
FSR from leptons is described by PHOTOS. The differ-

ence between the best result, based on the NLL treatment,
and the LL one can give an estimate of the effect of the
missing part of the O(α) FSR correction. While the result
depends on the semi-leptonic channel, the difference is al-
ways less than 1MeV/c2.
In [44] the effect of the missing higher orders beyond

O(α2) has been found to be negligible at generator level.
Simple perturbative QED considerations suggest that the
size of the effect should not exceed the size of the effect
from the missing part of the O(α) FSR correction; there-
fore conservatively the 1MeV/c2 can be doubled to take
into account both of these components of the uncertainty.

Non-factorizable QED interference: NF O(α) corrections.
Non-factorizable O(α) QED interference between W s
is effectively implemented through the so-called Khoze–
Chapovsky [46] (KC) ansatz.
The effect of using the KC ansatz with respect to

the Born calculation, where this interference is not de-
scribed, can be considered as an upper limit of the missing
part of the full O(α) calculation and of the higher order
terms. A dedicated study shows that the effect is less than
2MeV/c2 for all the measurements.

Ambiguities in leading pole approximation (LPA) defin-
ition: non-leading (NL) O(α) corrections. Two sources of
uncertainties are considered, following the study in [44].
The effect of missing higher orders can be, at least partly,
evaluated by changing the electroweak scheme used in
the O(α) calculation. This essentially means changing the
definition of the QED fine structure constant used in the
O(α) matrix element. The effect is very small, at the limit
of the fit sensitivity, both for the mass and the width.
The second, more relevant, source of uncertainty con-

nected to the LPA is in its possible definitions, i.e. the
ambiguity present in the way of expanding the ampli-
tude around the doubly resonant W pole. The standard
YFSWW uses the so-called LPAA definition; a comparison
with the LPAB one can give an estimate of the effect from

the intrinsic ambiguity in the LPA definition. A dedicated
study has been performed evaluating the difference

∆O(α)(LPAA−LPAB) = ∆(Best LPAA−no NL LPAA)

−∆(Best LPAB−no NL LPAB)

in order to evaluate only the effect of the different scheme
on the radiative corrections (and not at Born level). The
size of the effect is less than 1MeV/c2 for the mass and less
than 4MeV/c2 for the width.

Radiative corrections on 4-f background diagrams: sin-
gleW . The double pole approximation (DPA) is known to
be valid within a fewW widths of the double resonant pole.
The DPA correction is applied only to the CC03 part of the
matrix element (and partly to the interference, see [18]);
non-CC03 diagrams contributions are not directly affected
by the DPA uncertainty (except for possible effects in the
interference term that is relevant for the electron channel).
It is clear that this procedure still leaves the problem of

the approximated radiative corrections treatment for the
non-CC03 part of the matrix element (and the interfer-
ence). The ISR studies previously discussed can reasonably
cover the most relevant part of the electroweak radiative
corrections uncertainties present also for the W+W−-like
4-f background diagrams, e.g. the non-CC03 part. There
is, however, a notable exception: the so-called singleW di-
agrams for the qq̄′eν final state.
The bulk of singleW events are rejected in theW mass

and width analysis, since the electron in these events is lost
in the beam pipe. But the CC03-single W interference is
sizeable, and it has a strong impact on the W mass result
in the electron channel. The situation is different in theW
width analysis, where in eνeqq̄

′ events reconstructed by the
electron analysis the effects of non-CC03 diagrams and the
CC03–non-CC03 interference are opposite in sign and al-
most completely cancel.
The situation is made even more complex by the cross-

talk between channels, e.g. events belonging in reality to one
channel but reconstructed as belonging to another one.This
cross-talk is particularly relevant between semi-leptonic
electron and tau decays, and this explainswhy the τ channel
analysis is also sensitive to this uncertainty source.
The effect of this uncertainty has been studied in two

ways. Firstly, since the uncertainty on the singleW rate as-
sociated to radiative corrections is known in literature to
be about 4%, the non-CC03 part of the matrix element,
assumed to be dominated by the single W contribution,
has been varied by 4% for qq̄′eν final states. Another pos-
sible source of uncertainty related to 4-f background is
estimated by partly applying the DPA correction to the in-
terference term (see the discussion in [18]). The effect of
this way of computing the corrections can be considered
as another estimate of the uncertainty related to the 4-f
background presence.
The maximal size of these effects is about 6MeV/c2 (for

the mass in qqeν and the width in qqτν).

Total uncertainty. The results of all the studies presented
are combined in a single uncertainty for each channel. Ta-
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Table 11. Summary of the systematic uncertainties on theW
mass due to electroweak corrections. The total is computed
adding linearly the absolute values of all the contributions

MW electroweak correction systematic errors (MeV/c
2)

Uncertainty source eνeqq̄
′ µνµqq̄

′ τντ qq̄
′ qq̄′q̄q′

ISR 1.0 1.0 1.0 1.0
FSR 0.5 0.5 1.0 –
NF O(α) 1.0 1.0 1.0 2.0
NL O(α) 1.0 1.0 1.0 1.0
4-f background 5.5 0.5 1.0 0.5

Total 9 4 5 4.5

Table 12. Summary of the systematic uncertainties on theW
width due to electroweak corrections. The total is computed
adding linearly the values of all the contributions

ΓW electroweak correction systematic errors (MeV/c
2)

Uncertainty source eνeqq̄
′ µνµqq̄

′ τντ qq̄
′ qq̄′q̄q′

ISR 2.0 2.0 2.0 2.0
FSR 1.0 1.0 2.0 –
NF O(α) 2.0 2.0 2.0 2.0
NL O(α) 4.0 4.0 4.0 4.0
4-f background 2.0 1.0 6.0 1.0

Total 11 10 16 9

bles 11 and 12 present the estimates for the mass and width
from the different sources of uncertainties discussed above.
The total uncertainty per channel is conservatively

computed summing linearly the values of the contribu-
tions. All the numbers have been rounded to 0.5MeV/c2.
Reference [18] also reports a comparison of YFSWW

with the other completely independent Monte Carlo gen-
erator RacoonWW [47, 48], which implements radiative
corrections in the DPA. This study has not been directly
used in the error estimation presented here due to the
limitations in the treatment of non-collinear radiation in
RacoonWW. However, this study does provide additional
confidence in the validity of the YFSWW calculation.
As can be seen, the uncertainty on the W mass associ-

ated with the electroweak radiative corrections is found to
be less than 10MeV/c2.

6.8 LEP collision energy

The average LEP collision energy is evaluated at 15min in-
tervals of running or after significant changes in the beam

Table 13. Uncertainties on the LEP energies for the different centre-of-mass energy points

√
s nominal [GeV]

161 172 183 189 192 196 200 202 205 207

Ecm error [MeV] 25.4 27.4 20.3 21.6 21.6 23.2 23.7 23.7 36.9 41.7

energy. The measured centre-of-mass energy is imposed as
a constraint in the kinematic fit, and hence the relative
error on the collision energy translates to approximately
the same fractional error on the W mass determination.
The effect of the uncertainty on the W width determin-
ation is negligible.
The beam energy is estimated using the LEP energy

model, discussed in Sect. 2 based on 16 NMR probes in
dipole magnets around the LEP ring calibrated with the
RDP technique. The compatibility of three cross-check
methods with this determination was used to determine
a set of small energy offsets. The relative size of this offset
was energy dependent, rising to a maximum of 1.6×10−5

at 207GeV centre-of-mass energy.
The LEP energy working group also assessed the un-

certainties in the collision energies and supplied these in
the form of a 10×10 correlation matrix. The uncertainties
increase as the collision energy increases, due to the fact
that higher energies are further from the RDP normalisa-
tion region. The errors are given in Table 13. At 183GeV
centre-of-mass energy the uncertainty on the collision en-
ergy is 20.3MeV. This rises to 23.7MeV at 202GeV. For
the energy points at values of 205 and 207GeV, taken in
the year 2000, there is an additional uncertainty due to the
‘bending field spreading’ strategy, in which the corrector
magnets were powered in a coherentmanner to increase the
overall dipole field and thus the LEP energy [9]. This leads
to a larger error for the year 2000. For the energy points
at 161 and 172GeV, taken in the year 1996, there is also
a small increase in the error, compared to 183GeV, due
to increased uncertainties in the NMR calibration for this
year.
The mean energy difference between the electron and

positron beams is less than 4MeV at all energies and hence
the effect on the W mass or width determination is negli-
gible. The momentum spread of the electrons or positrons
in a bunch gives rise to a variation in the centre-of-mass
energy of the collisions and boost of the centre-of-mass
frame with respect to the laboratory frame. The spreads
in centre-of-mass collision energies have been evaluated by
the LEP energy working group [9] and range from 144 to
265MeV. The corresponding effects for the W mass and
width analyses are negligible.

6.9 Aspect ratio

The aspect ratio is defined as the ratio of the length to the
width of the detector. As all the subdetectors of DELPHI
are aligned with respect to the vertex detector, the know-
ledge of the aspect ratio is limited by the precision to which
the position and dimensions of the Vertex Detector can
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be measured. The effect of a mismeasurement of the as-
pect ratio is to introduce a bias on the measurement of the
polar angle, θ. As the W boson production polar angle is
not isotropic but forward peaked, a mismeasurement of the
aspect ratio would result in a small bias on the average
opening angle of the W decay products, and hence induce
a small bias on the reconstructedW mass.
The correspondence of hits in the overlapping silicon

modules is sensitive to a misalignment of the Vertex De-
tector. In fact the study of these overlaps constitutes an
essential part of the procedure for the alignment of the Ver-
tex Detector. From this study, discussed further in [13], it
is concluded that a reasonable estimate of the aspect ratio
uncertainty is 3×10−4. Such a bias would result in a shift
in W mass below 1MeV/c2 for the semi-leptonic channel,
and of 2MeV/c2 for the fully-hadronic one. The effect on
theW width is negligible.

6.10 Background description

The background events for the W pair selection are from
four-fermion or hadronic two-fermion processes.
The four-fermion background uncertainty is studied

and described in the electroweak corrections uncertain-
ties (Sect. 6.7) and in the jet description studies (Sect. 6.5)
parts of this paper.
The dominant source of background toW pair produc-

tion, both in the semi-leptonic and in the fully-hadronic
channel, is from Z → qq̄(γ) events.
In the semi-leptonic channel, the two-fermion back-

ground is relatively small with the main uncertainty in
its rate arising from the discrepancy between data and
simulation in the rate of misidentification of energetic pho-
tons (from radiative return to the Z peak events) as elec-
trons. This misidentification is mainly due to the electron–
positron conversion of photons and the spurious associa-
tions of forward vertex detectors hits to an electromagnetic
cluster in the calorimeter. A data-simulation comparison
shows that a 10% fluctuation of the background is possible

Table 14. Contributions to the systematic error on theW mass measurement for data taken
at a nominal centre-of-mass energy of 189 GeV. Where two uncertainties are reported in the
qq̄′q̄q′ analysis column the first corresponds to the standard analysis and the second to the
cone jet reconstruction analysis

MW systematic errors (MeV/c
2) at 189 GeV

Sources of systematic error eνeqq̄
′ µνµqq̄

′ τντqq̄
′ qq̄′q̄q′

Statistical error on calibration 12 10 15 4
Lepton corrections 24 16 – –
Jet corrections 18 15 19 24
Fragmentation 10 10 13 12
Electroweak corrections 9 4 5 5
Background 5 1 12 17

LEP energy 9 9 9 9

Bose–Einstein correlations – – – 31/26
Colour reconnection – – – 212/116

without significantly degrading the agreement between the
data and simulation. The theory uncertainty on the two-
fermion cross-section is generally small, in the worst case at
the 2% level [49].
In the fully-hadronic channel, the two-fermion back-

ground is more important, and the major contribution
to the uncertainty is from the four-jet final state pro-
duction mechanism. The study performed in [50] has
shown that the maximal difference in the estimated two-
fermion background rate is 10% coming from changing
from PYTHIA to HERWIG as the hadronisation model,
with the ARIADNE model giving intermediate results.
The effect on the W mass is 13MeV/c2 at

√
s= 189GeV,

and 4MeV/c2 at
√
s=206.5GeV, while the effect on theW

width is 40MeV/c2 over the whole range of centre-of-mass
energies.
In summary, applying a variation of ±10% on the

Z→ qq̄(γ) event rate is used to provide an estimate of
the systematic uncertainty on the background level for
both the semi-leptonic and fully-hadronic channel mass
and width measurements. This variation also covers any
discrepancies seen in the data and simulation comparison
plots shown in this paper.
The importance of the background event mass distri-

bution has also been investigated. In the semi-leptonic
analyses the mass distribution taken from the simulation
has been replaced with a constant level and half of the
variation in the result has been taken as a systematic. In
the fully-hadronic channel this systematic was assessed by
changing the generator used for the background between
PYTHIA, HERWIG and ARIADNE.
The background level and background shape uncertain-

ties were added in quadrature and the resulting errors are
reported in Tables 14–16 below.

6.11 Bose–Einstein correlations

Correlations between final state hadronic particles are
dominated by Bose–Einstein correlations (BEC), a quan-
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Table 15. Contributions to the systematic error on theW mass measurement for data taken at a nominal centre-of-mass energy
of 205 GeV. Where two uncertainties are reported in the qq̄′q̄q′ analysis column the first corresponds to the standard analysis and
the second to the cone jet reconstruction analysis

MW systematic errors (MeV/c
2) at 205 GeV

Sources of systematic error eνeqq̄
′ µνµqq̄

′ τντqq̄
′ qq̄′q̄q′

Statistical error on calibration 15 10 17 4
Lepton corrections 25 21 – –
Jet corrections 26 21 33 28
Fragmentation 10 10 13 12
Electroweak corrections 9 4 5 5
Background 4 6 19 5

LEP energy 15 15 15 15

Bose–Einstein correlations – – – 31/26
Colour reconnection – – – 212/116

tum mechanical effect that enhances the production of
identical bosons close in phase space. The net effect is
that multiplets of identical bosons are produced with
smaller energy-momentum differences than non-identical
ones.
BEC for particles produced from the sameW boson af-

fect the normal fragmentation and are therefore treated
implicitly in the fragmentation uncertainties, which are
constrained by the large amount of Z-data. BEC for pairs
of particles coming from different W s cannot be con-
strained or safely predicted by the information from single
hadronically decaying vector bosons.
A dedicated and model-independent measurement of

the BEC effect was performed by the DELPHI collabo-
ration in [51] while other LEP experiments have made
similar measurements [52–54]. Comparing these results
with Monte Carlo models constitutes the only way to es-
timate potential systematic uncertainties from BEC. The
LUBOEI model BE32 [55] was found to give the largest
shift in the measured value of MW for a given amount of
BEC. Other models give smaller shifts and some models
predict no appreciable BEC shifts at all. It was decided not
to apply any corrections due to BEC and evaluate the sys-
tematic error as the largest predicted shift consistent with
the DELPHI data. The predicted shift plus one standard

Table 16. Contributions to the systematic error on the W
width measurement for data taken at a nominal centre-of-mass
energy of 205 GeV

ΓW systematic errors (MeV/c
2) at 205 GeV

Sources of systematic error �ν�qq̄
′ qq̄′q̄q′

Statistical error on calibration 15 9
Lepton corrections 48 –
Jet corrections 38 169
Fragmentation 29 8
Electroweak corrections 11 9
Background 43 51

Bose–Einstein correlations – 20
Colour reconnection – 247

deviation of its error is used as the estimator of the system-
atic error.
The DELPHI result for BEC is a 2.4 standard deviation

evidence for BEC between different W s and a correlation
strength,Λ, which can be compared to the BE32 prediction
at the same effective correlation length scale:

Λdata/ΛBE32 = 0.55±0.20(Stat.)±0.11(Syst.) . (9)

The predicted mass shift, BEC inside W s only –
BEC inside and between W s, using BE32 (with model
parameters PARJ(92) = 1.35 and PARJ(93) = 0.34) is
40±10MeV/c2 for the standard mass analysis,
33±11MeV/c2 for the cone jet mass reconstruction an-
alysis and −17±20MeV/c2 for theW width analysis. The
observed mass shift in BE32 is linear in the observed corre-
lation, ΛBE32 . Applying the one standard deviation upper
bound of the correlation parameter this translates into
a systematic error of 31MeV/c2 fromBEC for the standard
analysis and 26MeV/c2 for the cone analysis. A systematic
error of 20MeV/c2 is applied for the W width. The mass
and width shifts were evaluated with the simulation model
over the full range of centre-of-mass energies and no en-
ergy dependence was observed. The shifts reported are the
average values. Conservatively, these errors are applied as
symmetric uncertainties.
The combined DELPHI BEC measurements of the cor-

relation strength and effective correlation length scale sug-
gest that the between-W BEC occur with an effective cor-
relation length scale that is larger than the one predicted
by BE32. If this is the case, the number of pairs effectively
affected by the BEC is reduced and also the effect per pair
is diminished. Furthermore, the other LEP experiments
have reported smaller values of Λdata/ΛBE32 than that ob-
served by DELPHI. Hence the systematic uncertainties ap-
plied in this analysis are considered conservative.

6.12 Colour reconnection

In the reaction e+e−→W+W−→ (q1q̄2)(q3q̄4) the hadro-
nisation models used for this analysis treat the colour
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singlets q1q̄2 and q3q̄4 coming from each W boson inde-
pendently. However, interconnection effects between the
products of the two W bosons may be expected since the
lifetime of the W bosons (τW � h̄/ΓW � 0.1 fm/c) is an
order of magnitude smaller than the typical hadronisation
times.
The exchange of coloured gluons between partons from

hadronic systems from different W bosons can induce the
so-called colour reconnection (CR) effect in the develop-
ment of the parton shower. This effect can in principle
distort the properties of the final hadronic system and
therefore affect the W mass measurement, if not properly
accounted for in the simulation.
At perturbative level the effects are expected to be

small [56], and the impact on the reconstructed W mass
has been evaluated to be at most 5MeV/c2. However,
CR effects can be large at hadronisation level, due to the
large numbers of soft gluons sharing the space-time region.
These effects have been studied by introducing CR effects
into hadronisation models and comparing with DELPHI
data and are reported in [38].
The most studied model, and the one used for the

evaluation of the systematic uncertainty on the W mass
and width measurement, is the Sjöstrand–Khoze “Type 1”
model (SK-I) [57, 58]. This model of CR is based on the
Lund string fragmentation phenomenology: the strings are
considered as colour flux tubes with some volume, and re-
connection occurs when these tubes overlap. The probabil-
ity of reconnection in an event, Preco, is parameterised by
the value κ, according to the volume of overlap between the
two strings Voverlap:

Preco = 1− e
−κVoverlap . (10)

The parameter κ determines the reconnection probability.
By comparing the data with the model predictions evalu-
ated at several κ values it is possible to determine the value
most consistent with the data and extract the correspond-
ing reconnection probability.
Another model has been developed by the same authors

(SK-II’) and also implemented in PYTHIA but is found to
predict a smaller shift on the reconstructed W mass than
SK-I for the same reconnection probability.
Further CR models are available in the HERWIG and

ARIADNE Monte Carlo programs. In ARIADNE, which
implements an adapted version of the Gustafson–Häkkinen
model [59], the model used [60] allows for reconnections
between partons originating in the same W boson, or
from different W bosons if they have an energy smaller
than the width of the W boson. The mass shift from
CR is evaluated from the difference between the shift
when the reconnections are made only in the same W
boson and when the full reconnections are made. In the
standard DELPHI analysis, the shift was found to be
11±11MeV/c2.
In HERWIG the partons are reconnected, with a recon-

nection probability of 1/9, if the reconnection results in
a smaller total cluster mass. The shift in the reconstructed
W mass at 189 GeV centre-of-mass energy was found to be

29±7MeV/c2, the same shift as obtained from a κ value of
0.29 in the SK-I model.
DELPHI has performed two analyses to compare these

simulation models with data that are described in detail
in [38].
The first one is based on the measurement of the par-

ticle flow between the jets in a four-jet W+W− event. On
a subsample of strictly four-jet events two regions can be
defined, the region between jets from the same W (called
inside-W regions) and the region between jets from differ-
ent W bosons (called between-W regions). The ratio R of
the particle fluxes in the inside-W and between-W regions
(limiting the analysis to the central part of these regions)
is an observable sensitive to CR effects. The comparison
of the flux measured in real data with the prediction of
the SK-I model as a function of κ allows the value to be
determined that is most consistent with data and the un-
certainty on the value.
The second method used exploits the observation that

in the direct reconstruction analysis of the W mass, dif-
ferent W mass estimators have different sensitivities to
CR effects. As discussed in Sect. 5.3.2 removing particles

Fig. 13. W mass shift caused by the colour reconnection ef-
fect as described in the SK-I model plotted as a function of the
model parameter κ, which controls the fraction of reconnected
events. The upper plot is for the standardW mass analysis and
the lower plot for when the cone jet reconstruction technique is
applied
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Fig. 14. W width shift caused by the colour reconnection ef-
fect as described in the SK-I model plotted as a function of the
model parameter κ, which controls the fraction of reconnected
events

from the inter-jet regions reduces the sensitivity to CR
effects and hence can be used to measure the CR effect.
The correlation between the measurement of the mass shift
(using the standard or cone jet reconstruction techniques)
and the measurement of the mass from these techniques is
only 11%.
From the combination of these two analyses and in the

framework of the SK-I model, the value of the κ parameter
most compatible with the data is found to be [38]

κ= 2.2±2.51.3 .

The CR shift in the reconstructedW mass as a function
of the SK-I κ parameter is provided as Fig. 13, the results
of the standard and cone jet reconstruction techniques are
indicated. Figure 14 shows the CR shift for the W width
reconstruction analysis.
The systematic uncertainty on theW mass and width is

calculated using the one standard deviation upper bound
of κ of 4.7. As reported above, this systematic error is
considerably larger than that which would be evaluated
from the ARIADNE or HERWIG CR models. Further-
more, this value of κ is larger than that reported by the
other LEP experiments [39–41]. The CR W mass shift is
dependent on the centre-of-mass energy in the SK-I model
as shown in Figs. 13 and 14. However, we prefer not to
rely on the centre-of-mass energy evolution of the SK-I
CR shift (leading to a change in relative weights when
averaging the results from different centre-of-mass ener-
gies) and instead choose to quote the systematic errors
at 200 GeV (close to the average centre-of-mass energy
of the data). In light of the significant range of CR ef-
fect estimates no correction is made to the W mass or
width results and for simplicity a symmetric systematic
uncertainty is applied. The corresponding systematics un-
certainties on the W mass are 212MeV/c2 (standard),
116MeV/c2 (cone jet reconstruction) and 247MeV/c2 for
theW width analysis.

7 Results

The results of the analyses and the final combinations of
these results are presented in this section. The results are
obtained at a range of nominal centre-of-mass energies and
in the four event selection channels. Combined results are
obtained from an average of these results and also an aver-
age with the previously published DELPHI data [1, 2] that
have not been reanalysed in this paper.
Subdividing the results by data taking years and nom-

inal centre-of-mass energies enables a proper treatment of
the correlated systematic uncertainty from the LEP colli-
sion energy and other dependences on the centre-of-mass
energy or data taking period. A detailed breakdown of
the sources of systematic uncertainty, as shown in Ta-
bles 14–16, is provided for each result and the correlations
specified.
The combination is performed and the evaluation of the

components of the total error assessed using the best linear
unbiased estimate (BLUE) technique [61].

7.1 W mass

The W mass is extracted separately in the analyses de-
signed to select the eνeqq̄

′, µνµqq̄
′ and τντ qq̄

′ decay chan-
nels. The values obtained are given in Table 17 for the ana-
lysed centre-of-mass collision energies. The semi-leptonic
channel analysis results are combined into a single �ν�qq̄

′

value for each year of data taking. When performing these
combinations the following sources of systematic uncer-
tainty are taken as fully correlated between lepton chan-
nels and between years: electroweak corrections, fragmen-
tation, jet corrections, lepton corrections, background.The
LEP energy measurement correlations are taken from the
matrix supplied in [9]. The simulation calibration statistics
are taken as uncorrelated.
The W mass is also obtained from the qq̄′q̄q′ channel

using both the standard and cone jet reconstruction tech-
nique. The results obtained from these analyses are given
in Table 18.
In addition to the analyses presented in this paper,

measurements of the W mass have also been made using
the data collected in 1996.

7.1.1 W mass from the W+W− cross-section

The DELPHI collaboration has measured the total CC03
W+W− cross-section, as a function of centre-of-mass en-
ergy, using the full data sample collected by the collabo-
ration during LEP2 operations [50]. Assuming the validity
of the cross-section dependence predicted by the Standard
Model these measurements can be translated into a meas-
urement of the W mass. Only the cross-section measure-
ments close to the W+W− threshold have significant sen-
sitivity to theW mass.
The Standard Model cross-section dependence on the

W mass is obtained from theWPHACT and YFSWWgen-
erator setup, as discussed in Sect. 4.2, and cross-checked
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Table 17. Measured W mass (in GeV/c2) from the semi-leptonic decay channel analyses
with the nominal centre-of-mass energies (in GeV) of each data sample indicated. The values
marked �ν�qq̄

′ are the combined values of the three semi-leptonic channel analyses. The values
obtained from the data recorded in 1996 and analysed in [2] are also included

Year Energy Channel MW GeV/c
2

1996 172 eνeqq̄
′ 80.450±0.870(Stat.)±0.085(Syst.)±0.013(LEP)

172 µνµqq̄
′ 80.560±0.760(Stat.)±0.062(Syst.)±0.013(LEP)

172 �ν�qq̄
′ 80.510±0.570(Stat.)±0.051(Syst.)±0.013(LEP)

1997 183 eνeqq̄
′ 80.852±0.411(Stat.)±0.034(Syst.)±0.009(LEP)

µνµqq̄
′ 80.573±0.331(Stat.)±0.024(Syst.)±0.009(LEP)

τντ qq̄
′ 80.233±0.396(Stat.)±0.025(Syst.)±0.009(LEP)

�ν�qq̄
′ 80.548±0.216(Stat.)±0.024(Syst.)±0.009(LEP)

1998 189 eνeqq̄
′ 79.848±0.275(Stat.)±0.035(Syst.)±0.009(LEP)

µνµqq̄
′ 80.238±0.195(Stat.)±0.026(Syst.)±0.009(LEP)

τντ qq̄
′ 80.055±0.288(Stat.)±0.030(Syst.)±0.009(LEP)

�ν�qq̄
′ 80.096±0.139(Stat.)±0.026(Syst.)±0.009(LEP)

1999 192 eνeqq̄
′ 80.025±0.789(Stat.)±0.036(Syst.)±0.009(LEP)

µνµqq̄
′ 80.604±0.467(Stat.)±0.028(Syst.)±0.009(LEP)

τντ qq̄
′ 80.161±0.664(Stat.)±0.033(Syst.)±0.009(LEP)

196 eνeqq̄
′ 80.391±0.349(Stat.)±0.037(Syst.)±0.010(LEP)

µνµqq̄
′ 80.024±0.270(Stat.)±0.031(Syst.)±0.010(LEP)

τντ qq̄
′ 80.269±0.417(Stat.)±0.036(Syst.)±0.010(LEP)

200 eνeqq̄
′ 80.383±0.365(Stat.)±0.037(Syst.)±0.010(LEP)

µνµqq̄
′ 80.374±0.282(Stat.)±0.032(Syst.)±0.010(LEP)

τντ qq̄
′ 80.197±0.438(Stat.)±0.040(Syst.)±0.010(LEP)

202 eνeqq̄
′ 80.193±0.453(Stat.)±0.039(Syst.)±0.010(LEP)

µνµqq̄
′ 80.120±0.341(Stat.)±0.033(Syst.)±0.010(LEP)

τντ qq̄
′ 81.399±0.574(Stat.)±0.042(Syst.)±0.010(LEP)

192–202 �ν�qq̄
′ 80.296±0.113(Stat.)±0.030(Syst.)±0.009(LEP)

2000 206 eνeqq̄
′ 80.814±0.267(Stat.)±0.040(Syst.)±0.016(LEP)

µνµqq̄
′ 80.340±0.193(Stat.)±0.032(Syst.)±0.016(LEP)

τντ qq̄
′ 80.701±0.272(Stat.)±0.042(Syst.)±0.016(LEP)

�ν�qq̄
′ 80.551±0.136(Stat.)±0.034(Syst.)±0.016(LEP)

with the improved Born approximation calculation. The
theoretical error on the total W+W− cross-section near
threshold was estimated as 2% decreasing with increas-
ing collision energy to 0.5% in the DPA-valid region [62],
the corresponding error on the W mass is marked be-
low as Theor. The sources of experimental systematic
error have not been reevaluated and are as reported
in [1], apart from use of the revised collision energy
uncertainty.
From a χ2 fit of the measured cross-sections at centre-

of-mass energies of 161.31, 172.14 and 182.65GeV the mass
has been determined to be

MW = 80.448±0.434(Stat.)±0.090(Syst.)

±0.043(Theor.)±0.013(LEP)GeV/c2 .

7.1.2 W mass from direct reconstruction at
√
s= 172GeV

For completeness, we also report here on the relatively
small data sample (10 pb−1) recorded in 1996 at√
s= 172GeV. This sample was analysed and W mass re-

sults published using the eνeqq̄
′, µνµqq̄

′ and qq̄′q̄q′ decay
channels in [2]. The qq̄′q̄q′ analysis was performed using
a standard analysis rather than a cone jet reconstruction-
based analysis.
This data sample has not been reprocessed, nor have

W width results been produced with this sample. The esti-
mates of systematic uncertainties are retained from the ori-
ginal paper except for the uncertainties arising from colour
reconnection and Bose–Einstein correlations in the qq̄′q̄q′

channel, where the errors reported above for the standard
analysis are used, and the use of the final LEP collision en-
ergy uncertainty. The revised values are

MW = 80.51±0.57(Stat.)±0.05(Syst.)

±0.01(LEP)GeV/c2 ,

for the combined semi-leptonic channels, and

MW = 79.90±0.59(Stat.)±0.05(Syst.)±0.21(FSI.)

±0.01(LEP)GeV/c2 ,

for the fully-hadronic decay channel. These values have
been included in Tables 17 and 18.
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Table 18. Measured W mass (in GeV/c2) from the fully-hadronic decay channel analysis with the
nominal centre-of-mass energies (in GeV) of each data sample indicated. Results are provided for
both the standard (std) and cone jet reconstruction techniques applied. The value obtained from the
data recorded in 1996 and analysed in [2] is also included

Year Energy Analysis MW GeV/c
2

1996 172 std 79.900±0.590(Stat.)±0.050(Syst.)±0.214(FSI)±0.013(LEP)

1997 183 std 80.137±0.185(Stat.)±0.046(Syst.)±0.214(FSI)±0.009(LEP)
cone 80.100±0.191(Stat.)±0.046(Syst.)±0.119(FSI)±0.009(LEP)

1998 189 std 80.519±0.107(Stat.)±0.032(Syst.)±0.214(FSI)±0.009(LEP)
cone 80.533±0.119(Stat.)±0.032(Syst.)±0.119(FSI)±0.009(LEP)

1999 192 std 80.711±0.281(Stat.)±0.032(Syst.)±0.214(FSI)±0.009(LEP)
cone 81.076±0.294(Stat.)±0.032(Syst.)±0.119(FSI)±0.009(LEP)

196 std 80.248±0.159(Stat.)±0.032(Syst.)±0.214(FSI)±0.010(LEP)
cone 80.240±0.192(Stat.)±0.032(Syst.)±0.119(FSI)±0.010(LEP)

200 std 80.274±0.149(Stat.)±0.032(Syst.)±0.214(FSI)±0.010(LEP)
cone 80.227±0.164(Stat.)±0.032(Syst.)±0.119(FSI)±0.010(LEP)

202 std 80.537±0.199(Stat.)±0.031(Syst.)±0.214(FSI)±0.010(LEP)
cone 80.248±0.231(Stat.)±0.031(Syst.)±0.119(FSI)±0.010(LEP)

192–202 std 80.365±0.090(Stat.)±0.032(Syst.)±0.214(FSI)±0.010(LEP)
cone 80.339±0.103(Stat.)±0.032(Syst.)±0.119(FSI)±0.010(LEP)

2000 206 std 80.318±0.092(Stat.)±0.032(Syst.)±0.214(FSI)±0.015(LEP)
cone 80.171±0.104(Stat.)±0.032(Syst.)±0.119(FSI)±0.015(LEP)

7.1.3 Combined results

The combinations of the results are performed, assum-
ing that the following components of the error are fully
correlated between years (and energy points) and be-
tween the fully-hadronic and semi-leptonic channels: elec-
troweak corrections, fragmentation and jet correction. The
lepton-related detector systematic in the semi-leptonic
channel is also assumed to be fully correlated between
years. The colour reconnection and Bose–Einstein ef-
fect in the fully-hadronic channel is assumed to be fully
correlated between years. The error arising from cali-
bration statistics is uncorrelated between years in the
semi-leptonic analysis, as it was determined from in-
dependent Monte Carlo simulation samples, but this
error is correlated in the fully-hadronic channel as the
values were obtained from an overall fit to the samples
at all centre-of-mass energies. This error source is un-
correlated in the combination of the semi-leptonic and
fully-hadronic channel. The background-related system-
atic is assumed to be fully correlated between years
in both the fully-hadronic and semi-leptonic analyses
but uncorrelated between the two channels. The LEP
centre-of-mass energy uncertainty is, of course, fully cor-
related between the semi-leptonic and fully-hadronic de-
cay channels but is only partially correlated between
years. The inter-year correlations were assessed by the
LEP energy working group [9] and this correlation matrix
was applied when performing the combinations reported
here.
The results from the semi-leptonicW mass analyses in

each year of data taking (1996–2000) have been combined.
The result for the analysis aimed at selecting events in the

eνeqq̄
′ decay channel is

MW = 80.388±0.133(Stat.)±0.036(Syst.)

±0.010(LEP)GeV/c2 ,

the combination has a χ2 probability of 25%.
The result for the analysis aimed at selecting events in

the µνµqq̄
′ decay channel is

MW = 80.294±0.098(Stat.)±0.028(Syst.)

±0.010(LEP)GeV/c2 ,

the combination has a χ2 probability of 96%.
The τντ qq̄

′ selection includes significant cross-talk from
events in other decay channels (see Table 2) and a result
from the 1996 data is not available. The result for the an-
alysis aimed at selecting events in the τντqq̄

′ decay channel
(in the years 1997–2000) is

MW = 80.387±0.144(Stat.)±0.033(Syst.)

±0.010(LEP)GeV/c2 ,

the combination has a χ2 probability of 56%.
The result for the combined semi-leptonicW mass ana-

lyses is

MW = 80.339±0.069(Stat.)±0.029(Syst.)

±0.009(LEP)GeV/c2 ,

the combination has a χ2 probability of 16%.
Similarly, the results on the W mass extracted from

the fully-hadronic event analysis have also been combined.
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The value from 1996 uses the standard reconstruction tech-
nique; the results of the cone jet reconstruction technique
are used for the other data taking years (1997–2000). The
combined result is

MW = 80.311±0.059(Stat.)±0.032(Syst.)±0.119(FSI)

±0.010(LEP)GeV/c2 ,

the combination also has a χ2 probability of 16%.
The mass difference between the W boson mass meas-

urements obtained from the fully-hadronic and semi-
leptonic channels ∆MW (qq̄

′q̄q′− �ν�qq̄′), has been deter-
mined. A significant non-zero value for ∆MW could indi-
cate that Bose–Einstein or colour reconnection effects are
biasing the value of MW determined from qq̄

′q̄q′ events.
Since ∆MW is primarily of interest as a cross-check of the
possible effects of final state interactions, the errors from
CR and BEC are set to zero in its determination and the
results of the standard reconstruction technique, rather
than the FSI effect-reducing cone jet reconstruction tech-
nique, are used for the qq̄′q̄q′ analysis. The result provides
no evidence for FSI effects:

∆MW (qq̄
′q̄q′− �ν�qq̄

′) = 0.024±0.090GeV/c2 ,

the combination has a χ2 probability of 20%.
The final DELPHI result for the W mass for the full

LEP2 data sample is obtained by combining the values ob-
tained from the direct reconstruction method in the �ν�qq̄

′

analysis and cone jet reconstruction technique qq̄′q̄q′ an-
alysis in each data taking year. The value obtained from
the threshold cross-section is also included in this average.
The combined result is

MW = 80.336±0.055(Stat.)±0.028(Syst.)±0.025(FSI)

±0.009(LEP)GeV/c2 ,

the combination has a χ2 probability of 15%.
Although the statistical error in the �ν�qq̄

′ and qq̄′q̄q′

channels is similar, owing to the large systematic error at-
tributed to final state cross-talk effects the weight of the
fully-hadronic channel results in this average is 21%. The
weight of the threshold cross-section measurement of the
W mass is only 2% due to the small data sample collected
at 161GeV centre-of-mass energy. The full error break-
down of the averages is provided in Table 19.

Table 20. The combined DELPHIW mass value as a function of the uncertainty ascribed to
colour reconnection effects in the fully-hadronic decay channel. The values of the κSK-I parame-
ter that give rise to this shift in the qq̄′q̄q′W mass at a centre-of-mass energy of 200 GeV are also
given

CR MeV/c2 κSK-I MW GeV/c
2

0 0.00 80.326±0.045(Stat.)±0.028(Syst.)±0.013(FSI)±0.010(LEP)
20 0.40 80.326±0.045(Stat.)±0.028(Syst.)±0.016(FSI)±0.010(LEP)
40 0.89 80.328±0.046(Stat.)±0.028(Syst.)±0.021(FSI)±0.010(LEP)
60 1.51 80.330±0.048(Stat.)±0.028(Syst.)±0.024(FSI)±0.010(LEP)
80 2.30 80.333±0.051(Stat.)±0.028(Syst.)±0.026(FSI)±0.010(LEP)
100 3.36 80.335±0.054(Stat.)±0.028(Syst.)±0.026(FSI)±0.009(LEP)

Table 19. The final results (in GeV/c2) of the W mass ana-
lyses and the breakdown of the uncertainty into its component
categories. The �ν�qq̄

′ and qq̄′q̄q′ results use the values ob-
tained in these analysis channels from the direct reconstruc-
tion method. The column marked ‘All’ uses the full direct
reconstruction analyses and the threshold cross-section meas-
urement. The qq̄′q̄q′ results are taken from the cone jet recon-
struction analysis, for all data except 1996 where the standard
analysis was used

�ν�qq̄
′ qq̄′q̄q′ All

Value 80.339 80.311 80.336
Statistical error 0.069 0.059 0.055

Statistical error on calibration 0.003 0.004 0.002
Lepton corrections 0.015 – 0.012
Jet corrections 0.020 0.026 0.021
Fragmentation 0.011 0.012 0.011
Background 0.007 0.013 0.006
Threshold systematics – – 0.002
Electroweak corrections 0.006 0.005 0.006

LEP energy 0.009 0.010 0.009

Bose–Einstein correlations – 0.026 0.005
Colour reconnection – 0.116 0.024

The DELPHI measurement of the colour reconnection
effect is reported in [38]. This measurement places rela-
tively loose constraints on the size of the W mass uncer-
tainty from CR effects, and thus leads to the small impact
of the fully-hadronic mass in the DELPHI average. For
comparison the value of the combined DELPHI W mass
as a function of the CR uncertainty is shown in Table 20.
All other errors, including that arising from Bose–Einstein
correlations, have been kept constant in these results.

7.2 W width

The W width has been measured from the semi-leptonic
and the fully-hadronic decay channel events. As the an-
alysis is less sensitive to the W width than the W mass,
the width is extracted by performing a combined fit of the
three semi-leptonic channels rather than from each channel
individually. The results are given in Table 21. The corre-
lations assumed for the combinations are identical to those
reported above for theW mass.
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Table 21. Measured W widths (in GeV/c2) from the semi-leptonic decay and fully-hadronic
decay channel analyses with the nominal centre-of-mass energies (in GeV) of each data sample
indicated

Year Energy Channel ΓW GeV/c
2

1997 183 �ν�qq̄
′ 2.495±0.590(Stat.)±0.069(Syst.)

qq̄′q̄q′ 2.572±0.460(Stat.)±0.092(Syst.)±0.248(FSI)

1998 189 �ν�qq̄
′ 3.056±0.401(Stat.)±0.071(Syst.)

qq̄′q̄q′ 2.337±0.260(Stat.)±0.114(Syst.)±0.248(FSI)

1999 192 �ν�qq̄
′ 2.342±0.953(Stat.)±0.071(Syst.)

qq̄′q̄q′ 2.390±0.756(Stat.)±0.126(Syst.)±0.248(FSI)
196 �ν�qq̄

′ 1.805±0.440(Stat.)±0.072(Syst.)
qq̄′q̄q′ 2.545±0.508(Stat.)±0.142(Syst.)±0.248(FSI)

200 �ν�qq̄
′ 2.153±0.477(Stat.)±0.073(Syst.)

qq̄′q̄q′ 2.210±0.376(Stat.)±0.157(Syst.)±0.248(FSI)
202 �ν�qq̄

′ 1.707±0.649(Stat.)±0.076(Syst.)
qq̄′q̄q′ 1.797±0.488(Stat.)±0.165(Syst.)±0.248(FSI)

192-202 �ν�qq̄
′ 1.950±0.277(Stat.)±0.072(Syst.)

qq̄′q̄q′ 2.210±0.243(Stat.)±0.152(Syst.)±0.248(FSI)

2000 206 �ν�qq̄
′ 2.814±0.364(Stat.)±0.083(Syst.)

qq̄′q̄q′ 1.979±0.225(Stat.)±0.183(Syst.)±0.248(FSI)

The results from the semi-leptonicW width analyses in
each year of data taking (1997–2000) have been combined,
and the result obtained is

ΓW = 2.452±0.184(Stat.)±0.073(Syst.)GeV/c
2 ,

the combination has a χ2 probability of 9%.
Similarly, the results on the W width extracted from

the fully-hadronic event analysis have also been combined,
and the result obtained is

ΓW = 2.237±0.137(Stat.)±0.139(Syst.)

±0.248(FSI)GeV/c2 ,

the combination has a χ2 probability of 62%.

Table 22. The final results (in GeV/c2) of the W width ana-
lyses and the breakdown of the uncertainty into its component
categories. The �ν�qq̄

′ and qq̄′q̄q′ results use the values ob-
tained in these analysis channels from the direct reconstruction
method. The column marked ‘All’ provides the result from
combining the measurements made in both channels

�ν�qq̄
′ qq̄′q̄q′ All

Value 2.452 2.237 2.404
Statistical error 0.184 0.137 0.140

Statistical error on calibration 0.006 0.009 0.005
Lepton corrections 0.041 – 0.030
Jet corrections 0.036 0.129 0.059
Fragmentation 0.029 0.008 0.024
Electroweak corrections 0.011 0.009 0.010
Background 0.037 0.051 0.031

Bose–Einstein correlations – 0.020 0.005

Colour reconnection – 0.247 0.065

The final DELPHI result for the W width for the full
LEP2 data sample is obtained by combining the values ob-
tained from the direct reconstruction method in the �ν�qq̄

′

analysis and qq̄′q̄q′ analysis in each data taking year. The
combined result is

ΓW = 2.404±0.140(Stat.)±0.077(Syst.)

±0.065(FSI)GeV/c2 ,

the combination has a χ2 probability of 27%.
Although the statistical error in the �ν�qq̄

′ and qq̄′q̄q′

channels is similar, owing to the large systematic error
attributed to final state cross-talk effects the weight of
the fully-hadronic channel results in this average is 26%.
The full error breakdown of the averages is provided
in Table 22.

8 Conclusions

The mass and width of the W boson have been measured
using the reconstructed masses in e+e−→W+W− events
decaying to qq̄′q̄q′ and �ν�qq̄

′ states. The W mass was
also extracted from the dependence of the W+W− cross-
section close to the production threshold. The full LEP2
data sample of 660 pb−1 collected by the DELPHI experi-
ment at centre-of-mass energies from 161 to 209GeV has
been used. The final results are

MW = 80.336±0.055(Stat.)±0.028(Syst.)±0.025(FSI)

±0.009(LEP)GeV/c2 ,

ΓW = 2.404±0.140(Stat.)±0.077(Syst.)

±0.065(FSI)GeV/c2 .

These results supersede the previously published DEL-
PHI results [1–4].
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