
The Astrophysical Journal, 740:16 (17pp), 2011 October 10 doi:10.1088/0004-637X/740/1/16
C© 2011. The American Astronomical Society. All rights reserved. Printed in the U.S.A.

OBSERVATION OF ANISOTROPY IN THE ARRIVAL DIRECTIONS OF GALACTIC COSMIC RAYS AT
MULTIPLE ANGULAR SCALES WITH IceCube

R. Abbasi1, Y. Abdou2, T. Abu-Zayyad3, J. Adams4, J. A. Aguilar1, M. Ahlers5, D. Altmann6, K. Andeen1,
J. Auffenberg7, X. Bai8, M. Baker1, S. W. Barwick9, R. Bay10, J. L. Bazo Alba11, K. Beattie12,

J. J. Beatty13,14, S. Bechet15, J. K. Becker16, K.-H. Becker7, M. L. Benabderrahmane11, S. BenZvi1, J. Berdermann11,
P. Berghaus8, D. Berley17, E. Bernardini11, D. Bertrand15, D. Z. Besson18, D. Bindig7, M. Bissok6, E. Blaufuss17,

J. Blumenthal6, D. J. Boersma6, C. Bohm19, D. Bose20, S. Böser21, O. Botner22, A. M. Brown4, S. Buitink20,
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ABSTRACT

Between 2009 May and 2010 May, the IceCube neutrino detector at the South Pole recorded 32 billion muons
generated in air showers produced by cosmic rays with a median energy of 20 TeV. With a data set of this size, it is
possible to probe the southern sky for per-mil anisotropy on all angular scales in the arrival direction distribution
of cosmic rays. Applying a power spectrum analysis to the relative intensity map of the cosmic ray flux in the
southern hemisphere, we show that the arrival direction distribution is not isotropic, but shows significant structure
on several angular scales. In addition to previously reported large-scale structure in the form of a strong dipole
and quadrupole, the data show small-scale structure on scales between 15◦ and 30◦. The skymap exhibits several
localized regions of significant excess and deficit in cosmic ray intensity. The relative intensity of the smaller-scale
structures is about a factor of five weaker than that of the dipole and quadrupole structure. The most significant
structure, an excess localized at (right ascension α = 122.◦4 and declination δ = −47.◦4), extends over at least 20◦
in right ascension and has a post-trials significance of 5.3σ . The origin of this anisotropy is still unknown.

Key words: astroparticle physics – cosmic rays

Online-only material: color figures

1. INTRODUCTION

The IceCube detector, deployed 1450 m below the surface
of the South Polar ice sheet, is designed to detect upward-
going neutrinos from astrophysical sources. However, it is also
sensitive to downward-going muons produced in cosmic ray
air showers. To penetrate the ice and trigger the detector, the
muons must possess an energy of at least several hundred GeV,
which means they are produced by primary cosmic rays with
energies in excess of several TeV. Simulations show that the
detected direction of an air shower muon is typically within 0.◦2
of the direction of the primary particle, so the arrival direction
distribution of muons recorded in the detector is also a map
of the cosmic ray arrival directions between about 1 TeV and
several 100 TeV. IceCube is currently the only instrument that
can produce such a skymap of cosmic ray arrival directions in
the southern sky. It records several 1010 cosmic ray events per
year, which makes it possible to study anisotropy in the arrival
direction distribution at the 10−4 level and below.

It is believed that charged cosmic rays at TeV energies are
accelerated in supernova remnants in the Galaxy. It is also
expected that interactions of cosmic rays with Galactic magnetic
fields should completely scramble their arrival directions. For
example, the Larmor radius of a proton with 10 TeV energy
in a μG magnetic field is approximately 0.01 pc, orders of
magnitude less than the distance to any potential accelerator.
Nevertheless, multiple observations of anisotropy in the arrival
direction distribution of cosmic rays have been reported on large
and small angular scales, mostly from detectors in the northern

hemisphere. These deviations from isotropy in the cosmic ray
flux between several TeV and several hundred TeV are at the
part-per-mil level, according to data from the Tibet ASγ array
(Amenomori et al. 2005, 2006), the Super-Kamiokande Detector
(Guillian et al. 2007), the Milagro Gamma Ray Observatory
(Abdo et al. 2008, 2009), ARGO-YBJ (Vernetto et al. 2009),
and EAS-TOP (Aglietta et al. 2009). Recently, a study of muons
observed with the IceCube detector has revealed a large-scale
anisotropy in the southern sky that is similar to that detected in
the north (Abbasi et al. 2010b).

In this paper, we present the results of a search for cosmic ray
anisotropy on all scales in the southern sky with data recorded
between 2009 May and 2010 May with the IceCube detector in
its 59-string configuration. An angular power spectrum analysis
reveals that the cosmic ray skymap as observed by IceCube is
dominated by a strong dipole and quadrupole moment, but it
also exhibits significant structure on scales down to about 15◦.
This small-scale structure is about a factor of five weaker in
relative intensity than the dipole and quadrupole and becomes
visible when these large-scale structures are subtracted from the
data. A comprehensive search for deviations of the cosmic ray
flux from isotropy on all angular scales reveals several localized
regions of cosmic ray excess and deficit, with a relative intensity
of the order of 10−4. The most significant structure is located at
right ascension α = 122.◦4 and declination δ = −47.◦4 and has
a significance of 5.3σ after correcting for trials. A comparison
with data taken with fewer strings in the two years prior to this
period confirms that these structures are a persistent feature of
the southern sky.
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The paper is organized as follows. In this section, we give a
short summary of previous observations, almost exclusively in
the northern hemisphere, of anisotropy in the cosmic ray arrival
skymap at TeV energies. After the description of the IceCube
detector and the data set used for this analysis (Section 2), the
analysis techniques and results are presented in Section 3. In
Section 4, we show the outcome of several systematic checks
of the analysis. The results are summarized and compared to
Milagro results in the northern hemisphere in Section 5.

1.1. Past Observations of Large- and Small-scale Anisotropy

The presence of a large-scale anisotropy in the distribution of
charged cosmic rays can be caused by several effects. For exam-
ple, configurations of the heliospheric magnetic field and other
fields in the neighborhood of the solar system may be responsi-
ble. In this case, it is expected that the strength of the anisotropy
should weaken with energy due to the increasing magnetic rigid-
ity of the primary particles. The present data cannot unambigu-
ously support or refute this hypothesis. Measurements from the
Tibet ASγ experiment indicate that the anisotropy disappears
above a few hundred TeV (Amenomori et al. 2006), but a re-
cent analysis of EAS-TOP data appears to show an increase in
the amplitude of the anisotropy above 400 TeV (Aglietta et al.
2009).

Existing data sets have also been searched for a time-
dependent modulation of the anisotropy, which could be due
to solar activity perhaps correlated with the 11 year solar cycle.
Results are inconclusive at this point. Whereas the Milagro data
exhibit an increase in the mean depth of a large deficit region in
the field of view over time (Abdo et al. 2009), no variation of the
anisotropy with the solar cycle has been observed in Tibet ASγ
data (Amenomori et al. 2010). If these results are confirmed with
more data recorded over longer time periods, different structures
might show a different long-term behavior.

A large-scale anisotropy can also be caused by any relative
motion of the Earth through the rest frame of the cosmic rays.
The intensity of the cosmic ray flux should be enhanced in
the direction of motion and reduced in the opposite direction,
causing a dipole anisotropy in the coordinate frame where the
direction of motion is fixed. However, Earth’s motion through
space is complex and a superposition of several components,
and the rest frame of the cosmic ray plasma is not known. If
we assume that the cosmic rays are at rest with respect to the
Galactic center, then a dipole of amplitude 0.35% should be
observed due to the solar orbit about the Galactic center. Such
a dipole anisotropy, which would be inclined at about 45◦ with
respect to the celestial equator, was first proposed by Compton
& Getting (1935). Although the effect is strong enough to be
measured by modern detectors, it has not been observed. This
null result likely indicates that galactic cosmic rays corotate
with the local Galactic magnetic field (Amenomori et al.
2006).

The motion of the Earth around the Sun also causes a dipole
in the arrival directions of cosmic rays. The dipole is aligned
with the ecliptic plane, and its strength is expected to be of
order 10−4. This solar dipole effect has been observed by the
Tibet ASγ experiment (Amenomori et al. 2004) and Milagro
(Abdo et al. 2009) and provides a sensitivity test for all methods
looking for large-scale anisotropy in equatorial coordinates.

In addition to the large-scale anisotropy, data from several
experiments in the northern hemisphere indicate the presence of
small-scale structures with scales of order 10◦. Using seven

years of data, the Milagro Collaboration published the de-
tection of two regions of enhanced flux with amplitude 10−4

and a median energy of 1 TeV with significance >10σ (Abdo
et al. 2008). The same excess regions also appear on skymaps
produced by ARGO-YBJ (Vernetto et al. 2009).

Small-scale structures in the arrival direction distribution may
indicate nearby sources of cosmic rays, although the small Lar-
mor radius at TeV energies makes it impossible for these parti-
cles to point back to their sources unless some unconventional
propagation mechanism is assumed (Malkov et al. 2010). Dif-
fusion from nearby supernova remnants, magnetic funneling
(Drury & Aharonian 2008), and cosmic ray acceleration from
magnetic reconnection in the solar magnetotail (Lazarian &
Desiati 2010) have all been suggested as possible causes for the
small-scale structure in the northern hemisphere.

1.2. Analysis Techniques

While the presence of large-scale structure in the southern
sky has already been established using IceCube data (Abbasi
et al. 2010b), there has not been a search of the southern sky for
correlations on smaller angular scales. In this paper, we present
a comprehensive study of the cosmic ray arrival directions in
IceCube which includes, but is not limited to, the search for
small-scale structures.

Large- and small-scale structures have traditionally been
analyzed with very different methods. The presence of a large-
scale anisotropy is usually established by fitting the exposure-
corrected arrival direction distribution in right ascension to the
first few elements of a harmonic series (Amenomori et al. 2006).
While essentially a one-dimensional method, the procedure
can be applied to the right ascension distribution in several
declination bands to probe the strength of dipole and quadrupole
moments as a function of declination (Abdo et al. 2009). To
search for small-scale structure, the estimation for an isotropic
sky is compared to the actual arrival direction distribution to find
significant deviations from isotropy (Abdo et al. 2008; Vernetto
et al. 2009).

Since both the large- and small-scale structures in the cosmic
ray data are currently unexplained, it is not obvious whether a
“clean” separation between large and small scales is the right
approach. The anisotropy in the arrival direction distribution
might be a superposition of several effects, with the small-scale
structure being caused by a different mechanism than the large-
scale structure, or it might be the result of a single mechanism
producing a complex skymap with structure on all scales.

The analysis presented in this paper makes use of a number
of complementary methods to study the arrival direction dis-
tribution without prior separation into searches for large- and
small-scale structure. The basis of this study is the angular power
spectrum of the arrival direction distribution. A power spectrum
analysis decomposes the skymap into spherical harmonics and
provides information on the angular scale of the anisotropy in
the map. The power spectrum indicates which multipole mo-
ments � = (0, 1, 2, . . .) in the spherical harmonic expansion
contribute significantly to the observed arrival direction distri-
bution. To produce a skymap of the contribution of the � � 3
multipoles, the strong contributions from the dipole (� = 1) and
quadrupole (� = 2) have to be subtracted first. The residual map
can then be studied for structure on angular scales correspond-
ing to � � 3. This is the first search for structure at these scales
in the arrival direction distribution of TeV cosmic rays in the
southern sky.
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2. THE IceCube DETECTOR

IceCube is a km3-size neutrino detector frozen into the
glacial ice sheet at the geographic South Pole. The ice serves
as the detector medium. High-energy neutrinos are detected
by observing the Cherenkov radiation from charged particles
produced by neutrino interactions in the ice or in the bedrock
below the detector.

The Cherenkov light is detected by an array of Digital Optical
Modules (DOMs) embedded in the ice. Each DOM is a pressure-
resistant glass sphere that contains a 25 cm photomultiplier tube
(Abbasi et al. 2010a) and electronics that digitize, timestamp,
and transmit signals to the data acquisition system (Abbasi et al.
2009b). The IceCube array contains 5160 DOMs deployed at
depths between 1450 m and 2450 m below the surface of the ice
sheet. The DOMs are attached to 86 vertical cables, or strings,
which are used for deployment and to transmit data to the
surface. The horizontal distance between strings in the standard
detector geometry is about 125 m, while the typical vertical
spacing between consecutive DOMs in each string is about 17 m.
Six strings are arranged into a more compact configuration, with
smaller spacing between DOMs, at the bottom of the detector,
forming DeepCore, designed to extend the energy reach of
IceCube to lower neutrino energies. On the ice surface sits
IceTop, an array of detectors dedicated to the study of the energy
spectrum and composition of cosmic rays with energies between
500 TeV and 1 EeV, several orders of magnitude larger in energy
than the cosmic rays studied in this analysis. All data used in
this work come from the IceCube in-ice detector only.

Construction of IceCube has recently been completed with all
86 strings deployed. The detector has been operating in various
configurations since 2005 (Achterberg et al. 2006). Between
2007 and 2008, it operated with 22 strings deployed (IC22),
between 2008 and 2009 with 40 strings (IC40), and between
2009 and 2010 with 59 strings (IC59).

IceCube is sensitive to all neutrino flavors. Muon neutrinos,
identified by the “track-like” signature of the muon produced
in a charged-current interaction, form the dominant detection
channel. Muons produced by astrophysical neutrinos are de-
tected against an overwhelming background of muons produced
in cosmic ray air showers in the atmosphere above the detector.
IceCube searches are most sensitive to neutrino sources in the
northern hemisphere, where the Earth can be used as a filter
against atmospheric muons (Abbasi et al. 2009a).

While atmospheric muons are a background for neutrino
astrophysics, they are a valuable tool in the analysis of the
cosmic rays that produce them. The downgoing muons preserve
the direction of the cosmic ray air shower, and thus the cosmic
ray primary, and can be used to study the arrival direction
distribution of cosmic rays at energies above roughly 10 TeV.

2.1. DST Data Set

The trigger rates of downgoing muons are about 0.5 kHz in
IC22, 1.1 kHz in IC40, and 1.7 kHz in IC59. These rates are
of order 106 times the neutrino rate, and too large to allow for
storage of the raw data. Instead, downgoing muon events are
stored in a separate Data Storage and Transfer (DST) format
suitable for recording high-rate data at the South Pole. The DST
format is used to store the results of an online reconstruction
performed on all events that trigger the IceCube detector. Most
of the data are downward-going muons produced by cosmic
ray air showers. Because of the high trigger rate, the DST filter
stream is used to save a very limited set of information for

every event. Basic event parameters such as energy estimators
are stored, while digitized waveforms are only transmitted
for a limited subset of events. The data are encoded in a
compressed format that allows for the transfer of about 3 GB
day−1 via the South Pole Archival and Data Exchange satellite
communication system.

The main trigger used for physics analysis in IceCube is
a simple majority trigger which requires coincidence of eight
or more DOMs hit in the deep ice within a 5 μs window. In
order to pass the trigger condition, those hits have to be in
coincidence with at least one other hit in the nearest or next-
to-nearest neighboring DOM within ±1 μs (local coincidence
hits). Triggered events are reconstructed using two fast online
algorithms (Ahrens et al. 2004). The first reconstruction is a
line-fit algorithm based on an analytic χ2 minimization. It
produces an initial event track from the position and timing
of the hits and the total charge, but it does not account for
the geometry of the Cherenkov cone and the scattering and
absorption of photons in the ice. The second algorithm is a
maximum likelihood-based muon track reconstruction, seeded
with the line-fit estimate of the arrival direction. The likelihood
reconstruction is more accurate, but also more computationally
expensive, so it is applied only when at least 10 optical sensors
are triggered by the event. The analysis presented in this work
uses only events reconstructed with the maximum likelihood
algorithm.

In addition to particle arrival directions, the DST data also
contain the number of DOMs and hits participating in the event,
as well as the total number of triggered strings, and the position
of the center of gravity of the event. The number of DOMs in
the event can be used as a measure of the energy of the primary
cosmic ray. Above 1 TeV, the energy resolution is of order of
0.5 in Δ(log(E)), where E is the energy of the primary cosmic
ray. Most of the uncertainty originates in the physics of the air
shower. In this energy range, we are dominated by air showers
containing muons with energies near the threshold necessary to
reach the deep ice. Fluctuations in the generation of these muons
are the main contribution to the uncertainty in the determination
of the energy of the primary cosmic ray.

2.2. Data Quality Cuts, Median Energy, and
Angular Resolution

The analysis presented in this paper uses the DST data
collected during IC59 operations between 2009 May 20 and
2010 May 30. The data set contains approximately 3.4 ×
1010 muon events detected with an integrated livetime of 334.5
days. A cut in zenith angle to remove misreconstructed tracks
near the horizon (see below) reduces the final data set to
3.2 × 1010 events.

Simulated air showers are used to evaluate the median angular
resolution of the likelihood reconstruction and the median
energy of the downgoing muon DST data set. The simulated data
are created using the standard air shower Monte Carlo program
CORSIKA42 (Heck et al. 1998). The cosmic ray spectrum
and composition are simulated using the polygonato model of
Hörandel (2003), and the air showers are generated with the
SIBYLL model of high-energy hadronic interactions (Ahn et al.
2009).

The simulations show that, for zenith angles smaller than 65◦,
the median angular resolution is 3◦. This is not to be confused
with the angular resolution of IceCube for neutrino-induced

42 COsmic Ray SImulations for KAscade: http://www-ik.fzk.de/corsika/.
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Figure 1. Median angular resolution (left) and median energy (right) as a function of zenith angle for simulated cosmic ray events. The error bars on the left plot and
the hatched regions on the right one correspond to a 68% containing interval. The median primary energy is shown both as a function of the true zenith angle (MC
track) and the reconstructed zenith angle (LLH reconstruction), while the median angular resolution (left) is shown as a function of the reconstructed zenith angle
only. The dotted vertical line at θ = 65◦ indicates the cut in zenith angle performed in this work.

(A color version of this figure is available in the online journal.)

tracks (better than 1◦), where more sophisticated reconstruction
algorithms and more stringent quality cuts are applied. The
resolution depends on the zenith angle of the muon. Figure 1
(left) shows the median angular resolution as a function of zenith
angle. The resolution improves from 4◦ at small zenith angles
to about 2.◦5 near 60◦. The larger space angle error at small
zenith angles is caused by the detector geometry, which makes
it difficult to reconstruct the azimuth angle for near-vertical
showers. Consequently, with the azimuth angle being essentially
unknown, the angular error can be large. For zenith angles
greater than 65◦, the angular resolution degrades markedly. The
reason is that more and more events with apparent zenith angle
greater than 65◦ are misreconstructed tracks of smaller zenith
angle and lower energy. The energy threshold for muon triggers
increases rapidly with slant depth in the atmosphere and ice, and
the statistics at large zenith angle become quite poor. We restrict
our analysis to events with zenith angles smaller than 65◦. Within
this range, the angular resolution is roughly constant and much
smaller than the angular size of arrival direction structure we
are trying to study.

Using simulated data, we estimate that the overall median
energy of the primary cosmic rays that trigger the IceCube
detector is 20 TeV. Simulations show that at this energy the
detector is more sensitive to protons than to heavy nuclei
like iron. The median energy increases monotonically with the
true zenith angle of the primary particle (Figure 1, right) due to
the attenuation of low-energy muons with increasing slant depth
of the atmosphere and ice. The median energy also increases
as a function of reconstructed zenith angle. Near the horizon,
the large fraction of misreconstructed events causes the median
energy to fall.

3. ANALYSIS

The arrival direction distribution of cosmic rays observed by
detectors like IceCube is not isotropic. Nonuniform exposure
to different parts of the sky, gaps in the uptime, and other
detector-related effects will cause a spurious anisotropy in the
measured arrival direction distribution even if the true cosmic
ray flux is isotropic. Consequently, in any search for anisotropy
in the cosmic ray flux, these detector-related effects need to
be accounted for. The first step in this search is therefore the
creation of a “reference map” to which the actual data map
is compared. The reference map essentially shows what the
skymap would look like if the cosmic ray flux was isotropic. It

is not in itself isotropic, because it includes the detector effects
mentioned above. The reference map must be subtracted from
the real skymap in order to find regions where the actual cosmic
ray flux deviates from the isotropic expectation.

In this section, we first describe the construction of the
reference map for the subsequent analysis. The reference map is
then compared to the actual data map, and a map of the relative
cosmic ray intensity is produced. We then perform several
analyses to search for the presence of significant anisotropy
in the relative intensity map.

3.1. Calculation of the Reference Level

For the construction of a reference map that represents the
detector response to an isotropic sky, it is necessary to determine
the exposure of the detector as a function of time and integrate
it over the livetime. We use the method of Alexandreas et al.
(1993) to calculate the exposure from real data. This technique
is commonly used in γ -ray astronomy to search for an excess of
events above the exposure-weighted isotropic reference level.

The method works as follows. The sky is binned into a fine
grid in equatorial coordinates (right ascension α, declination δ).
Two skymaps are then produced. The data map N (α, δ) stores the
arrival directions of all detected events. For each detected event
that is stored in the data map, 20 “fake” events are generated
by keeping the local zenith and azimuth angles (θ, φ) fixed and
calculating new values for right ascension using times randomly
selected from within a pre-defined time window Δt bracketing
the time of the event being considered. These fake events are
stored in the reference map with a weight of 1/20. Using 20
fake events per real event, the statistical error on the reference
level can be kept small.

Created in this way, the events in the reference map have the
same local arrival direction distribution as the real events. Fur-
thermore, this “time scrambling” method naturally compensates
for variations in the event rate, including the presence of gaps
in the detector uptime. The buffer length Δt needs to be chosen
such that the detector conditions remain stable within this pe-
riod. Due to its unique location at the South Pole, the angular
acceptance of IceCube is stable over long periods. The longest
Δt used in this analysis is one day, and the detector stability over
this time period has been verified by χ2-tests comparing the ar-
rival direction distributions at various times inside the window.
The IceCube detector is, in fact, stable over periods longer than
24 hr.
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Figure 2. Left: relative intensity ΔN/〈N〉 of the IC59 data in equatorial coordinates, produced with a time window of 24 hr. Right: dependence of the statistical error
on the declination.

(A color version of this figure is available in the online journal.)

Deviations from isotropy are known to bias estimates of the
reference level produced by this method. In the vicinity of a
strong excess, the method can create artificial deficits, as the
events from the excess region are included in the estimation of
the reference level. Similarly, there can be artificial excesses
near strong deficits. In searches for point sources, the effect is
usually negligible, but it can become significant in the presence
of extended regions of strong excess or deficit flux.

Since the Earth rotates by 15◦ every hour, the right ascension
range of the scrambled data is 15◦ hr−1 × Δt , so any structure in
the data map that is larger than 15◦ hr−1 × Δt will also appear
in the reference map and therefore be suppressed in the relative
intensity map ΔN/〈N〉. For example, Δt = 2 hr will suppress
structures larger than 30◦ in the relative intensity map. To be
sensitive to large-scale structure such as a dipole, a time window
of 24 hr (or higher) must be used.

3.2. Relative Intensity and Significance Maps

Once the data and reference maps are calculated, deviations
from isotropy can be analyzed by calculating the relative
intensity:

ΔNi

〈N〉i = Ni(α, δ) − 〈Ni(α, δ)〉
〈Ni(α, δ)〉 , (1)

which gives the amplitude of deviations from the isotropic
expectation in each angular bin i. The deviations from isotropy
can also be expressed in terms of a statistical significance using
the method of Li & Ma (1983). We report both relative intensity
maps and significance maps in this paper.

The analyses in this paper use the HEALPix43 library for the
production of skymaps (Gorski et al. 2005). HEALPix produces
an equal-area division of the unit sphere with pixels of roughly
equal shape. The resolution of the HEALPix grid is defined
by a parameter called Nside, which is related to the number of
pixels in the grid by Npix = 12N2

side. Here, Nside= 64 has been
chosen, so that the sky is divided into 49,152 pixels with an
average pixel size of about 0.◦9. Due to the zenith angle cut
of 65◦ discussed in Section 2.2, the pixels above declination
δ = −25◦ are masked in the analysis. This leaves 14,196 pixels
in the region between δ = −25◦ and the celestial South Pole at
δ = −90◦. The skymaps are plotted in equatorial coordinates
using an equal-area homolographic projection.

43 Hierarchical Equal-Area isoLatitude Pixelization of the sphere:
http://healpix.jpl.nasa.gov.

Figure 2 (left) shows the relative intensity when a 24 hr time
window is used to estimate the reference level. The map exhibits
clear structures. The most obvious features are a broad excess in
the relative counts near right ascension 105◦ and a broad deficit
near 225◦. The relative intensity in the excess (and deficit) region
is of order 10−3. This structure is the large-scale anisotropy first
observed in the analysis of the IC22 data set and reported in
Abbasi et al. (2010b). Since the IC59 data set is larger than the
IC22 data set by an order of magnitude, it is now possible to
see the large-scale structure directly in the data without further
rebinning or averaging over many pixels.

Figure 2 (right) shows the statistical error on the relative
intensity map. Relative intensity skymaps have declination-
dependent statistical uncertainties due to the fact that the
detector acceptance decreases with larger zenith angle. Since
IceCube is located at the South Pole, the relative intensity
exhibits large fluctuations near the horizon, corresponding to
declinations δ > −30◦. Such edge effects are not as severe
for skymaps of the significance of the fluctuations, though one
must note that the location of structures with large (or small)
significance may not coincide with regions of large (or small)
relative intensity.

Figure 3 (left) shows the significance map corresponding to
the relative intensity map shown in Figure 2. The right panel also
shows a distribution of the significance values in each bin. In
an isotropic skymap, the distribution of the significance values
should be normal (red dashed line). However, the best Gaussian
fit to the distribution (black solid line) exhibits large deviations
from a normal distribution caused by the large-scale structure.

3.3. Angular Power Spectrum Analysis

To observe correlations between pixels at several angular
scales, we calculate the angular power spectrum of the relative
intensity map δI = ΔN/〈N〉 described in Section 3.2. The
relative intensity can be treated as a scalar field which we expand
in terms of a spherical harmonic basis,

δI (ui) =
∞∑

�=1

�∑
m=−�

a�mY�m(ui) (2)

a�m ∼ Ωp

Npix∑
i=0

δI (ui)Y
∗
�m(ui). (3)
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Figure 3. Left: significance skymap of the IC59 data in equatorial coordinates, produced using a time window of 24 hr. Right: one-dimensional distribution of the
significance values together with the best-fit (black solid line) performed with a Gaussian function. For comparison, a Gaussian function of mean zero and unit variance
(red dashed line), expected from an isotropic sky, has been superimposed.

(A color version of this figure is available in the online journal.)

In Equations (2) and (3), the Y�m are the Laplace spherical har-
monics, the a�m are the multipole coefficients of the expansion,
Ωp is the solid angle observed by each pixel (which is constant
across the sphere in HEALPix), ui = (αi, δi) is the pointing vec-
tor associated with the ith pixel, and Npix is the total number of
pixels in the skymap. The power spectrum for the relative inten-
sity field is defined as the variance of the multipole coefficients
a�m,

C� = 1

2� + 1

�∑
m=−�

|a�m|2. (4)

The amplitude of the power spectrum at some multipole order
� is associated with the presence of structures in the sky at
angular scales of about 180◦/�. In the case of complete and
uniform sky coverage, a straightforward Fourier decomposition
of the relative intensity maps would yield an unbiased estimate
of the power spectrum. However, due to the limited exposure of
the detector, we only have direct access to the so-called pseudo-
power spectrum, which is the convolution of the real underlying
power spectrum and the power spectrum of the relative exposure
map of the detector in equatorial coordinates. In the case of
partial sky coverage, the standard Y�m spherical harmonics
do not form an orthonormal basis that we can use to expand
the relative intensity field directly. As a consequence of this,
the pseudo-power spectrum displays a systematic correlation
between different � modes that needs to be corrected for.

The deconvolution of pseudo-power spectra has been a
longstanding problem in the study of the cosmic microwave
background (CMB), and there are several computationally
efficient tools available from the CMB community. (For a
discussion on the bias introduced by partial sky coverage in
power spectrum estimation and a description of several bias
removal methods, see Ansari & Magneville 2010.) To calculate
the power spectrum of the IC59 data, we use the publicly
available PolSpice44 software package (Szapudi et al. 2001;
Chon et al. 2004).

In PolSpice, the correction for partial sky bias is performed
not on the power spectrum itself, but on the two-point correlation
function of the relative intensity map. The two-point correlation
function ξ (η) is defined as

ξ (η) = 〈δI (ui) δI (uj )〉, (5)

44 PolSpice website: http://prof.planck.fr/article141.html.

where δI (uk) is the observed relative intensity in the direction
of the kth pixel. Note that ξ (η) depends only on the angle η
between any two pixels. The two-point correlation function can
be expanded into a Legendre series,

ξ (η) = 1

4π

∞∑
�=0

(2� + 1) C�P�(cos η), (6)

where the C� are the coefficients of the angular power spectrum
and the P� are the Legendre polynomials. The inverse operation

C� = 2π

∫ 1

−1
ξ (η)P�(cos η) d(cos η) (7)

can be used to calculate the angular power spectrum coefficients
from a known two-point correlation function.

In order to obtain an unbiased estimator of the true power
spectrum, PolSpice first calculates the a�m coefficients of
both the relative intensity map and the relative exposure map
doing a spherical harmonics expansion equivalent to that shown
in Equation (3). Pseudo-power spectra for both maps are
computed from these coefficients using Equation (4), and these
spectra are subsequently converted into correlation functions
using Equation (6). An unbiased estimator ξ̃ (η) of the true
correlation function of the data is computed by taking the ratio
of the correlation functions of the relative intensity map and
the relative exposure map. An estimate C̃� of the true power
spectrum can then be obtained from the corrected two-point
correlation function using the integral expression shown in
Equation (7).

This process reduces the correlation between different �
modes introduced by the partial sky coverage. Minor ringing
artifacts associated with the limited angular range over which
the correlation function is evaluated are minimized by applying
an apodization function to the correlation function in η-space
as described in Chon et al. (2004). The cosine apodization
scheme provided by PolSpice and used in this work allows
the correlation function to fall slowly to zero at large angular
scales where statistics are low, minimizing any ringing artifacts
that could arise from the calculation of the power spectrum from
the corrected correlation function using Equation (7).

Figure 4 (blue points) shows the angular power spectrum
for the IC59 relative intensity map from Figure 2. In addition
to a strong dipole and quadrupole moment (� = 1, 2), higher
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Figure 4. Angular power spectra for the relative intensity map shown in Figure 2. The blue and red points show the power spectrum before and after the subtraction of
the dominant dipole and quadrupole terms from the relative intensity map. Error bars are statistical, but a possible systematic error is discussed in the text. The gray
bands indicate the distribution of the power spectra in a large sample of isotropic data sets, showing the 68% (dark) and 95% (light) spread in the C̃�.

(A color version of this figure is available in the online journal.)

order terms up to � = 12 contribute significantly to the skymap.
The error bars on the C̃� are statistical. The gray bands indicate
the 68% and 95% spread in the C̃� for a large number of power
spectra for isotropic data sets (generated by introducing Poisson
fluctuations in the reference skymap). As the C̃� are still not
entirely independent (even after the correction for partial sky
coverage is performed), a strong dipole moment in the data can
lead to significant higher order multipoles, and it is important
to study whether the structure for 3 � � � 12 is a systematic
effect caused by the strong lower order moments � = 1, 2.
Figure 4 (red points) shows the angular power spectrum after
the strong dipole and quadrupole moments are removed from
the relative intensity map by a fit procedure described in the next
section. The plot illustrates that after the removal of the lower
order multipoles, indicated by the drop in C̃� for � = 1, 2 (both
are consistent with 0 after the subtraction), most of the higher
order terms are still present. Only the strength of C̃3 and C̃4 is
considerably reduced (the former to a value that is below the
range of the plot).

Regarding systematic uncertainties, for � = 3 and � = 4 the
effects of the strong dipole and quadrupole suggest that there
is significant coupling between the low-� modes. Therefore, we
cannot rule out that C̃3 and C̃4 are entirely caused by systematic
effects. For the higher multipoles, the systematic effects of this
distortion are much lower. After explicit subtraction of the � = 1
and � = 2 terms, the residual power spectrum agrees with
the original power spectrum within the statistical uncertainties.
Therefore, we conclude that the systematic uncertainties in these
data points are, at most, of the same order as the statistical
uncertainties.

In summary, the skymap of cosmic ray arrival directions
contains significant structures on scales down to ∼15◦. In the
next sections, we describe analysis techniques to make the
smaller-scale structure visible in the presence of the much
stronger dipole and quadrupole moments.

3.4. Subtraction of the Dipole and Quadrupole Moments

A straightforward approach to understand the contribution of
higher order multipoles and the corresponding structure in the
skymap is to remove the strong dipole and quadrupole moments
from the relative intensity map and study the residuals. This
requires a dipole and quadrupole fit to the IC59 map. Once fit,

Figure 5. Fit of Equation (8) to the IC59 relative intensity distribution ΔN/〈N〉
shown in Figure 2.

(A color version of this figure is available in the online journal.)

the dipole and quadrupole can be subtracted from the skymap.
We fit the relative intensity map using the function

δI (α, δ) = m0 + px cos δ cos α + py cos δ sin α + pz sin δ

+
1

2
Q1(3 cos2 δ − 1) + Q2 sin 2δ cos α

+ Q3 sin 2δ sin α + Q4 cos2 δ cos 2α

+ Q5 cos2 δ sin 2α. (8)

Equation (8) is a multipole expansion of the relative count
distribution in terms of real-valued spherical harmonic functions
and follows a normalization convention commonly used in
CMB physics (Smoot & Lubin 1979). The quantity m0 is the
“monopole” moment of the distribution and corresponds to a
constant offset of the data from zero. The values (px, py, pz)
are the components of the dipole moment, and the quantities
(Q1, . . . , Q5) are the five independent components of the
quadrupole moment.

The two-dimensional harmonic expansion of Equation (8)
was fit to the 14,196 pixels in the IC59 relative intensity map that
lie between the celestial South Pole and declination δ = −25◦.
The best-fit dipole and quadrupole coefficients are provided in
Table 1, and the corresponding sky distribution is shown in
Figure 5. By themselves, the dipole and quadrupole terms can

8



The Astrophysical Journal, 740:16 (17pp), 2011 October 10 Abbasi et al.

]σsignificance [
-6 -4 -2 0 2 4 6

co
un

t

1

10

210

310

Figure 6. Left: residual of the fit of Equation (8) to the relative intensity distribution shown in Figure 2. Right: distribution of pixel significance values in the skymap
before (solid black line) and after (dashed red line) subtraction of the dipole and quadrupole. Gaussian fits to the data yield a mean of (−0.20 ± 1.05) × 10−2 and a
width of 1.23 ± 0.01 before the dipole and quadrupole subtraction, and (0.28 ± 0.89) × 10−2 and 1.02 ± 0.01 after.

(A color version of this figure is available in the online journal.)

Table 1
Coefficients for the Fit of Equation (8) to the IC59 Relative Intensity Distribution

Coefficient Value (Stat. + Syst.) Correlation Coefficients
(×10−4) χ2/ndf = 14743/14187 : Pr(χ2|ndf) = 5.5 × 10−4

m0 0.32 ± 2.26 ± 0.28 1.00
px 2.44 ± 0.71 ± 0.30 0.00 1.00
py −3.86 ± 0.71 ± 0.94 0.00 0.00 1.00
pz 0.55 ± 3.87 ± 0.45 1.00 0.00 0.00 1.00
Q1 0.23 ± 1.70 ± 0.17 0.99 0.00 0.00 0.99 1.00
Q2 −2.95 ± 0.49 ± 0.74 0.00 0.98 0.00 0.00 0.00 1.00
Q3 −8.80 ± 0.49 ± 0.50 0.00 0.00 0.98 0.00 0.00 0.00 1.00
Q4 −2.15 ± 0.20 ± 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
Q5 −5.27 ± 0.20 ± 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00

Notes. The correlation coefficients indicate that there is some degeneracy between the contributions of px and Q2, py and Q3, and pz and Q1 due to the
fact that the IceCube detector only has a partial view of the sky. The systematic error on the fit parameters is estimated using the results of a fit using
anti-sidereal time as described in Section 4.2.

account for much of the amplitude of the part-per-mil anisotropy
observed in the IceCube data. We note that the quadrupole
moment is actually the dominant term in the expansion, with
a total amplitude that is about 2.5 times larger than the dipole
magnitude. However, the χ2/ndf = 14,743/14,187 corresponds
to a χ2-probability of approximately 0.05%, so while the dipole
and quadrupole are dominant terms in the arrival direction
anisotropy, they do not appear to be sufficient to explain all of
the structures observed in the angular distribution of ΔN/〈N〉.
This result is consistent with the result of the angular power
spectrum analysis in Section 3.3, which also indicates the need
for higher order multipole moments to describe the structures in
the relative intensity skymap.

Subtraction of the dipole and quadrupole fits from the relative
intensity map shown in Figure 2 yields the residual map shown
in Figure 6. The fit residuals are relatively featureless at first
glance, and the significance values are well-described by a
normal distribution, which is expected when no anisotropy is
present. However, the bin size in this plot is not optimized
for a study of significant anisotropy at angular scales larger
than the angular resolution of the detector. To improve the
sensitivity to larger features, we apply a smoothing procedure
which simply takes the reference level and residual data counts
in each bin and adds the counts from pixels within some
angular radius of the bin. This procedure results in a map with
Poisson uncertainties, though the bins are no longer statistically
independent.

The actual size of any possible excess or deficit region (and
thus the optimal smoothing scale) is not known a priori. Fur-
thermore, the skymap may contain several significant structures
of different size, with the optimal smoothing radius differing for
each structure. To make the search as comprehensive as possi-
ble, we study the skymap on all smoothing scales from 3◦ (the
angular resolution) to 45◦ in steps of 1◦ and search for regions of
high significance at any location. Applying this procedure, the
two most significant localized excesses on the sky are a region
with a peak significance of 7.0σ at a smoothing radius of 22◦
at (α = 122.◦4, δ = −47.◦4), and a region of peak significance
6.7σ at a smoothing radius of 13◦ at (α = 263.◦0, δ = −44.◦1).
These values do not account for statistical trials due to the scan
over smoothing radii or the scan for the peak significance in
the 14,196 pixels. We have estimated the trial factors by ap-
plying the same search strategy to a large number of simulated
isotropic data sets. After trial factors are applied, the maximum
significance of the “hot spot” with an optimal smoothing radius
of 22◦ is reduced to 5.3σ , and the “hot spot” at 13◦ is reduced
to 4.9σ .

Skymaps of the relative intensity and the significance of the
residual data are plotted in Figure 7, where a smoothing radius of
20◦ has been used. The radius is not optimal for any of the most
significant excesses, but with this choice all of the significant
features can be seen with reasonable resolution. Compared with
the intensity of the dipole and quadrupole shown in Figure 2,
the smaller structures are weaker by about a factor of five.
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Figure 7. Left: residual intensity map plotted with 20◦ smoothing. Right: significances of the residual map (pre-trials), plotted with 20◦ smoothing.

(A color version of this figure is available in the online journal.)

Figure 8. Left: significances of the IC59 residual map plotted with 12◦ smoothing. Right: significances of the IC59 residual map plotted with 20◦ smoothing. The
regions with a pre-trial significance larger than ±5σ are indicated according to the numbers used in Table 2.

(A color version of this figure is available in the online journal.)

Table 2
Location and Optimal Smoothing Scale for Regions of the IC59 Skymap with a Pre-trials Significance Larger than ±5σ

Region Right Ascension Declination Optimal Scale Peak Significance Post-trials

1 (122.4+4.1
−4.7)◦ (−47.4+7.5

−3.2)◦ 22◦ 7.0σ 5.3σ

2 (263.0+3.7
−3.8)◦ (−44.1+5.3

−5.1)◦ 13◦ 6.7σ 4.9σ

3 (201.6+6.0
−1.1)◦ (−37.0+2.2

−1.9)◦ 11◦ 6.3σ 4.4σ

4 (332.4+9.5
−7.1)◦ (−70.0+4.2

−7.6)◦ 12◦ 6.2σ 4.2σ

5 (217.7+10.2
−7.8 )◦ (−70.0+3.6

−2.3)◦ 12◦ −6.4σ −4.5σ

6 (77.6+3.9
−8.4)◦ (−31.9+3.2

−8.6)◦ 13◦ −6.1σ −4.1σ

7 (308.2+4.8
−7.7)◦ (−34.5+9.6

−6.9)◦ 20◦ −6.1σ −4.1σ

8 (166.5+4.5
−5.7)◦ (−37.2+5.0

−5.7)◦ 12◦ −6.0σ −4.0σ

Note. The errors on the equatorial coordinates indicate the range over which the significance drops by 1σ from the local extremum.

Table 2 contains the location and optimal smoothing scales
of all the regions in the IC59 skymap that have a pre-trials
significance beyond ±5σ . The data also exhibit additional
regions of excess and deficit. It is possible that the deficits are at
least in part artifacts of the reference level estimation procedure,
which can produce artificial deficits around regions of significant
excess counts (or in principle, excesses in the presence of strong
physical deficits). While several of the deficit and excess regions
are observed at large zenith angles near the edge of the IC59
exposure region, we do not believe these features are statistical
fluctuations or edge effects. As we will show in Section 4.3,
the features are also present in IC22 and IC40 data and grow in
significance as the statistics increase.

Figure 8 shows the significance maps with regions with a
pre-trial significance larger than ±5σ indicated according to
the numbers used in Table 2. Since the optimal scales vary from
region to region and no single smoothing scale shows all regions,
we show the maps with two smoothing scales, 12◦ (left) and 20◦
(right).

The angular power spectrum of the residual map is shown
in red in Figure 4. As expected, there is no significant dipole
or quadrupole moment left in the skymap, and the � = 3
and � = 4 moments have also disappeared or have been
weakened substantially. However, the moments corresponding
to 5 � � � 12 are still present at the same strength as before
the subtraction and indicate the presence of structure of angular
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Figure 9. Power spectra for different values of the time scrambling period
Δt . The filtering effect of the time scrambling on large-scale structure can be
easily seen as a monotonic reduction in the strength of low-� components of
the power spectrum. The gray bands show 1σ and 2σ bands for a large set of
isotropic skymaps. See Figure 4 and Section 3.3 for statistical uncertainties and
a discussion of systematic uncertainties.

(A color version of this figure is available in the online journal.)

size 15◦–35◦ in the data. The excesses and deficits in Figure 7
correspond in size to these moments.

3.5. A Filter for Structure on Small Angular Scales

In previous works (Abdo et al. 2008; Vernetto et al. 2009), a
different method is applied to filter the lower � terms and create
skymaps showing the small-scale structure. In these analyses,
the dipole and quadrupole moments are not fit and subtracted,
but suppressed by varying the time window Δt over which the
reference level is estimated (i.e., the length of time in which the
time scrambling, or any other method for generating an isotropic
sky, is performed). We apply this method to the IC59 data to
compare the results to the dipole and quadrupole subtraction
outlined in Section 3.4.

Different time windows probe the presence of anisotropy at
different angular scales. The time scrambling fits structures that
are larger than 15◦ hr−1 ×Δt , and the angular size of a multipole
of order � in the sky is ∼180◦/�. This implies that the technique
filters out modes with � < 12 hr/Δt and reduces the magnitude
of the modes near this threshold.

The efficiency of the method in suppressing larger structures
(low-� moments) is demonstrated in Figure 9, where the angular
power spectra are plotted for relative intensity maps constructed
with seven values of Δt between 2 hr and 24 hr. As expected, the
strength of the low-order multipoles decreases monotonically
with Δt . However, the power spectrum also reveals that the low-

� moments, in particular the quadrupole term, are not completely
removed from the data unless Δt is as small as 3 hr. In addition,
the choice of Δt � 3 hr also appears to weaken the power
observed in the modes 3 � � � 12. Consequently, the residual
map from Section 3.4 and the skymaps produced by choosing a
small Δt cannot be expected to agree in all details. Nevertheless,
a comparison of the skymaps produced with the two methods
provides an important crosscheck.

To best compare this analysis to the results of Section 3.4, the
reference level is calculated using a scrambling time window of
Δt = 4 hr. This choice of Δt is motivated by the angular power
spectrum in Figure 9. With Δt = 4 hr, the spectrum shows the
strongest suppression of the dipole and quadrupole while still
retaining most of power in the higher multipole moments.

Skymaps of the relative intensity and significance for Δt =
4 hr are shown in Figure 10. The maps have been smoothed
by 20◦ to allow for a direct comparison with Figure 7. The
most prominent features of the map are a single broad excess
and deficit, with several small excess regions observed near the
edge of the exposure region. The broad excess is centered at
α = (121.7+4.8

−7.1)◦ and δ = (−44.2+12.1
−7.8 )◦, at the same position as

Region 1 in Table 2. The optimal smoothing scale of the excess is
25◦, with a pre-trials significance of 9.6σ . A second significant
excess is observed at α = (341.7+1.4

−5.6)◦ and δ = (−34.9+3.6
−6.8)◦

with a peak significance of 5.8σ at a smoothing scale of 9◦. This
feature does not appear to have a direct match in Figure 7, but is
roughly aligned in right ascension with the excess identified in
Table 2 as Region 4. We also note that the second-largest excess
in Table 2, Region 2, is visible near α = 263.◦0 in Figure 10,
but with a pre-trials peak significance of 4.5σ after smoothing
by 13◦.

The differences in significance between Figures 7 and 10 can
be attributed to the fact that some contributions from the low-
� moments are still present in this analysis. The broad excess
observed here is co-located with the maximum of the large-
scale structure shown in Figure 5, enhancing its significance.
By comparison, the excess in Region 2 is close to the minimum
of the large-scale structure, weakening its significance. The
leakage of large-scale structure into the Δt = 4 hr skymap also
explains the large deficit near α = 220◦; due to its co-location
with the minimum of the dipole and quadrupole, the size of the
deficit is enhanced considerably.

This effect is illustrated in Figure 11, which shows the relative
intensity for the declination range −45◦ < δ < −30◦, projected
onto the right ascension axis. This declination range is chosen
because it contains some of the most significant structures
of the skymaps. The blue points show the relative intensity

Figure 10. Relative intensity (left) and significance (right) map in equatorial coordinates for Δt = 4 hr and an integration radius of 20◦.

(A color version of this figure is available in the online journal.)
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Figure 11. Relative intensity in the declination band −45◦ < δ < −30◦. The
blue points show the result after subtracting the dipole and quadrupole moments.
The black points correspond to Δt =24 hr and show the large-scale structure,
the red points correspond to Δt = 4 hr. The error boxes represent systematic
uncertainties.

(A color version of this figure is available in the online journal.)

corresponding to Figure 7, i.e., the skymap after subtraction
of dipole and quadrupole moments. The black and red points
show the relative intensity for skymaps obtained with the
method described in this section; the black points correspond to
Δt = 24 hr, the red points to Δt = 4 hr. In the case of Δt = 24 hr,
the large-scale structure dominates. For Δt = 4 hr, the large-
scale structure is suppressed, and the smaller features become
visible. The blue and red curves show excesses and deficits at
the same locations, but with different strengths. As the red curve
still contains some remaining large-scale structure, maxima and
minima are enhanced or weakened depending on where they are
located with respect to the maximum and minimum of the large-
scale structure. The systematic error for the relative intensity
values in Figure 11 is taken from the analysis of the data in
anti-sidereal time as described in the next section.

Finally, we note that the presence of the small-scale structure
can be verified by inspection of the raw event counts in the
data. Figure 12 shows the observed and expected event counts
for declinations −45◦ < δ < −30◦, projected onto the right
ascension axis. The seven panels of the figure contain the
projected counts for seven time scrambling windows Δt =
{2, 3, 4, 6, 8, 12, 24 hr}. For small values of Δt , the expected
counts agree with the data; for example, when Δt = 2 hr, the
data exhibit no visible deviation from the expected counts. For
larger values of Δt , the expected count distribution flattens out as
the technique to estimate the reference level no longer overfits
the large structures. When Δt = 24 hr, the reference level is
nearly flat, and the shape of the large-scale anisotropy is clearly
visible from the raw data.

4. SYSTEMATIC CHECKS

Several tests have been performed on the data to ensure the
stability of the observed anisotropy and to rule out possible
sources of systematic bias. Among the influences that might
cause spurious anisotropy are the detector geometry, the detector
livetime, nonuniform exposure of the detector to different
regions of the sky, and diurnal and seasonal variations in
atmospheric conditions. Due to the unique location of the
IceCube detector at the South Pole, many of these effects

play a lesser role for IceCube than for detectors located in
the middle latitudes. The southern celestial sky is fully visible
to IceCube at any time and changes in the event rate tend to
affect the entire visible sky. Seasonal variations are of order
± 10% (Tilav et al. 2009), but the changes are slow and the
reference level estimation technique is designed to take these
changes into account. This is also true for any effects caused
by the asymmetric detector response due to the geometrical
configuration of the detector. In this section, we test the accuracy
of these assumptions.

4.1. Solar Dipole Analysis

As mentioned in Section 1.1, any observer moving through
a plasma of isotropic cosmic rays should observe a difference
in intensity between the direction of the velocity vector and the
opposite direction. Therefore, cosmic rays received on Earth
should exhibit a dipole modulation in solar time caused by
Earth’s orbital velocity around the Sun. The expected change in
the relative intensity is given by

ΔI

〈I 〉 = (γ + 2)
v

c
cos ρ, (9)

where I is the cosmic ray intensity, γ = 2.7 the power-
law index of the cosmic ray energy spectrum, v/c the ratio
of Earth’s velocity with respect to the speed of light, and ρ
the angle between the cosmic ray arrival direction and the
direction of motion (Gleeson & Axford 1968). With a velocity of
v = 30 km s−1, the expected amplitude is 4.7 × 10−4. Note that
the power-law spectral index has a systematic uncertainty (see,
for example, Biermann et al. 2010 for a discussion) and Earth’s
velocity is not precisely constant, but both of these uncertainties
are too small to be relevant in our comparison of the predicted
dipole strength to the measured strength. The solar dipole effect
has been measured with several experiments (Amenomori et al.
2004, 2008; Abdo et al. 2009) and provides an important check
of the reliability of the analysis techniques presented earlier, as
it verifies that the techniques are sensitive to a known dipole
with an amplitude of roughly the same size as the structures in
the equatorial skymap.

In principle, the solar dipole is not a cause of systematic
uncertainties in the analysis of cosmic ray anisotropy in sidereal
time (equatorial coordinates). The solar dipole is visible only
when the arrival directions are plotted in a frame where the
Sun’s position is fixed in the sky. A signal in this coordinate
system averages to zero in sidereal time over the course of one
year. However, any seasonal variation of the solar dipole can
cause a spurious anisotropy in equatorial coordinates. The effect
works both ways: a seasonal variation in the sidereal anisotropy
will affect the solar dipole. A standard way to study the extent
of these contaminations is by use of two artificial timescales,
anti-sidereal and extended-sidereal time. Anti-sidereal time is
calculated by reversing the sign of the transformation between
universal time and sidereal time. Each sidereal day is slightly
shorter than the solar day (universal time) by about 4 minutes,
while each anti-sidereal day is longer than a solar day by
the same. Anti-sidereal time therefore has 364.25 days (i.e.,
complete revolutions in the coordinate frame) per year, one day
less than the solar year (365.25 days) and two days less than the
sidereal year (366.25 days). Similarly, each extended sidereal
day is shorter than a sidereal day by about 4 minutes (8 minutes
shorter than the solar day). Extended sidereal time has therefore
367.25 days yr−1. No physical phenomena are expected to occur
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Figure 12. Number of events (red) and reference level (black), with statistical uncertainties, as a function of right ascension for the declination range −45◦ < δ < −30◦.
The reference level is estimated in different time windows, from 2 hr (top left) to 24 hr (bottom). Each plot has been created using independent 15◦δ × 2◦ bins in right
ascension.

(A color version of this figure is available in the online journal.)

in the anti-sidereal or in the extended-sidereal frame. However,
systematic distortions in the sidereal anisotropy due to seasonal
variations of the solar dipole will produce a “signal” in anti-
sidereal time. Similarly, distortions in the solar dipole due to
seasonal variations of the sidereal anisotropy will produce a
“signal” in extended-sidereal time. We follow the example of
Amenomori et al. (2008) and Abdo et al. (2009) and use anti-

sidereal time for an estimate of the error from seasonal variations
on the amplitude of the sidereal anisotropy, and extended-
sidereal time to estimate the systematic error on the solar dipole
amplitude.

To measure the solar dipole anisotropy, we estimate the
reference level using a time window Δt = 24 hr, which
maximizes the sensitivity to large-scale features. The data and
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Figure 13. Best-fit results to the IC59 data expressed in solar coordinates. In
this coordinate system, the velocity vector of the motion of the Earth about the
Sun is oriented at a longitude of 270◦.

(A color version of this figure is available in the online journal.)

reference maps are produced in a coordinate system where the
latitude coordinate is declination and the longitude coordinate
represents the angular distance from the Sun in right ascension,
defined as the difference between the right ascension of each
event and the right ascension of the Sun. In this coordinate
system the Sun’s longitude is fixed at 0◦ and we expect, over a
full year, an excess in the direction of motion of Earth’s velocity
vector (at 270◦) and a minimum in the opposite direction.

The data are fit using the dipole and quadrupole expansion
given in Equation (8). The quadrupole coefficients are found
to be equivalent to zero within the fit uncertainties, so the fit
is repeated with only a dipole term and a constant offset. The
dipole describes the data well; the fit χ2/ndf = 14207/14192
corresponds to a χ2-probability of 41.6%. The results of the fit
are shown in Figure 13 and the best-fit coefficients are listed
in Table 3. Only one free parameter, the py component of the
dipole fit, differs significantly from zero. Hence, the dipole is
aligned at a longitude of 270◦ within the equatorial plane of this
coordinate system, following the expectation for a dipole in the
cosmic ray skymap caused by relative motion about the Sun.

The amplitude of the dipole is (3.66 ± 0.14stat ± 0.99sys) ×
10−4. The systematic uncertainty is evaluated by fitting a dipole
to the data in a coordinate system using extended-sidereal time.
We have conservatively estimated this systematic uncertainty
by taking the amplitude of the dipole in extended-sidereal
coordinates. Within the large systematic error, the amplitude
of the solar dipole agrees with the prediction. A more detailed
study of the solar dipole anisotropy in IceCube data will follow
in a separate publication.

4.2. Anti-sidereal Time Analysis

As described in the previous section, we use the analysis
of the data in the anti-sidereal time frame to study systematic
effects caused by seasonal variations. For this test, we produce
skymaps where anti-sidereal time is used instead of sidereal time
in the coordinate transformation from local detector coordinates
to “equatorial” coordinates. Skymaps produced in this way are
subjected to the same analyses as the true equatorial maps.
Neither the angular power spectrum nor the skymaps show any
significant deviation from isotropy. In particular, no regions of
significant excess or deficit are observed in the anti-sidereal
skymaps for any smoothing scale. The systematic error bars

Table 3
Coefficients of a Dipole and Constant Offset Fit to the

IC59 Solar Coordinate Data

Coefficient Value (Stat. + Syst.)
(×10−4)

m0 −0.03 ± 0.06 ± 0.02
px 0.02 ± 0.14 ± 0.97
py −3.66 ± 0.14 ± 0.17
pz −0.03 ± 0.07 ± 0.01

Notes. The systematic error on the fit parameters is
estimated using the results of a fit using extended-sidereal
time as described in the text.

shown in Figure 11 are estimated by using the variation in anti-
sidereal time as a measure of this error.

4.3. Comparison with IC22 and IC40

An important crosscheck of the structure seen in the IC59 data
set can be made by applying the IC59 analysis to data recorded
in the two data periods prior to IC59. The IC22 data set contains
5 billion events recorded between 2007 July and 2008 April, and
the IC40 data set contains 19 billion events recorded between
2008 April and 2009 May. While these data sets are smaller than
the IC59 data set due to the smaller detector size, we nevertheless
expect to observe the most prominent structures in these data,
albeit with reduced significance.

The IC22 and IC40 data can be used to verify that the
structures observed in the arrival direction distribution do not
depend on the geometry of the detector or the data taking
period. The shapes of both detector configurations are highly
asymmetric, with a long axis and a short axis. The asymmetry
introduces a trigger bias into the data, because muon tracks
aligned with the long axis are much more likely to satisfy
the simple majority trigger conditions than events arriving
along the short axis. As a result, the local arrival direction
distribution of the IC22 and IC40 data is highly nonuniform
in azimuth.

We repeat the main analysis steps described in Section 3.
Figure 14 shows the angular power spectrum for IC22, IC40,
and IC59. Both small- and large-scale structures are present in
all three data sets.

Figure 15 shows the result of the dipole and quadrupole
fits (left) and the residual map after subtraction of dipole
and quadrupole (right) for IC22 (top) and IC40 (bottom).
The residual maps are smoothed with a 20◦ radius so they can
be directly compared to Figure 7. While none of the features
in IC22 and IC40 have a pre-trials significance above 5σ , they
align with the regions of deficit and excess observed with IC59
data (cf. Figure 7). The main features on both small and large
scales appear to be persistent in all data sets.

Figure 16 compares the results of the analysis described
in Section 3.5 for the IC22 and IC40 data. The figure shows
the relative intensity as a function of right ascension for the
declination band between −45◦ and −30◦, where the most
significant deviations from isotropy are found. The systematic
error band is estimated from the relative intensity distribution
in anti-sidereal time as described in Section 4.2. The results for
IC22 (left) and IC40 (right) show that similar deviations are
present in the IC22, IC40, and IC59 data, again with increasing
significance due to the increasing size of the data sets.

The stability of the results over several years of data taking
and three different detector configurations indicates that the

14



The Astrophysical Journal, 740:16 (17pp), 2011 October 10 Abbasi et al.

Figure 14. Angular power spectra for the relative intensity maps from IC22 (left) and IC40 data (right). Error bars are statistical. The gray bands indicate the distribution
of the power spectra in a large sample of isotropic data sets, showing the 68% (dark) and 95% (light) spread in the C̃�.

(A color version of this figure is available in the online journal.)

Figure 15. Top: combined dipole and quadrupole fit of Equation (8) to data from IC22 (left) and fit residuals after 20◦ smoothing (right). Bottom: dipole and quadrupole
fit to data from IC40 (left) and fit residuals (right).

(A color version of this figure is available in the online journal.)

anisotropy is not produced by the geometry of the detector. Since
the temporal distribution of detector livetime is also different for
all three data sets, the stability of the results indicates that the
anisotropy is not affected by nonuniformities in the detector
livetime. As expected, the time scrambling method accounts for
this effect.

5. CONCLUSIONS

Using 32 billion events recorded with the partially deployed
IceCube detector between 2009 May and 2010 May, we have
shown that the arrival direction distribution of cosmic rays with

a median energy of 20 TeV exhibits significant anisotropy on all
scales up to � = 12 in the angular power spectrum. The power
spectrum is dominated by a dipole and quadrupole moment, but
also indicates the presence of significant structure on angular
scales down to about 15◦. These structures become visible in the
skymap when the dominant dipole and quadrupole moments are
either subtracted or suppressed. The residual skymap shows both
significant excesses and deficits, with the most important excess
reaching a post-trial significance of 5.3σ in IC59. The relative
intensity of the smaller-scale structures is about a factor of five
weaker than the dipole and quadrupole structure. A study of
data taken with the smaller IC22 and IC40 detectors in previous
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Figure 16. Relative intensity in the declination band between −45◦ and −30◦ for Δt = 4 hr for data from IC22 (left) and IC40 (right). Statistical and systematic
uncertainties are shown, with systematics calculated from the relative intensity distribution in anti-sidereal coordinates.

(A color version of this figure is available in the online journal.)

Figure 17. Combined map of significances in the cosmic ray arrival direction
distribution observed by Milagro in the northern hemisphere (Abdo et al. 2008)
and IceCube in the southern hemisphere (this analysis). Both maps have been
smoothed with a 10◦ radius.

(A color version of this figure is available in the online journal.)

years confirms that these deviations from an isotropic flux are
consistently present in all data sets.

Together with data from the γ -ray experiments in the northern
hemisphere, we now have an almost complete cosmic ray map
of the entire sky at TeV energies. Figure 17 shows the combined
IceCube and Milagro skymaps of small-scale anisotropy. For
this map, all available IceCube data (IC22, IC40, and IC59)
have been used, with a total of 5.6 × 1010 events, and the
analysis is performed using the method described in Section 3.5
with a smoothing radius of 10◦ to match the Milagro analysis.
The combined skymap shows significant excess regions in
both hemispheres. It is possible that the structure around
right ascension 120◦ spans both hemispheres, as the drop in
significances around declination δ = 0◦ could be an artifact
of the smaller exposure of both detectors near δ = 0◦, which
corresponds to a region close to the horizon for both detectors.

There is currently no explanation for these local enhance-
ments in the cosmic ray flux. We note that the two most sig-
nificant excess regions in the southern sky (Regions 1 and 2 in
Table 2) are both located near the Galactic plane. In addition, the
position of one of the excess regions (Region 1) coincides with

the location of the Vela pulsar at (α = 128.◦8, δ = −45.◦2). At
a distance of about 300 pc (Caraveo et al. 2001), Vela is one of
the closest known supernova remnants and has long been con-
sidered a candidate source for Galactic cosmic ray acceleration.
However, the Larmor radius of 10 TeV protons in a μG mag-
netic field is approximately 0.01 pc, many orders of magnitude
smaller than the distance to Vela, and unless unconventional
propagation mechanisms are assumed, charged particles from
Vela will have lost all directional information upon their arrival
at Earth.

Recently, several authors have investigated the extent to which
the stochastic nature of nearby supernova remnants can lead to
spatial and temporal variations in the cosmic ray flux (Ptuskin
et al. 2006; Blasi & Amato 2011). The random nature of the
sources makes quantitative predictions difficult and can lead to
bumps and dips in the amplitude of the anisotropy as a function
of energy that depend on the specific source distribution used in
the simulation of the cosmic ray flux. Qualitatively, the models
make specific predictions for the energy dependence of the
amplitude of the cosmic ray anisotropy.

In the TeV–PeV range, the energy resolution of IceCube is
poor for cosmic ray events (see Section 2.1). However, given
the large rate of cosmic ray triggers, it is possible to isolate a
sufficiently large subset of showers with a median energy of
several hundred TeV which is not significantly contaminated by
low-energy events. A paper focusing on this study is currently
in preparation.

The study of cosmic ray arrival directions at TeV energies
will continue to be a major ongoing research effort in IceCube.
IceCube and the future High Altitude Water Cherenkov γ -ray
observatory (Sinnis et al. 2004) under construction in Mexico
can be used to monitor the southern and northern hemisphere,
respectively, with high sensitivity. The combined data sets will
soon allow for all-sky power spectra and the analysis of the
entire sky at all angular scales.

Over the next few years, with the IceCube detector now
operating in its complete 86-string configuration, our data set
will increase at a rate of about 45 × 109 muon events per
year. With this level of statistics we will also be able to study
possible time dependencies of the anisotropy in the southern
hemisphere and compare to similar studies performed with data
from instruments in the northern hemisphere (Abdo et al. 2009;
Amenomori et al. 2010).
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ABSTRACT

We present the results of time-integrated searches for astrophysical neutrino sources in both the northern and
southern skies. Data were collected using the partially completed IceCube detector in the 40-string configuration
recorded between 2008 April 5 and 2009 May 20, totaling 375.5 days livetime. An unbinned maximum likelihood
ratio method is used to search for astrophysical signals. The data sample contains 36,900 events: 14,121 from
the northern sky, mostly muons induced by atmospheric neutrinos, and 22,779 from the southern sky, mostly
high-energy atmospheric muons. The analysis includes searches for individual point sources and stacked searches
for sources in a common class, sometimes including a spatial extent. While this analysis is sensitive to TeV–PeV
energy neutrinos in the northern sky, it is primarily sensitive to neutrinos with energy greater than about 1 PeV in
the southern sky. No evidence for a signal is found in any of the searches. Limits are set for neutrino fluxes from
astrophysical sources over the entire sky and compared to predictions. The sensitivity is at least a factor of two better
than previous searches (depending on declination), with 90% confidence level muon neutrino flux upper limits being
between E2dΦ/dE ∼ 2–200 × 10−12 TeV cm−2 s−1 in the northern sky and between 3–700 × 10−12 TeV cm−2 s−1

in the southern sky. The stacked source searches provide the best limits to specific source classes. The full IceCube
detector is expected to improve the sensitivity to dΦ/dE ∝ E−2 sources by another factor of two in the first year
of operation.

Key words: astroparticle physics – cosmic rays – neutrinos

Online-only material: color figures

1. INTRODUCTION

Neutrino astronomy is tightly connected to cosmic ray (CR)
and gamma-ray astronomy, since neutrinos likely share their
origins with these other messengers. With a possible exception
at the highest observed energies, CRs propagate diffusively
losing directional information due to magnetic fields, and both
CRs and gamma rays at high energies are absorbed due to
interactions on photon backgrounds. Neutrinos, on the other
hand, are practically unabsorbed en route and travel directly
from cosmological sources to the Earth. Neutrinos are therefore
fundamental to understanding CR acceleration processes up to
the highest energies, and the detection of astrophysical neutrino
sources could unveil the origins of hadronic CR acceleration.
Whether or not gamma-ray energy spectra above about 10 TeV
can be accounted for by only inverse Compton processes is
still an open question. Some observations suggest contributions
from hadronic acceleration processes (Morlino et al. 2009;
Boettcher et al. 2009). Acceleration of CRs is thought to
take place in shocks in supernova remnants (SNRs) or in jets
produced in the vicinity of accretion disks by processes which
are not fully understood. Black holes in active galactic nuclei
(AGNs), galactic micro-quasars and magnetars, or disruptive
phenomena such as collapsing stars or binary mergers leading
to gamma-ray bursts (GRBs), all characterized by relativistic
outflows, could also be powerful accelerators. The canonical

model for acceleration of CRs is the Fermi model (Fermi
1949), called first-order Fermi acceleration when applied to non-
relativistic shock fronts. This model naturally gives a CR energy
spectrum similar to dΦ/dE ∝ E−2 at the source. The neutrinos,
originating in CR interactions near the source, are expected to
follow a similar energy spectrum. More recently, models such
as those in Caprioli et al. (2010) can yield significantly harder
source spectra. In the framework of these models, it is possible
to account for galactic CR acceleration to energies up to the
knee, at about Z×4×1015 eV, where Z is the atomic number of
the CR. Extragalactic sources, on the other hand, are believed to
be responsible for ultra-high-energy CRs observed up to about
1020 eV.

The concept of a neutrino telescope as a three-dimensional
matrix of photomultiplier tubes (PMTs) was originally proposed
by Markov & Zheleznykh (1961). These sensors detect the
Cerenkov light induced by relativistic charged particles passing
through a transparent and dark medium such as deep water or
the Antarctic ice sheet. The depth of these detectors helps to
filter out the large number of atmospheric muons, making it
possible to detect the rarer neutrino events. The direction and
energy of particles are reconstructed using the arrival time and
number of the Cerenkov photons. High-energy muon–neutrino
interactions produce muons that can travel many kilometers. On
average, the muons scatter <0.◦1 with respect to the original
neutrino direction for Eν > 10 TeV. The first cubic-kilometer
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neutrino telescope, IceCube, is being completed at the South
Pole. IceCube has a large target mass. This gives it excellent
sensitivity to astrophysical neutrinos, enabling it to test many
theoretical predictions.

Reviews on neutrino sources and telescopes can be found in
Anchordoqui & Montaruli (2010), Chiarusi & Spurio (2010),
Becker (2008), Lipari (2006), Bednarek et al. (2005), Halzen
& Hooper (2002), Learned & Mannheim (2000), and Gaisser
et al. (1995). Recent results on searches for neutrino sources
have been published by IceCube in the 22-string configuration
(Abbasi et al. 2009a, 2009b), AMANDA-II (Abbasi et al.
2009c), Super-Kamiokande (Thrane et al. 2009), and MACRO
(Ambrosio et al. 2001).

This paper is structured as follows: Section 2 describes the
detector. The data sample and cut parameters are discussed
in Section 3, along with the simulation. In Section 4, the
detector performance is characterized for searches. Section 5
describes the unbinned maximum likelihood search method,
and in Section 6 the point-source and stacking searches are
discussed. After discussing the systematic errors in Section 7,
the results are presented in Section 8. Section 9 discusses the
impact of our results on various possible neutrino emission
models, and Section 10 offers some conclusions.

2. DETECTOR AND DATA SAMPLE

The IceCube Neutrino Observatory is composed of a deep
array of 86 strings holding 5160 digital optical modules (DOMs)
deployed between 1.45 and 2.45 km below the surface of the
South Pole ice. The strings are typically separated by about
125 m with DOMs separated vertically by about 17 m along
each string. IceCube construction started with the first string
installed in the 2005–2006 austral summer (Achterberg et al.
2006a) and was completed in 2010 December. Six of the strings
in the final detector use high quantum efficiency DOMs and
a spacing of about 70 m horizontally and 7 m vertically. Two
more strings have standard IceCube DOMs and 7 m vertical
spacing but an even smaller horizontal spacing of 42 m. These
eight strings along with seven neighboring standard strings make
up DeepCore, designed to enhance the physics performance of
IceCube below 1 TeV. The observatory also includes a surface
array, IceTop, for extensive air shower measurements on the
composition and spectrum of CRs.

Each DOM consists of a 25 cm diameter Hamamatsu PMT
(Abbasi et al. 2010a), electronics for waveform digitization
(Abbasi et al. 2009d), and a spherical, pressure-resistant glass
housing. A single Cerenkov photon arriving at a DOM can
produce a photoelectron, which is called a hit if the analog
output of the PMT exceeds a threshold equivalent to 0.25 of the
average single photoelectron (SPE) charge. The waveform of the
PMT total charge is digitized and sent to the surface if hits are in
coincidence with at least one other hit in the nearest or next-to-
nearest neighboring DOMs within ±1000 ns. Hits that satisfy
this condition are called local coincidence hits. The waveforms
can contain multiple hits. The total number of photoelectrons
and their arrival times are extracted with an iterative Bayesian-
based unfolding algorithm. This algorithm uses the template
shape representing an average hit.

Forty strings of IceCube were in operation from 2008 April
5 to 2009 May 20. The layout of these strings in relation to
the final 86-string IceCube configuration is shown in Figure 1.
Over the entire period the detector ran with an uptime of 92%,
yielding 375.5 days of total exposure. Dead time is mainly due
to test runs during and after the construction season dedicated to

X (Grid East) [m]
-600 -400 -200 0 200 400 600

Y
 (

G
rid

 N
or

th
) 

[m
]

-600

-400

-200

0

200

400

600
40-string Configuration

86-string Configuration

Figure 1. Overhead view of the 40-string configuration, along with additional
strings that will make up the complete IceCube detector.

(A color version of this figure is available in the online journal.)

calibrating the additional strings and upgrading data acquisition
systems.

IceCube uses a simple multiplicity trigger, requiring local
coincidence hits in eight DOMs within 5 μs. Once the trigger
condition is met, local coincidence hits within a readout window
±10 μs are recorded, and overlapping readout windows are
merged together. IceCube triggers primarily on down-going
muons at a rate of about 950 Hz in this (40-string) configuration.
Variations in the trigger rate by about ±10% are due to
seasonal changes affecting development of CR showers and
muon production in the atmosphere, with higher rates during
the austral summer (Tilav et al. 2010).

3. DATA AND SIMULATION

3.1. Data Sample

Traditional astrophysical neutrino point-source searches have
used the Earth to block all upward traveling (up-going) particles
except muons induced by neutrinos, as in Abbasi et al. (2009b).
There remains a background of up-going muons from neutrinos,
which are created in CR air showers and can penetrate the
entire Earth. These atmospheric neutrinos have a softer energy
spectrum than many expectations for astrophysical neutrinos.
The measurement of the atmospheric neutrino spectrum for
the 40-string detector is discussed in Abbasi et al. (2010b).
A large number of muons produced in CR showers in the
atmosphere and moving downward through the detector (down-
going) are initially misreconstructed as up-going. These mask
the neutrino events until quality selections are made, leaving
only a small residual of misreconstructed events.

The down-going region is dominated by atmospheric muons
that also have a softer spectrum compared to muons induced
by astrophysical neutrinos. At present, this large background
reduces the IceCube sensitivity to neutrino sources in the south-
ern sky in the sub-PeV energy region. While veto techniques are
in development which will enable larger detector configurations
to isolate neutrino-induced events starting within the detector,
point-source searches can meanwhile be extended to the down-
going region if the softer-spectrum atmospheric muon back-
ground is reduced by an energy selection. This was done for the
first time using the previous 22-string configuration of IceCube
(Abbasi et al. 2009a), extending IceCube’s field of view to −50◦
declination. In this paper, we extend the field of view to −85◦
declination (the exclusion between −85◦ and −90◦ is due to the
use of scrambled data for background estimation in the analysis,
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Table 1
Number of Events at Each Processing Level for the 375.5 days of Livetime

Triggered events 3.3 × 1010

L1 filtered events 8.0 × 108

Events in final sample 36,900

described in Section 5). Downgoing muons can also be created
in showers caused by gamma rays, which point back to their
source like neutrinos. The possibility for IceCube to detect PeV
gamma-ray sources in the southern sky is discussed in Halzen
et al. (2009), which concludes that a realistic source could be
detected using muons in the ice only after 10 years of observing.
Gamma-ray sources will not be considered further here.

Two processing levels are used to reduce the approximately
3.3 × 1010 triggered events down to a suitable sample for
analysis (see Table 1). Random noise at the level of about
500 Hz per DOM is mainly due to radioactive decays in the
materials in the DOMs. The contribution to triggered events by
this random noise is highly suppressed by the local coincident hit
requirement. To further reduce the contribution from noise, only
hits within a 6 μs time window are used for the reconstructions.
This time window is defined as the window that contains the
most hits during the event. About 5% of down-going muons
which trigger the detector are initially misreconstructed as
up-going by the first stages of event processing. A persistent
background that grows with the size of the detector is CR muons
(or bundles of muons) from different showers which arrive in
coincidence. At trigger level, they make up about 13% of the
events. These coincident muon bundles can mimic the hit pattern
of good up-going events, confusing a single-muon fit.

A likelihood-based muon track reconstruction is first per-
formed at the South Pole (L1 filter). The likelihood function
(Ahrens et al. 2004) parameterizes the probability of observ-
ing the geometry and timing of the hits in terms of a muon
track’s position, zenith angle, and azimuth angle. This likeli-
hood is maximized, yielding the best-fit direction and position
for the muon track. Initial fits are performed using an SPE like-
lihood that uses the time of the leading edge of the first photon
arriving in each DOM. These reconstructions yield robust re-
sults used for the first level of background rejection. All events
that are reconstructed as up-going are kept, while events in the
down-going region must pass an energy cut that tightens with
decreasing zenith angle. Events pass this L1 filter at an average
rate of about 22 Hz and are buffered before transmission via
a communications satellite using the South Pole Archival and
Data Exchange (SPADE) system.

The processing done in the North includes a broader base
of reconstructions compared to what is done at the South Pole.
Rather than just the simple SPE fit, the multiple photoelectron
(MPE) fit uses the number of observed photons to describe
the expected arrival time of the first photon. This first photon
is scattered less than an average photon when many arrive at
the same DOM. The MPE likelihood description uses more
available information than SPE and improves the tracking
resolution as energy increases, and this reconstruction is used
for the final analysis. The offline processing also provides
parameters useful for background rejection, reconstructs the
muon energy, and estimates the angular resolution on an event-
by-event basis. Reducing the filtered events to the final sample
of this analysis requires cutting on the following parameters:

1. Reduced log-likelihood. The log-likelihood from the muon
track fit divided by the number of degrees of freedom, given
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Figure 2. Distribution of the muon energy proxy (energy loss observed in the
detector) vs. the true neutrino energy for a flux dΦ/dE ∝ E−2.

by the number of DOMs with hits minus five, the number of
free parameters used to describe the muon. This parameter
performed poorly on low-energy signal events. It was found
that low-energy efficiency could be increased by instead
dividing the likelihood by number of DOMs with photon
hits minus 2.5. Both the standard and modified parameters
were used, requiring events to pass one selection or the
other. This kept the efficiency higher for a broader energy
range.

2. Angular uncertainty, σ . An estimate of the uncertainty
in the muon track direction. The directional likelihood
space around the best track solution is sampled and fit
to a paraboloid. The contour of the paraboloid traces
an error ellipse indicating how well the muon direction
is localized (Neunhoffer 2006). The rms of the major
and minor axes of the error ellipse is used to define a
circular error. This parameter is effective both for removing
misreconstructed events and as an event-by-event angular
uncertainty estimator.

3. Muon energy proxy. The average photon density along
the muon track, used as a proxy for the muon energy. It
is calculated accounting for the distance to DOMs, their
angular acceptance, and average scattering and absorption
properties of photons in the ice. The energy loss of a
muon moving through the detector scales with the muon
energy above about 1 TeV when stochastic energy losses
due to bremsstrahlung, pair production, and photonuclear
interactions dominate over ionization losses. The energy
resolution obtained is of the order of 0.3 in the log10 of
the muon energy (at closest approach to the average hit
location) for energies between about 10 TeV and 100 PeV.
Since the interaction vertex is often an unknown distance
from the detector, the muon in the detection volume has
already lost an unknown amount of energy. Figure 2 shows
the distribution of this energy parameter versus the true
neutrino energy for a simulated spectrum dΦ/dE ∝ E−2.
Despite the uncertainty on the neutrino energy, for a
statistical sample of events this energy estimator is a
powerful analysis tool because of the wide range over which
energies are measured.

4. Zenith-weighted likelihood ratio. The likelihood ratio be-
tween an unbiased muon fit and a fit with an event weight
according to the known down-going muon zenith distribu-
tion as a Bayesian prior. Applied to up-going tracks, a high
likelihood ratio establishes strong evidence that the event is
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actually up-going and not a misreconstructed down-going
event.

5. NDir. The number of DOMs with direct photons, defined
as arriving within −15 ns to +75 ns of the expectation from
an unscattered photon emitted from the reconstructed muon
track at the Cerenkov angle. Scattering of photons in the
ice causes a loss of directional information and will delay
them with respect to the unscattered expectation.

6. LDir. The maximum length between direct photons, pro-
jected along the best muon track solution.

7. Zenith directions of split events. The zenith angles resulting
from splitting of an event into two parts and reconstructing
each part separately. This is done in two ways: temporally,
by using the mean photon arrival time as the split criterion,
and geometrically, by using the plane both perpendicular
to the track and containing the average hit location as the
split criterion. This technique is effective against coincident
muon bundles misreconstructed as single up-going tracks
if both sub-events are required to be up-going.

In the up-going region, all parameters are used. The zenith-
weighted likelihood ratio and event splitting are specifically de-
signed to remove down-going atmospheric muon backgrounds
that have been misreconstructed as up-going while the other
parameters focus on overall track quality.

In the down-going region, without a veto or Earth filter, muons
from CR showers overwhelm neutrino-induced muons, except
possibly at high energies if the neutrino source spectra are harder
than the CR spectrum. The aim of the analysis in this region is
therefore to select high-energy, well-reconstructed events. We
use the first three parameters in the list above as cut variables,
requiring a higher track quality than in the up-going range.
Energy cuts were introduced in the down-going region to reduce
the number of events to a suitable size, cutting to achieve a
constant number of events per solid angle (which also simplifies
the background estimation in the analysis). This technique keeps
the high-energy events which are most important for discovery.
Cuts were optimized for the best sensitivity using a simulated
signal of muon neutrinos with spectrum dΦ/dE ∝ E−2.
We checked that the same cuts resulted in a nearly optimal
sensitivity for a softer spectrum dΦ/dE ∝ E−3 in the up-going
region where low-energy sensitivity is possible and for a harder
spectrum dΦ/dE ∝ E−1.5 in the down-going region.

Of the 36,900 events passing all selection criteria, 14,121 are
up-going events from the northern sky, mostly muons induced
by atmospheric neutrinos. Simulations of CR air showers with
CORSIKA (Heck et al. 1998) show a 2.4% ± 0.8% contamina-
tion due to misreconstructed down-going atmospheric muons.
The other 22,779 are down-going events from the southern sky,
mostly high-energy atmospheric muons. An equatorial sky map
of these events is given in Figure 3.

3.2. Data and Simulation Comparison

Simulation of neutrinos is used for determining event selec-
tion and calculating upper limits. The simulation of neutrinos
is based on ANIS (Gazizov & Kowalski 2005). Deep inelastic
neutrino–nucleon cross sections use CTEQ5 parton distribution
functions (Lai et al. 2000). Neutrino simulation can be weighted
for different fluxes, accounting for the probability of each event
to occur. In this way, the same simulation sample can be used to
represent atmospheric neutrino models such as Bartol (Barr et al.
2004) and Honda (Honda et al. 2007) neutrino fluxes from pion
and kaon decays (conventional flux). Neutrinos from charmed

24h 0h

°+30

°+60

°-30

°-60

Figure 3. Equatorial skymap (J2000) of the 36,900 events in the final sample.
The galactic plane is shown as the solid black curve. The northern sky (positive
declinations) is dominated by up-going atmospheric neutrino-induced muons,
and the southern sky (negative declinations) is dominated by muons produced
in cosmic ray showers in the atmosphere above the South Pole.

meson decays (prompt flux) have been simulated according to a
variety of models (Martin et al. 2003; Enberg et al. 2008; Bugaev
et al. 1989). Seasonal variations in atmospheric neutrino rates
are expected to be a maximum of ±4% for neutrinos originating
near the polar regions. Near the equator, atmospheric variations
are much smaller and the variation in the number of events
is expected to be less than ±0.5% (Ackermann & Bernardini
2005).

Atmospheric muon background is simulated mostly to guide
and verify the event selection. Muons from CR air showers
were simulated with CORSIKA (Heck et al. 1998) with the
SIBYLL hadronic interaction model (Ahn et al. 2009). An
October polar atmosphere, an average case over the year,
is used for the CORSIKA simulation, ignoring the seasonal
variations of ±10% in event rates (Tilav et al. 2010). Muon
propagation through the Earth and ice is done using Muon
Monte Carlo (Chirkin & Rhode 2004). Using measurements
of the scattering and absorption lengths in ice (Ackermann et al.
2006), a detailed simulation propagates the photon signal to
each DOM (Lundberg et al. 2007). The simulation of the DOMs
includes their angular acceptance and electronics. Experimental
and simulated data are processed and filtered in the same way.

In Figure 4, we show the cosine of zenith and in Figure 5
the muon energy proxy, reduced log-likelihood, and angular
uncertainty estimator distributions of all events at trigger level,
L1 filter level, and after final analysis cuts for data and Monte
Carlo (MC). In these figures, the simulation uses a slightly
modified version of the poly-gonato model of the galactic CR
flux and composition (Hoerandel 2003). Above the galactic
model cutoff at Z×4×1015 eV, a flux of pure iron is used with an
E−3 spectrum. This is done because currently CORSIKA cannot
propagate elements in the poly-gonato model that are heavier
than iron. Moreover, the poly-gonato model only accounts for
galactic CRs and does not fully account for the average measured
flux above 1017 eV, even when all nuclei are considered (see
Figure 11 in Hoerandel 2003). These corrections then reproduce
the measured CR spectrum at these energies. There is a 23%
difference in normalization of data and CR muon events at
trigger level. This normalization offset largely disappears after
quality cuts are made. Generally good agreement is achieved at
later cut levels.

Figure 4 shows some disagreement between data and simula-
tion for zenith angles around 80◦. Muons created in CR showers
in the atmosphere near this zenith angle must travel about 15 km
to reach the bottom of IceCube. Only very high energy muons
can travel such distances. For the simulation to produce the
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Figure 4. Distribution of reconstructed cosine zenith at trigger level, L1, and
final cut level for data and simulation of atmospheric muons (Hoerandel 2003)
and neutrinos (Barr et al. 2004; Bugaev et al. 1989). The true cosine zenith
distribution of the muons at trigger level is also shown.

(A color version of this figure is available in the online journal.)

correct zenith distribution for these nearly horizontal events,
CR composition can be important since protons can produce
higher energy muons than iron nuclei with the same energy.

In addition to the slightly modified version of the poly-gonato
model, discussed above, a simpler pure proton and iron two-
component model with a much higher contribution of protons
is used for comparison (Glasstetter & Hoerandel 1999). The
final zenith distribution with each of these models is shown in
Figure 6. The atmospheric muon simulation is not only affected
by the primary composition uncertainties at high energy; it is
also affected by the hadronic model, affecting the production
rate of muons at the level of 15% in the region of interest
for IceCube, greater than about 1 TeV, as discussed in the
SIBYLL model paper (Ahn et al. 2009) and in the comparison
between different hadronic models used in CORSIKA presented
in Berghaus et al. (2008).

For the up-going region, several models of atmospheric
neutrino fluxes, both conventional fluxes from pion and kaon
decay and prompt fluxes from charmed meson decay, are
shown in Figure 6. To represent the low and high predictions,
conventional and prompt models are used in pairs: Honda
(Honda et al. 2007) for the conventional flux paired with
Sarcevic (Enberg et al. 2008) for the prompt flux represent the
low prediction, and Bartol (Barr et al. 2004) for the conventional
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Figure 5. Distributions of muon energy proxy (top row), reduced log-likelihood (middle row), and angular uncertainty estimator (bottom row) for the up-going sample
(left column) and the down-going sample (right column). Each is shown at trigger level, L1, and final cut level for data and simulation of atmospheric muons and
neutrinos. In the up-going sample (left column), all atmospheric muons are misreconstructed, and at final level their remaining estimated contribution is about 2.4% ±
0.8%.

(A color version of this figure is available in the online journal.)
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flux paired with Naumov (Bugaev et al. 1989) for the prompt
flux represent the high prediction. Additional uncertainty in the
predicted atmospheric neutrino rate is estimated to be about
40% at 1 TeV (Barr et al. 2006). We conclude that our data
agree with background simulation at the final level, within the

range of uncertainties allowable by existing CR composition
and atmospheric neutrino models.

4. DETECTOR PERFORMANCE

The performance of the detector and the analysis is char-
acterized using the simulation described in Section 3.2. For a
spectrum of neutrinos dΦ/dE ∝ E−2, the median angular dif-
ference between the neutrino and the reconstructed direction of
the muon in the northern (southern) sky is 0.◦8 (0.◦6). Along with
more severe quality selection in the southern sky, the different
energy distributions in each hemisphere, shown in Figure 7,
cause the difference in these two values. This is because the
reconstruction performs better at higher energy due to the larger
amount of light and longer muon tracks. The cumulative point-
spread function (PSF) is shown in Figure 8 for two energy ranges
and compared with simulation of the complete IceCube detec-
tor using the same quality selection, as well as the median PSF
versus energy for the two hemispheres.

The neutrino effective area Aeff
ν is a useful parameter to

determine event rates and the performance of a detector for
different analyses and fluxes. The expected event rate for a
given differential flux dΦ/dE is

Nevents(δν) =
∫

dEνA
eff
ν (Eν, δν)

dΦν(Eν, δν)

dEν

, (1)

and is calculable using simulation. The Aeff
ν represents the size

of an equivalent detector if it were 100% efficient. Figure 9
shows the Aeff

ν for fluxes of νμ + ν̄μ and ντ + ν̄τ , for events
at final selection level. Neutrinos arriving from the highest
declinations must travel through the largest column depth and
can be absorbed: this accounts for the turnover at high energies
for nearly vertical up-going muon neutrinos. Tau neutrinos have
the advantage that the tau secondary can decay back into a tau
neutrino before losing much energy.

Although tau (and electron) neutrino secondaries usually
produce nearly spherical showers rather than tracks, tau leptons
will decay to muons with a 17.7% branching ratio (Amsler
et al. 2008). At very high energy (above about 1 PeV), a tau
will travel far enough before decaying that the direction can be
reconstructed well, contributing to any extraterrestrial signal in
the muon channel. For the upper limits quoted in Section 8, we
must make an assumption on the flavor ratios at Earth, after
oscillations. It is common to assume Φνe

:Φνμ
:Φντ

= 1:1:1. This
is physically motivated by neutrino production from pion decay
and the subsequent muon decay, yielding Φνe

:Φνμ
:Φντ

= 1:2:0.
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(A color version of this figure is available in the online journal.)

After standard oscillations over astrophysical baselines, this
gives an equal flux of each flavor at Earth (Athar et al. 2000).
Under certain astrophysical scenarios, the contribution from
muon decay may be suppressed, leading to an observed flux
ratio of Φνe

:Φνμ
:Φντ

= 1:1.8:1.8 (Kashti & Waxman 2005),
or the contribution of tau neutrinos could be enhanced by the
decay of charmed mesons at very high energy (Enberg et al.
2009). For a spectrum dΦ/dE ∝ E−2 and equal muon and
tau neutrino fluxes, the fraction of tau neutrino-induced events
is about 17% for vertically down-going, 10% for horizontal,
and 13% for vertically up-going. Because the contribution from
tau neutrinos is relatively small, assuming only a flux of muon
neutrinos can be used for convenience and to compare to other
published limits. We have tabulated limits on both Φνμ

and the
sum Φνμ

+ Φντ
, assuming an equal flux of each, while in the

figures we have specified that we only consider a flux of muon
neutrinos. Limits are always reported for the flux at the surface
of the Earth.

5. SEARCH METHOD

An unbinned maximum likelihood ratio method is used to
look for a localized, statistically significant excess of events
above the background. We also use energy information to help
separate possible signal from the known backgrounds.

The method follows that of Braun et al. (2008). The data are
modeled as a two-component mixture of signal and background.
A maximum likelihood fit to the data is used to determine the
relative contribution of each component. Given N events in the
data set, the probability density of the ith event is

ns

N
Si +

(
1 − ns

N

)
Bi , (2)

where Si and Bi are the signal and background probability
density functions (PDFs), respectively. The parameter ns is the
unknown contribution of signal events.

For an event with reconstructed direction �xi = (αi, δi), where
αi is the right ascension (R.A.) and δi is the declination, we
model the probability of originating from the source at �xs as a
circular two-dimensional Gaussian,

N (�xi |�xs, σi) = 1

2πσ 2
i

exp

(
−|�xi − �xs |

2σ 2
i

)
, (3)

where σi is the angular uncertainty reconstructed for each
event individually (Neunhoffer 2006) and |�xi − �xs | is the
space angle difference between the source and reconstructed
event. While the average angular uncertainty decreases with
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Figure 10. Angular deviation between neutrino and reconstructed muon
direction ΔΨ for ranges in σi , the reconstructed angular uncertainty estimator.
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also shown. The value of σi is correlated to the track reconstruction error. A
small fraction of events are not well represented by the Gaussian distribution,
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detection.

(A color version of this figure is available in the online journal.)

increasing energy, the individual σi values are estimated from
the reconstruction likelihood shape itself, and therefore the
PSF incorporates this dependence without explicitly being a
function of energy. The PSFs for different ranges of σi are
in Figure 10, showing the correlation between the estimated
angular uncertainty and actual track reconstruction error.

The energy PDF E(Ei |γ, δi) describes the probability of
obtaining a reconstructed muon energy Ei for an event produced
by a source of a given neutrino energy spectrum E−γ at
declination δi . We describe the energy distribution using 22
declination bands. Twenty bands, spaced evenly by solid angle,
cover the down-going range where the energy distributions
are changing the most due to the energy cuts in the event
selection, while two are needed to sufficiently describe the up-
going events, with the separation at δ = 15◦. We fit the source
spectrum with a power law E−γ ; γ is a free parameter. The
probability of obtaining a reconstructed muon energy Ei for an
event produced by a source with spectral index γ , for spectral
indices 1.0 < γ < 4.0, is determined using simulation. Two
examples of these energy PDFs are shown in Figure 11.

The full signal PDF is given by the product of the spatial and
energy PDFs:

Si = N (�xi |�xs, σi) · E(Ei |γ, δi). (4)

The background PDF Bi contains the same terms, describing
the angular and energy distributions of background events:

Bi = NAtm(�xi) · E(Ei |Atm, δi), (5)
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TS or higher (right). A χ2 distribution with 2 degrees of freedom times one-half (because we only search for excesses) can be used as an approximation. Also shown
are the distributions when simulated signal events are injected following a spectrum dΦ/dE ∝ E−2. About nine events are needed for a discovery in 50% of trials at
this declination since the median TS in this case is 29.1.

(A color version of this figure is available in the online journal.)

where NAtm(�xi) is the spatial PDF of atmospheric background
and E(Ei |Atm, δi) is the probability of obtaining Ei from atmo-
spheric backgrounds (neutrinos and muons) at the declination
of the event. These PDFs are constructed using data and, for
the energy term, in the same 22 declinations bands as the sig-
nal PDF. All non-uniformities in atmospheric background event
rates caused by the detector acceptance or seasonal variation
average out in the time-integrated analysis. Therefore, NAtm(�xi)
has a flat expectation in R.A. and is only dependent on declina-
tion. Because the data are used in this way for background esti-
mation, the analysis is restricted from −85◦ to 85◦ declination,
so that any point-source signal will still be a small contribution
to the total number of events in the same declination region.

The likelihood of the data is the product of all event proba-
bility densities:

L(ns, γ ) =
N∏

i=1

[ns

N
Si +

(
1 − ns

N

)
Bi

]
. (6)

The likelihood is then maximized with respect to ns and γ ,
giving the best-fit values n̂s and γ̂ . The null hypothesis is given
by ns = 0 (γ has no meaning when no signal is present). The
fit has been restricted to the physical signal region ns � 0. The
likelihood ratio test statistic is

TS =
⎧⎨
⎩

−2 log
L(ns = 0)

L(n̂s , γ̂s)
ns � 0,

0 ns < 0.
(7)

The significance of the analysis is determined by comparing
the TS from the real data with the distribution of TS from the null

hypothesis (events scrambled in R.A.). We define the p-value
as the fraction of randomized data sets with equal or higher test
statistic values than the real data. Since we do not allow negative
values of ns, all underfluctuations result in TS = 0, the lowest
possible value. This yields a p-value of 100%, which happens
in approximately half of the searches. We evaluate the median
sensitivity and upper limits at a 90% confidence level (CL)
using the method of Feldman & Cousins (1998) and calculate
the discovery potential as the flux required for 50% of trials with
simulated signal to yield a p-value less than 2.87 × 10−7 (i.e.,
5σ significance if expressed as the one-sided tail of a Gaussian
distribution). The distributions of TS and the corresponding
p-value for 10 million trials are shown in Figure 12 for a
fixed point source at δ = 25◦. Distributions with simulated
signal events injected following a spectrum dΦ/dE ∝ E−2

are included, as well as a χ2 distribution with 2 degrees of
freedom, which is used to estimate the 5σ significance threshold
for calculating the discovery potential since simulating enough
scrambled data sets requires a large amount of processing
time.

Although sensitivities and limits for sources with dΦ/dE ∝
E−2 have become a useful benchmark for comparing perfor-
mance, a wide range of other spectral indices are possible along
with cutoffs over a wide range of energy. To understand the abil-
ity of the method to detect sources with cutoff spectra, typically
observed in gamma rays to be in the range 1–10 TeV for galac-
tic sources, Figure 13 shows the discovery potentials for a wide
range of exponential cutoffs, demonstrating the ability of the
method to detect sources with cutoff spectra. Typically, cutoffs
observed in gamma rays are in the range 1–10 TeV for galactic
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(A color version of this figure is available in the online journal.)

sources. The likelihood fit is still performed using a pure power
law.

The likelihood analysis is not only more sensitive than binned
methods, but it can also help extract astrophysical information.
Figure 14 shows our ability to reconstruct the spectral index for
power-law neutrino sources at a declination of 6◦. The effective
area is high for a broad range of energies here, and the spectral
resolution is best. For each spectrum shown, the statistical
uncertainty (1σ CL) in the spectral index will be about ±0.3
when enough events are present to claim a discovery. Spectral
resolution worsens to ±0.4 at both δ = −45◦ and δ = 45◦ when
enough events are present for a discovery in each case.

Stacking multiple sources in neutrino astronomy has been
an effective way to enhance discovery potential and further
constrain astrophysical models (Achterberg et al. 2006b; Abbasi
et al. 2009c). We can consider the accumulated signal from a
collection of sources using a method similar to Abbasi et al.
(2006). Only a modification to the signal likelihood is necessary
in order to stack sources, breaking the signal hypothesis into the
sum over M sources:

Si ⇒ S tot
i =

∑M
j=1 WjRj (γ )Sj

i∑M
j=1 WjRj (γ )

, (8)

where Wj is the relative theoretical weight, Rj (γ ) is the relative
detector acceptance for a source with spectral index γ (assumed
to be the same for all stacked sources), and Sj

i is the signal
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Figure 15. Discovery potential flux vs. the σs of an extended source (distributed
as a two-dimensional Gaussian) with a spectrum dΦ/dE ∝ E−2 at a declination
of 25◦. The case of a point-source hypothesis is compared against the correct
extended-source hypothesis matching what was used to simulate the signal.

(A color version of this figure is available in the online journal.)

probability density for the ith event, all for the jth source. As
before, the total signal events ns and collective spectral index
γ are fit parameters. The Wj coefficients depend on our prior
theoretical assumptions about the expected neutrino luminosity.
They are higher for sources that are, on theoretical grounds,
expected to be brighter. Tables for Rj (γ ), given as the mean
number of events from a source with dΦ/dE ∝ E−γ , are
calculated using simulation. The flexibility built into the method
by the relative detector acceptance and theoretical weights
allows us to use source catalogs covering the whole sky and
with large variations in source strengths, as well as to directly
test model predictions.

We would also like to consider sources that are spatially
extended (with respect to the PSF). For an example of how
important this can be, the significance observed by the Milagro
experiment in the location of the Fermi source J0634.0+1745
(associated with the Geminga pulsar) rises from 3.5σ to 6.3σ
by fitting for an extended source (Abdo et al. 2009). The only
modification to the method required is to convolve the source
distribution with the PSF. Since we model our PSF as a circular
two-dimensional Gaussian distribution, it is easy to also model
a source as a circular two-dimensional Gaussian of width σs.
The convolution results in a broader two-dimensional Gaussian
of width

√
σ 2

i + σ 2
s and the likelihood uses this distribution for

the signal spatial term. The discovery potential flux for a range
of source extensions is shown in Figure 15 and compared to
the (incorrect) hypothesis of a point source. For a source with
true extent σs = 2◦, the point-source hypothesis requires nearly
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a factor of two times more flux for discovery compared to the
correct extended-source hypothesis.

6. DESCRIPTION OF THE FIVE SEARCHES

We have performed five searches:

1. a scan for the most significant point source in the entire sky;
2. a search over an a priori defined list of 39 interesting

astrophysical objects;
3. a stacking search for 16 Milagro TeV gamma-ray sources,

some seen only in coincidence with the Fermi-LAT, and
one unconfirmed hot spot (17 total sources);

4. a stacking search for 127 local starburst galaxies (Becker
et al. 2009);

5. a stacking search for five nearby clusters of galaxies (CGs),
testing four different models for the CR spatial distribution
(Murase et al. 2008).

The analyses and event selection procedure were determined
before unblinding the R.A. of the data. We require a 5σ
significance for discovery. Final p-values are calculated for each
search individually.

6.1. All-sky Scan

The first search is a scan for the single most significant point
source of neutrinos over the declination range −85◦ to +85◦. The
maximum likelihood ratio is defined continuously over the sky,
and we sample it on a grid of 0.◦1 in R.A. and 0.◦1 in decl. The size
of the grid is not important as long as it is small compared to the
angular resolution of the detector. Using a finer grid increases
the computation time with no added benefit. A grid size that
is comparable to or larger than the angular resolution could
miss the location of the peaks in the significance map, yielding
sub-optimal performance.

6.2. A Priori Source List

In order to avoid the large number of effective trials associated
with scanning the entire sky, we also perform a search for
the most significant of 39 a priori selected source candidates,
given in Table 3. These sources have been selected on the basis
of observations in gamma rays or astrophysical modeling that
predicts neutrino emission. We also added the most significant
location observed in the 22-string IceCube configuration (a post-
trial p-value of 1.3%; Abbasi et al. 2009b).

6.3. Milagro TeV Source Stacking

The Milagro Collaboration has reported 16 sources of TeV
gamma rays (Abdo et al. 2007), several only after correlating
with GeV gamma rays from the Fermi Gamma-ray Space
Telescope source list (Abdo et al. 2009). These sources are
promising candidates for detection by neutrino telescopes.
Particularly interesting are sources in the complex Cygnus
region (Beacom & Kistler 2007) and six SNR associations
(Halzen et al. 2008; Gonzalez-Garcia et al. 2009), including
MGRO J1852+01, a hot spot that falls below the significance
threshold of the Milagro Collaboration to be claimed as a
source. If confirmed as a source, MGRO J1852+01 could
contribute a large fraction (about 42%) of the total neutrino flux
from the SNR sources (Halzen et al. 2008). For the 40-string
configuration of IceCube, the model of Halzen et al. (2008)
predicts 3.0 neutrino events in 375.5 days, following a spectrum
dΦ/dE ∝ E−2.1 with an exponential cutoff at about 600 TeV.

We performed a stacking search for 17 sources observed in
TeV gamma rays by Milagro (adding MGRO J1852+01 to the
16 sources which were found significant by the Milagro Collab-
oration) using an equal weight for each source in the likelihood.
Assuming that neutrino and gamma-ray fluxes correlate and
using these as weights in the likelihood did not appreciably im-
prove the sensitivity in this case. Spatial extensions were used
in the search for three of the sources where measurements were
given (also used in the source simulation for limit calculations).
The largest source was MGRO J2031+41, reported to have a
diameter of 3.◦0 ± 0.◦9 (Abdo et al. 2007).

6.4. Starburst Galaxy Stacking

Starburst galaxies have a dense interstellar medium and high
star formation rates, particularly of high-mass stars. This leads
to both high supernova rates and heating of ambient dust.
The model of Becker et al. (2009) associates the far-infrared
(FIR) emission with this hot dust and the radio emission with
synchrotron losses of CR electrons, presumably accelerated
along with hadronic CRs in the elevated number of SNRs.
The observed strong correlation between the FIR and radio
emission points to the high star formation rate as the single
underlying cause, and should also correlate with the neutrino
flux. The increased production of CRs and high density of
target material are ideal conditions for neutrino production. The
starburst galaxies M82 and NGC 253 have been observed in
gamma rays at GeV–TeV energies (Abdo et al. 2010; Acciari
et al. 2009; Aharonian et al. 2005) and are the only observed
steady extragalactic TeV gamma-ray sources not associated with
AGNs.

We performed a stacking search for 127 starburst galaxies,
weighting the sources by their observed FIR flux at 60 μm, as
compiled in Table A.1 in Becker et al. (2009).

6.5. Galaxy Cluster Stacking

CGs are another potential source of high-energy protons
and, through interactions with intracluster material (ICM),
neutrinos. CGs are the largest gravitationally bound objects
in the universe and continue to grow through merging and
accretion of dark matter and baryonic gas, generating shock
fronts on megaparsec scales. The possibility for CGs to be
sources of ultra-high-energy CRs above 3×1018 eV is described
in, e.g., Norman et al. (1995) and Kang et al. (1997). Murase
et al. (2008) discuss the possibility of CGs being a significant
contribution to the CR spectrum between the second knee
at about 3 × 1017 eV and the ankle at about 3 × 1018 eV.
They give predictions for neutrinos from five nearby (z <
0.03) CGs: Virgo, Centaurus, Perseus, Coma, and Ophiuchus.
Information on location, distance, and size of CGs (virial radii)
was taken from Reiprich & Boehringer (2002). These nearby
CGs appear to us as spatially extended objects with virial
radii subtending 1.◦3–6.◦9, so an extended spatial distribution of
neutrinos is possible. Whereas the distribution of the ICM is well
known from X-ray observations (Pfrommer & Ensslin 2004),
the distribution of CRs is highly uncertain. The distribution
of neutrinos is given by the product of the CR and ICM
distributions. Four CR models have been considered for neutrino
production, discussed in Murase et al. (2008) and references
therein (e.g., Colafrancesco & Blasi 1998; Berezinsky et al.
1997):

1. Model A. CRs are uniformly distributed within the cluster
shock radius, taken to be 0.56 of the virial radius for the
dynamical parameters considered.
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Table 2
Galaxy Cluster Parameters

Source R.A. (◦) Decl. (◦) Model σs (◦) A (TeV−1 cm−2 s−1) γ1 γ2 Ebreak (TeV)

Virgo 186.63 12.72 Model A 2.0 1.42 × 10−12 −2.14 −4.03 2.16 × 106

Model B 4.0 1.18 × 10−12 −2.14 −4.03 2.16 × 106

Isobaric 3.0 7.57 × 10−13 −2.14 −4.03 2.16 × 106

Central AGN 0.0 6.47 × 10−12 −2.42 −4.24 2.13 × 106

Centaurus 192.20 −41.31 Model A 0.25 2.78 × 10−13 −2.14 −4.03 2.15 × 106

Model B 0.5 2.20 × 10−13 −2.14 −4.03 2.15 × 106

Isobaric 0.25 1.09 × 10−13 −2.15 −4.07 2.33 × 106

Central AGN 0.0 5.10 × 10−13 −2.45 −4.28 2.39 × 106

Perseus 49.95 41.52 Model A 0.0 5.83 × 10−14 −2.15 −4.07 2.32 × 106

Model B 0.5 4.60 × 10−14 −2.15 −4.07 2.32 × 106

Isobaric 0.0 6.17 × 10−13 −2.15 −4.07 2.32 × 106

Central AGN 0.0 5.97 × 10−13 −2.40 −4.20 1.88 × 106

Coma 194.95 27.94 Model A 0.25 2.14 × 10−14 −2.14 −4.03 2.12 × 106

Model B 0.25 1.34 × 10−14 −2.14 −4.03 2.12 × 106

Isobaric 0.25 1.83 × 10−13 −2.15 −4.07 2.30 × 106

Central AGN 0.0 2.13 × 10−13 −2.41 −4.20 1.89 × 106

Ophiuchus 258.11 −23.36 Model A 0.0 4.87 × 10−14 −2.15 −4.07 2.29 × 106

Model B 0.5 1.50 × 10−14 −2.15 −4.07 2.29 × 106

Isobaric 0.0 5.50 × 10−13 −2.15 −4.11 2.49 × 106

Central AGN 0.0 2.55 × 10−13 −2.43 −4.24 2.12 × 106

Notes. σs is the optimized sigma of a two-dimensional Gaussian distribution used in the likelihood. Numerical calculations of the
differential fluxes (K. Murase 2009, private communication) for each model described in Murase et al. (2008) are fit well to broken
power laws, parameterized in Equation (9).

2. Model B. CRs are uniformly distributed within the virial
radius, yielding the most conservative neutrino flux dis-
tributed over the largest area.

3. Isobaric. CRs follow the distribution of thermal gas.
4. Central AGN. In a two-step acceleration scenario, CRs are

accelerated in the central AGN up to a maximum energy
before diffusing throughout the cluster and possibly un-
dergoing further acceleration. For the purposes of IceCube
searches, this model can be treated as a point source. This
model is discussed in detail by Kotera et al. (2009).

Signal neutrinos were simulated according to each of the four
models. We modeled the source extensions in the likelihood
as two-dimensional Gaussian distributions with the width for
each source and each model determined by optimizing for the
best discovery potential. Although the modeling of the source
extension as a Gaussian in the likelihood is not ideal, it is
straightforward and computationally fast. The exact shape of
the sources is not important for small signals; we may be able to
analyze the shape with more detail depending on the intensity
of any signal.

We performed a stacking search for five nearby CGs men-
tioned above following the model predictions of Murase et al.
(2008) as weights in the likelihood. The size of the clusters in
the likelihood fit was allowed to vary discretely between the
optimal widths for each CR distribution model. The optimal
width and νμ differential flux for each source and each model
are given in Table 2. The differential fluxes are parameterized
as broken power laws:

dΦ
dE

(TeV−1 cm−2 s−1) =
{
A · (E/TeV)−γ1 E � Ebreak,
B · (E/TeV)−γ2 E > Ebreak.

(9)
The parameter B = A · E

γ2−γ1
break after enforcing continuity at the

break energy.

7. SYSTEMATIC ERRORS

The analyses described in Section 6 give reliable statistical
results (p-values) due to the ability to generate background-
only data sets by scrambling the data in R.A. By using the
data to estimate background, the systematic errors come only
from signal and detector simulation used to calculate flux upper
limits, sensitivities, and discovery potentials.

The main systematic uncertainties on the flux limits come
from photon propagation in ice, absolute DOM sensitivity,
and uncertainties in the Earth density profile as well as muon
energy loss. All numbers are for a spectrum dΦ/dE ∝ E−2 of
muon neutrinos. We evaluate the systematic uncertainty due to
photon propagation by performing dedicated signal simulations
with scattering and absorption coefficients varied within their
uncertainties of ±10% (Ackermann et al. 2006). The maximum
difference was between the case where both scattering and
absorption were increased by 10% and the case where both
were decreased by 10%. The deviation in the observed number
of events between these two cases was 11%. The range of
uncertainty in the DOM sensitivity is taken as ±8%, based
on the measured uncertainty in the PMT sensitivity (Abbasi
et al. 2010a). Similarly, another dedicated simulation where
we varied the DOM sensitivity inside the uncertainty leads to
a maximum systematic uncertainty on the number of events
of 9%. These uncertainties on the flux varied by only about
2% between the northern and southern sky, so only averages
over the whole sky are reported. Finally, uncertainties in muon
energy losses, the neutrino–nucleon cross section, and the
rock density near the detector introduce an 8% systematic
uncertainty for vertically up-going events (Achterberg et al.
2007). These events are the most affected, and this uncertainty
is applied to all zeniths to be conservative. A sum in quadrature
of the systematic uncertainties on the flux gives a total of
16% systematic uncertainty in the signal simulation. These
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Table 3
Results for the A Priori Source Candidate List

Object R.A. (◦) Decl. (◦) Φ90
νμ

Φ90
νμ+ντ

p-value ns γ N1◦ B1◦

Cyg OB2 308.08 41.51 6.04 10.54 1.00 0.0 . . . 2 1.8
MGRO J2019+37 305.22 36.83 7.50 13.3 0.44 1.0 2.8 2 1.9
MGRO J1908+06 286.98 6.27 3.73 6.82 0.43 1.5 3.9 4 3.1
Cas A 350.85 58.81 9.04 15.92 1.00 0.0 . . . 1 1.8
IC443 94.18 22.53 3.80 6.62 1.00 0.0 . . . 1 2.0
Geminga 98.48 17.77 3.91 6.66 0.48 0.7 2.1 1 2.3
Crab Nebula 83.63 22.01 3.70 6.58 1.00 0.0 . . . 1 2.0
1ES 1959+650 300.00 65.15 10.74 19.18 1.00 0.0 . . . 0 2.0
1ES 2344+514 356.77 51.70 7.24 12.96 1.00 0.0 . . . 0 1.8
3C66A 35.67 43.04 10.89 19.70 0.24 3.4 3.9 3 1.9
H 1426+428 217.14 42.67 6.14 10.94 1.00 0.0 . . . 3 1.8
BL Lac 330.68 42.28 10.80 18.70 0.25 2.6 3.9 3 1.8
Mrk 501 253.47 39.76 8.11 14.14 0.41 1.3 3.9 3 2.0
Mrk 421 166.11 38.21 11.71 20.14 0.15 2.6 1.9 2 2.0
W Comae 185.38 28.23 4.46 8.06 1.00 0.0 . . . 0 1.9
1ES 0229+200 38.20 20.29 6.89 12.06 0.19 4.0 2.8 4 2.1
M87 187.71 12.39 3.42 5.98 1.00 0.0 . . . 2 2.5
S5 0716+71 110.47 71.34 13.28 23.56 1.00 0.0 . . . 0 1.6
M82 148.97 69.68 19.14 32.84 0.40 2.0 3.9 4 1.8
3C 123.0 69.27 29.67 5.59 10.66 0.44 1.3 2.7 1 1.9
3C 454.3 343.49 16.15 3.42 5.92 1.00 0.0 . . . 1 2.3
4C 38.41 248.81 38.13 6.77 11.86 0.48 0.9 3.9 2 2.0
PKS 0235+164 39.66 16.62 6.77 11.62 0.15 5.3 3.0 5 2.3
PKS 0528+134 82.73 13.53 3.63 6.72 1.00 0.0 . . . 2 2.4
PKS 1502+106 226.10 10.49 3.26 5.78 1.00 0.0 . . . 0 2.5
3C 273 187.28 2.05 3.61 6.54 1.00 0.0 . . . 3 3.4
NGC 1275 49.95 41.51 6.04 10.54 1.00 0.0 . . . 2 1.8
Cyg A 299.87 40.73 7.84 13.44 0.46 1.0 3.5 3 1.9
IC-22 maximum 153.38 11.38 3.26 5.86 1.00 0.0 . . . 1 2.5
Sgr A* 266.42 −29.01 80.56 139.26 0.41 1.1 2.7 4 3.3
PKS 0537−441 84.71 −44.09 113.90 201.82 1.00 0.0 . . . 3 3.5
Cen A 201.37 −43.02 109.51 191.56 1.00 0.0 . . . 4 3.5
PKS 1454−354 224.36 −35.65 92.56 156.74 1.00 0.0 . . . 4 3.5
PKS 2155−304 329.72 −30.23 105.41 182.90 0.28 1.7 3.9 3 3.4
PKS 1622−297 246.53 −29.86 152.28 263.86 0.048 3.0 2.6 4 3.3
QSO 1730-130 263.26 −13.08 24.83 43.30 1.00 0.0 . . . 4 3.5
PKS 1406−076 212.24 −7.87 16.04 28.72 0.42 1.3 2.3 4 3.3
QSO 2022-077 306.42 −7.64 12.18 21.78 1.00 0.0 . . . 2 3.3
3C279 194.05 −5.79 11.94 21.36 0.33 3.6 3.0 7 3.5

Notes. Φ90
νμ

and Φ90
νμ+ντ

are the upper limits of the Feldman–Cousins 90% confidence intervals for a dΦ/dE ∝ E−2 flux normalization

of νμ and νμ + ντ , respectively, in units of 10−12 TeV−1 cm−2 s−1 (i.e., dΦ/dE � Φ90 · (E/TeV)−2). ns is the best-fit number of
signal events; the (pre-trial) p-value is also calculated and the spectral index γ is given when ns > 0. N1◦ is the actual number of
events observed in a bin of radius 1◦. The background event density at the source declination is indicated by the mean number of
background events B1◦ expected in a bin of radius 1◦.

systematic uncertainties are incorporated into the upper limit
and sensitivity calculations using the method of Conrad et al.
(2003) with a modification by Hill (2003).

8. RESULTS

The results of the all-sky scan are shown in the map of the pre-
trial p-values in Figure 16. The most significant deviation from
background is located at 113.◦75 R.A., 15.◦15 decl. The best-
fit parameters are ns = 11.0 signal events above background,
with spectral index γ = 2.1. Since the best-fit spectral index
is substantially less than the expectation from background,
much of the significance comes from the higher energies of
the associated events. The pre-trial estimated p-value of the
maximum log-likelihood ratio at this location is 5.2 × 10−6.
In trials using data sets scrambled in R.A., 1817 out of 10,000
have an equal or higher significance somewhere in the sky,

resulting in the post-trial p-value of 18%. Upper limits for a flux
dΦ/dE ∝ E−2 of νμ + ν̄μ are presented in Figure 17. In all
cases, an equal flux of neutrinos and antineutrinos is assumed.

The results of the point-source search in the direction of 39
source candidates selected a priori are given in Table 3 and
also shown in Figure 18 with the IceCube median sensitivity.
Since the fit was restricted to physical signal values ns �
0, approximately half of the results have ns = 0 exactly,
corresponding to p-values equal to 100% and upper limits
equal to the median upper limit (i.e., the sensitivity). The most
significant source on the list was PKS 1622−297 with a pre-
trial estimated p-value of 5%. The post-trial p-value of 62% was
again determined as the fraction of scrambled data sets with at
least one source with an equal or higher significance. The mean
number of events at the final cut level required for the discovery
of a point source is also shown in Figure 19, along with the
average background in a circular bin with 1◦ radius. Included
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Figure 16. Equatorial skymap (J2000) of pre-trial significances (p-value) of the all-sky point-source scan. The galactic plane is shown as the solid black curve.

Figure 17. Equatorial skymap (J2000) of upper limits of Feldman–Cousins 90% confidence intervals for a flux Φ/dE ∝ E−2 of νμ + ν̄μ. The galactic plane is shown
as the solid black curve.
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Figure 18. Median sensitivity to a point-source flux dΦ/dE ∝ E−2 of νμ + ν̄μ

as a function of declination, shown for the 22-string IceCube southern and
northern sky analyses (Abbasi et al. 2009a, 2009b), this 40-string analysis, and
preliminary estimated sensitivities for one year for the ANTARES experiment,
primarily sensitive in the GeV–TeV energy range (Coyle 2010), and the final
IceCube configuration (using the event selection based on this work for the
up-going region). For the a priori source list, upper limits of Feldman–Cousins
90% confidence intervals for a flux dΦ/dE ∝ E−2 of νμ + ν̄μ are shown. In
addition, we show the discovery potential for this work.

in Figure 18 is a preliminary comparison to the ANTARES
experiment (Coyle 2010). ANTARES is primarily sensitive to
GeV–TeV energy neutrinos in the southern sky, so the coverage
in energy is quite complementary to this IceCube analysis.

The Milagro TeV source stacking search resulted in a final
p-value of 32% with best-fit ns = 7.6 (total number of signal
events above background) and spectral index γ = 2.6. The
starburst galaxy stacking search resulted in an underfluctuation
with best-fit ns = 0 and a final p-value of 100%, since we do
not allow negative values of ns. Finally, the CGs stacking search
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Figure 19. Mean number of dΦ/dE ∝ E−2 signal events at the final cut
level required for a discovery at 5σ in 50% of trials and the mean number of
background events in a circular bin with a radius of 1◦ vs. sine of the declination.

yielded a final p-value of 78% with ns = 1.8. These results,
along with sensitivities and upper limits, are summarized in
Table 4.

9. IMPLICATIONS FOR MODELS OF ASTROPHYSICAL
NEUTRINO EMISSION

The IceCube Neutrino Observatory aims to further our under-
standing of astrophysical phenomena, constraining models even
in the absence of a detection. Figure 20 shows our sensitivity to
some specific predictions. The model of Morlino et al. (2009)
is for SNR RX J1713.7-3946. This analysis is largely insen-
sitive to spectra which cut off below 100 TeV in the southern
sky. Applying this emission model at the location of the Crab
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Table 4
Results for the Stacked Source Searches

Catalog N Sources Model p-value νμ Sensitivity νμ Upper Limit νμ + ντ Sensitivity νμ + ντ Upper Limit

Milagro sources 17 E−2, uniform 0.32 Φ90 = 9.0 Φ90 = 12.3 Φ90 = 15.8 Φ90 = 24.5
6 6 SNR assoc.a b SF = 2.9 SF = 7.2

Starburst galaxies 127 E−2, ∝ FIR flux 1.00 Φ90 = 33.1 Φ90 = 33.1 Φ90 = 58.6 Φ90 = 58.6

Clusters of galaxies 5 Model Ac 0.78 SF = 8.4 SF = 7.8
Model Bc SF = 14.4 SF = 12.0
Isobaricc SF = 13.2 SF = 13.2

Central AGNc SF = 6.0 SF = 6.0

Notes. Median sensitivities and upper limits at 90% CL for νμ and νμ + ντ fluxes are given in two ways: as Φ90 for a spectrum dΦ/dE ∝ E−2, i.e., the total
flux from all sources dΦ/dE � Φ90 10−12 TeV−1 cm−2 s−1(E/TeV)−2, or as a scaling factor (SF) relative to the models given in the footnotes. For example, if
the Central AGN model flux normalization were 6.0 times higher, we would rule it out at 90% CL. All models predict equal fluxes of tau and muon neutrinos.
a Halzen et al. (2008).
b We did not calculate an a priori p-value for just the six SNR associations discussed in Halzen et al. (2008), since they are included in the search over all
Milagro sources. However, some of these sources were the most significant on the list. Analyzed as a single subgroup, an a posteriori p-value of 0.02 was found
with best-fit parameters ns = 15.2 and γ = 2.9. The true trial factor is incalculable since this was done after unblinding, but these remain sources of interest
for future searches.
c Murase et al. (2008), see Table 2.
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(A color version of this figure is available in the online journal.)

Nebula (δ = 22.◦01), we obtain an upper limit that rules out a
flux 3.2 times higher than the prediction.

The Milagro hot spot MGRO J1852+01 is the brightest source
of six SNR associations considered in Halzen et al. (2008).
The stacking results were already shown in Table 4. Our upper
limit for just this one brightest source is a factor of 7.9 away
from excluding this model at 90% CL. The best fit for MGRO
J1852+01 is to 7.0 events with γ = 2.9, which increases the
upper limit compared to the average background-only case.

The nearest AGN, Centaurus A (Cen A), has been discussed
as a potential source of ultra-high-energy CRs in the context of
results from the Pierre Auger Observatory (PAO). The point-
source likelihood fit at the location of Cen A resulted in zero
signal events in this analysis, setting an upper limit that is 5.3
times higher than the νμ prediction by Koers & Tinyakov (2008)
for the most optimistic case where the protons have a spectral
index αp = 3.

Starburst galaxies were already presented as sources of
interest in Section 6.4. Recent detections (Abdo et al. 2010;
Acciari et al. 2009; Aharonian et al. 2005) of very high-energy
photons from the nearest luminous starburst galaxies M82 and

NGC 253, each characterized by star-forming regions with high
supernova rates in the core, support the belief that the observed
enhanced gamma-ray emission is due to CR interactions. Under
the assumption that the GeV–TeV photons originate from the
decay of neutral pions produced when protons that are shock-
accelerated by SNRs in the starburst core inelastically scatter
against target hydrogen atoms with densities of the order of
102 cm−3 (de Cea del Pozo et al. 2009; Persic et al. 2008), an
order-of-magnitude calculation of the resulting flux of muon
neutrinos based on Kelner et al. (2006) can be made. The muon
neutrino upper limit from M82 is about 400 times higher than
the rough prediction. For NGC 253 in the southern sky, the
muon neutrino upper limit is about 6000 times higher than the
prediction.

10. CONCLUSIONS

A search for sources of high-energy neutrinos has been
performed using data taken during 2008–2009 with the 40-
string configuration of the IceCube Neutrino Observatory. Five
searches were performed: (1) a scan of the entire sky for
point sources, (2) a predefined list of 39 interesting source
candidates, (3) stacking 16 sources of TeV gamma rays observed
by Milagro and Fermi, along with an unconfirmed hot spot
(17 total sources), (4) stacking 127 starburst galaxies, and (5)
stacking five nearby CGs, testing four different models for
the CR distribution. The most significant result of the five
searches came from the all-sky scan with a p-value of 18%.
The cumulative binomial probability of obtaining at least one
result of this significance or higher in five searches is 63%. This
result is consistent with the null hypothesis of background only.

The sensitivity of this search using 375.5 days of 40-string
data already improves upon previous point-source searches
in the TeV–PeV energy range by at least a factor of two,
depending on declination. The searches were performed using
a data set of up-going atmospheric neutrinos (northern sky)
and higher energy down-going muons (southern sky) in a
unified manner. IceCube construction is now complete, with
86 strings in operation. The full IceCube detector should
improve existing limits by at least another factor of two with
one year of operation. Additional improvement is foreseeable
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in the down-going region by developing sophisticated veto
techniques and at lower energies by using the new dense sub-
array, DeepCore, to its fullest potential.
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A measurement of the atmospheric muon neutrino energy spectrum from 100 GeV to 400 TeV was

performed using a data sample of about 18 000 up-going atmospheric muon neutrino events in IceCube.

Boosted decision trees were used for event selection to reject misreconstructed atmospheric muons and

obtain a sample of up-going muon neutrino events. Background contamination in the final event sample is

less than 1%. This is the first measurement of atmospheric neutrinos up to 400 TeV, and is fundamental to

understanding the impact of this neutrino background on astrophysical neutrino observations with

IceCube. The measured spectrum is consistent with predictions for the atmospheric �� þ ��� flux.

DOI: 10.1103/PhysRevD.83.012001 PACS numbers: 95.55.Vj, 14.60.Lm, 29.40.Ka, 95.85.Ry

I. INTRODUCTION

The IceCube neutrino telescope [1], currently under
construction in the glacial ice at the South Pole, is capable
of detecting high energy neutrinos of all three flavors. In
particular, charged current (CC) interactions between ��

or ��� and nucleons in the ice produce muons. IceCube

detects the Cherenkov radiation produced as these muons
propagate and undergo radiative losses. By reconstructing
the muon’s track and energy loss, the direction and energy
of the incident neutrino can be inferred.

Atmospheric neutrinos are produced in the decay chains
of particles created by the interaction of cosmic rays with
the Earth’s atmosphere [2–4]. IceCube has an unprece-

dented high-statistics, high energy reach for these atmos-
pheric neutrinos. Hence, IceCube can be used to test
predictions for the flux of atmospheric neutrinos at high
energies, including the uncertain contribution from charm
production above about 100 TeV. The atmospheric neu-
trino flux can also be used to verify that the IceCube
detector is performing as expected [5]. Understanding the
energy and zenith dependence of the atmospheric neutrino
flux in IceCube is important since this is an irreducible
background for searches for a diffuse flux, or for point
sources, of astrophysical neutrinos.
This analysis used data taken from April 2008 to May

2009, while IceCube was operating in a 40-string configu-
ration. The signal events were up-going atmospheric ��

and ��� interactions. The background was down-going

atmospheric muons that were misreconstructed as up-
going. An as-yet-unmeasured but anticipated diffuse flux
of astrophysical neutrinos was ignored. Predictions for this
flux are negligible compared to predictions for the atmos-
pheric neutrino flux, over most of the energy range for this
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analysis, and it can readily be accommodated within the
reported uncertainties.

Boosted decision trees (BDTs) were used to obtain an
event sample with negligible background contamination.
An unfolding of the atmospheric neutrino energy spectrum,
over the neutrino energy range 100 GeV to 400 TeV, was
performed. Systematic uncertainties in the unfolded spec-
trum were estimated and highlight the efforts that are
underway to reduce systematic uncertainties in neutrino
measurements with IceCube.

We will briefly review the production and distribution of
atmospheric neutrinos in Sec. II. In Sec. III, we will discuss
the IceCube detector, and the detection of muon neutrino
events in IceCube. Event reconstruction and event selec-
tion specific to this analysis will be discussed in Sec. IV.
The unfolding analysis and systematic uncertainties will be
discussed in Sec. V. In Sec. VI, we will discuss the impli-
cations of the unfolded result.

II. ATMOSPHERIC NEUTRINOS

Cosmic rays are high energy particles, mostly protons
and helium nuclei, but also heavier ionized nuclei, that are
believed to be accelerated in various astrophysical phe-
nomena [6,7]. Possible cosmic ray production sites include
active galactic nuclei, gamma ray bursts, and supernova
explosions. Detecting astrophysical neutrinos, produced in
conjunction with cosmic rays at point sources such as
these, is one of the primary goals of IceCube. The energy
spectrum of cosmic rays is rather steep, dN=dE / E�2:7,
and steepens to dN=dE / E�3 above the ‘‘knee,’’ or about
106 GeV [7]. A possible second knee is a steepening to
about E�3:2 above 5� 108 GeV [8]. A further kink in the
spectrum has been observed at �3� 109 GeV, where the
spectrum flattens to dN=dE / E�2:7 again. The event sam-
ple for this analysis is primarily the result of interactions of
cosmic rays with energies below the first knee.

Hadronic interactions between cosmic rays and particles
in the Earth’s atmosphere produce large numbers of me-
sons, primarily pions and kaons. Hundreds or even thou-
sands of these mesons can be produced in the shower that
follows the interaction of a single high energy cosmic ray.
Neutrinos are produced in the leptonic or semileptonic
decays of charged pions or kaons, as well as in the sub-
sequent decay of the muons. Neutrinos from muon decay
are important up to a few GeV. Pions and kaons that decay
in-flight are the primary source of atmospheric muon neu-
trinos from a few GeV up to about 100 TeV. With rest-
frame lifetimes on the order of 10�8 s, these mesons often
lose some of their energy in collisions prior to decaying,
leading to lower energy neutrinos among the decay prod-
ucts. Hence, the spectral slope of this ‘‘conventional’’
atmospheric neutrino flux [2,3] asymptotically becomes
one power steeper than that of the primary cosmic ray
spectrum. Theoretical uncertainties in predictions for the
conventional flux are dominated by uncertainties in the

normalization and spectral distribution of the cosmic ray
flux. Additional uncertainties include the ratio of pions to
kaons produced by cosmic ray interactions, which affects
the zenith angle distribution, particularly near the horizon.
At sufficiently high energies, another production mecha-

nism is possible. The ‘‘prompt’’ atmospheric neutrino flux
[9–11] is made up of neutrinos produced in the semilep-
tonic decays of charmed mesons and baryons. These par-
ticles decay almost immediately (rest-frame lifetimes on
the order of 10�12 s), before losing energy in collisions.
Hence, the spectrum for the prompt flux more closely
follows the cosmic ray spectrum and is about one power
harder than the conventional flux at high energy. The
prompt flux has not yet been measured, but is expected
to be important above about 100 TeV [9,12]. Just like the
conventional flux, predictions for the prompt flux are im-
pacted by uncertainties in the normalization and spectral
distribution of the cosmic ray flux. Additional sources of
uncertainty for the prompt flux include charm production
cross sections [13] and fragmentation functions, which
have not been measured at these energies in accelerator
experiments. Figure 1 shows the predicted flux of conven-
tional and prompt atmospheric muon neutrinos [3,9].
Although high energy cosmic rays arrive almost iso-

tropically, with deviations less than 0.1% [14], the zenith
angle dependence of high energy atmospheric neutrino
production is complicated by the direction of the shower
through the atmosphere. The energy spectrum of nearly

FIG. 1. The predicted flux of atmospheric muon neutrinos. The
solid line is the conventional �� þ ��� flux [3], averaged over the

zenith range 90� to 180�. The long-dashed line is the prompt
�� þ ��� flux [9], also averaged over the zenith range 90� to

180�. The dot-dashed curve is the sum of the conventional and
prompt models. The flux predictions from [3] were extended to
higher energies as discussed in Sec. III C. For reasons discussed
in Sec. VB, the zenith region from 90� to 97� was not used in
the analysis. The zenith-averaged conventional flux, for the
range 97� to 180�, is shown in the figure as the short-dashed
line. The prediction for the zenith-averaged prompt flux is not
affected by this change in angular region.
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horizontal conventional atmospheric neutrinos is flatter
than that of almost vertical neutrinos because pions and
kaons in inclined showers spend more time in the tenuous
atmosphere where they are more likely to decay before
losing energy in collisions. Additionally, attenuation of the
neutrino flux by the Earth is a function of energy and zenith
angle. Above about 10 TeV, attenuation of the neutrino flux
in the Earth is important, and it affects the zenith and
energy dependence of the flux at the detector.

III. NEUTRINO DETECTION WITH ICECUBE

A. The IceCube detector

IceCube [1,15] is able to detect neutrinos over a wide
energy range, from about 100 GeV to more than 109 GeV.
The design is a balance between energy resolution, angular
resolution, energy range, and cost, and was driven by the
goal of detecting astrophysical neutrino point sources,
which are believed to be correlated with cosmic ray pro-
duction sites. A large detector is required as a result of the
extremely small cross sections for neutrino interactions, as
well as the low fluxes expected for astrophysical neutrinos.

When completed in 2011, IceCube will comprise 86
strings, with 5160 photomultiplier tubes (PMT). Each
string includes 60 digital optical modules (DOM). A
DOM is a single PMT and associated electronics in a glass
pressure sphere. The instrumented part of the array extends
from 1450 m to 2450 m below the surface of the ice.
Horizontally, 78 of the strings are 125 m apart and spread
out in a triangular grid over a square kilometer, so that the
entire instrumented volume will be 1 km3 of ice. Vertical
DOM spacing is a uniform 17 m for these 78 strings. A
subset of the detector, known as ‘‘DeepCore,’’ consists of
eight specialized and closely spaced strings of sensors
located around the center IceCube string.

Figure 2 shows the IceCube observatory and its compo-
nent arrays. This analysis used data from 359 days of live
time while operating in a 40-string configuration, from
April 2008 to May 2009. Figure 3 shows an overhead
view of the layout of the 40-string configuration, which
was roughly twice as long in one horizontal direction as in
the other.

At the heart of each DOM is a 10 in. (25 cm) Hamamatsu
PMT [16] (see Fig. 4). A single Cherenkov photon arriving
at a DOM and producing a photoelectron is defined as a hit.
DOMmain board electronics [17] apply a threshold trigger
to the PMT analog output. This threshold is equivalent
to 0.25 of the signal generated by a photoelectron, after
amplification by the PMT. When this threshold is ex-
ceeded, local coincidence checks between this DOM and
nearest neighbor or next-to-nearest neighbor DOMs on a
string are performed to reduce false triggers that result
from dark noise. If a nearest or next-to-nearest neighbor
DOM also has a detection above threshold within a
�1000 ns window, the PMT total charge waveforms are
digitized, time stamped, and sent to the surface. The digi-

tized waveform from a DOM can contain several pulses,
and each pulse can be the result of multiple photoelectrons.
The simple majority trigger for building an event is eight
hit DOMs within a 5000 ns trigger window.
The data rate from the data acquisition system at the

South Pole far exceeds the amount of data that can be
transmitted via satellite. Hence, a significant reduction in
the trigger-level data must be accomplished with software-
based filtering at the South Pole. A cluster of processors
performs a variety of fast reconstructions on the data, and
applies multiple software-based filters to the results. These
filters either reject events that are uninteresting background
events, or extract particular classes of events. Events are
sent to a buffer if they pass one or more of the filters. The

FIG. 2 (color online). IceCube Neutrino Observatory and its
component arrays.
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FIG. 3 (color online). Overhead view of IceCube 40 string
configuration.
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transfer of data from this buffer over a communications
satellite is handled by the South Pole Archival and Data
Exchange (SPADE) system.

The deep glacial ice at the South Pole is optically
transparent, making it an ideal medium for a large-volume
Cherenkov detector. The ice sheet is just over 2800 m thick
and was created over a period of roughly 165 000 years
[18]. It serves multiple roles: a stable platform for the
DOMs, the target medium for neutrino interactions, the
propagation and detection medium for Cherenkov photons
produced by charged particles, and an overburden for
attenuation of down-going atmospheric muons. Upward
moving particles will have had to result from particles
that penetrated the Earth and can readily be identified as
resulting from neutrino interactions.

Optical properties of the ice are discussed in [19–21].
Scattering and absorption of photons in the ice is caused by
bubbles, dust particles, and crystal defects. Below about
1400 m, the ice is essentially free of bubbles, and scattering
is dominated by dust. Micron-sized dust grains were car-
ried as wind-borne aerosols during the periods of ice for-
mation, and deposited in the ice. Variations with depth are
due to the periodic build up of dust that resulted from the
prevailing atmospheric conditions when the layers of ice
were being formed.

The depth and wavelength dependence of scattering and
absorption as measured in the ice around the AMANDA
detector is discussed in Ref. [19]. Now surrounded by
IceCube and no longer operating, AMANDA was the
predecessor and prototype for IceCube. Ice properties
were extrapolated to lower depths using ice core measure-
ments taken at Vostok Station and Dome Fuji in Antarctica,
and then scaled to the location of IceCube using an age vs
depth relationship [18]. Studies are ongoing that use LEDs
on flasher boards within each DOM to directly measure ice
properties in the deepest ice instrumented by IceCube.

B. Muon neutrino detection

Muon neutrinos undergoing CC interactions in the ice
produce muons. The muons on average carry about 75% of
the initial neutrino energy [22]. Simulation studies indicate
that muon angular resolution is typically between 0.5� and
1�, depending on the angle of incidence and the muon
energy. The energy loss per meter, for a muon propagating
through the ice, is related to its energy [6]:

�
�
dE

dX

�
¼ �ðEÞ þ �ðEÞE; (1)

where E is the muon energy, � � 0:24 GeV=m is the
ionization energy loss per unit propagation length, and
� � 3:3� 10�4 m�1 is the radiative energy loss through
bremsstrahlung, pair production, and photonuclear scatter-
ing. (� and� are both weak functions of energy.) For muon
energies less than about a TeV, energy loss is dominated by
ionization, and the light produced is nearly independent of

energy. However, for higher energy muons, there are many
stochastic interactions along the muon’s path and there is a
linear relationship between the energy loss per meter and
the muon energy. Most of the Cherenkov light emitted
along the muon’s path comes from the secondary particles
produced in radiative losses. An estimation of dE=dX,
based on the amount of detected light, the event geometry,
and the ice properties, was used in the energy spectrum
unfolding discussed in Sec. V. The energy of individual
events was not estimated. Rather, the distribution of neu-
trino energies was directly inferred from the distribution of
reconstructed muon dE=dX values.
The detection rate for high energy �� ( ���) is aided by

the fact that the CC interaction cross section, as well as the
range of the resultant muon, are proportional to the neu-
trino energy. High energy muons have a significant path
length and can reach the detector even if produced outside
of the detector, hence increasing the effective volume.
Muons in earth or ice can have a track length from several
tens of meters, up to several kilometers, depending on the
muon energy and the detection threshold. The average
track length, before the muon energy falls below a detec-
tion threshold Eth

�, is given by:

x� ¼ 1

�
ln

�
�þ �E�

�þ �Eth
�

�
; (2)

where E� is the initial muon energy.

C. Simulation

Simulation of atmospheric muons and neutrinos was
used for determining event selection and background re-
jection cuts. Simulation was also used for the response
matrix (discussed in Sec. V) and the predicted dE=dX
distribution for the unfolding analysis. Several specialized
simulated data sets were used for systematics studies and
toy Monte Carlo (MC) studies.
Muons from air showers were simulated with CORSIKA

[23]. The primary cosmic ray energy spectrum known as
the Hörandel polygonato model [8] was used. In this
model, the spectrum of each component is a combination
of two power laws, with the turnover between the two
power laws being a function of the nuclear charge Z of
the primary cosmic ray. CORSIKA propagates cosmic ray
primaries (up to Fe) to their point of interaction with a
nucleus in the atmosphere. Hadronic interactions in the
atmosphere were modeled using the interaction model
SIBYLL [24]. Secondary particles were then tracked until

they interacted or decayed. Coincident muons in the de-
tector, originating from separate cosmic ray events, were
accounted for by combining simulated events and re-
weighting them to account for the probability of coincident
events occurring.
Muon propagation and energy loss within and

around the detector was simulated with the program MMC

(Muon Monte Carlo) [25]. MMC accounts for ionization,
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bremsstrahlung, photonuclear interactions, and pair pro-
duction. In addition to muon tracks and energies, second-
ary particles from the stochastic energy losses are included
in the output of MMC. The production and propagation of
Cherenkov light from the muons and secondary particles
was simulated using the program PHOTONICS [26], which
accounts for the depth-dependent scattering and absorption
properties of the ice. Direct tracking of Cherenkov photons
through the layered glacial ice was too computationally
intensive for simulation production. PHOTONICS was run
beforehand to create lookup tables which were then used
during the detector simulation. The tables included light
yield and photon propagation time distributions at a given
location in the ice from a given source type and location.
Simulation of the detector response to electromagnetic and
hadronic showers (so-called cascade events) also used
pretabulated light yield tables and photon propagation
time information generated by PHOTONICS. An energy-
dependent scaling factor was applied for hadronic cas-
cades, to account for the fact that hadronic cascades pro-
duce less Cherenkov light than their electromagnetic
counterparts [27].

Neutrino propagation from point of origin in the atmo-
sphere to interaction in or near the detector was simulated
with ANIS [28]. ANIS generates neutrinos of any flavor
according to a specified flux, propagates them through
the Earth, and in a final step simulates neutrino interactions
within a specified volume. All simulated neutrinos were
forced to interact, but their probability of interacting was
included in the event weight assigned by ANIS. ANIS ac-
counts for CC and neutral current (NC) neutrino-nucleon
interactions, as well as neutrino regeneration following NC
interactions. Also accounted for is the offset between
neutrino propagation direction and the direction of the
outgoing muon following a CC interaction. Cross sections
for �� and ��� CC and NC interactions were based on the

CTEQ5 parton distributions [29] from the Coordinated
Theoretical-Experimental project on QCD. The density
profile in the Earth was modeled using the preliminary
reference Earth model [30].

Simulated neutrino events were generated with an E�2

spectral index, and then weighted according to their con-
tribution to the atmospheric neutrino flux. The flux pre-
dictions of Honda et al. [3] were used for conventional
atmospheric muon neutrinos, and those of Enberg et al. [9]
for prompt atmospheric muon neutrinos. The predictions
for muon neutrinos from pions and kaons were extended to
higher energies by fitting a physics-motivated analytical
equation based on energy and zenith angle (Ref. [12] and
Ch. 7 of Ref. [7]) in an overlapping region with the detailed
calculations of Honda et al. [3].

Since simulated events were generated with a harder
spectrum than atmospheric neutrinos, the effective live
time for high energy events was boosted. Additionally,
since all events were forced to interact in or near the

detector, the effective live time for low energy events
was boosted. The effective live time of the neutrino simu-
lation used to train the unfolding algorithm is shown in
Fig. 5.

IV. EVENT RECONSTRUCTION AND
BACKGROUND REJECTION

A variety of algorithms is used in IceCube for event
reconstruction, classification, and background rejection,
depending on the energy range, the anticipated signal and
backgrounds for a particular analysis, as well as the neu-
trino flavor. The background for this analysis was down-
going atmospheric muons that were misreconstructed as
up-going. Despite the depth of IceCube, the ratio of down-
going atmospheric muons to muons produced in or near the

FIG. 4 (color online). Digital Optical Module.

FIG. 5. Effective live time of the simulation used to train the
unfolding algorithm, as a function of neutrino energy.
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detector by neutrino interactions is roughly 1� 106 to one
[1]. Below is a brief summary of the muon track recon-
struction algorithms and event selection methods that were
used in this analysis.

A. Event reconstruction

The LINEFIT reconstruction is a fast, first-guess algo-
rithm based on the assumption that the Cherenkov photons
from a muon propagate on a wave front perpendicular to
the track. This assumption leads to a fitting algorithm that
is extremely fast, and often estimates the muon track
direction within ten degrees. LINEFIT, and likelihood-based
reconstructions (discussed next) seeded with the LINEFIT

track, were used as part of the software filtering at the
South Pole. Additionally, the wave front velocity estimated
byLINEFIT is correlated with how well the track hypothesis
fits the distribution of recorded light and was used as an
event selection cut prior to one of the two BDTs.

Maximum likelihood reconstruction algorithms account
for the geometric dependence of photon arrival times, as
well as the stochastic variability in arrival times due to
scattering in the ice. The likelihood function to be maxi-
mized is the function [31]

L ¼ Y
j

pða; thit;jÞ; (3)

where a is the set of parameters characterizing the
hypothesized track, i.e., three coordinates for the vertex
location, two angles for the direction, and possibly energy,
and pða; thitÞ is the probability distribution function [32]
for photon hit times, given the track hypothesis. The prod-
uct is over all photon hits in the event. In practice, the
maximum of the likelihood function is found by minimiz-
ing the negative of the log of the likelihood, so the product
becomes a sum. To further simplify implementation, a
transformation is made and time residual, tres, is used in
place of hit time, thit, where

tres � thit � tgeo: (4)

The geometric travel time, tgeo, is based on a straight

photon path with no scattering.
Single photoelectron (SPE) fits are likelihood recon-

structions that use only the arrival time of the first photo-
electron in all hit DOMs. Typically, 16 or 32 iterations of
the SPE fit are performed, with the seed track randomly
altered for each iteration. This helps ensure that a local
minimum is not chosen as the final track. The multiple
photoelectron (MPE) fit is similar to the SPE fit; however,
it uses the total number of observed photons to describe the
arrival time of the first photon. When many photons arrive
at the same DOM, the first photon is scattered less than an
average photon. Since more information is used, the direc-
tional accuracy of the fit is often improved slightly, as
compared to the SPE fit. Moreover, using track quality
parameters based on the MPE fit rather than on the SPE

fit provided better event discrimination and improved the
signal efficiency of the BDTs by about 10%.
In addition to track location and direction, the likelihood

reconstructions return several variables that are used to
estimate fit quality. These variables include the log-
likelihood (LogL) and the reduced log-likelihood
(RLogL). RLogL ¼ LogL=ndof , where ndof is the number
of degrees of freedom in the minimization, i.e., the number
of hit DOMs minus the number of parameters to be fit.
RLogL is then (ideally) independent of the number of hit
DOMs. A similarly scaled parameter called partial log-
likelihood, PLogL, equal to LogL/(number of hitDOMs�
2:5), has also been found to provide additional discrimina-
tory power. Figure 6 shows the distribution of the PLogL
variable from the MPE fit that was used by the BDTs.
Figure 7 shows the distribution of the difference between

LINEFIT zenith angle and MPE fit zenith angle, for signal

simulation and for data. This angular difference was used
as an input to the BDTs.

PHOTOREC is a reconstruction algorithm that accounts

for spatially variable ice properties [33]. It does this by
incorporating light propagation tables created by Photonics
[26]. The output of PHOTOREC used in this analysis was the
estimation of dE=dX, the average muon energy loss per
unit propagation length (GeV/m) that would produce the
detected amount of light. The reconstructed dE=dX is
proportional to the number of photons detected and hence
to the number of photons emitted along the muon’s track.
To correctly scale the proportionality, changes in the pho-
ton intensity due to the distance between the track and the
hit DOMs and the amount of scattering and absorption
between light generation and detection points are ac-
counted for. The reconstruction algorithm incorporates
the detailed ice model, but assumes that stochastic energy
losses are uniform along the track. As mentioned in
Sec. III B, the amount of light emitted along the track of

FIG. 6. Distribution of the PLogL variable (from the MPE fit),
for neutrino simulation, muon background simulation, and for
data. A cut at a value of 8 based on the PLogL from a 32-
iteration SPE fit has already been applied to reduce the amount
of data requiring higher level processing. PLogL was then
recalculated based on the result of the MPE fit.
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a high energy muon (greater than about a TeV) is linearly
correlated with the muon’s energy, and it is possible to
estimate the muon’s energy (near the center of the detected
track), using dE=dX, with an accuracy of 0.3 on a log scale.
However, for low energy muons, the amount of light
emitted along the track is nearly independent of energy,
as discussed in Sec. III B. Additionally, the PHOTOREC

algorithm does not account for the fraction of detected
photons that may be from the hadronic shower at the
interaction point (if that occurs inside the detector), nor
does it account for the length of the muon track inside the
detector. Hence, the correlation between dE=dX and muon
energy degrades below a TeV.

The paraboloid algorithm [34] analyzes the value of the
likelihood function around a seed track. After transforming
the coordinate space to one centered on the direction of the
seed track, it fits a constant likelihood ellipse to the like-
lihood space around the direction of the track. The impor-
tant result is the paraboloid sigma, calculated from the
major and minor axes of the constant likelihood ellipse.
Paraboloid sigma provides an estimate of the pointing error
of the track.

In a Bayesian reconstruction, the standard likelihood
function is multiplied by a bias function which depends
only on the event hypothesis and not on the actual event
data. The bias is used as a way to include prior knowledge
of the characteristics of the data, that misreconstructed
down-going tracks dominate the signal by about 3 orders
of magnitude at this stage. The Bayesian likelihood ratio is
the useful result from this reconstruction, LogLBayes �
LogLSPE32, where SPE32 refers to a 32-iteration SPE fit.
Figure 8 shows the distribution of the Bayesian likelihood
ratio, for simulation and for data.

In a reconstruction algorithm known as the umbrella fit,
the minimizer is constrained to track directions with space
angles more than 90� from a seed track. The likelihood
ratio LogLUmbr � LogLSPE32 is used as an event selection
parameter. Good tracks have a higher SPE likelihood than a

fit constrained to have a directional component in the
opposite direction. This reconstruction provides discrimi-
nating power for certain events that are stuck in a local
minimum in the likelihood space, such as down-going or
near-horizontal events that reconstruct as directly up-
going.
Split track reconstructions begin by creating four sub-

events from the initial event. Two subevents are created
by separating all hit DOMs into the group hit before the
average time, and the group hit after the average time. Two
additional subevents are based on geometry. All hit DOMs
are projected perpendicularly along the track. Then, the
DOMs are split into two groups based on whether they fall
before or after the location of the center of gravity of the
pulses. LINEFIT and SPE reconstructions are performed on
each of these four subsets. These fits provide discrimina-
tion for poorly reconstructed tracks, as well as for tracks
that reconstruct as up-going due to the superposition of
hits from two separate down-going muons. A loose cut on
zenith angles from the split track reconstructions was used
as an event selection cut prior to one of the two BDTs.
Additionally, the zenith angles were used as input variables
for the BDTs. Figure 9 compares the zenith angles from the
SPE fits for the two subevents found by the geometric split.
In addition to zenith angles and likelihood ratios, several

other measured or reconstructed variables were used for
event discrimination. For example, the likelihood that a
track is properly reconstructed is correlated with the num-
ber of hit strings (NString), the more hit strings the better.
Photons originating from farther away from the DOM

are more likely to have been scattered, and their associated
distributions of arrival time probabilities are more spread
out. A larger number of direct hits, that is, hits that propa-
gate directly to the DOM with little or no scattering, has
been found to be correlated with better track reconstruc-
tion. The number of direct hits (NDir) is defined as the
number of DOMs that have a hit with a residual time
difference of �15 ns< tres < 75 ns. The ratio of direct
hits to the total number of detected pulses (NDir/
NPulses) in an event was also used as a cut parameter.

FIG. 7. Distribution of the difference between LINEFIT zenith
angle and MPE fit zenith angle, for neutrino simulation, muon
background simulation, and for data.

FIG. 8. Distribution of the Bayesian likelihood ratio, for neu-
trino simulation, muon background simulation, and for data.
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The length of the event, LDir, is determined by project-
ing hit DOMs onto the reconstructed track and calculating
the distance between the two endpoints of the projection.
Larger values indicate a more reliable reconstruction of
track direction. LDir is calculated using direct hits only.

Smoothness is a measure of how well the observed hit
pattern is explained by the hypothesis of constant light
emission along the reconstructed muon track. High quality
tracks have hits equally spaced along the track. This pa-
rameter, called SmoothAll, is calculated using all hits.

B. Filtering and event selection

At trigger level, misreconstructed atmospheric muon
events in the zenith region 90� to 180� outnumbered
atmospheric neutrinos by a factor of about 105. These
misreconstructed tracks were either individual muon tracks
or coincident atmospheric muons that mimicked a single
up-going event.

Although a variety of filters was deployed at the South
Pole for the 2008–2009 physics run, events used for this
analysis were only required to pass the muon filter. The
muon filter was the primary filter for rejecting down-going
atmospheric muons and retaining generic �� events from

near or below the horizon. Simple and fast reconstructions
were performed in real time at the South Pole. These initial
reconstructions were less accurate than ones performed
later, during offline data processing. However, they could
be accomplished within the time and CPU constraints
at the South Pole while keeping up with the trigger rate.
Zenith angles from LINEFIT and single-iteration SPE like-
lihood fits, as well as the number of hit DOMs (NChannel)
and the average number of pulses per DOM, were used as

selection variables in the muon filter. After muon filter
event selection was applied, background was reduced to
a factor of about 104 times the neutrino event rate.
Higher-level reconstructions included improved likeli-

hood reconstructions for better angular resolution and
background rejection, as well as reconstruction of addi-
tional parameters, such as energy estimation. Fits to
additional track hypotheses were also performed. Some
higher-level reconstructions incorporated the detailed ice
model. Prior to higher-level off-line data processing, events
that were uninteresting or unusable, and that clearly were
not going to pass final event selection, were removed by
applying loose cuts based on the results of an SPE fit:
zenith angle >80�, RLogL< 12, and PLogL< 8. This
reduced the amount of background to roughly a factor of
103 relative to signal.
Final event selection was accomplished with BDTs that

used multiple reconstructed and observed parameters as
input.

C. Boosted decision tree event selection

The Toolkit for Multivariate Data Analysis (TMVA) with
ROOT [35] was used to implement BDTevent classification.

BDTs outperform straight cuts because the decision trees
are able to split the phase space into a large number of
hypercubes, each of which is identified as either signallike
or backgroundlike [35]. Additionally, BDTs often outper-
form other multivariate techniques because either there are
not enough training events available for the other classi-
fiers, or the optimal configuration (e.g., how many hidden
layers for a neural network, which variables to use, etc.) is
not known and is difficult to determine [35]. Testing with

FIG. 9. Zenith angles from the SPE fits for the two subevents created by the geometric split. Neutrino simulation (left) and data
(right). Box size is proportional to the event density.
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several different multivariate algorithms within TMVA in-
dicated that the best results for separating signal from
background in this case could be achieved with BDTs.

The nodes of a decision tree form what looks like an
inverted tree. At each node, the algorithm chose the par-
ticular cut variable and cut value that provided the best
discrimination between signal and background for the
events in that node. Events were then split into additional
nodes that made up the next layer of the tree, and the
process was repeated until a minimum number of events
in a node was reached. Variables were used multiple times
in a tree, with different cut values each time. The final
nodes were classified as signal or background, depending
on the classification of the majority of training events that
ended up in each node.

Boosting was used to overcome problems associated
with statistical fluctuations in the simulation used to train
the BDTs. 200 trees were derived from the same training
ensemble by reweighting events. After one tree was cre-
ated, events that were misclassified in that tree had their
weights increased, and the next tree was created. This next
tree then chose different variables and cut values at each
node as a result of the altered weights. The final classifier
used a weighted average of the individual decisions of all
200 trees.

Two BDTs were used: one having better efficiency at
lower energies, the other having better efficiency at middle
and higher energies. Events were accepted if their classi-
fication score from either BDT exceeded an optimized
threshold. The function of the BDTs was to distinguish
between poorly reconstructed background events, and sig-
nal events that included some that were well reconstructed
and some that were poorly reconstructed. By applying
preselection cuts prior to training the BDTs, some of the
poorly reconstructed events were removed from the signal
event samples, and the overall performance of each BDT
was improved. For the low energy BDT (BDT 1), the
preselection cut was based on LINEFIT velocity (LINEFIT
velocity >0:2c). For the other BDT (BDT 2), the prese-
lection cut was based on zenith angles from the split track
fits (all four zenith angles >80�). The same cuts were
applied to the actual data as were applied to the simulated
background and signal event samples used for BDT train-
ing and testing.

Muon neutrino simulation with an E�1 spectrum was
used for signal events in the BDT training. Although the
true signal spectrum is much steeper than this, testing
indicated this spectrum for training produced a BDT that
performed better for higher energy events, with no com-
promise in performance for low energy events. Cosmic ray
muon simulation from CORSIKA was used for background
events. Following training, the BDTs were tested using
independent signal and background event simulation.
Neutrino simulation weighted to an atmospheric spectrum,
as well as single, double, and triple-coincident muon

events, weighted to the cosmic ray muon spectrum, were
used for testing the BDTs.
Table I lists the specific variables used in the BDTs. The

NString variable was only used by BDT 1. One additional
difference between the two BDTs was the source of the
split track fits. For BDT 1, which was optimized for lower
energies, the LINEFIT reconstructions for each of the four
split tracks (two split geometrically and two split in time)
were used. For BDT 2, if 16-iteration SPE fits were suc-
cessful for the split tracks, then those results were used;
otherwise the LINEFIT results were used. SPE fit results
were not available for events in which there were too few
hit DOMs in one or more of the splits to perform a like-
lihood fit.
Figure 10 shows the output of each BDT, for the data and

for simulation weighted to the same live time (359 days).
The cut value of 0.73 was chosen to achieve greater than
99% purity. Testing the BDTs with simulated signal and
background data sets indicated that the background con-
tamination was less than 0.25%. However, the effective live
time of the background simulation available for testing was
not representative of a year of data. The lack of sufficient
background simulation near the chosen cut values can be
seen in Fig. 10. Because we did not have a reliable estimate
of background contamination, comparisons between data
and neutrino simulation were used to further verify that
background rejection was performing as expected. In par-
ticular, the data passing rate as a function of BDT cut
values was compared to the predicted rate from atmos-
pheric muon and neutrino simulation. At looser BDT cut
values, where sufficient simulated background events
passed the BDT cuts to provide a statistically significant
estimate, the background from simulation underestimated
the apparent background in the data by about a factor of 3.
Hence, the amount of background contamination in the
final data set was conservatively estimated to be less than
1%. The additional cut at a zenith angle of 97�, discussed

TABLE I. Reconstruction variables used in the BDTs. �Z
refers to the zenith angle. See Sec. IVA for explanations.

BDT Variables

Paraboloid Sigma for the MPE fit

RLogL from the MPE fit

PLogL from the MPE fit

NDir

LDir

SmoothAll

NDir/NPulses

LogLBayes � LogLSPE32

NString

j�MPE
Z � �LineFitZ j

LogLUmbr � LogLSPE32

�Z from each of the split tracks

R. ABBASI et al. PHYSICAL REVIEW D 83, 012001 (2011)

012001-10



shortly, further reduced the potential for background
contamination.

The effective area, Aeff , is the area occupied by a hypo-
thetical detector with the same collecting power as
IceCube, but with 100% efficiency. Aeff satisfies the equa-
tion

Nevents ¼
Z

dt
Z

d�
Z

dE ��ðE; �Þ � AeffðE; �Þ; (5)

whereNevents is the number of events passing final selection
cuts and �ðE; �Þ is the true flux of atmospheric neutrinos
with units of GeV�1 s�1 sr�1 cm�2. In practice, the effec-
tive area is numerically calculated based on the number of
neutrino events generated in simulation, the number pass-
ing final event selection cuts, and the event weights
assigned in simulation to account for the probability of

reaching and interacting in the detector. Figure 11 shows
the effective area as a function of energy, for different
zenith ranges, at the final cut level. Figure 12 shows
the effective areas as a function of energy for BDT 1 and
BDT 2 separately.
After eliminating data runs with some strings not oper-

ating, testing in progress, or various faults, there remained
a total of 359 days of live time from April 2008 to May
2009. After final event selection cuts, the number of up-
going neutrino events was 20 496, with zenith angles be-
tween 90� and 180�. An apparent excess of horizontal

FIG. 10. Output of the BDTs for data, as well as neutrino and muon background simulation weighted to the same live time
(359 days). The vertical solid lines mark the chosen cut value of 0.73 for each BDT.

FIG. 11. Effective area for up-going muon neutrinos as a
function of neutrino energy, for various zenith regions.

FIG. 12. Effective areas as a function of energy for each BDT.
BDT 1 (long-dashed line) performs better than BDT 2 at low
energies, while BDT 2 (short-dashed line) performs better than
BDT 1 at higher energies. Events are required to pass only one of
the BDTs, and the net effective area is the solid line. In contrast
to Fig. 11, this plot reflects the zenith-averaged effective area for
the region 97� to 180�. This corresponds to the zenith region
used for the analysis.
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events in the data, or deficit in simulation, from 90� to 97�,
will be discussed in more detail in Sec. VB. Since the
origin of this mismatch could not be verified, an additional
zenith angle cut was applied at 97�. This resulted in a data
sample of 17 682 atmospheric muon neutrino events from
97� to 180�.

V. SPECTRUM UNFOLDING

A. Methodology

The distribution of the energy-related observable,
dE=dX, can be expressed as

bðdE=dXÞ ¼ AðE�; dE=dXÞ�ðE�Þ; (6)

where � is a vector representing the true atmospheric
neutrino flux as a function of energy, at the point of origin
in the atmosphere, the vector b is the distribution of dE=dX
for events in the final sample, and A is the response matrix
that accounts for the effects of propagation through the
Earth, interaction in or near the detector, detector response,
and event selection. An analytical solution for A is not
known, so it is created from simulation.

The desired result from the energy spectrum unfolding is
the true neutrino flux, �. Ideally, this could be determined
by inverting the response matrix:

�ðE�Þ ¼ A�1ðE�; dE=dXÞbðdE=dXÞ: (7)

However, direct solution is complicated by the fact that
events are lost because the detector has limited efficiency.
(Many neutrinos either do not interact near the detector or
the events do not pass event selection cuts.) Additionally,
the detector response is affected by limited energy resolu-
tion and there is significant smearing of events between
bins (large off-diagonal elements in the response matrix).
Moreover, statistical fluctuations in the data can lead to
unphysical variations in the unfolded spectrum.

The singular value decomposition unfolding algorithm
[36] was used to solve Eq. (7) and regularize the solution.
The singular value decomposition method involves factor-
ing a noninvertible matrix into the product of two orthogo-
nal matrices and a diagonal matrix, that can then be
manipulated as necessary. This algorithm has been imple-
mented in the ROOUNFOLD package [37] for use in the ROOT

[38] data analysis framework. The inputs to the unfolding
algorithm are the response matrix, the predicted histogram
for the observed distribution, and a histogram for the
expected true flux.

The expected true flux, �MC, is a 12 bin histogram
binned in log10ðE�=GeVÞ from 2 to 5.6, where E� is the
neutrino energy in GeV. The predicted observables histo-
gram, bMC, is a 12 bin histogram of the expected dE=dX
distribution of events passing final cuts, binned in
log10ððdE=dXÞ=ðGeV=mÞÞ from �2:1 to 1.5. Figure 13
shows the distributions, comparing data to simulation, for
the observable dE=dX. The response matrix, A, is a 12 by

12 histogram binned in log10ððdE=dXÞ=ðGeV=mÞÞ vs
log10ðE�=GeVÞ, and filled with all events in bMC.
The response matrix maps the distribution of recon-

structed muon dE=dX values to the distribution of neutrino
energies. The correlation between muon energy in the
detector and the reconstructed dE=dX is not exact, and
neither is the correlation between muon energy in the
detector and the incident neutrino energy. The neutrino
flux in or near the detector is affected by propagation
through the Earth, during which CC interactions attenuate
the neutrino flux and NC interactions alter the neutrino
energy distribution. The muon energy is only a fraction of
the neutrino energy, and only a fraction of the muon energy
is observed. Below about a TeV, where ionization rather
than stochastic energy losses dominate, the energy loss rate
is nearly independent of energy. Additionally, the stochas-
tic, radiative losses are not uniform along the muon’s track,
as assumed in the reconstruction algorithm. If the muon is
created in the detector, Cherenkov photons generated by
the hadronic shower at the location of the CC interaction
can be detected. If the muon is created outside of the
detector, it loses some of its energy before reaching the
detector.
Figure 14 shows the correlation between neutrino

energy and reconstructed muon dE=dX. An estimate
of neutrino energy resolution, as a function of
Log10ðE�=GeVÞ, is shown in Fig. 15. To estimate this
resolution, a Gaussian fit was performed to the distri-
bution of Log10ððdE=dXÞ=ðGeV=mÞÞ in each of 12
Log10ðE�=GeVÞ bins, and the standard deviations from
these fits are shown in the figure. At higher energies, the
correlation between neutrino energy and reconstructed
muon dE=dX is hindered by the fact that the muon tracks
are not contained within the detector and the muon can
originate from a significant distance outside of the detector.
At lower energies, the resolution is aided by the fact that
the events are more fully contained within the detector and

FIG. 13. Distributions of the dE=dX observable, for data and
for simulation. The additional cut at zenith angle of 97� has been
applied. Error bars for data are statistical only.
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the amount of detected light depends on the track length
within the detector.

In addition to numerically inverting the response matrix,
the unfolding algorithm applies smoothing (regularization)
to the solution to ensure that statistical fluctuations in the
data do not propagate as unphysical fluctuations in the
unfolded spectrum. The curvature in the solution, how
sharply it can fluctuate from bin to bin, is regulated. A
regularization parameter enforces a smooth cutoff of
higher frequency terms in the solution. A lower cutoff
biases the solution toward the shape of the expected spec-
trum, whereas a higher cutoff allows the solution to be
influenced to a greater extent by fluctuations in the data.

The optimal choice of the regularization parameter
depends on the number of bins and the sample size. Two
methods for determining the appropriate amount of regu-
larization were used, as discussed in Ref. [36]. The primary
method used a result directly from the unfolding algorithm,
where the coefficients of a particular decomposition of the

rescaled measurement histogram were examined. At lower
indices these coefficients fall exponentially, and the critical
term that determines the setting of the regularization pa-
rameter is at the end of the exponential fall, after which the
coefficients are not significant.
As suggested in Ref. [36], this result was checked using

a series of toy simulations that were made systematically
and statistically different from the expected true distri-
bution. The atmospheric neutrino flux models from
Refs. [3,9] were used as a baseline. Variations in the
spectral slope (up to �0:1) and normalization about this
baseline were implemented. For each underlying assumed
true flux, many randomly fluctuated data sets were gener-
ated and each simulated data set was unfolded several
times, using different choices for the regularization term.
The �2 of each unfolded result relative to the true assumed
spectrum was calculated and the distributions examined.
The regularization term giving the best average �2 was the
same as that found by the direct method using the decom-
position coefficients.
Figure 16 shows the performance of the unfolding algo-

rithm to a toy spectrum. In this example, a toy data set was
created by arbitrarily modifying the event weights in simu-
lation. The spectral slope of the conventional atmospheric
neutrino flux (Ref. [3]) was made steeper by an index
correction of �0:05, and the overall normalization was
reduced to 80%. Additionally, the prompt flux was not
included in the toy spectrum, creating a change in the
shape of the energy spectrum at higher energies, where
the shape of the actual flux is most uncertain. As can be
seen from Fig. 16, some bias is introduced by the regulari-
zation process at the highest energies where the event
count is low and the shape of the true spectrum is different
from the assumed spectrum.

FIG. 14 (color online). Correlation between neutrino energy
and the reconstructed muon dE=dX observable, from simulation
weighted to the atmospheric neutrino spectrum of [3,9].

FIG. 15. Estimated neutrino energy resolution, from simula-
tion.

FIG. 16. Unfolding of known, toy spectrum. The solid line is
the assumed spectrum used for regularization, the sum of the
conventional and prompt atmospheric neutrino flux models from
Refs. [3,9]. The dashed line is the arbitrary, toy spectrum used
for generating the toy data. The unfolded result is shown without
error bars.
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B. Results and systematic uncertainties

The results of the atmospheric neutrino energy spectrum
unfolding can be seen in Fig. 17. Event selection cuts that
isolated tracklike events, caused by the muons created in
�� CC interactions, eliminated localized events from the

electromagnetic showers induced by �e CC interactions
and the hadronic showers induced by NC interactions.
Additionally, production of �� ( ���) by cosmic rays is
negligible. IceCube is not able to distinguish between
neutrino and antineutrino events. Hence, the unfolded
spectrum is the sum of �� and ���, averaged over the zenith

region 97�–180�.
The major uncertainties in the unfolded spectrum are

from four categories. These are uncertainties in DOM
sensitivity and ice properties, zenith-dependent data/simu-
lation inconsistencies, statistical uncertainties and the im-
pact of the regularization process, and miscellaneous
normalization errors such as neutrino cross section and
muon energy loss uncertainties. The bin-by-bin values for
estimates of each of these error sources were added in
quadrature to obtain the final uncertainty estimate for
each bin of the unfolded flux.

Systematic uncertainties in ice properties and DOM
sensitivities lead to systematic errors in the distribution
of reconstructed dE=dX values, as well as the energy
dependence of the detector’s effective area. To estimate
the impact of these uncertainties, two specialized neutrino
simulation data sets were created. In one data set, the
number of photons striking each DOM was boosted by
10%. In the other data set, the number of photons was
reduced by 10%. From this, it was found that a �10%
change in the photon flux leads to a�15% change in event

rate and a �0:09 change in the ‘‘apparent’’ spectral index
of the neutrino flux. These factors were found from a three-
parameter fit that determined the changes in normalization,
spectral index, and zenith angle tilt, of standard atmos-
pheric neutrino simulation, to reproduce the best fits to the
dE=dX distributions of the simulated event samples from
these specialized data sets.
The uncertainty in the DOM sensitivity is taken as�8%,

based on the measured uncertainty in the PMT sensitivity
[16]. The �10% change in photon flux in the specialized
simulation is effectively the same as a �10% change in
PMT sensitivity, so the normalization and spectral index
correction factors just mentioned were scaled to the �8%
uncertainty for PMT sensitivity. To apply these values to
ice property uncertainties, the change in the average num-
ber of photons striking a DOM that would result from a
change in the ice properties had to be estimated.
First, we assumed a mean propagation length Lp ¼

30 m with�10% uncertainty [19]. The propagation length
for diffusive photon transport from a point source is
defined as

Lp ¼
ffiffiffiffiffiffiffiffiffiffiffi
LeLa

3

s
; (8)

where Le is the effective scattering length and La is the
absorption length. Then, we estimated the fractional
change in the number of photons at a distance d from the
muon’s track as

N0 � N

N
� e�:1d=ð1�:1ÞLp � 1; (9)

where N � ð1=dÞe�d=Lp is the number of photons at dis-

tance d for the nominal propagation length, and N0 �
ð1=dÞe�d=ð1�:1ÞLp is the number of photons at distance d
for the perturbed propagation length (nominal�10%). The
average distance between the track and the hit DOMs, per
event, was estimated from simulation to be about 35 m.
The net result of this approximation was that the uncer-
tainty in the average photon flux reaching the DOMs was
estimated to be �12% on average, as a result of ice
property uncertainties. The normalization and spectral
index correction factors from the specialized simulated
data sets were scaled to this �12% uncertainty in the
photon flux.
It should be pointed out that this method of estimating

the impact of ice property uncertainties is affected by two
approximations. First, the accuracy of the diffuse flux
equation is limited at ranges less than several propagation
lengths. Second, changes in ice properties would also
change the distribution of photon arrival times at the hit
DOMs, an effect which is not accounted for in the speci-
alized simulation data sets. Comparisons were made be-
tween these simulated data sets and simulation generated
using PHOTONICS tables derived from a modified ice model.
In this modified ice model, scattering and absorption in the

FIG. 17. Results of the atmospheric neutrino energy spectrum
unfolding. The unfolded spectrum is shown in black; vertical
lines are the estimated uncertainties. The gray line is the spec-
trum that provided the expected shape for the regularization,
and includes the conventional atmospheric neutrino flux accord-
ing to Honda et al. [3] and the prompt flux according to Enberg
et al. [9]. This is the zenith-averaged �� þ ��� flux for the region

97�–180�.
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cleaner layers of the ice were arbitrarily reduced. This
comparison, as well as preliminary results from ongoing
work to improve the simulation of photon propagation in
the ice and derive a more accurate estimate of uncertainties
related to ice properties, indicated that the method used
here likely overestimates the impact of ice property un-
certainties on the normalization and apparent spectral in-
dex, particularly in the higher energy bins.

Adding the uncertainties in detector response due to ice
properties and DOM sensitivity in quadrature leads to an
estimated �22% uncertainty in the normalization, corre-
lated with an uncertainty of�0:13 in the apparent spectral
index. These detector uncertainties lead to uncertainties in
the apparent neutrino flux. For a given detector response,
i.e., a measurement of the dE=dX distribution, the true
normalization and spectral index of the neutrino flux can-
not be constrained better than allowed by these uncertain-
ties. Figure 18 shows the resulting range of uncertainty in
the measurement of the atmospheric neutrino energy
spectrum.

As mentioned in Sec. IVC, there was a statistically
significant excess of events in data, or a deficit in simula-
tion, between 90�–97�, i.e., near the horizon. Figure 19
shows the cos(zenith) distributions for data and for simu-
lation, with simulation normalized to the data. A similar
excess was also observed in the AMANDA detector [39].
A number of checks and tests were performed, including
evaluation of track quality parameters, the depth-
dependence of the excess, the strength of the BDT scores,
and visual examination of a subset of events in a software-
based event viewer. The horizontal excess in data does not
decrease with depth, nor with tightened BDT cuts. If the
BDT cut is loosened, misreconstructed muons show up

predominantly near the top of the detector, as expected.
These checks are consistent with the possibility that the
excess events are due to muons from atmospheric neutrino
interactions. However, it is also possible that they are due
to an excess of misreconstructed atmospheric muons.
It is likely that the lower event rate in simulation, close

to the horizon, is due to uncertainties in the simulation of
Cherenkov photon propagation in the ice or of inaccuracies
in the simulation of cosmic ray events, such as insufficient
live time, limitations with the cosmic ray model or its
implementation in CORSIKA, or uncertainties in muon
propagation and energy loss. Hence, it cannot be excluded
that the horizontal excess is due to residual and unsimu-
lated atmospheric muons and coincident events. It could
also be related to uncertainties in the atmospheric neutrino
flux due to atmospheric variability, discussed shortly. Since
we were not able to verify the precise origin of the mis-
match near the horizon, events in the zenith region 90� to
97� were not used.
To estimate the impact of any remaining zenith-

dependent systematic uncertainties in the zenith range
97�–180�, separate unfoldings were performed for the
zenith range 97�–124� and the zenith range 124�–180�.
The results of this test are shown in Fig. 20, together with
the predicted zenith-averaged flux corresponding to each
angular range. The differences between result and predic-
tion are not consistent between the two regions. For the
more vertical events (gray in Fig. 20), the flux is lower than
predicted for middle and higher energies. For the more
horizontal events (black in Fig. 20), the flux is slightly
lower than predicted at low and at high energies. The
relative differences between result and prediction for the
two zenith regions was taken as an estimate of the impact
of anisotropic uncertainties.
Seasonal and regional variations in the atmospheric

temperature profile are expected to lead to variations in
the atmospheric neutrino flux [40] and could be causing the

FIG. 18. Possible variability in the true neutrino flux consistent
with DOM sensitivity and ice property uncertainties. The solid
line is the predicted atmospheric neutrino flux ([3,9]). The
dashed lines are the maximum and minimum of the possible
range of variability consistent with DOM sensitivity and ice
model uncertainties. As mentioned in the text, work is ongoing
to reduce this range of uncertainty.

FIG. 19. Cosine(�Z) distributions for data and for simulation,
using zenith angle from the MPE fit. Simulation has been
normalized to the data. Error bars for data are statistical only.
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direction-dependent differences between data and simula-
tion. Colder temperatures correspond to a greater air den-
sity and a shallower atmosphere. Greater atmospheric
density leads to more collisions of pions and kaons prior
to their decay. Hence, the production of high energy neu-
trinos is reduced. The converse occurs for warmer tem-
peratures. The kinematics of collision and decay, and slant
angle through the atmosphere, conspire to lead to varia-
tions in the energy and zenith angle dependence of atmos-
pheric neutrino production for different atmospheric
conditions. The normalization uncertainty on the Honda
et al. conventional atmospheric neutrino flux model in-
cludes an estimated 3% uncertainty due to uncertainties
in the atmospheric density profile [3,41]. However, the flux
calculation uses a climatological average atmosphere (the
US Standard Atmosphere 1976). The estimate of the error
in the flux calculation is based on the error in the climato-
logical average atmospheric density profile. It does not
account for changes in the energy and zenith distribution
of atmospheric neutrinos that result from regional and
seasonal atmospheric variability.

The impact of statistical uncertainty in the data, as well
as bias due to the regularization process, and the possibility
that the assumed spectrum used to compute the amount of
regularization may be different from the true spectrum
were estimated using toy simulations. First, a six-
parameter forward folding fit to the data was performed.
In the forward folding fit, the general form of the flux was
assumed to be consistent with the shape of the theoretical
predictions [3,9], but corrections to the normalization,
spectral index, and zenith angle tilt of the conventional
and prompt atmospheric neutrino flux models were propa-
gated through simulation. The fit variables that produced
the best fit between the simulated detector response and the
data were used to reweight simulated events in the toy

experiments to mimic the data. The results of the forward
folding fit indicated a possible systematic suppression of
the neutrino event rate at higher energies, and this suppres-
sion was included in the toy simulations.
One thousand trials were performed, with events in each

bin of the toy dE=dX distributions fluctuated according to
a Poisson distribution. Statistical uncertainties in the neu-
trino simulation were also included. The difference be-
tween the unfolded energy spectrum and the known,
‘‘true’’ spectrum that the toy experiments were based on
was computed for each trial. The 68th percentile of the
errors in each bin from the 1000 trials was assigned as the
uncertainty. The result of this analysis of statistical and
regularization uncertainties is shown in Fig. 21, where the
errors in each bin are given as the percent of the true flux. A
potential systematic bias between the shape of the true flux
and the shape of the assumed flux used to train the unfold-
ing algorithm accounts for roughly half of the uncertainty
indicated in Fig. 21 for the two highest energy bins.
A 3% uncertainty in the charged current, deep-inelastic

neutrino-nucleon scattering cross section is estimated to
lead to a 3% uncertainty in atmospheric neutrino event
rates, and uncertainties in muon energy loss are estimated
to lead to a 1% uncertainty [42]. Reconstruction and cut
biases are estimated to introduce a 2% uncertainty in event
rate. Adding these, and the 1% background contamination,
in quadrature gives a 4% uncertainty in the event rate,
assumed to be independent of energy.
A summary of uncertainties in the unfolded result can be

seen in Fig. 22, as well as Table II. At the lower end of the
unfolded energy range, uncertainties are dominated by
zenith-dependent inconsistencies. At the middle of the
range, uncertainties are dominated by the DOM sensitivity
and ice property uncertainties, as well as the zenith-
dependent uncertainties. Uncertainties in DOM sensitivity
and ice properties dominate at higher energies.

FIG. 20. Comparison of unfolded energy spectra for different
zenith ranges. Separate unfoldings were performed for the zenith
range 97�–124� (black) and the zenith range 124�–180� (gray).
The unfolded results for each region (horizontal lines) and the
predicted spectrum corresponding to each region (curves) are
shown. Uncertainties for these results are not shown.

FIG. 21. Statistical and regularization-induced uncertainties
in the unfolded result. The errors in each bin are given as the
percent of the true flux.
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VI. CONCLUSIONS AND OUTLOOK

A zenith-averaged unfolding of the atmospheric muon
neutrino flux (�� plus ���), from 100 GeV to 400 TeV, was

performed. This is the first atmospheric neutrino measure-
ment to such high energies, and the spectrum is consistent
with predictions for the atmospheric muon neutrino flux.
However, systematic uncertainties will need to be reduced
before specific flux models [2,3,9–11] can be constrained.
In particular, we are as yet unable to confirm the contribu-
tion of a prompt flux. Figure 23 compares the results of this
analysis (IC40 unfolding) to previous measurements of
the atmospheric neutrino energy spectrum. As discussed

in Sec. VB, the estimates of uncertainties in the IceCube
result are dominated by DOM sensitivity and ice property
uncertainties, as well as the zenith-dependent mismatch
between data and simulation. These uncertainty estimates
are expected to be reduced as our simulation is improved.

FIG. 22. Sources of uncertainty in the unfolded energy spec-
trum. The solid lines are the systematic uncertainties due to
DOM sensitivity and ice property uncertainties; the short-dashed
lines are the uncertainties implied by zenith-dependent incon-
sistencies in data/simulation comparisons; and the long-dashed
lines are the statistical and regularization uncertainties from toy
MC studies. Not shown is the uniform 4% uncertainty due to
miscellaneous normalization errors assumed to be independent
of energy.

TABLE II. Zenith-averaged, unfolded atmospheric muon neu-
trino energy spectrum.

log10ðE�=GeVÞ dN=dE� � E2
� ðGeV s�1 sr�1 cm�2Þ % Uncertainty

2.0–2.3 3:6� 10�4 þ29, �28

2.3–2.6 1:6� 10�4 þ21, �22

2.6–2.9 7:0� 10�5 þ31, �32

2.9–3.2 2:8� 10�5 þ50, �50

3.2–3.5 1:1� 10�5 þ65, �62

3.5–3.8 4:0� 10�6 þ71, �63

3.8–4.1 1:4� 10�6 þ74, �58

4.1–4.4 4:7� 10�7 þ82, �53

4.4–4.7 1:6� 10�7 þ95, �53

4.7–5.0 5:4� 10�8 þ113, �57

5.0–5.3 2:0� 10�8 þ135, �64

5.3–5.6 7:9� 10�9 þ158, �72

FIG. 23. Comparison with previous measurements of the at-
mospheric neutrino energy spectrum; the Fréjus result [43],
upper and lower bands from SuperK [44], an AMANDA forward
folding analysis [45], and an AMANDA unfolding analysis [39].
All measurements include the sum of neutrinos and antineutri-
nos. The AMANDA unfolding analysis was a measurement of
the zenith-averaged flux from 100� to 180�. The present analysis
(IC40 unfolding), which extends the measurement up to
400 TeV, is a measurement of the zenith-averaged flux from
97� to 180�. Vertical error bars include systematic as well as
statistical uncertainty.

FIG. 24. Comparison of various prompt flux models to the
unfolded result. The models shown are the sum of the Honda
flux [3], plus one of Sarcevic [9], Naumov [11], or Martin [10].
Vertical error bars include systematic as well as statistical
uncertainty.
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A comparison between the unfolded spectrum and various
prompt flux models [9–11] is shown in Fig. 24.

Several improvements are anticipated in atmospheric
neutrino measurements with IceCube. Correlations be-
tween variations in atmospheric temperature profiles,
and the energy and zenith angle dependence of the atmos-
pheric neutrino flux, are being investigated using in situ
atmospheric temperature measurements. Pulsed LED
sources installed on each DOM are being used to extend
the ice description to the deepest ice in the detector with in
situ measurements like those done in AMANDA for the
ice down to 2100 m. Studies with cosmic ray muons are
being used to reduce the uncertainty in DOM sensitivity.
Work is also ongoing to identify and correct potential
problems in simulation that could be contributing to
data/simulation mismatch. Perhaps most significantly,
this includes improving the simulation of light propaga-
tion within the detector, which is anticipated to improve
the data to simulation agreement for several measured and
reconstructed variables. These improvements will be dis-
cussed in a future paper. Once simulation of light propa-
gation in the ice has been improved, it should be possible
to use a more sophisticated and realistic method for esti-
mating the impact of ice model uncertainties. As data
collection continues, and improvements to simulation
are implemented, it will be possible to extend the mea-
surement of the atmospheric neutrino energy spectrum
with IceCube to PeV energies, as well as to significantly
reduce the uncertainties.
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J. Dreyer,10 J. P. Dumm,28 R. Ehrlich,17 J. Eisch,28 R.W. Ellsworth,17 O. Engdegård,37 S. Euler,1 P. A. Evenson,31
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The IceCube Neutrino Observatory is a 1 km3 detector currently taking data at the South Pole. One of

the main strategies used to look for astrophysical neutrinos with IceCube is the search for a diffuse flux of

high-energy neutrinos from unresolved sources. A hard energy spectrum of neutrinos from isotropically

distributed astrophysical sources could manifest itself as a detectable signal that may be differentiated

from the atmospheric neutrino background by spectral measurement. This analysis uses data from the

IceCube detector collected in its half completed configuration which operated between April 2008 and

May 2009 to search for a diffuse flux of astrophysical muon neutrinos. A total of 12 877 upward-going

candidate neutrino events have been selected for this analysis. No evidence for a diffuse flux of

astrophysical muon neutrinos was found in the data set leading to a 90% C.L. upper limit on the

normalization of an E�2 astrophysical �� flux of 8:9� 10�9 GeV cm�2 s�1 sr�1. The analysis is sensitive

in the energy range between 35 TeV and 7 PeV. The 12 877 candidate neutrino events are consistent with

atmospheric muon neutrinos measured from 332 GeV to 84 TeVand no evidence for a prompt component

to the atmospheric neutrino spectrum is found.

DOI: 10.1103/PhysRevD.84.082001 PACS numbers: 95.85.Ry, 14.60.Lm, 95.30.Cq, 95.55.Vj

I. INTRODUCTION

There are many objects in our Universe that involve
extremely high-energy processes such as matter accreting
into black holes at the centers of active galaxies and violent
explosions such as supernovae and gamma-ray bursts.
Understanding the physics of these astrophysical objects
requires the observation of nonthermal high-energy radia-
tion in the form of charged cosmic rays (protons and
nuclei), gamma rays, and neutrinos. Despite progress in
cosmic-ray and gamma-ray astrophysics, the nature of

high-energy astrophysical sources is still far from under-
stood. Neutrinos may elucidate the fundamental connec-
tion between the sources of high-energy cosmic rays and
gamma rays.
Cosmic rays have been well studied by both space and

ground based instruments. As astrophysical messengers,
their main disadvantage is that they are charged particles
and thus are deflected by magnetic fields, subsequently
losing their directional information. High-energy gamma
rays have been detected from many galactic and extraga-
lactic objects, but their effectiveness as cosmic messengers
over long distance scales is limited by absorption on extra-
galactic background light. Neutrinos could provide a fun-
damental connection between cosmic rays and gamma rays.
Even if individual astrophysical neutrino sources are too

weak to be detected, a superposition of all the sources may
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give rise to a detectable extraterrestrial flux. In this
paper, we present results from a search for a diffuse flux
of astrophysical muon neutrinos performed with the
IceCube detector using data collected in its half completed
configuration between April 2008 and May 2009. We first
summarize astrophysical and atmospheric neutrino models
in Sec. II and describe the IceCube detector in Sec. III. We
outline in Sec. IV how our final neutrino sample was
obtained. The analysis methodology is discussed in detail
in Sec. V and we present our final results in Sec. VI.

II. ASTROPHYSICAL AND ATMOSPHERIC
NEUTRINO FLUXES

The benchmark diffuse astrophysical �� search pre-

sented in this paper assumes an astrophysical flux, �,
with a spectrum � / E�2 resulting from shock accelera-
tion. In addition to the E�2 spectral shape, astrophysical
models of varying normalization and spectral shapes were
tested as well. The Waxman-Bahcall upper bound [1] was
derived for optically thin sources assuming a � / E�2

primary cosmic-ray spectrum. Becker, Biermann, and
Rhode [2] calculated the diffuse astrophysical neutrino
flux from active galactic nuclei using observations from
Fanaroff and Riley Class II (FR-II) radio galaxies. These
sources were used to normalize the flux of neutrinos by
assuming a relationship between the disk luminosity, the
luminosity in the observed radio band, and the calculated
neutrino flux. Mannheim [3] and Stecker [4] derived mod-
els for optically thick active galactic nuclei sources assum-
ing the sub-TeV diffuse gamma-ray flux observed by the
Compton Gamma Ray Observatory [5] is produced by the
decay of neutral pions. BL Lacertae objects that emit TeV
gamma rays can be interpreted to be optically thin to
photon-neutron interactions. The model calculated by
Mücke et al. [6] assumes that charged cosmic rays are
produced in these sources through the decay of escaping
neutrons. An average spectrum of neutrinos from the pre-
cursor and prompt phases of gamma-ray bursts is calcu-
lated in Ref. [7] by correlating the gamma-ray emission to
the observed flux of ultrahigh-energy cosmic rays.

The primary backgrounds in the search for diffuse as-
trophysical �� are the atmospheric muons and neutrinos

arising from cosmic-ray-induced extensive air showers.
The substantial downward-going atmospheric muon back-
ground persists over a wide energy range from primary
cosmic-ray energies of around a GeV to the highest mea-
sured extensive air showers of 100 EeV [8]. These events
were removed by using the Earth as a filter in order to
select upward-going neutrinos traversing through the
Earth. Two classes of atmospheric neutrinos were consid-
ered: neutrinos arising from the decay of pions and kaons
(the conventional atmospheric neutrino flux) and neutrinos
arising from the decay of charm-containing mesons (the
prompt atmospheric neutrino flux). Detailed three-
dimensional calculations of the energy spectrum and

angular distribution of the conventional atmospheric neu-
trino flux are summarized in Refs. [9,10]. The conventional
atmospheric neutrino spectrum approximately follows an
E�3:7 spectrum in the TeV energy range. The prompt
component of the atmospheric neutrino flux is yet to be
measured, but full calculations of the prompt flux are given
in Refs. [11–13]. The prompt component of the atmos-
pheric neutrino flux is predicted to follow the primary
cosmic-ray energy spectrum which is approximately
E�2:7. Since a hypothetical diffuse astrophysical neutrino
flux would have a harder energy spectrum than atmos-
pheric neutrino backgrounds, evidence for a diffuse flux
would appear as a hardening of an energy-related observ-
able distribution.

III. THE ICECUBE DETECTOR

IceCube consists of three detectors operating together.
The main in-ice array is composed of 4800 digital optical
modules (DOMs) arranged in 80 strings which are de-
ployed vertically with 60 DOMs per string. The detector
is deployed deep in the Antarctic ice between a depth of
1450 and 2450 m. The vertical spacing between each DOM
is 17 m and the horizontal spacing between each string
of DOMs is 125 m giving a total instrumented volume of
1 km3. The design is optimized for the energy range of
100 GeV to 100 PeV [14]. The DeepCore extension is
deployed within the main in-ice array and consists of six
specialized strings which lower the energy reach to
10 GeV. IceCube was deployed in stages with the first
string deployed during the 2005–2006 Austral summer.
This analysis is based on 1 yr of data taken with the
40-string configuration (Fig. 1) which was deployed during

FIG. 1 (color online). Three-dimensional view of the IceCube
detector layout. This work was based on the 40-string configu-
ration which was half of the completed detector. The 40-string
configuration was operational from April 2008 to May 2009.
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the 2007–2008 Austral summer and was operational from
April 2008 to May 2009.

Each DOM consists of a 13 in. (33.02 cm) pressurized
sphere, a 10 in. (25 cm) Hamamatsu photomultiplier tube
[15] (model R7081-02), a mu-metal magnetic shield, and
associated electronics responsible for the operation and
control of the photomultiplier tube as well as amplification,
filtering, and calibration [14]. The DOMs are triggered by
Cherenkov photons produced by charged particles in the
Antarctic ice. In particular, ��-induced charged-current

interactions produce muons that can traverse the entire
IceCube array. Analog waveforms captured by the phot-
multiplier tubes are digitized in situ by the DOM main
board. The capture process is initiated by a signal derived
from a discriminator connected to a high-gain signal path if
the threshold (0.25 photoelectrons) is surpassed [16]. For
the data set considered in this work, the triggered event was
sent to a buffer for further filtering if it satisfied a simple
majority trigger of eight triggered DOMs within a 5 �s
time window.

Below a depth of 1450 m, the Antarctic ice is free of air
bubbles and exhibits exceptional optical clarity with
absorption lengths ranging from 100 to 200 m and effective
scattering lengths ranging from 20 to 70 m [17,18]. The
scattering and absorption lengths vary due to the concen-
tration of dust in the glacial ice, which varies quite strongly
with depth [19] due to varying atmospheric conditions
and volcanic activity during the glacial history of
Antarctica. The depth and wavelength dependence of the
scattering and absorption have been measured with a vari-
ety of in situ light sources [17]. The ice properties have
recently been measured over the full depth range [18] of
the IceCube detector using the in situ LEDs present in
every DOM main board resulting in what is called the
South Pole Ice (SPICE) model.

IV. SIMULATION AND DATA FILTERING

A. Simulation

This work required an accurate Monte Carlo simulation
of the down-going atmospheric muon background, the
atmospheric neutrino flux, and the subsequent detector
response. The simulation was used to determine event
selection criteria in order to remove the misreconstructed
atmospheric muon background and in the profile construc-
tion method (Sec. V) to compare the predicted neutrino-
energy-correlated observable distribution with the data to
search for evidence of astrophysical neutrinos.

The generation of extensive air showers initiated by
high-energy cosmic-ray particles and the propagation of
the subsequent muons through the atmosphere was handled
by the CORSIKA (COsmic Ray SImulations for KAscade)
[20] event generator. Hadronic interactions of the cosmic-
ray primaries in the atmosphere were modeled using
the SIBYLL [21] interaction model. The composition of
the primary cosmic-ray spectrum was taken from the

Hörandel poly-gonato [22] model which modeled the pri-
mary cosmic-ray spectrum as a combination of two power
laws for each primary particle type.
The generation of neutrinos of all flavors was handled by

the ANIS (All Neutrino Interaction Simulation) code [23].
ANIS uses the parton structure functions from CTEQ-5

[24]. Neutrinos were generated on a random position on
the Earth’s surface and then propagated through the Earth.
The structure of the Earth is modeled by the PREM, or
Preliminary Reference Earth Model [25]. In order to re-
duce computation time, neutrinos that reach the detector
were forced to interact with the nearby Antarctic ice or
bedrock to produce secondary particles that automatically
trigger the detector. Each event was assigned a weight that
represents the probability that this particular neutrino in-
teraction occurred. Neutrinos were typically generated
with a baseline energy spectrum of either E�1 or E�2.
The event weights that were calculated can be used to
reweight the baseline generated spectra to any astrophys-
ical or atmospheric neutrino model.
A daughter muon from a muon neutrino charged-current

interaction or an atmospheric muon passing from the at-
mosphere into Earth rock was propagated using the Muon
Monte Carlo (MMC) [26] code. MMC incorporates the vari-
ous continuous and stochastic energy loss mechanisms of
ionization, bremsstrahlung, photonuclear interactions, and
pair production. The Cherenkov light produced by the
muon and the various secondaries was then propagated
from the muon track through the detector volume to the
DOMs by using one of two methods: numerical tabulation
and direct tracking.
The first method was provided by the PHOTONICS [27]

software package which incorporates numerically tabu-
lated photon distribution results of various simulation
runs with different light sources. PHOTONICS tables are
computationally efficient and have the added benefit of
allowing the full ice description to be used in the recon-
struction of muon events. The second method used direct
photon tracking provided by the Photon Propagation Code
(PPC) [18] which allows for a more complete description of
photon propagation in the Antarctic ice since every photon
is individually tracked and propagated. This work used
PPC for the simulation of neutrinos and PHOTONICS for

the simulation of the background atmospheric muons.
This choice was made since the computational efficiency
of PHOTONICS is well suited to the generation of a large
amount of atmospheric muon background simulation
which subsequently helps to reduce the uncertainty of the
estimated misreconstructed atmospheric muon back-
ground. The numerical accuracy of PPC is appropriate for
the generation of neutrino simulation which includes the
atmospheric neutrino background. Benchmark neutrino
simulation sets generated with PPC and PHOTONICS re-
vealed that the largest discrepancy was a 30% difference
in the neutrino event rate near a prominent dust layer
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2050 m deep in the South Pole ice, whereas the overall
neutrino event rate disagreement was 9%.

B. Event selection

The event selection strategy in this analysis used the
Earth as a filter to remove all muons from cosmic-ray-
induced extensive air showers and retain as many neutrino-
induced muon events as possible. The reconstructed energy
spectrum of the neutrino sample that remained (roughly
from the TeV to PeV energy range) was then analyzed
using the method outlined in Sec. V for evidence of astro-
physical neutrinos. The IceCube 40-string data set used in
this analysis yielded a total live time of 375.5 days.

The primary trigger for this analysis was a multiplicity
condition which required eight DOMs to exceed their
discriminator threshold within a 5 �s time window. In
addition, a local coincidence condition was enforced that
requires the vertical neighbors of the triggered DOMs to
trigger within 1 �s of each other. The rate for this primary
trigger was �1 kHz. Since the trigger rate was dominated
by atmospheric muons, the data was processed in several
stages in order to remove the atmospheric muon back-
ground and retain only neutrino events at the final analysis
level. First, the triggered event rate at the South Pole was
reduced to 22 Hz by using an online software filter. The
arrival directions of the muon tracks in the IceCube detec-
tor were determined with a maximum likelihood recon-
struction procedure. The muon track geometry is uniquely
described by an arrival direction and a vertex position
along the track which result in 5 degrees of freedom for
the reconstruction. The likelihood function [28] parame-
trizes the probability of observing the Cherenkov photon
arrival times given the muon track geometry. Preliminary
reconstructions were performed using a single photoelec-
tron likelihood which utilizes the arrival time of the first
Cherenkov photon arriving in each DOM. All events re-
constructed as upward-going through the Earth (� > 90�)
were kept in the initial first stage of filtering. Events
reconstructed as down-going must pass an energy cut that
tightens for more vertical events. This ensures that truly
up-going high-energy events, initially reconstructed as
down-going, may be correctly reconstructed and kept in
the final up-going event sample.

The second filtering stage involved more CPU intensive
reconstructions performed offline outside of the South
Pole. Among these reconstructions is the multiple photo-
electron (MPE) fit which utilizes the likelihood description
of the arrival time of the first Cherenkov photon given N
expected photons. The first photon is less scattered than the
average single photon and hence the likelihood description
of the detected photoelectron is modified when this infor-
mation is taken into account The MPE likelihood is a more
sophisticated likelihood description than the single photo-
electron likelihood reconstruction. It gives improved di-
rection resolution at higher energies. Estimates of the

muon energy (see the next section), the angular resolution,
and quality parameters used for background rejection are
calculated during the offline processing stage. About 5% of
the cosmic-ray-induced muons in the atmosphere that trig-
ger the IceCube detector are misreconstructed as going up
through the Earth and need to be separated from neutrino-
induced muons at the final analysis level. This is accom-
plished using quality criteria which are based on parame-
ters derived from the reconstructed muon track. Table I
summarizes the analysis cuts applied to the level 1 filtered
data and simulation. Table II summarizes the number of
data and simulation events that satisfied each successive
analysis cut defined in Table I. The quality parameters used
to obtain the final analysis sample are
(i) Reconstructed zenith angle (�): The zenith angle of

the reconstructed muon track is used as a cut pa-
rameter to select muon events with reconstructed
directions that traverse through the Earth.

(ii) Reduced log-likelihood: The log-likelihood value of
the reconstructed track was divided by the number
of degrees of freedom of the fit. The number of
degrees of freedom is given by the number of trig-
gered DOMs (Nch) minus five, which is the number
of free parameters in the reconstruction. Since Nch

loosely correlates with the muon energy, the re-
duced log-likelihood should be approximately en-
ergy independent. A smaller value indicates that the
Cherenkov photons arrived at the individual DOMs
more consistent with the likelihood description of
photon arrival times. It is an efficient observable for
separating high-energy atmospheric neutrinos from
misreconstructed atmospheric muons. This variable
was found not to be energy independent for lower-
energy atmospheric neutrinos, however, and was
subsequently found to be not efficient at background
rejection at lower energies. This was resolved em-
pirically by redefining the effective degrees of free-
dom to Nch � 2:5 for low values of Nch.

TABLE I. Summary of the analysis level selection criteria
applied to the IceCube data, neutrino simulation, and the atmos-
pheric muon background simulation to obtain the final event
sample for the analysis.

Observable and selection criteria

� > 90�
logðLÞ
ðNch�5Þ < 8 OR logðLÞ

ðNch�2:5Þ < 7:1
�< 3�
logðLBayes=LÞ> 25 for cosð�Þ<�0:2
logðLBayes=LÞ> ð75 cosð�Þ þ 40Þ for cosð�Þ>�0:2

logðLBayes1þLBayes2

L Þ> 35
�SplitTime > 80�
�SplitGeo > 80�
NDir> 5
LDir> 240
jSDirj< 0:52
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(iii) Error estimate from the MPE reconstruction (�):
The directional error ellipse for the MPE log-
likelihood reconstruction was estimated following
[29]. It provides an event by event 1� uncertainty
of the arrival direction in the likelihood function
used in the reconstruction of muon tracks.

(iv) Minimum zenith angle of a two-muon reconstruc-
tion ð�SplitGeo; �SplitTimeÞ: A substantial fraction of

the atmospheric muon background results from two
or more muons triggering the IceCube detector
during the trigger window. In order to reduce this
background, two muons were reconstructed for
each event after splitting the triggered DOMs in
two groups. The separation is accomplished one of
two ways. The first uses a geometric approach by
constructing a plane perpendicular to the MPE-
reconstructed track while containing the average
Cherenkov photon arrival positions. The second
method is performed temporally by using the
mean Cherenkov photon arrival time. Each group
of DOMs is used to reconstruct a single muon
hypothesis resulting in two reconstructed muon
tracks. Requiring the zenith angle from both recon-
structed tracks to traverse through the Earth reduces
the coincident atmospheric muon background.

(v) Log-likelihood ratio between a zenith-weighted
Bayesian reconstruction and a standard reconstruc-
tion: The Bayesian likelihood ratio compares the
hypothesis of an up-going muon track with the
alternative hypothesis of a down-going muon track
consistent with the known zenith-dependent flux of
atmospheric muons. The Bayesian likelihood recon-
struction is performed by minimizing the product of
the standard likelihood and a Bayesian prior. The
Bayesian prior is based on the known zenith depen-
dence of the down-going muon flux. Since the prior

goes to zero near the horizon, the reconstruction
always results in a down-going muon. Low values
of the negative log-likelihood ratio support the alter-
native hypothesis of a down-going muon, whereas
higher values indicate an up-going muon track.
Further details are found in Ref. [28]. The likelihood
ratio is zenith-dependent and our selection criterion
based on this quality parameter varies with the
zenith angle of the MPE-reconstructed track.

(vi) Log-likelihood ratio between a zenith-weighted
two-muon Bayesian reconstruction and a standard
reconstruction: The two-muon Bayesian likelihood
ratio compares the hypothesis of a single up-going
muon track with the alternative hypothesis of two
down-going muon tracks consistent with the known
zenith-dependent flux of atmospheric muons. Two
down-going muons were reconstructed separately
using the DOM splitting strategies discussed above.
Each muon is reconstructed with a Bayesian prior
defined with a zenith-dependent weight of the
atmospheric muon flux. This observable is con-
structed to reject misreconstructed coincident at-
mospheric muons. As in the single muon case, low
values support the alternative hypothesis of two
down-going atmospheric muons whereas higher
values indicate an up-going muon track.

(vii) Number of DOMs with direct photoelectrons
(NDir): The number of Cherenkov photons arriv-
ing between �15 and þ75 ns of their expected
unscattered photon arrival times from a recon-
structed track is known as the number of direct
photons, or NDir [28]. More direct photons would
indicate a better reconstructed track.

(viii) Direct length of the reconstructed track (LDir):
The number of direct photons, NDir, are projected
back onto the reconstructed track. The direct

TABLE II. Number of events at each purity level for data and simulation for atmospheric muons, conventional atmospheric ��, and
E�2 astrophysical �� with a normalization of Na ¼ 10�7 GeV cm�2 s�1 sr�1 for the full 40-string data set of 375.5 days. The

background atmospheric � was simulated with a total live time of 11 days. A weighting scheme was used to increase the live time at
high energies resulting in 240 days of background live time above a primary cosmic-ray energy of 100 TeV. The quality parameter used
for the purity cut is shown and the specific values of the cuts are defined in Table I.

Purity criterion Data Total atmospheric � Coincident � Atmospheric �� E�2��

Triggered 3:3� 1010 2:98� 1010 1:72� 1010 1� 106 1:03� 104

L1 Filter 8:0� 108 7:5� 108 3:9� 108 1:14� 105 1956

� > 90� 2:4� 108 3:0� 108 1:79� 108 91 246 1353

logðLÞ 8:46� 106 4:58� 106 1:12� 106 43 183 934

� 1:43� 106 1:05� 106 4:1� 105 37 174 677

logðLBayes=LÞ 2:88� 105 2:73� 105 2:36� 105 27 411 659

logðLBayes1þLBayes2

L Þ 44 309 24 032 17 648 18 400 622

�SplitTime 22 154 3004 2253 15 771 556

�SplitGeo 17 648 1126 751 15 020 532

NDir 15 771 751 370 14 645 524

LDir 13 518 374 325 14 269 499

SDir 12 877 4 0 13 466 475
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length, LDir [28], is the maximum separation
distance between these projected photons.

(ix) Smoothness of the reconstructed track (SDir): The
direct photons (NDir) are again projected back onto
the reconstructed track. The smoothness, SDir, is a
measurement of how uniformly distributed these
projected photons are along the reconstructed track.
The smoothness parameter is defined between

�1 and 1. Positive values of smoothness indicate
that the projected photons cluster at the beginning
of the track, whereas negative values of smoothness
indicate there are more at the end of the track. A
smoothness that is close to 0 indicates a uniform
distribution of projected Cherenkov photons.
Further details of the smoothness parameter can
be found in Ref. [28].
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FIG. 2 (color online). Track quality observables for data (black), atmospheric neutrino simulation (green), and misreconstructed
atmospheric muon simulation (blue) after all analysis cuts have been applied.
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After all analysis level cuts have been applied, we were
left with 12 877 candidate neutrino events below the hori-
zon for the IceCube 40-string data set [30]. These cuts were
designed, in particular, to maximize the retention effi-
ciency of the simulated E�2 astrophysical neutrino flux,
which is 35.1% with respect to up-going events passing the
level 1 filter. The final analysis level (after all analysis cuts
have been applied) distributions for the track quality ob-
servables summarized above are shown in Figs. 2 and 3 for
data and Monte Carlo simulation. The zenith distribution at
the final analysis level is shown in Fig. 4. The background
atmospheric muon contamination was estimated to be 4
events in the final sample with a relative error of 60%. The
background contamination was estimated from simulated
down-going atmospheric muons that survived the analysis
cuts. To estimate the background contamination, one
would ideally have as much simulated background live
time as the data. In practice, the simulated background
live time was significantly less than the live time of the data
with 11 simulated days over all energies. A weighting
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scheme was used to increase the number of generated
events at high energies resulting in 240 days of equivalent
background live time above a primary cosmic-ray energy
of 100 TeV. The simulated atmospheric muons over all
energy decades were then extrapolated to 1 yr of live time.

The efficiency of neutrino detection for a particular
analysis, which includes the efficiency of the analysis level
cuts and physical effects like the absorption due to the
Earth, can be characterized by the effective area which is
defined as the area AeffðE; �;�Þ of a detector that would
have a 100% neutrino detection efficiency. The total num-
ber of detected events is

Nevents ¼
Z

dE�d�dt��ðE�; �;�ÞAeffðE; �;�Þ: (1)

Figure 5 shows the effective area for �� þ ��� as a function

of energy for this analysis averaged over different zenith
angle ranges.

The final sample of candidate neutrino events is ana-
lyzed for the presence of astrophysical neutrinos. The
astrophysical models considered predict a flavor ratio at
the source of ��:�e:�� ¼ 2:1:0, which subsequently oscil-

late to a flavor ratio of ��:�e:�� ¼ 1:1:1 at Earth. Tau

neutrinos that propagate through the Earth undergo a re-
generation effect with a branching ratio � ! ����� of

17% and this �� contribution was taken into account by

incorporating a separate �� Monte Carlo simulation. The
final astrophysical �� results were derived assuming a

flavor ratio of ��:�e:�� ¼ 1:1:1 at Earth. As discussed in

Sec. II, evidence for a diffuse astrophysical �� flux would

manifest in the IceCube detector as a hardening at the high-
energy tail of the reconstructed energy observable distri-
bution above the expectation from the atmospheric ��

spectrum. The energy-correlated observable used in the

analysis is the muon energy loss per unit length and is
described in the next section.

C. Energy reconstruction

It was natural in this analysis to use the average muon
energy loss per meter (dEreco=dX) as the energy-correlated
observable since IceCube measures the muon energy loss
(and not the muon energy directly) in the form of the
Cherenkov photons emitted by the various stochastic
muon energy loss mechanisms. In order to estimate
dEreco=dX from the observed collection of Cherenkov
photoelectrons (denoted by fng) and the expected
Cherenkov photoelectron profile (denoted by � and is
explicitly a function of dE=dX), a log-likelihood based
reconstruction method is used. There is an observed fng
and expected � for every DOM in the detector. With an
observed photoelectron collection fng given an expected
photoelectron distribution �ðdE=dXÞ binned into N bins
of photoelectrons in a single DOM, a Poisson likelihood
function yields

logL

�
dEreco

dX

��������fng
�
¼ XN

i¼1

ni log�i ��i; (2)

where ni and �i are the observed and expected number of
photoelectrons in the ith bin, respectively. The Cherenkov
photoelectrons are binned according to their respective
arrival times at the DOM. To obtain the total likelihood
function for the detector, the log-likelihood values of the
individual DOMs were summed together:

logLtotal ¼
XNDOMs

j¼1

logLj: (3)

The direction and geometry of the muon were fixed to
the results of the MPE reconstruction. The muon light
profile �ðdE=dXÞ was parametrized in terms of the sto-
chastic cascade energy which was varied until the like-
lihood function was maximized. The estimation of
dEreco=dX is contingent on modeling �, which depends
both on the light yield of the muon and the optical prop-
erties of the South Pole ice. Incorporating the muon light
yield to the likelihood fit proved a challenge due to the
stochastic energy loss processes of pair production, photo-
nuclear interactions, and bremsstrahlung radiation which
dominate over continuous energy losses above * 1 TeV.
The relationship is approximately linear in the stochastic
energy regime, however, with dE=dX ¼ aþ bE with
a ¼ 0:259 58 GeV=mwe and b ¼ 3:5709� 10�4 mwe�1

in ice [31]. The continuous and stochastic energy losses
were parametrized by the coefficients a and b, respectively,
and both are written in terms of meters of water equivalent
(mwe). The reconstruction algorithm therefore modeled
the stochastic energy loss of a muon as uniform along the
track.
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FIG. 5 (color online). Effective area for �� þ ��� as a function
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the neutrino. The angle-averaged area is represented by the solid
black line.
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The uniform energy loss model allows one to differ-
entiate Eq. (2) with respect to a muon energy scale factor.
This leads to an analytic solution for dEreco=dX in terms of
the ratio of the total observed charge across all DOMs to
the total predicted charge. The dE=dX reconstruction al-
gorithm incorporated the optical properties of the South
Pole ice into the reconstruction. The dE=dX reconstruction
algorithm did not account for Cherenkov light from the
hadronic shower initiated by the charged-current neutrino
interaction and only reconstructed the energy loss due to
the muon track itself. This was not a limitation here, since
the majority of events in our final sample (� 73%) are

through-going tracks where the neutrino interaction oc-
curred outside the instrumented volume of the detector.
The performance of the dE=dX reconstruction was char-

acterized using simulated high-energy muons and neutri-
nos that satisfy the analysis level selection criteria applied
to the data. Since IceCube measures the energy loss of the
muon in the form of Cherenkov light from stochastic
showers, we first characterized the intrinsic resolution of
the dE=dX reconstruction by using a sample of simulated
high-energy muons. The correlation of dEreco=dX with the
muon energy closest to the center of the IceCube array is
given in the left-hand plot of Fig. 6. The relationship is
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linear over a large energy range. The correlation changes
for energies below 1 TeV since the energy loss is no longer
stochastic and the Cherenkov light output is nearly inde-
pendent of energy. The spread in dEreco=dX does not vary
strongly as a function of the muon energy. The muon
energy resolution over all energy decades in the stochastic
energy regime above a TeVof the dE=dX reconstruction is
0.27 in logðEÞ. The energy resolution was estimated from
the 1� width of a Gaussian fit to the reconstructed dE=dX
distribution over all energies. The right-hand plot of Fig. 6
shows a profile of the simulated neutrino energy for con-
ventional atmospheric neutrinos and astrophysical neutri-
nos vs dEreco=dX. Muons of a given energy would result in
a measured dEreco=dX distribution with a mean and root
mean square spread as indicated by the left-hand plot of
Fig. 6 independent of the primary energy spectrum. An
estimate of the parent neutrino energy from a given mea-
sured dEreco=dX, however, depends on the assumed pri-
mary energy spectrum.

The simulated dEreco=dX response of the IceCube
40-string detector at final analysis level to the Honda
et al. conventional atmospheric neutrino flux [10], the
Enberg et al. prompt atmospheric neutrino flux [11], and
a hypothetical astrophysical E�2 flux is shown in Fig. 7. It
clearly shows how the different parent spectra map into
distinguishable reconstructed muon energy spectra.

V. ANALYSIS METHOD

To test the compatibility of the observed dEreco=dX
distribution in the data set with the hypotheses of muons
arising from conventional atmospheric ��, prompt atmos-

pheric ��, and astrophysical �� while incorporating vari-

ous sources of systematic uncertainty, we incorporated the
frequentist approach suggested by Feldman [32]. The pro-
file likelihood construction procedure extends the original
frequentist method of Feldman and Cousins [33] in order to
incorporate sources of systematic uncertainties parame-
trized as nuisance parameters in the analysis.

A. Profile likelihood construction

The profile likelihood construction method results in
fully frequentist confidence intervals for the physics pa-
rameters of interest (denoted by �r) while using values of
the nuisance parameters (denoted by �s) that fit the data the
best. Specifically, we first constructed a Poisson likelihood
function and binned our dEreco=dX observable distribution
into N bins:

Lðfnigjf�ið�r; �sÞgÞ ¼
YN
i¼1

e��i

ni!
�ni

i ; (4)

where ni and �i denote the observed and expected event
counts in the ith dEreco=dX bin, respectively. We then
iterated over the physics parameter space and calculated

the profile likelihood [34] ratio test statistic Rp at each

point �r. Defining L ¼ �2 logðLÞ,

Rpð�rÞ ¼ Lð�r; ^̂�sÞ �Lð�̂r; �̂sÞ

¼ �2 log

�
Lðfnigjf�ið�r; ^̂�sÞgÞ
Lðfnigjf�ið�̂r; �̂sÞgÞ

�

¼ 2
XN
i¼1

�
�i � �̂i þ ni log

�i

�̂i

�
; (5)

where �̂i ¼ �ið�̂r; �̂sÞ and �i ¼ �ið�r; ^̂�sÞ. �̂r and �̂s
denote the values of the physics and nuisance parameters

that globally minimize the profile likelihood Lð�̂r; �̂sÞ and
therefore describe the data the best. The value of the

nuisance parameter
^̂�s conditionally minimizes the profile

likelihoodLð�r; ^̂�sÞ at the physics parameter point �r. The
profile likelihood test statistic was marginalized over nui-
sance parameters in the likelihood ratio such that confi-
dence intervals were constructed solely for the physics
parameters of interest.
Confidence intervals were constructed at confidence

level � by comparing the profile likelihood test statistic
to a critical value Rp;crit at each point �r. The critical profile

likelihood value determines if a hypothesis is accepted or
rejected at a certain confidence level. Following the pre-
scription outlined in Refs. [32,33], we defined Rp;critð�rÞ by
examining the spread of the profile likelihood test statistic
Rpð�rÞ caused by statistical fluctuations. This was facili-

tated by generating a number of Monte Carlo experiments
to obtain the distribution of Rpð�rÞ at each physics point �r
while fixing the values of the nuisance parameters to

^̂�s.
Confidence intervals were constructed at confidence level
� by finding the critical value of the profile likelihood,
Rp;critð�rÞ, such that the fraction � of experiments at �r
satisfied Rpð�rÞ< Rp;critð�rÞ. The acceptance region is the

parameter space f�rg such that Rp;datað�rÞ< Rp;critð�rÞ at a
chosen confidence level �. By utilizing the profile like-
lihood distribution to determine the confidence level, we
have used the likelihood ratio as an ordering principle in
order to sort the possible experimental outcomes by in-
creasing statistical significance.

B. Systematic uncertainties

Systematic errors were incorporated into the analysis as
nuisance parameters in the likelihood. The profile like-
lihood construction method discussed in the last section
was used to define confidence regions for the physics
parameters of interest while incorporating the various
sources of systematic uncertainty outlined in this section.
This work considered sources of systematic errors that
affect the shape and overall normalization of the observed

SEARCH FOR A DIFFUSE FLUX OF ASTROPHYSICAL . . . PHYSICAL REVIEW D 84, 082001 (2011)

082001-11



dEreco=dX distribution. The sources of systematic uncer-
tainty are summarized in Table III.

One of the largest sources of systematic uncertainty is
the overall normalization of the atmospheric neutrino flux.
The model used in this analysis for the conventional com-
ponent of the atmospheric neutrino flux was derived by
Honda et al. [10], where the uncertainty in the absolute
normalization was estimated to be �25%. The prompt
component of the atmospheric neutrino flux has yet to be
experimentally measured and there exists a large range in
the overall normalization as calculated in various model
predictions. The baseline model used in this analysis for
the prompt component of the atmospheric neutrino flux is
the calculation from Enberg et al. [11] where the authors
quoted a standard perturbative QCD model prediction with
an asymmetric error range in the overall flux normalization
of �44% to þ25%.

The spectral shape of the atmospheric neutrino flux is
affected by the uncertainty in the spectral slope of the
primary cosmic-ray spectrum. The uncertainty in the pri-
mary cosmic-ray spectrum was estimated by considering
the uncertainty in the spectral slopes of cosmic-ray protons
(which comprise 79% of the flux) and of helium nuclei
(15% of the flux). The remaining 6% predominately con-
sists of elements heavier than helium. Gaisser et al. [35]
estimated the spectral slope uncertainty for protons to be
�0:01 and for helium nuclei to be �0:07. Scaling the
individual spectral index uncertainties by the fraction of
the total flux for the respective component gave an uncer-
tainty in the primary cosmic-ray spectral slope of �0:03.
This range is valid for a primary cosmic-ray energy up to
about 1 PeV. Above this energy appears a region between 1
and 10 PeV known as the knee where the primary cosmic-
ray spectrum steepens [36]. The cosmic-ray composition
around the knee is still an active area of research. The
nominal prediction of the model calculated in Ref. [10]
was calculated up to a neutrino energy of only 10 TeV. We
extrapolated the Honda et al. model beyond this energy by
assuming the model followed its approximate E�3:7 shape

above 10 TeV. We note that such an extrapolation does not
reflect the steepening in the spectrum expected above
1 PeV/nucleon as a consequence of the knee.
There are two main sources of systematic uncertainties

which affect the response of the IceCube detector to
Cherenkov light. The first is the uncertainty in the absolute
sensitivity of the digital optical module. The DOM sensi-
tivity was assumed to be dominated by the uncertainty in
the absolute efficiency of the photomultiplier tube which
was measured to be �8% [15]. The DOM sensitivity is
further reduced by a shadowing effect from the main cable
and the magnetic shield in the DOM, which reduces the
sensitivity by 7%. The second dominant source of system-
atic uncertainty affecting the detector response is the un-
certainty in the measured properties of the glacial ice at the
South Pole. The measured uncertainty in the scattering and
absorption coefficients of the South Pole ice was measured
to be �10% [18] at a flasher LED wavelength of 405 nm.
Other relatively minor sources of systematic error were

quantified with dedicated simulation studies. The uncer-
tainty in the charged-current, deep-inelastic neutrino-
nucleon cross section was calculated in [37] to be �3%
using the parton distribution function error tables from [24]
and the error calculation prescription in Ref. [38]. The 3%
uncertainty in the cross section corresponds to a 3% un-
certainty in the overall neutrino event rate. The uncertainty
in the muon energy loss cross sections was estimated from
[26] to be 1% which has a negligible effect on the overall
event rate since a decrease or increase in the stochastic
cross sections is accompanied by a corresponding increase
or decrease in the muon range. The uncertainty in the
density of the bedrock under the polar ice was measured
to be 10% [39]. This provided a negligible difference in the
atmospheric neutrino event rates of <0:1%, since the in-
crease in the neutrino interaction probability is offset by a
corresponding decrease in the range of the muon. The
background contamination in the final event sample was
estimated to be less than 1%, and was therefore a negligible
source of systematic uncertainty in the analysis.

TABLE III. Systematic uncertainties in the atmospheric neutrino flux and the detector re-
sponse that affect the shape and overall normalization of the dEreco=dX observable. The effect on
the rate of triggered atmospheric �� is shown in the third column.

Systematic uncertainty Magnitude Atmospheric �� rate

Conventional atmospheric �� þ ��� flux �25% �25%
Prompt atmospheric �� þ ��� flux �44%, þ25% �44%, þ25% a

Cosmic-ray spectral slope �0:03 Negligible

DOM sensitivity �8% �15%
Scattering and absorption coefficients �10% �13:5%, þ14:2%
Neutrino-nucleon cross section �3% �3%
Muon energy loss �1% Negligible

Bedrock density �10% Negligible

aThe asymmetric error range in the overall flux normalization of the prompt atmospheric
neutrino flux only affects the overall rate of prompt atmospheric neutrinos.
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C. Final analysis parameters

The systematic errors summarized in Table III were
incorporated into the profile likelihood as nuisance pa-
rameters. During minimization, each nuisance parameter
was allowed to vary freely within the allowed range around
its nominal value. The nominal values of the nuisance
parameters correspond to the predictions of the Honda
et al. model for the conventional atmospheric flux and
baseline values as given by simulation for the other nui-
sance parameters. Each point in the likelihood space gave a
specific prediction for the dEreco=dX observable, and the
profile construction method was used to define confidence
regions for the physics parameters of interest.

The likelihood methodology could be used for two main
analyses. The primary analysis is the search for a diffuse
astrophysical �� signal while simultaneously fitting for a

potential prompt component of the atmospheric �� flux. In

the absence of any signal, the profile likelihood construc-
tion could be used to measure the conventional atmos-
pheric neutrino flux.

The generic astrophysical diffuse �� flux was parame-

trized as an E�2 spectrum and the normalization is the
main physics parameter of interest:

�a ¼ NaE
�2; (6)

where Na has units of GeV cm�2 s�1 sr�1. Astrophysical
models that do not predict an E�2 spectral shape were also
considered in this work. The second physics parameter of
interest denotes the absolute normalization of the prompt
atmospheric neutrino flux:

�p ¼ ð1þ �pÞ
�

E

Emedian;p

�
��

�Enberg; (7)

where 1þ �p describes the deviation in the absolute nor-

malization of the prompt atmospheric neutrino flux from
the reference prompt atmospheric neutrino model which
was taken to be the calculation from Enberg et al. The
uncertainty in the primary cosmic-ray slope, ��, changes
the shape of the predicted atmospheric neutrino flux and
was a nuisance parameter in the analysis. It was allowed to
float in the �0:03 range quoted in Table III. The shape
dependent term was modeled by introducing an energy
dependent weight ðE=Emedian;pÞ�� where Emedian;p is the

median neutrino energy at final purity level. The median
energy is 7 TeV for the nominal prediction by Enberg et al.

The conventional component of the atmospheric neu-
trino flux was treated as a nuisance parameter in the main

analysis and was parametrized in the same fashion as the
prompt flux:

�c ¼ ð1þ �cÞ
�

E

Emedian;c

�
��

�Honda; (8)

where 1þ �c describes the deviation in the absolute nor-
malization of the conventional atmospheric neutrino flux
from the reference model by Honda et al., �� is again the
uncertainty in the primary cosmic-ray slope, and Emedian;c

is the median conventional atmospheric neutrino energy at
final purity level. A shape dependent term was again
modeled by an energy dependent weight ðE=Emedian;cÞ��
where Emedian;c is 1.2 TeV for the nominal prediction by

Honda et al.
The detector efficiency, denoted by 	, affects the overall

event rate in the IceCube detector. The magnitude of this
systematic error combines in quadrature the systematic
uncertainties in the absolute DOM sensitivity, the neutrino
interaction cross section, the muon energy loss cross sec-
tions, and the bedrock density giving an allowed range of
�8:3%. The detector efficiency nuisance parameter was
implemented by assuming that the absolute DOM sensi-
tivity is independent of energy. Although the uncertainty in
the absolute DOM sensitivity affects the event rate for
lower-energy neutrino events more than higher-energy
events, this energy dependence was neglected since the
primary astrophysical diffuse search is dominated by the
high-energy tail of the dEreco=dX distribution.
The scattering and absorption coefficients bð
 ¼

405 nmÞ and að
 ¼ 405 nmÞ (both measured at a LED
wavelength of 405 nm [18,40]) were implemented as dis-
crete nuisance parameters in the likelihood function. This
was facilitated by generating Monte Carlo neutrino simu-
lation sets with the scattering and absorption coefficients
increased by 10%, decreased by 10%, the scattering in-
creased and absorption decreased by 10%, and the scatter-
ing decreased and absorption increased by 10%.
To summarize, the profile likelihood used in the main

analysis incorporated two physics parameters and five
nuisance parameters. In the absence of any signal, the
conventional atmospheric neutrino flux measurement pro-
motes the deviation in the conventional atmospheric flux
1þ �c and the uncertainty in the primary cosmic-ray
spectral slope �� to physics parameters, giving a like-
lihood with two main physics parameters and three nui-
sance parameters. The physics and nuisance parameters for
the two analyses are summarized in Table IV.

TABLE IV. Physics parameters and nuisance parameters used for the astrophysical diffuse ��

search and the measurement of the atmospheric neutrino spectrum.

Analysis Physics parameters Nuisance parameters

Astrophysical �� Na, 1þ �p 1þ �c, ��, 	, bð405Þ, að405Þ
Atmospheric �� 1þ �c, �� 	, bð405Þ, að405Þ
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D. Sensitivity and discovery potential

A blindness procedure was followed in order to prevent
any inadvertent tuning of the purity cuts that would bias the
analysis. To establish a context for the unblinded results,
we quantified the limit setting potential of the analysis
(the analysis sensitivity) and the ability to discover an
astrophysical neutrino flux (the discovery potential).
Specifically, the sensitivity is defined as the median 90%
upper limit obtained over an ensemble of simulated experi-
ments with no true signal. The discovery potential is
defined to be the strength a hypothetical astrophysical ��

flux required to obtain a 5� discovery in 90% of simulated
experiments in the ensemble. The sensitivity of this analy-
sis to a diffuse flux of astrophysical �� with an E�2

spectrum is 1:22� 10�8 GeV cm�2 s�1 sr�1 and the E�2

discovery potential is 6:1� 10�8 GeV cm�2 s�1 sr�1.

VI. RESULTS

After we performed the profile likelihood construction
analysis on the dEreco=dX distribution, no evidence was

found for an astrophysical neutrino flux or a prompt com-
ponent of the atmospheric neutrino flux. The fitted
dEreco=dX distribution is shown in Fig. 8 and the best fit
values of the analysis parameters to the data are summa-
rized in Table V. No evidence for a signal was seen, so
upper limits were set for astrophysical neutrino flux
models.

A. Upper limits on astrophysical neutrino fluxes

The allowed regions for the normalization of the astro-
physical flux Na corresponding to an E�2�� flux and the

normalization for prompt atmospheric neutrinos are shown
in Fig. 9. The upper limit for the astrophysical normaliza-
tion Na at 90% confidence level was obtained from Fig. 9
by finding the point on the 90% C.L. boundary along the
null hypothesis of no prompt atmospheric neutrinos. The
90% upper limit on a hypothetical astrophysical ���

¼
NaE

�2 flux at Earth with systematic uncertainties included
is N90%

a ¼ 8:9� 10�9 GeV cm�2 s�1 sr�1. The analysis is
sensitive in the energy range between 35 TeV and 7 PeV.
The energy range was determined from MC simulation
studies of the analysis sensitivity, which was calculated
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FIG. 8 (color online). The fitted muon energy loss distribution
of the final event sample is shown. The best fit to the data (black,
shown with 1� error bars) consists only of conventional atmos-
pheric ��, and no evidence is found for a prompt atmospheric ��

flux or an astrophysical E�2 �� flux.

TABLE V. Likelihood fit results and associated errors reported by the fit. Errors are quoted as
1� unless otherwise noted. The allowed range of the nuisance parameters are also given as 1�
Gaussian constraints.

Parameter Best fit Error Constrained range

Na 0 8:9� 10�9 GeV
cm2 s sr

(90% U.L.)

1þ �p 0 0.73 (90% U.L.)

1þ �c 0.96 �0:16 �0:25
�� �0:032 �0:014 �0:03
	 þ2% �8:3% �8:3%
beð
 ¼ 405 nmÞ Nominal �10% �10%
að
 ¼ 405 nmÞ Nominal �10% �10%
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FIG. 9 (color online). Allowed regions for astrophysical muon
neutrinos with an E�2 spectrum and prompt atmospheric neu-
trinos at 90%, 2�, and 3� confidence level. The lines indicate
the boundary of the allowed region at the stated confidence level.
The best fit point is indicated by the black dot at the origin.
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to be 1:22� 10�8 GeV cm�2 s�1 sr�1. The energy range
was determined by introducing an energy threshold and
ceiling such that the analysis sensitivity changed by 5%.
The 90% upper limit derived in this work on a hypothetical
astrophysical �� flux is compared to other �� limits and

flux models in Fig. 10.
Astrophysical neutrino models that do not predict an

E�2 spectrum from various source classes were tested in
the analysis. Of the models considered, this analysis was

sensitive to the blazar model derived by Stecker [41], the
active galactic nucleus (AGN) neutrino model derived by
Mannheim [3], and the radio galaxy neutrino model from
Becker, Biermann, and Rhode [2]. These models were
rejected at the 5� confidence level. The analysis also rules
out the Waxman-Bahcall upper bound [1] at a 3� confi-
dence level. The upper limits on astrophysical �� for the

different models are summarized in Table VI. The upper
limits for the models are expressed in terms of the model
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TABLE VI. Upper limits for astrophysical �� for different astrophysical models. The upper limits are expressed in terms of the
model rejection factor [42], which is the percentage of the reference model rejected at the stated confidence level such that �C:L ¼
MRF��ref .

Model 90% C.L. 3� C.L. 5� C.L 90% Energy range (TeV–PeV)

E�2ð GeV
cm2 s sr

Þ 0:89� 10�8 2:2� 10�8 4:0� 10�8 35–7

Waxman-Bahcall upper bound 0.4 0.97 1.78 35–7

Stecker blazar 0.1 0.32 0.42 120–15

BBR FSRQ 0.12 0.34 0.46 35–7

Mannheim AGN 0.05 0.21 0.4 9–1
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rejection factor [42], which in the context of this analysis is
the percentage of the reference model rejected at the stated
confidence level, such that �C:L ¼ MRF��ref . The 90%
upper limits on these flux models are shown in Fig. 11. We
note that the radio galaxy neutrino model from Becker,
Biermann, and Rhode rejected at a 5� confidence level was
derived with a primary proton cosmic-ray energy spectrum
of E�2 and an optical thickness � ¼ 0:2. The authors
summarized in Ref. [2] a range of neutrino flux models
with different spectral shapes of the primary proton
cosmic-ray spectrum and varying optical thickness which
are below the sensitivity of these results.

B. Upper limits on prompt atmospheric
neutrino flux models

This analysis showed no evidence for a prompt compo-
nent to the atmospheric neutrino flux. Hypotheses other
than the reference model from Enberg et al. are shown in
the left-hand side in Fig. 12 and were tested in this analysis.
The results of the prompt model tests are summarized in

Table VII and on the right-hand side of Fig. 12. In the same
fashion as the astrophysical model tests described above,
the upper limits on prompt atmospheric neutrinos were
expressed in terms of the model rejection factor. The
standard calculation from Enberg et al. which is used as
the reference flux in this analysis was rejected at 90%
confidence level valid from an energy range between 9
and 613 TeV.
Under the assumptions of the present analysis, we reject

the RQPM [12] (recombination quark parton model) at a
3� confidence level, which strongly disfavors the authors’
nonperturbative quantum chromodynamics (pQCD) ap-
proach to calculating the prompt flux. The maximum and
minimum calculations from Enberg et al. represent an
allowed theoretical uncertainty band due to the authors’
choices of the parton distribution function (PDF), the
charm quark mass, and the factorization scale which affect
the pQCD calculation of the prompt atmospheric neutrino
flux. The reference model used theMRST 2001 [43] for the
PDF, a factorization scale �F ¼ 2mc where mc is the
charm quark mass, and a charm quark mass of 1.3 GeV.
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The theoretical uncertainty represented by the minimum
and maximum calculations was obtained by varying the
quark mass between 1.3 and 1.5 GeV, varying the factori-
zation scale between �F ¼ mc and �F ¼ 2mc, and vary-
ing the PDFs by using MRST 2001 or CTEQ 6 [44]. We
ruled out the maximum calculation at 95% C.L. and the
standard prediction at 90% C.L. These limits favor the
CTEQ 6 parameterization of the PDF, a lower quark
mass, and a low factorization scale.

C. Measurement of the atmospheric
neutrino spectrum

There was no evidence for astrophysical neutrinos or
prompt atmospheric neutrinos in the final event sample,
and therefore the final neutrino distribution was interpreted
as a flux of conventional atmospheric muon neutrinos. The
profile construction method was used to measure the at-
mospheric neutrino flux in order to determine the normal-
ization and any change in shape from the reference
atmospheric neutrino flux model considered. The best fit
result of the atmospheric neutrino flux is of the form

�BestFit ¼ ð0:96� 0:16Þ
�

E

1:17 TeV

��0:032�0:014
�Honda;

(9)

where the normalization of the atmospheric neutrino flux
was found to be 4%� 16% lower than the nominal pre-
diction from Honda et al. and the spectral index was found
to be steeper by �� ¼ �0:032� 0:014. The allowed re-
gions of (1þ �c) and �� are shown with the band of
allowed atmospheric neutrino spectra in Fig. 13. The dis-
played band of allowed atmospheric neutrino spectra in
black in the right plot was constructed from the envelope of
the set of curves allowed by the 90% boundary in the left
plot. We note that our best fit for the spectral index rejected
the nominal spectral index prediction fromHonda et al. at a
95% confidence level, neglecting the theoretical uncer-
tainty. The overall flux normalization is consistent with
the nominal model prediction at 90% confidence level. The
energy range of the atmospheric neutrino flux measure-
ment is valid from 332 GeV to 84 TeV. This energy range
was derived from the median atmospheric neutrino energy
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FIG. 12 (color online). The left plot shows the predicted prompt atmospheric neutrino fluxes averaged over zenith angle and
multiplied by E3 to enhance features. The Honda 2006 model is shown for comparison. The right plot shows the 90% confidence level
upper limit on the prompt models.

TABLE VII. Upper limits on prompt atmospheric neutrinos for different models. The upper limits are expressed in terms of the
model rejection factor [42], which is the percentage of the reference model rejected at the stated confidence level such that �C:L: ¼
MRF��ref .

Model 90% 95% 3� 90% Energy range (TeV)

Enberg (minimum) 1.25 1.8 3.6 9–615

Enberg (standard) 0.73 1.1 2.2 9–613

Enberg (maximum) 0.53 0.85 1.89 9–610

Naumov RQPM 0.2 0.41 0.87 9–620

Martin MRS 2.1 4.0 8.9 9–613
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as predicted by simulation for the lowest and highest
dEreco=dX values from the data.

Also shown in the right plot of Fig. 13 is the atmospheric
neutrino unfolding analysis discussed in Ref. [45] where
no prior assumption was made regarding the shape of the
atmospheric neutrino spectrum, while this work parame-
trized the atmospheric neutrino flux as a power law. Such a
bias in the prior assumption of the atmospheric neutrino
flux resulted in tighter error bars than in the unfolding
analysis.

VII. CONCLUSIONS AND OUTLOOK

To summarize, we have set the field’smost stringent limit
on astrophysical muon neutrinos from unresolved sources.
The 90% upper limit on an astrophysical flux with an E�2

spectrum is 8:9� 10�9 GeV cm�2 s�1 sr�1, valid from the
energy range of 35 TeV to 7 PeV. Several optimistic astro-
physical neutrino productionmodels have been rejected at a
5� confidence level. We have set limits on the prompt
component of the atmospheric neutrino flux, with a prefer-
ence for perturbative QCD models in the energy range
between 9 and 613 TeV. Finally, we have also measured
the atmospheric muon neutrino flux from 332 GeV to
84 TeV and found a fit to the overall normalization of the
atmospheric neutrino flux that is 4% lower than the calcu-
lation from Honda et al. [10]. The preferred spectrum is
somewhat steeper than the assumed extrapolation of the
Honda spectrum, perhaps reflecting the steepening of the
spectrum associatedwith the knee, as discussed inRef. [46].
Overall, our result here is consistent with other measure-

ments made of the atmospheric neutrino flux with the
IceCube detector. The 90% error band on the measured
flux overlaps with the 90% error band of the result from
IceCube’s predecessor, the AMANDA-II experiment [47].
The 90%upper limits on the astrophysical��models and

the prompt component of the atmospheric neutrino flux are
dependent on the assumptions made on the conventional
atmospheric neutrino flux. We extrapolated the model from
Honda et al. above the maximum calculated energy of
10 TeV by assuming the conventional spectrum continued
to follow its approximate E�3:7 spectral shape. This ex-
trapolation is dependent on the location and primary
cosmic-ray composition of the knee which are currently
not well known. The spectrum of all nuclei steepens in an
energy region around 3 PeV total energy per nucleus. With
standard assumptions about the composition, and assuming
that the underlying physics depends on magnetic rigidity,
the spectrum of protons must become steeper around 1 PeV
or lower. This has the consequence that the spectrum of
neutrinos from decay of pions and kaons must steepen at
around 100 TeV [46], which is just in the crossover region
for the prompt component. What is needed is a detailed
calculation of atmospheric neutrinos based on a realistic
treatment of the primary cosmic-ray spectrum and compo-
sition through the knee region that extends beyond the
current limits of 10 TeV. Because of the steepening, the
limits on prompt neutrinos in Fig. 12will be relaxed to some
extent. For future work, it is critically important also to
obtain more precise measurements of the primary compo-
sition and spectra in the knee region. The KASCADE
experiment [48] already suggests that the proton component
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is suppressed in the knee region. IceCube itself, with its
surface component IceTop, has the potential to measure the
spectrum and composition in the knee region and beyond.

The stringent 90% upper limit on a diffuse astrophysical
flux of muon neutrinos reported by this work implies that
the IceCube detector in its 40 string configuration (as used
in this analysis) is not yet sensitive enough to discover
astrophysical neutrinos from unresolved sources. The full
86-string array has been completed during the 2010–2011
summer construction season at the South Pole. A 5� dis-
covery of an astrophysical E�2�� flux at the 90% limit

derived by this work will take three years of the full
IceCube array.

This time scale for discovery can be made shorter by an
improved understanding of the various sources of system-
atic uncertainty and considering new analysis techniques.
With a proper measurement of the prompt component of the
atmospheric neutrino flux, the time scale for discovery
becomes more tractable. In this analysis we have not yet
made use of the difference in angular behavior of prompt
neutrinos (which are isotropic) and conventional atmos-
pheric neutrinos (which have a higher intensity near the
horizon). Analyses dedicated to the study of leptons from
the decay of charmed mesons would also yield a better
understanding of the physics of air showers and atmos-
pheric neutrinos. Strategies other than using atmospheric
�� to search for the prompt component involve a thorough

investigation of the down-going muon flux and a measure-
ment of the atmospheric neutrino spectrum from �e. The
measurement of the atmospheric �e flux has an advantage
that the transition energy from conventional�e to prompt�e

occurs at an order of magnitude lower in energy than in ��.

The event selection in this analysis used the Earth as a
filter to remove the large down-going atmospheric muon
background. An improved simulation of atmospheric
muons would allow a diffuse astrophysical �� search to

incorporate the down-going region in the analysis and
search for astrophysical neutrinos over the entire sky. We
note that there is a slight tilt in the measured angular
distribution of atmospheric neutrinos with respect to our
extrapolation based on the angular dependence in [10], as
illustrated in Fig. 4. This discrepancy did not affect our
limit on astrophysical �� or our reconstructed atmospheric

neutrino spectrum. However, understanding the origin of
the discrepancy is important for future work.
Although this analysis focuses on ��, IceCube is sensi-

tive to all flavors of neutrinos. As the detector grows,
reconstruction methods mature, and the understanding of
the various sources of systematic uncertainty improve, it
would be possible to combine event topologies from differ-
ent neutrino flavors in a multiflavor analysis. A simulta-
neous search for neutrinos of all flavors from unresolved
astrophysical sources would be significantly more sensitive
than an analysis focusing exclusively on a single neutrino
flavor.
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IceCube has become the first neutrino telescope with a sensitivity below the TeV neutrino flux predicted

from gamma-ray bursts if gamma-ray bursts are responsible for the observed cosmic-ray flux above

1018 eV. Two separate analyses using the half-complete IceCube detector, one a dedicated search for

neutrinos from p� interactions in the prompt phase of the gamma-ray burst fireball and the other a generic

search for any neutrino emission from these sources over a wide range of energies and emission times,

produced no evidence for neutrino emission, excluding prevailing models at 90% confidence.

DOI: 10.1103/PhysRevLett.106.141101 PACS numbers: 98.70.Rz, 95.85.Ry, 98.70.Sa

Gamma-ray bursts (GRBs) have long been proposed [1]
as one of the most plausible sources of the highest energy
cosmic rays, as the observed flux can be entirely explained
if the primary engine of the bursts accelerates protons and
electrons with comparable efficiencies. The electrons
would produce the observed gamma-ray emission by syn-
chrotron emission and, possibly, inverse Compton scatter-
ing, while the protons escape to form the high-energy
cosmic rays observed at Earth. Waxman and Bahcall ob-
served [2] that, in this case, a potentially detectable flux of
high-energy neutrinos is produced by p� interactions when
protons and photons coexist in the primary fireball. The
detailed flux predictions are dependent on the fireball
parameters; here we use the model by Guetta et al. [3] to
compute these parameters from observations by gamma-
ray telescopes. Past searches with IceCube and other neu-
trino telescopes have met with negative results [4–6] but
have never before had sensitivities at the level of the
expected flux. We search in this work for neutrinos in
coincidence with 117 GRBs with half of the IceCube
detector complete and for the first time reach a sensitivity
that would yield a positive result given expected fireball
parameters, with a 4� expected excess.

IceCube is a TeV-scale neutrino telescope currently
under construction at the South Pole which detects neutri-
nos by measuring the Cherenkov light from secondary
charged particles produced in neutrino-nucleon interac-
tions. A total of 5160 digital optical modules [7] containing
10-inch photomultipliers and arranged in 86 strings frozen
in the ice will make up the full detector; the results pre-
sented here were obtained by using the first 40 of these
strings. Although capable of detecting multiple flavors of
neutrinos from the entire sky, for point sources the detector
is sensitive primarily to up-going muons produced in
muon neutrino charged-current interactions. Searches in
the muon channel benefit from good angular resolution
(� 0:7� for E� * 10 TeV) and from the long range of
high-energy muons (several kilometers at TeV energies),
which substantially increases the effective volume of the
detector. By using up-going tracks, Earth is used to shield
against the much larger flux of down-going muons from
cosmic-ray interactions in the atmosphere. Backgrounds
from cosmic-ray-produced muons and atmospheric neutri-
nos can be further reduced by using the muon energy, as
neutrinos from GRBs are expected to have higher energies
than from either atmospheric source.
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The origin of observed events in IceCube is determined
by fitting a track to the hit pattern of the detected
Cherenkov light by using a maximum likelihood method
[8]. The location of the maximum is used as the source of
the associated neutrino (collinear with the muon), and the
statistical uncertainty in the fit provides an estimate of the
uncertainty on the reconstructed direction [9].

Because of the stochastic nature of muon energy-loss
processes and the rarity of events fully contained within the
detector, it is not possible to measure the energy of either
the muon or the primary neutrino directly. It is, however,
possible to measure the mean energy-loss rate of muons in
the detector, which is correlated at high energies with the
muon energy and with the original neutrino energy [10].
The uncertainty of the muon energy using this method is on
the order of 0.3–0.4 in log10E.

IceCube operated in a 40 string configuration from April
5, 2008 until May 20, 2009. During that time 129 GRBs
were reported in the northern hemisphere via the GRB
Coordinates Network (GCN) [11]. We assembled a catalog
using data from GCN notices and circulars, where the
position of the burst was taken from the notice with the
lowest reported positional error. For bursts which were
localized only by the Fermi Gamma-ray Burst Monitor
(GBM), the position was instead taken from the GBM
Burst Catalog [12]. The start and stop times of the prompt
gamma-ray phase, Tstart and Tstop, respectively, were deter-

mined by taking the earliest and latest times any satellite
reported detecting gamma rays. The fluence and spectral
information were taken preferentially from Fermi GBM,
Konus-Wind, Suzaku Wide-band All-sky Monitor, and
then Swift.

Fermi GRBs for which no fluence was reported because
the burst was too weak were removed. GRB080521,
GRB081113, and GRB090515 occurred during detec-
tor downtime and were removed from the catalog.
GRB090422 and GRB090423 occurred during a prelimi-
nary run with 59 strings in operation and will be analyzed
later. The final catalog contained 117 bursts.

Neutrino spectra were calculated [3,4] by using data
from the gamma-ray spectra of individual bursts or average
parameters if no spectral measurements were available.
Definitions of parameters and equations used to calculate
neutrino fluence are identical to Appendix A of Ref. [4].
Spectra were calculated as power laws with two breaks: a
low-energy break associated with the break in the photon
spectrum and a high-energy break from synchrotron losses
of muons and pions (Fig. 1).

From the length of gamma emission and energy spec-
trum, bursts are classified by GCN into two groups (long-
soft and short-hard), which may have different underlying
sources. If a burst was not explicitly identified as one class
in a GCN notice, we used average values for a short-hard
burst if 90% of the gamma emission was in less than 2 s [4]
and a long-soft burst otherwise. Parameters for average

long-soft bursts are from Ref. [4]. For short-hard bursts,
we used Liso

� ¼ 1051 erg=s, tvar ¼ 0:001 s, and for redshift

(z) the average of all Swift short burst measurements.
Two independent searches were conducted: one search-

ing for neutrinos with the specific energy spectrum pre-
dicted by Guetta et al. [3] during the period of maximum
gamma emission and the other searching generically for
high-energy neutrinos within up to 24 h of the observed
bursts.
The first of the two analyses, the model-dependent

analysis, was designed specifically to find neutrinos pro-
duced in p� interactions during the prompt phase of the
GRB. Events observed in the detector were reduced by a
series of cuts designed to select neutrinolike events, result-
ing in a data sample of primarily atmospheric neutrinos, an
irreducible background for this analysis. We then con-
ducted an unbinned maximum likelihood search [4] in
which each event passing these cuts was assigned like-
lihoods of being a signal event (from a GRB) and of being a
background event. Both the signal and background like-
lihoods for each event i were the product of three indepen-
dent probability density functions (PDFs) based on
direction, arrival time, and muon energy.
The spatial signal PDF was a two-dimensional

Gaussian:

PSð ~xiÞ ¼ 1

2�ð�2
GRB þ �2

i Þ
exp

�
� j ~xGRB � ~xij2
2ð�2

GRB þ �2
i Þ
�
; (1)

where j ~xGRB � ~xij is the angle between the reconstructed
neutrino direction and the best location of the gamma-ray
burst provided by GCN and �GRB and �i are the localiza-
tion uncertainty of the GRB and the muon reconstruction,
respectively. The spatial background PDF was computed
by using a smoothed histogram of all off-source data in
detector coordinates, accounting for zenith and azimuth
asymmetry in the detector.

FIG. 1. The neutrino spectra, including oscillations, of the
five brightest GRBs are shown along with eight randomly
selected bursts (thin lines). A single burst with Waxman 2003
parameters [16], assuming a cosmic-ray energy density of
1044 ergMpc�3 yr�1, is shown by a thin dashed line. The sum
of all 117 individual bursts is shown as a thick solid line along
with the Waxman 2003 [16] prediction in a thick dashed line.
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The temporal signal PDFs were constant during the
prompt phase of the gamma-ray burst (between Tstart and
Tstop), with Gaussian tails of width Tstop � Tstart (con-

strained to at minimum 2 s and at maximum 30). The
background PDFs were constant in time.

The signal energy PDF was computed from the recon-
structed muon energy loss (dE=dx) for neutrinos simulated
with the average of the individual burst spectra (Fig. 1),
while the background energy PDF was computed from the
dE=dx distribution of off-source data.

From these likelihoods, we then computed the maxi-
mally likely number of signal events. The resulting like-
lihood ratio (the test statistic) was then compared to the
distribution from scrambled background data sets to com-
pute the significance of a result.

As well as looking for neutrinos with properties modeled
from measured burst parameters, we conducted an addi-
tional search (the model-independent analysis) by using
wider time search windows and looser event selection
criteria, allowing observation of events with late or early
arrival times or with unexpected energies due to unantici-
pated emission mechanisms.

Starting at the interval from �10 to þ10 s from the
GRB trigger time, we expanded a search time window in
1 s increments in both directions out to�1 day, looking for
a significant excess of neutrinos at each iteration. High
correlation between adjacent time windows reduces the
trials correction to the significance of any excess to only
a few hundred.

Event selection for the model-independent search was
based entirely on rejecting misreconstructed down-going
atmospheric cosmic-ray muons, which are the dominant
background to this analysis, constituting more than 99.9%
of the final 1:61� 108 event sample. To avoid assuming a
signal neutrino spectrum, no attempt was made to reject the
small low-energy background from atmospheric neutrinos.

To ensure that no events were missed due to incorrect
assumptions, this analysis was designed to maximize the
number of signal neutrinos in the final analysis instead of
the significance of an excess. Instead of being selected by
hard cuts, events were weighted by their probabilities of
being signal neutrinos [13]. Each probability was the prod-
uct of the event’s point-spread probability density function
[Eq. (1)] and the probability that the event was a neutrino,
determined by dividing smoothed histograms of detector
data and neutrino simulation in several variables related to
reconstruction accuracy. These were then summed in each
time window to form the expectation of the on-source
signal neutrino density, which was then compared to the
expected background value obtained by scrambling the
observed data in time.

Although the use of scrambled data for the background
reduces many possible uncertainties, the use of simulation
for the signal introduces some systematic errors. The
dominant sources of uncertainties in the final limits from

both analyses are photon propagation in the ice, the quan-
tum efficiency of the photomultiplier tubes, and theoretical
uncertainties in both the neutrino-nucleon cross section
and cross sections for muon energy-loss processes at high
energies. Depending on the analysis and time interval,
the cumulative effect of these uncertainties amounts to
2%–13% and has been included in the final limits by using
a Bayesian marginalization procedure [14].
No events were observed in the model-dependent search

with a signal to background likelihood ratio greater than 1,
with 2.99 signal events expected on a background of 0.097.
The closest event to its associated GRB was 26� from
GRB090301A. This sets a 90% upper limit of 82% of the
expected flux in the region 37–2400 TeV where 90% of the
events were expected, including a systematic uncertainty
of �2% (Fig. 2).
In the model-independent search, no candidate events

were observed in the interval �2248 s with 4.2 expected
from the Guetta et al. calculation. The variation of the
upper limit (Fig. 3) with �t reflects statistical fluctuations
in the background, as well as the presence of individual
events of varying quality. The three most significant of
these occurred at �2249, �3594, and �6430 s, respec-
tively, and were low-energy (� 1 TeV) neutrinos consis-
tent with the atmospheric neutrino background. In addition
to a constant þ6

�2% uncertainty on the effective area (the

ratio of fluence to the expected number of events), there is a
systematic uncertainty in the limit on the number of ex-
pected events that increases with the size of the time
window from 0%–10% (included in Fig. 3). This arises
from the increased effect of systematic uncertainties in the
event selection as the amount of background in the search
window increases and the ability to distinguish GRB neu-
trinos from background events becomes correspondingly
more important.

FIG. 2. 90% C.L. Neyman [17] upper limit (including system-
atics) set by model-dependent analysis in solid black with the
expected Guetta et al. flux in dotted black. The 22 string IceCube
limit [4] is in dark gray and AMANDA [5] in light gray. The
Waxman 2003 flux [16] is shown for comparison in dotted light
gray. Diffuse fluxes were obtained from fluences assuming a
total of 667 uniformly distributed bursts per year. Fluences are
aggregate for 117 bursts.
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While the specific neutrino-flux predictions of the fire-
ball model provided by Waxman and Bahcall [2] and by
Guetta et al. [3] are excluded (90% confidence) by this
work, we have not yet ruled out the general picture of
fireball phenomenology. The neutrino flux we compute
for GRBs is determined by the flux of protons accelerated
in the fireball and by the fraction of proton energy trans-
ferred to charged pions (f�). The proton flux can be chosen
either such that the energy in gammas and protons is equal
or set to the flux of cosmic rays above 1018 eV, with similar
results. f� is determined largely by assuming protons are
accelerated, in conjunction with the observed low optical
thickness of the source. Because of uncertainties in the
bulk boost factor and internal structure of the shocks, f�
may range from 10% to 30% [15], causing an uncertainty
of about a factor of 2 on our calculation of the flux, which
used f� � 0:2. Future observations by IceCube will
push our sensitivity below the level of this theoretical

uncertainty on f� and allow direct constraints on accelera-
tion of protons to ultrahigh energies in gamma-ray bursts.
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