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  proposal to setup an Analysis Operation team within Computing 
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Computing and Physics 

 On first sight one project has nothing to do with the other, but in 
reality they are only successful projects when they are coherent… 

detector trigger & offline computing physics analyses paper 

(simplified illustration!) 
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Computing and Physics 

 On first sight one project has nothing to do with the other, but in 
reality they are only successful projects when they are coherent… 

 Our success is highly correlated with the degree of coherence! 

detector trigger & offline computing physics analyses paper 

Lots of CPU/disk resources 
Lots of tools for users 
Lots of expertise 
Limited human resources 

Lots of analysis jobs 
Diversity of user properties 
Competition with ATLAS/Tev 
Lots of expertise learn & feedback 

train & support 
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Computing and Physics 

  In 2008 in total 700 individuals submitted analysis jobs in CMS with an 
average of ~30k jobs/day and a success rate of ~55% 

 Our computing model asks to scale this to 100k-200k jobs/day 

 A joint effort from Users and Computing is needed to make this 
scaling efficient (both for the success rate and the human resources) 

  Physics analysis experts should invest time to learn working correctly 
with our computing resources and the (future) support procedures 

  Computing experts should invest to provide adequate tools and support 

April ‘08 March ‘09 

100k 

30k 

number of terminated 
analysis jobs/day 
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Computing and Physics 

 The increase in activity is already visible 

Number of terminated jobs/day 

Production 
Analysis 
JobRobot 
unknown 
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Failed analysis jobs 

 Reasons why ~45% of the analysis jobs do not terminate successful 
 And the list of causes is dynamical… 

 Monitoring the jobs to find failures and act pro-actively, and diagnose 
the cause to communicate to developers is a key point to increase the 
efficiency of our computing and human resources 

  In total ~25% of all submitted jobs are 
aborted or cancelled, these are not taken 
into account in this chart 

  Of the ~75% remaining (=terminated) jobs 
the “exit code” over the last year is shown 

  ~30% of them have a non-zero “exit code” 
  In total we had 9,8M jobs submitted 

70% 
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Failed analysis jobs 

 Evolution of the success rate (zero “exit code”) of terminated jobs 

 Translate this into the fraction of CPU or “WallClock time” wasted 
 A key number to quantify the efficiency of the use of our computing 

resources:   average is ~80%, but with significant ~10% fluctuation 

April ‘08 March ‘09 

70% 

Fraction of terminated analysis jobs with “exit code” = 0 
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Analysis Support Task Force 

 The Task Force was setup in October 2008 to sketch the workplan/
model of a future Analysis Operation team by March 2009 

 Short overview of main charges of this Task Force 
  Evaluate how we can adapt the link between Computing and Physics to 

optimize the use of our computing and human resources 
  Evaluate the tools and information needed to improve our understanding 

of failures of CRAB submitted jobs 
  Evaluate the tools needed to provide user support to pro-actively 

address issues with user jobs and TIER sites 
  Evaluate the human resources needed to run Analysis Operations 
  Long version: https://twiki.cern.ch/twiki/bin/view/CMS/AnalysisSupportTaskForceCharge 

 This Task Force has mainly a survey and exploration character 

 Started with a kick-off workshop on the 16th of December 2008, 
followed by weekly meetings 

 Twiki page: https://twiki.cern.ch/twiki/bin/view/CMS/AnalysisSupportTaskForce 
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Survey of Monitoring tools 

 Survey of existing tools useful for Analysis & Analysis Support 

 CRAB – the CMS job submission tools (strong development team) 
 CRAB Feedback mailing list for support 
 DashBoard to monitor the jobs in all stages and to archive the 

information 
 Ticketing system (savannah) deployed but not heavily used 
 Education & documentation via tutorials and workbooks 
 PhEDEx to place data according to the needs and to manage disk 

resources 

 We have identified several areas where we would like to develop 
extensions of the functionalities of these (and other) tools, in order to 
serve our purpose with an Analysis Operation team 

 Details: http://indico.cern.ch/getFile.py/access?contribId=25&sessionId=5&resId=0&materialId=slides&confId=54515 
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Survey of Monitoring tools 

DashBoard (current web interface to job monitoring in CMS) 
http://dashboard.cern.ch/cms/ 

 Archives and reports on a specified collection of CRAB jobs at 
various stages of the job submission, execution & completion, with 
“exit codes” for different features 

  the tool to monitor the performance of our system 
 worked with DashBoard developers to be able to have quick access  

 There is no direct access however to the users log files 
 would be needed to diagnose the observed failures 
  possible via the CRAB Server at the end of the job 
  possible with WM Core DashBoard API for real-time reporting 

 Define thresholds or metrics which our system should pass 
 One can also perform data mining within the information to search for 

“Association Rules” between feature and cause 

 an essential tool as basis for the development of monitoring tools 
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Survey of Monitoring tools 

Reference site(s) (non existing tool today) 

 Deploy a few reference sites were the user can test his failed job 
before contacting the computing support structure 

  user survey (see later) indicates the user is very positive on this 
 The candidate TIER-2 site(s) should pass a pre-defined performance 

metric before being considered, hence dynamical 
 Small standard data samples to be stored for tests 
  Install enhanced real-time monitoring and diagnose tools 

  JobMon software is being deployed and tested 
  Interfaces to LSF, PBS, CONDOR & CONDOR Quill DB 
  Broader access for admins & developers 

 Analysis Operations could have access to the log files of failed jobs, 
hence they deal only with log files from the reference site(s) 

 a good idea to follow in a layered support structure 
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Survey of Monitoring tools 

 Example of the JobMon tool with a CONDOR Quil DB batch system 
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First examples of Monitoring 

 Perform same task at different sites to compare performance 
  to identify data access inefficiencies  

 Understanding jobs with an unknown “exit code” 
  detailed comparison between DashBoard CPU usage accounting and 

local batch system acounting: found to be consistent to ~10% level 
  during this study it was found that 2% of the jobs were killed because 

they reach the threshold of maximum 36h running (site dependent) 
  because these jobs are long compared to usual jobs they take ~50% of 

the resources being wasted 

 these studies indentify the main areas to consider for improvements 



J.D’Hondt – Vrije Universiteit Brussel 
J.Letts – UC San Diego 

Computing efforts supporting Physics Analyses 
 20th of March 2009 14 

Survey of User properties 

Survey of how people perform physics analyses 

  In total 226 people participated (about 50-70% of the active users) 
 Results: https://twiki.cern.ch/twiki/bin/view/CMS/AnalysisSupportTaskForceSurvey 
 This is taken as guidelines on how the user would like to proceed 

… and 91% have used CRAB 

Thanks to many people 
who have contribute 
(especially Ilaria Villella) 
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Survey of User properties 

Volume of data produced during last 6 months? 

Typical amount of jobs per task? An average “analysis round” takes 

few hours  31% 
1 day   14% 
2-5 days  39% 
1 week     7% 
>1 week    7% 
>1 month    1,5% 

Typical properties of user 
analysis via CRAB 
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Survey of User properties 

Category 1: Do the users use CRAB as a black box? 

  In general NO, which is positive!  
 17% of the CRAB users tried to hack CRAB to include new or better functionalities 
 these users do not answer differently on the questions however 

 68% know they are using the latest version (CRAB_2_4_4) 
 50% uses the CRAB server 

  80% of the remaining users claim they do not need it 
 74% knows you cannot run jobs at T1’s 
 63% often black/white lists sites, they get information from 

  prior experience     53% 
  availability & reliability    21% 
  available CMSSW version & datasets  14% 
 whitelist the local T2      6% 
  via information on CRAB hypernews    3% 

  Those who do not black/white list either don’t know how to do this 
(33%) or mention it doesn’t help them (66%) 

 All this does not correlate with the period the user spend in CMS 
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Survey of User properties 

Category 2: For what purpose they use CRAB? 

"CRAB is a very nice tool, with simple commands, in practice it's very helpful 
for non-experts on grid like myself” – a participant to the survey 

It is found that the 
application of CRAB 
is not correlated with 
the answers on the 

other questions 
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Survey of User properties 
How do you stage-out your output files ? 

C
A

STO
R

 @
 C

ER
N

 
28%

 

Those who 
produce >1TB 

of data 
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Survey of User properties 
Do you publish your output files in private DBS? 

This does not correlate with the type of jobs, being analysis jobs on 
existing samples, to produce simulated events, making private PAT 

tuples or making private skims from PAT tuples. 
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Survey of User properties 

Category 3: Why don’t they use CRAB? (~10% of all users) 

 6% of all users run their analysis interactively 
 3% of all users use another tool to run their analysis on the GRID 
 The users who do not use CRAB have arguments like:  

  too slow      60%  
  not reliable     50%  
  difficult to deal with failed jobs   30%  
  don’t need it due to adequate alternative  30% 

 60% of the non-CRAB users have followed a tutorial however 

Maybe the outcome of these survey can convience the remaining 10% 
users to use CRAB. 
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Survey of User properties 

Category 4: What do the users think about the CRAB performance? 
  In general the “analysis round” 

time depends on the amount of 
data, the sample analyzed and 
the GRID performance. It takes 
weeks however to get CRAB 
understood. 

 The whole chain is mentioned to 
be much more reliable now. 

  It can be painful when dealing 
with a huge number of jobs 
(book-keeping aspects) 

 A fraction of jobs still fail most 
of the time, and it takes “90% of 
the time for the 10% of jobs that 
are not running properly”  

Reasons to use the CRAB server (50% of users) 



J.D’Hondt – Vrije Universiteit Brussel 
J.Letts – UC San Diego 

Computing efforts supporting Physics Analyses 
 20th of March 2009 22 

Survey of User properties 

Reasons to NOT use the CRAB server (50% of users) 
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Survey of User properties 
Category 5: How do the users deal 

with the failure of CRAB jobs? 
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Survey of User properties 

 ~90% looks at the standard output and standard error log files 
 ~70% of the users test their code interactively before sending via CRAB 
 Few use the available monitoring tools (eg. DashBoard), mostly 

because they are unfamiliar with them  importance of streamlining 
education & documentation 

 About 50% of the users use the CRABFeedback hypernews to browse 
for answers or ask for help 

 ~80% of them report they receive useful feedback from this list 
 About 50% of the users simply resubmits the jobs and only investigate 

when they fail twice 

  It seems that the way people proceed for failed jobs is divers… 

 73% would use a Reference Site to debug a job 
 78% would use a snapshot tool of a running job (Real-time Job Monitoring) 
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Survey of User properties 
When my CRAB jobs fail it is most often due (3 possible answers): 
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Survey of User properties 

Category 6: Do the users find enough adequate information? 
What is your experience with the twiki pages with CRAB documentation? 

Only 43% is positive, hence an area to improve 
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Survey of User properties 

indicate up to 3 areas where you 
think major improvement are 

needed 
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Plan to proceed 
To increase the success rate we proceed in 4 coherent directions: 
1.  Development of tools to monitor & diagnose failures pro-actively 

•  Extend the existing tools to allow for real-time monitoring 
•  Develop metrics to judge the quality of the performance 
•  Close collaboration with developers (DashBoard, JobMon, …) 

2.  Setup of a monitoring task & communication lines 
•  Proposal to include this into foreseen computing shifts 
•  Strong communication line to developers to solve the problems and to users to pro-

actively steer their use of the computing resources 

3.  Deploy a layered support system 
•  Install and maintain some reference sites, design system to get access to the 

logfiles… force users to first try their jobs on these sites 
•  Streamline the twiki pages and hypernews like support 

4.  Prepare for a pro-active use of prior information (“phase II”) 
•  Design, develop and test an automatic procedure to include prior information into 

the CRAB system 
•  This should reduce the workload of support & increase the success rate 

Small human investment from the collaboration, but the return is worth it.  
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Analysis Operations 

 Analysis Operations will monitor the performance, discover problems 
and report to developers/users/CRAB. It will also provide, deploy and 
test all the extra tools needed for this. 

  It will form somewhat the glue between the different stakeholders. 

 We will not jump blind in this adventure (eg. Task Force), but we will 
increase step-by-step the effort… because there will be a learning 
curve for all of us, aim to be fully operational by autumn 2009. 

 Today you should still send your questions to the appropriate forums! 

Computing 

Integration 

Data Ops 

Facility Ops 

Commissioning 

User support 

Computing 

Integration 

Data Ops 

Facility Ops 

Analysis Ops 

User support 

Potential Future 
Organizational Change: 
In the continuing transition 
from Commissioning to 
Operations, the computing 
project proposes to change 
the level-2 structure  

Site  
Comm. 


